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Preface

Over the past decade, ionic liquids (ILs) have received a considerable scientific
attention due to their unique physical properties (such as low melting points, low
vapor pressure, non-flammability, thermal and chemical stability, or broad elec-
trochemical window) and wide range of potential applications. An appropriate
combination of cations and anions makes them attractive as potential pharmaceu-
tical ingredients, green solvents as well as, promising electrolytes for fuel cells and
batteries. However, progress in electrochemical field is still hindered by the limited
understanding of the charge transport mechanism as well as the interplay between
molecular structure and dynamics in ionic conductors. Therefore, in the last years
many efforts of scientific community have been dedicated to comprehend the
behavior of electric conductivity in various ion-containing systems (protic, aprotic
as well as polymerized ionic liquids) and under various thermodynamic conditions.

This book provides a comprehensive survey of electrical properties of ionic
liquids and solids obtained from studies involving broadband dielectric spec-
troscopy (BDS) both at ambient and elevated pressure. The book begins by
reviewing the synthesis, purification and characterization of ionic liquids, presented
in Chap. 1. In the “Introduction to Ionic Liquids” selected physical properties of
ionic liquids such as thermal stability, melting point, glass transition,
semi-crystallinity and viscosity are also discussed.

In Chap. 2, with the ambitious title “Rotational and translational diffusion in
ionic liquids”, new insights into the dominant mechanisms of ionic conductivity
and structural dynamics obtained from studies involving broadband dielectric
spectroscopy (BDS), pulsed field gradient nuclear magnetic resonance, dynamic
mechanical spectroscopy, and dynamic light scattering techniques are presented.
Additionally, in the same section a novel approach to extract diffusion coefficients
from dielectric spectra in an extra-ordinarily broad range spanning over 10 orders of
magnitude is provided.

On the other hand, Chap. 3 discusses the molecular motions of room temperature
ionic liquids (RTILs) in the timescale ranging from femto- to nanoseconds at
ambient temperatures. Therein, we show that the interactions in RTILs are not only
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governed by long-ranged Coulombic forces. Also hydrogen-bonding, pi–pi stack-
ing and dispersion forces contribute significantly to the local potential energy
landscape, making RTIL dynamics extremely complex.

Chapter 4 summarizes recent advances in high pressure dielectric studies of ionic
liquids and solids. The pressure sensitivity of DC-conductivity is discussed in terms
of activation volume parameter and dTg/dP coefficient. Within this section the
transport properties of ionic conductors are analyzed not only in T-P thermody-
namic space but also as a function of volume. This procedure enable us to discuss
the contributions of density and thermal effects to ion dynamics near Tg as well as to
verify the validity of the thermodynamic scaling concept for ionic systems. We also
address the role played by charge transport mechanism (vehicle vs. Grotthuss type)
on the isobaric and isothermal dependences of DC-conductivity and conductivity
relaxation times when approaching the glass transition.

Chapters 5 and 6 review recent efforts to investigate polymerized ionic liquids
and polymer electrolytes, being respectively macromolecular counterparts of ILs
and salts inserted into polymer matrix. Chapter 5 discusses the fundamental
properties of polymerized ionic liquids such as molecular dynamics, charge
transport and mesoscopic structure and compares them with the properties of
monomers.

At the beginning of Chap. 6 we give a brief overview of the protocols usually
employed to analysis the dielectric spectrum of polymer electrolytes. The quanti-
tative change of dielectric relaxation in polymers with the addition of salts will then
be discussed primarily based on results from polypropylene glycols. The focus
of the last part of the chapter is placed on the relationship between ionic transport
and polymer relaxation.

Chapter 7 describes the current level of understanding of the electrode | IL
interface. We show that broadband impedance spectroscopy in a three-electrode
setup yields electrode-potential-dependent double layer capacitance values of the
electrode | IL interface. The results of dielectric studies are compared with infor-
mation obtained from other techniques, such as scanning tunnelling microscopy,
atomic force microscopy, surface force apparatus measurements, X-ray reflectivity
measurements, surface-enhanced Raman spectroscopy and sum-frequency genera-
tion vibrational spectroscopy.

In Chap. 8 an overview on the recent results for electrochemical double layers in
ionic liquids at flat, rough, and porous electrodes is given. We show that electrode
polarization effects can be used to directly determine the complex dielectric func-
tion of ionic liquids at the interface with a metal electrode. Our approach allows
thus a systematic investigation of the electric and dielectric properties of ionic
liquids at metal interfaces and opens the perspectives of a better understanding
of the physics of charge transport at solid interfaces.

The decoupling between structural and conductivity relaxation in various aprotic
ionic liquids is reported in Chap. 9. Therein, we took advantage from several
calorimetric techniques (e.g. AC-calorimetry, temperature modulated differential
scanning calorimetry (TMDSC)) to probe the dynamic glass transition of ionic
systems. We demonstrate that for ion conducting materials, a significant difference

vi Preface

http://dx.doi.org/10.1007/978-3-319-32489-0_4
http://dx.doi.org/10.1007/978-3-319-32489-0_5
http://dx.doi.org/10.1007/978-3-319-32489-0_6
http://dx.doi.org/10.1007/978-3-319-32489-0_5
http://dx.doi.org/10.1007/978-3-319-32489-0_6
http://dx.doi.org/10.1007/978-3-319-32489-0_7
http://dx.doi.org/10.1007/978-3-319-32489-0_8
http://dx.doi.org/10.1007/978-3-319-32489-0_9


between conductivity relaxation and shear relaxation (viscosity) can be found.
Consequently, in some cases it is not an easy task to determine definitely the
dynamic glass transition from dielectric relaxation data.

Editor would like to thank all the contributors to this volume for their efficient
collaborations. Contributions of M. Paluch and Z. Wojnarowska to this book were
made as a part of research Opus 8 project (No. DEC-2014/15/B/ST3/04246).
J. Hunger and R. Buchner also thank the Deutsche Forschungsgemeinschaft for
funding within the priority program SPP 1191. The writing of fifth chapter was
supported by the Oak Ridge National Laboratory’s Center for Nanophase Materials
Sciences, which is a DOE Office of Science User Facility. Joshua Sangoro
acknowledges the National Science Foundation for financial support through the
award number DMR-1508394. The authors of Chap. 5 are grateful for the financial
support from the Deutsche Forschungsgesellschaft under the DFG-projects: Neue
Polymermaterialien auf der Basis von funktionalisierten ionischen Flüssigkeiten für
Anwendungen in Membranen ‘Erkenntnistransfer-Projekt’ (KR 1138/24-1); and
DFG SPP 1191 Priority Program on Ionic Liquids.

March 2016 Marian Paluch
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Chapter 1
Introduction to Ionic Liquids

Veronika Strehmel

Abstract Ionic liquids and polymerized ionic liquids possess a high application
potential in synthesis, separation processes, and in processes relating to transport
and storage of energy. Therefore, this introduction discusses synthetic ways to
obtain ionic liquids as well as selected properties of ionic liquids. Knowledge of
chemical reactions occurring during ionic liquid synthesis including purification
procedures gives an insight into possible impurities, which may remain after the
manufacturing process. The liquid range of ionic liquids with the glass transition
temperature or the melting point as lower limit on the one hand and temperatures
where weight loss is higher than 0.5 wt% during thermal treatment as possible
upper limit is important for both investigation of ionic liquids as well as their
application. A brief discussion of selected physical properties, such as viscosity,
density, and polarity of ionic liquids should give a first impression about the broad
variety of ionic liquid properties that are discussed in more detail in the following
chapters. Furthermore, discussion of both polymerization of ionic liquid monomers
using different polymerization mechanisms and selected properties of the polymer
materials obtained will complete this introduction. The significant increase of the
glass transition temperature of polymerized aprotic ionic liquids caused by poly-
merization of aprotic ionic liquid monomers exhibits differences in the properties
between ionic liquids and polymerized ionic liquids.

Efficient use of naturally occurring energy resources, energy transport, and storage
of energy belong to the important tasks in the twenty-first century. In this context,
the understanding of the mobility of charge carriers is crucial to increase the effi-
ciency of both the transport and the storage of energy. Charge carriers can be
electrons and/or ions. The latter strongly relates to salts as neat material as well as
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the appearance in solution. Although the behavior of salt solutions is strongly
affected by the properties of the solvent, ion mobility in salts strongly depends on
their melting point. Ion mobility significantly increases in a salt melt compared to
the solid state. Therefore, salts bearing low melting points are interesting for
transport and storage of energy.

Development of ionic liquids started with the search for lower melting salts.
They may be used as electrolytes because application of traditional molten salts
efforts construction materials, which are stable during long time operation at ele-
vated temperatures and do not undergo corrosion under the operation conditions
[1]. The decrease of the melting point was first obtained by using eutectic mixtures
of different inorganic salts, and second by variation of the structure of either the
cation or the anion or both ions [2–5]. Structural variation of ions included not only
inorganic ions but also organic ions resulting in a huge variety of salts with dras-
tically reduced melting temperatures. Also ethyl ammonium nitrate, which was
firstly described by Paul Walden in 1914, belongs to salts exhibiting a low melting
temperature [2, 6]. This salt is generally considered as the first ionic liquid. The
reduction of the melting temperature of molten salts from usually several hundred
Celsius degree [1] to a significant lower temperature, e.g., lower than 100 °C or
even below room temperature, opens the possibility to use additional methods for
investigation of these low melting salts that are called ionic liquids [2].
Furthermore, the lower melting temperature of the ionic liquids has extended the
application areas from batteries to electrochemical synthesis [7–10], solvents for
inorganic [11–14], organic [2, 15–18] and polymer synthesis [19–23], co-solvents
in biocatalytic processes [15, 24–26], solvents or additives in separation processes
[27–31], lubricants [29] and so on [32, 33].

The name ionic liquids was created to separate the newly developed salts
showing drastically reduced melting temperatures from the traditional molten salts.
Furthermore, various definitions have been given for ionic liquids. One early def-
inition indicates ionic liquids as molten salts, which are liquid below the boiling
point of water [2, 34]. This definition of ionic liquids shows the enormous differ-
ence in the melting temperature compared to the traditional molten salts. However,
systematic variation of the cation structure for example by variation of the alkyl
substituent from methyl to a significantly larger alkyl substituent, e.g., an octadecyl
group, does clearly show the limitation of this definition [35, 36]. An increase in the
size of the alkyl substituent bound at either the cation or the anion results also in an
increase of the melting point or glass transition temperature of the ionic liquid.
Therefore, some of these substances are liquid only above 100 °C. A further def-
inition was given by Ken Seddon, who called ionic liquids as “liquids that consist in
their pure form entirely of ions” [37]. This definition does clearly separate ionic
liquids from electrolyte solutions even if electrolyte solutions are highly
concentrated.

Ionic liquids bearing a mobile proton are protic ionic liquids [38]. The mobile
proton results in more intensive hydrogen bonding compared to the aprotic ionic
liquids. Interesting developments in the field of ionic liquids cover their function-
alization by the introduction of a functional group that may undergo various
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interactions with solutes or even chemical reactions, e.g., polymerizations.
Examples for functional groups attached to the cation of ionic liquids are hydroxyl
[39–43], nitrile [44], vinyl [45–68], or (meth)acrylate groups, respectively [69–86].
Mostly, ionic liquids substituted with a polymerizable functional group are aprotic
ionic liquids, although a few examples exist for polymerizable protic ionic liquids
either [87]. Nevertheless, the resulting polymer materials no longer belong to ionic
liquids because polymerization results in significant increase in glass transition
temperature, and therefore, in significant decrease of the mobility of the single
segments bound in the polymer chain. Nevertheless, they derive from an ionic
liquid ion substituted with a polymerizable functional group. However, mobility of
the counter ion significantly distinguishes from the mobility of single ionic seg-
ments of the polymer chain in case of non-crosslinked polymers derived from ionic
liquids. Furthermore, ionic liquid monomer structures grafted to a silica surface [88]
distinguish from polymerized ionic liquids caused by the lower concentration of the
ionic structures as well as by the interactions with the silica surface.

This chapter covers examples of traditional and functionalized ionic liquids as
well as polymers made of them including possible impurities originating from the
ionic liquid manufacturing process. Furthermore, selected properties of ionic liquids
are discussed. These are liquid range, viscosity, density, and polarity. These
properties may be important for further discussions and understanding of dielectric
properties of ionic liquids.

1.1 Synthetic Ways to Ionic Liquids as Source for Possible
Impurities

Several methods have been applied for synthesis of ionic liquids. Protic ionic
liquids are made by neutralization reaction of a strong acid with a strong base
followed by distillation of the resulting water [38]. This method was already applied
by Paul Walden, who obtained ethyl ammonium nitrate by neutralization of nitric
acid with ethyl amine (Fig. 1.1a). Other primary amine compounds, such as methyl
amine, n-butyl amine or 2-hydroxyethyl amine, and an organic acid, e.g., formic
acid result in formation of methyl ammonium formate, ethyl ammonium formate,
n-butylammonium formate, and 2-hydroxyethyl ammonium formate [89, 90]. The
organic acid is less acidic compared to the inorganic acid. Therefore, the equilib-
rium between the non-dissociated acid and the ions formed are necessary to take
into consideration.

Furthermore, neutralization of an oligoether bearing a carboxylic acid group at
one end, e.g., 2,5,8,11-tetraoxatridecan-13-oic acid with an alkali hydroxide, e.g.,
lithium hydroxide, sodium hydroxide, or potassium hydroxide, results in alkali
methyl oligoether carboxylates while water formed must be removed by distillation
(Fig. 1.1b) [91, 92].

1 Introduction to Ionic Liquids 3



A widely applied way to synthesize ionic liquids is alkylation of an organic base,
e.g., N-methyl imidazole, with alkyl halide, e.g., 1-chloro butane. This reaction
results for example in 1-butyl-3-methylimidazolium chloride (Fig. 1.1c) [93].
Various other organic bases, such as tertiary aliphatic or cycloaliphatic amines, and
further aromatic heterocyclic compounds containing at least one nitrogen atom are
available for alkylation, and further alkyl halides are useful in this reaction as well.
The quaternary ammonium halide can be applied as starting material for a huge
number of ionic liquids bearing various anions. One example is anion exchange with
lithium bis(trifluoromethylsulfonyl)imide in water solution resulting in e.g.,
1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (Fig. 1.1d) [94].
The starting materials and the lithium chloride, which is formed as by-product,
dissolve well in water. In contrast to this, 1-butyl-3-methylimidazolium bis
(trifluoromethylsulfonyl)imide is a hydrophobic ionic liquid separating well from the
water phase. Nevertheless, washing of the ionic liquid with water with the focus to
remove traces of halide requires intensive drying of the resulting ionic liquid. These

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 1.1 Synthetic ways to ionic liquids: a neutralization of a strong acid with a strong base to
obtain a protic ionic liquid; b neutralization of an oligoethylene oxide substituted with a carboxylic
acid group by a strong base; c alkylation of an organic base using an alkyl halide (chloride,
bromide or iodide) to make starting materials for a huge variety of ionic liquids; d anion exchange
resulting in a hydrophobic ionic liquid; e anion exchange using a silver salt resulting in an aprotic
ionic liquid; f alkylation of an organic base using alkyl-p-toluene sulfonate to give halide free ionic
liquids

4 V. Strehmel



steps are necessary for purification. A further method for anion exchange includes
reaction of the ammonium halide with a silver salt resulting in precipitation of silver
halide from the solution although the ionic liquid, e.g., 1-butyl-3-methylimidazolium
lactate, keeps in solution (Fig. 1.1e) [95]. Quantitative precipitation of the silver
halide formed as by product and quantitative removal of the solvent are required to
obtain a pure ionic liquid in this synthetic route. Furthermore, direct alkylation of a
tertiary amine, e.g., 1-methylimidazole, using alkyl tosylates results in halide free
ionic liquids (Fig. 1.1f).1 Moreover, other ester compounds, such as alkyl sulfonates,
alkyl sulfates, and alkyl phosphates may be applied for synthesis of halide free ionic
liquids either [95, 96].

In case that the organic base comprises a polymerizable functional group, e.g., a
vinyl group or a methacrylate group, quaternization of the organic base with alkyl
halide followed by counter ion exchange results in functionalized ionic liquids
(Fig. 1.2 [97]). These functionalized ionic liquids are starting materials for manu-
facture of new ionic polymers.

Quantitative conversion or quantitative removal of nonconverted starting
materials and remaining traces of solvents used for synthesis of ionic liquids is
necessary in all reactions discussed in Fig. 1.1. Furthermore, all ionic liquids dis-
cussed in Fig. 1.1 may contain traces of water. Therefore, determination of the
water content, e.g., by Karl Fischer Analysis [98, 99] is necessary because water
affects the physical properties of the ionic liquids and dielectric spectra of ionic
liquids either. Moreover, traces of halide remaining in the ionic liquids made by the
methods discussed in Figs. 1.1d, e and 1.2b, d require removal as well. These ions
have an impact on both physical properties of the ionic liquids and dielectric spectra
measured.

Physical properties of ionic liquids are important for their application. They
strongly relate to the structure of ionic liquids. The broad structural variability of
the cation and the anion as well as their combination in ionic liquids results in a
broad variation of their properties on the one hand. This makes selection of an ionic
liquid also difficult for a special application on the other hand. Among the physical
properties, the liquid range determines the temperature range for application of
ionic liquids.

1In a general procedure for synthesis of the 1-alkyl-3-methylimidazolium tosylates a mixture of
1-methylimidazole dissolved in dry acetonitrile was slowly dropped into a stirred solution of
alkyltosylate dissolved in acetonitrile at 5 °C. The mole ratio was 1.2 for 1-methylimidazole to the
alkyltosylate. The resulting mixture was further stirred during heating up to room temperature for
1 h and then refluxing at 70 °C for 5 h. After the reaction was complete, acetonitrile was removed
under vacuo. The residue was washed several times with ethyl acetate to remove the remaining
excess of 1-methylimidazole. The crystalline product was heated in fresh dry ethyl acetate up to
the boiling point of the solvent. Crystallization of the 1-alkyl-3-methylimidazolium tosylates
occurred again after cooling to room temperature. Isolation of the crystalline material and drying
under vacuo resulted in halide free 1-alkyl-3-methylimidazolium tosylates.
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1.2 Liquid Range of Ionic Liquids

In analogy to molecular liquids, the lower limit of the liquid range of ionic liquids
belongs to the solid liquid transition. This can be a glass transition or a melting point.
Some ionic liquids are semi-crystalline materials. Those exhibit a glass transition
temperature, a recrystallization above the glass transition and melting of the crystal
structures formed at higher temperature. Heating and cooling rates strongly affect the
occurrence of the transitions during DSC measurements. In general, the chemical
structure of the ionic liquid, thermal history, and impurities influence the solid liquid
transition of ionic liquids [53, 63, 97, 100–114]. Figure 1.3 depicts chemical
structures of selected ionic liquids used in dielectric measurements. Among them are
imidazolium-based ionic liquids bearing various anions, such as tetrafluoroborate,
hexafluorophosphate, triflate, bis(trifluoromethylsulfonyl)imide, dicyanamide, tris
(pentafluoroethyl)trifluorophosphate, and dimethylsulfate. Further ionic liquids
comprise the pyrrolidinium cation bearing as anion either bis(trifluoromethylsul-
fonyl)imide, dicyanamide, or tris(pentafluoroethyl)trifluorophosphate. Furthermore,
ammonium and phosphonium ionic liquids belong to the aprotic ionic liquids either.
Moreover, oligoethylene oxide bearing a carboxylate group with sodium as cation
belongs to ionic liquids as well. This aprotic ionic liquid significantly distinguishes
from the aforementioned aprotic ionic liquids because of the small cation and a

(a)

(b)

(c)

(d)

Fig. 1.2 Synthetic ways to functionalized ionic liquids bearing a polymerizable functional group
at the cation: a alkylation of N-vinylimidazole with alkyl iodide; b anion exchange using lithium
bis(trifluoromethylsulfonyl)imide resulting in a hydrophobic vinyl imidazolium salt; c alkylation
of N,N-dimethylaminoethyl methacrylate with alkyl iodide; d anion exchange using lithium bis
(trifluoromethylsulfonyl)imide resulting in a hydrophobic N-alkyl-N-methacryloyloxyethyl-N,N-
dimethyl ammonium salt
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longer oligoethylene oxide chain at the anion. Moreover, protic ammonium-based
ionic liquids bearing nitrate or format as anion have been interesting for investigation
with dielectric spectroscopy as well [115–121].

Mobility of ionic liquids strongly relates to the liquid region. However, mobility
is significantly reduced in the solid state. Table 1.1 summarizes glass transition

Fig. 1.3 Chemical structure of examples for ionic liquids

1 Introduction to Ionic Liquids 7



Table 1.1 Glass transition temperature (Tg), temperature of recrystallization (Trecryst) and melting
temperature (Tm) of selected ionic liquids (IL) depicted in Fig. 1.3 that were measured visually [5]
or by DSC using the given cooling and heating rates; water content containing in the ionic liquids
was included if available in the reference

IL Tg (°C) Trecryst
(°C)

Tm (°C) Water
content (%)

Cooling rate
(K/min)

Heating rate
(K/min)

Reference

1a −87 1.6 5 5 [100]

1b −86 0.4 5 5 [100]

1c −86 0.5 5 5 [100]

2a −78 0.1 5 5 [100]

2b −74 0.2 5 5 [100]

3 −9 Visually [5]

4a −3 Visually [5]

4b −87 −4 1.4 5 Visually [5]

−1 0.04 5 [53]

4c −84 −23 −5 0.1 5 5 [53]

4d −80
−84

<0.001 10 10 [101]

0.07 5 5 [53]

5b −90 −29 −6 10 10 [102]

6 −103 (Tm1) 2 � 10−5 5 5 [63]

5 (Tm2) [103]

7 −45 [104]

8 −64 0.08 5 5 [100]

9a −84 18 0.02 5 5 [97, 105]

9b −76 23 0.03 5 5 [63, 97]

9c −76 0.08 5 5 [63]

9d −78 0.07 5 5 [53]

10a 86 [106]

10b −81 −13 10 5 [107]

11 −106 −55 [108]

12 −116 4 10 [109]

13a −81 5 5 [110]

13b −77 [111]

14 −82 [111]

15a 14 <0.01 5 5 [112]

9 0.22 [113]

15b 3.5 [112]

16a −114 13 0.42 5/2.5a 5/2.5a [113]

16b −106 −15 0.38 5/2.5a 5/2.5a [113]

16c −95 2 0.32 5 [113]

17 −85 0.55 5 [113]

18 −57 0.02 10 10 [114]
a5 K/min heating and cooling rates for detection of Tg, 2.5 K/min heating and cooling rates for
detection of Tm
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temperature (Tg) and/or melting point (Tm) of selected ionic liquids. Mostly dif-
ferential scanning calorimetry (DSC) was used for measurement of these data.
Water content of ionic liquids and heating as well cooling rates used in DSC
measurements are added as they are available. These parameters are important to
compare measured data from different references. Most ionic liquids summarized in
Table 1.1 exhibit low glass transition temperatures and/or low melting temperatures
indicating a broader liquid range, which often starts below room temperature.
Therefore, the temperature window for investigation of the ionic liquid mobility
begins below room temperature in many examples.

The upper limit of the liquid range, and therefore, the upper limit of the tem-
perature window for investigation of the ionic liquid mobility strongly relate to the
temperature stability of these materials because ionic liquids possess a negligible
vapor pressure [122, 123]. Therefore, a liquid vapor phase transition as in case of
molecular liquids does not exist in case of ionic liquids. Thermogravimetric analysis
(TGA) can be applied to get information about decomposition of ionic liquids.
A weight loss determined by TGA of not more than 0.5 wt% may be considered as
experimental error to measure the weight. Therefore, it may also indicate the upper
limit of the liquid range of ionic liquids [110]. Figure 1.4 depicts examples of TGA
curves for some selected aprotic ionic liquids. These imidazolium-based ionic liq-
uids mainly distinguish in the anion while the alkyl substituent at the cation is either
a methyl, ethyl, or butyl group. Selection of tetrafluoroborate (1a) or bis
(trifluoromethylsulfonyl)imide (4b) as anion results in weight loss only at higher
temperature whereas ionic liquids with dicyanamide (5a) or dimethylphosphate (8)
as anion start to decompose already at significantly lower temperature [63, 110, 124,
125]. Furthermore, large differences exist in the non-evaporable char-like residue
remaining after thermal treatment under nitrogen. It is negligible if the anion does
not contain any carbon, although a significant higher amount on non-evaporable

Fig. 1.4 Thermogravimetric analysis of selected aprotic imidazolium based ionic liquids 1a, 4b,
5a, and 8 (chemical structures are given in Fig. 1.3) using heating rates of 20 K/min [63, 110]
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residue remains at 700 °C in case of ionic liquids with carbon in the anion. However,
this does not directly correspond to the carbon content in the ionic liquid.

TGA investigation of protic ionic liquids is more complex because some
examples show weight loss starting from ambient temperature [113]. Reaction of
protic alkyl ammonium salts resulting in formation of an amide structure and water
was detected in some protic ionic liquids bearing an organic anion (Fig. 1.5). This
condensation reaction shows a further possibility to generate impurities during
storage of some protic ionic liquids. Nevertheless, this reaction was not observed in
case of protic ionic liquids bearing an inorganic anion, e.g., nitrate.

Generally, thermogravimetric data give information only about weight loss of
both aprotic and protic ionic liquids. However, chemical reactions, which do not
relate to formation of evaporable products, are not detectable with this method.
Furthermore, TGA cannot give information about changes of ionic liquids during
thermal loading over a long time period because there is only a limited time frame
for measurements. Therefore, TGA determines the maximum of the processing
temperature for a short time period only. Maximum processing temperature for a
longer time period is significantly lower compared to the decomposition tempera-
ture determined by TGA measurements.

Furthermore, viscosity is a crucial property within the liquid range of ionic
liquids. It is very important for practical applications of ionic liquids as well.

1.3 Viscosity of Ionic Liquids

Ionic liquids are usually significantly higher viscous [126–131] compared to
molecular solvents, such as dimethyl sulfoxide [132] and even triacetin [133].
Therefore, viscosity influences diffusion processes in ionic liquids with a significant
higher impact compared to molecular solvents. Furthermore, the structure of both the
cation and the anion of ionic liquids also affects the viscosity of ionic liquids as
shown by selected viscosity data summarized in Table 1.2. Increasing size of the
alkyl substituent at the cation results in an increase in the viscosity of ionic liquids.
Pyrrolidinium-based ionic liquids are higher viscous compared to imidazolium-
based ionic liquids. A vinyl substituent at the imidazolium cation results in higher
viscous ionic liquids compared to analogous methyl substituted imidazolium-based
ionic liquids. Furthermore, 1-alkyl-3-methylimidazolium ionic liquids bearing

Fig. 1.5 Condensation reaction of protic alkylammonium-based ionic liquids [113]
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hexafluorophosphate or trifluormethylsulfonate (triflate) exhibit higher viscosity
compared to similar ionic liquids comprising tetrafluoroborate or dicyanamide as
anion. The 1-alkyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imides (NTf2)
are relatively low viscous while this anion exhibits a large volume. Interestingly,
1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide possesses a lower
viscosity compared to similar ionic liquids bearing tris(pentafluoroethyl)trifluoro-
phosphate (FAP) or acetate as anion. In contrast to this, 1,3-dimethylimidazolium

Table 1.2 Viscosity of selected ionic liquids, dimethylsulfoxide (DMSO), and triacetin

IL Viscosity (mPa s) T (°C) Reference

1a 33 23 [100, 141]

1b 177 23 [100]

1c 294 23 [100, 142]

2a 231 23 [100, 140]

2b 499 23 [100, 140]

3 41 25 [129]

4a 36.5 25 [128, 141]

4b 40 25 [126, 141]

50 23 [128, 94]

4c 66 23 [94, 142]

4d 104 23 [94, 142]

5a 16.09 25 [130]

5b 28.8 25 [128]

30.496 25 [130]

6 70 23 [63]

7 73.1 25 [129]

8 276 23 [100]

9a 57 24 [105]

9b 90 24 [105]

9c 105 24 [105]

10a 13 80 [131]

10b 86 24 [127, 140, 142]

11 36.5 25 [128]

13a 558 25 [129, 143]

13b 227 24 [111]

14 123.3 24 [111]

15a 32 25 [113]

16a 17 25 [113]

16b 32 25 [113]

16c 70 25 [113]

17 220 25 [113]

DMSO 1.993 25 [132]

Triacetin 16.8 25 [133]
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dimethylphosphate exhibits a high viscosity. Furthermore, a hydroxy group at a
protic ionic liquid causes a significant increase of the viscosity. This is caused by
additional hydrogen bonding interactions.

Furthermore, the temperature used for measurements strongly affects viscosity of
ionic liquids. An increase of temperature results in significant decrease of the
viscosity of ionic liquids (Fig. 1.6) [127, 134, 135]. However, differences exist in
the temperature dependence of single ionic liquids. Both, anion (Fig. 1.6a) as well

Fig. 1.6 Temperature dependence of viscosity using 4 K/min heating rate and 10 s−1 shear rate
for measurements of a imidazolium-based ionic liquids bearing tetrafluoroborate (1a),
hexafluorophosphate (2a), and bis(trifluoromethylsulfonyl)imide (4b) as anion and b imidazolium
(4b) and pyrrolidinium (10b) bis(trifluoromethylsulfonyl)imides bearing similar alkyl substituents
at the cation [134, 135]
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cation (Fig. 1.6b) variations cause the differences in the temperature dependence of
the ionic liquid viscosity.

The Vogel–Fulcher–Tammann–Hesse equation (Eq. (1.1)) [136–138] quantifies
the temperature (T) dependence of the viscosity (η) of ionic liquids [124, 134, 135].
The parameters A, C, and T0 in Eq. (1.1) are constants [136–138]. Knowledge of
these constants makes calculation of viscosity possible at temperatures where no
experimental data are available. Figure 1.7 exemplifies linear plots for the ionic
liquids 1a and 4b, which distinguish only in the anion, and therefore, in their
viscosity [134, 135].

ln g ¼ lnAþ C
T � T0

ð1:1Þ

Furthermore, temperature dependent investigation of solutes, e.g., stable radi-
cals, in ionic liquids gives information about free volume effects in ionic liquids.
Mobility of these solutes strongly relates to both macroscopic viscosity of ionic
liquids and microviscosity [134, 135]. The latter corresponds to diffusion into the
free volume.

Moreover, presence of water influences viscosity of hydrophobic ionic liquids as
well. An increase in water content results in a decrease in the viscosity of ionic
liquids [139]. In contrast to this, influence of water differs on the density of ionic
liquids.

Fig. 1.7 Viscosity (η) of 1a and 4b as function of temperature (T) using 4 K/min heating rate and
10 s−1 shear rate for the measurements and the Vogel–Fulcher–Tammann–Hesse equation
(Eq. (1.1)) for analysis (1a: η0 = −1.2034; C = 602.4; T0 = 183; 4b: η0 = −1.6079; C = 694.8;
T0 = 167) [134, 135]
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1.4 Density of Ionic Liquids

Cation and anion structures as well as temperature influence the density of ionic
liquids (Table 1.3) [94, 111, 113, 130, 140–143]. An increase of the alkyl sub-
stituent size at the cation results in a reduction of density at a given temperature in
case of both aprotic [94, 130, 140–143] as well as protic [111, 113] ionic liquids.
The presence of both polar and nonpolar regions in ionic liquids may be responsible
for this effect [142]. Furthermore, molecular weight and molecular volume of the
anion influence density of ionic liquids. This may cause deviations from a linear
relationship between density measured and only one single factor of influence
[142]. Comparing density of aprotic ionic liquids with density of dimethylsulfoxide
shows individual differences of the ionic liquids compared to this molecular solvent
at a given temperature (Table 1.3). Interestingly, influence of water is very small on
the density of ionic liquids [142].

Furthermore, increase in temperature results in decrease in density as expected
[142, 143]. The thermal expansion coefficients of ionic liquids calculated from
temperature dependent density measurements are 6.47 � 10−4 K−1 for 4a,
6.84 � 10−4 K−1 for 4b, and 6.73 � 10−4 K−1 for 13a in the temperature rage
between 278 and 348 K [143], and 6.18 � 10−4 K−1 for 1c, 6.66 � 10−4 K−1 for
4b, 6.89 � 10−4 K−1 for 4c, 6.75 � 10−4 K−1 for 4d, 6.32 � 10−4 K−1 for 10b
at 298 K using density data obtained between 278 and 308 K [142]. Thermal
expansion coefficients of ionic liquids may be useful for construction of devices
working in a broad temperature range. Furthermore, application of ionic liquids as
solvents in chemical reactions and in separation processes requires knowledge not
only about their density and their viscosity. This also requires information about
polarity to make an efficient selection for the best suitable ionic liquid.

1.5 Polarity of Ionic Liquids

Polarity of ionic liquids is mostly expressed by interactions with solvatochromic
dyes [144–158], changes of fluorescence by embedding of solvatochromic
fluorescent probes [159], FTIR active substances [160], or stable radicals [94, 134,
135, 161, 162] (Fig. 1.8). The latter have been called spin probes. Furthermore,
relative permittivity is included in polarity discussion in some examples [163–166].

Application of various methods to describe polarity causes various polarity
scales, which exist independently from each other. Among the polarity scales based
on solvatochromic dyes are the ET

N scale using Reichardt’s dye (19) [144–150]. The
Kamlet–Taft equation (Eq. (1.2)) uses the hydrogen bond donating ability (a), the
hydrogen bond accepting ability (b), and the dipolarity/polarizability (p*) together
with a correction parameter (d) to describe polarity [151–158]. The latter is 1.0 for

14 V. Strehmel



aromatic surrounding, 0.5 for polyhalogenated surrounding, and zero for aliphatic
surrounding. Furthermore, the parameter XYZ (Eq. (1.2)) represents the physico-
chemical property of the solvatochromic dye in the surrounding under considera-
tion, XYZ0 corresponds to this property in the gas phase or in a reference
surrounding, and a, b, and s are solvent-independent regression coefficients in
Eq. (1.2). Figure 1.8 depicts examples for solvatochromic dyes (20, 21, 22), which
give information about hydrogen bond donating ability (20), hydrogen bond
accepting ability (21), and dipolarity/polarizability (22).

XYZ ¼ ðXYZÞ0 þ a � aþ b � bþ s p� þ d � dð Þ ð1:2Þ

Absorption of solvatochromic dyes need to be outside of the absorption spec-
trum of the neat ionic liquid. This demand is fulfilled for colorless and many

Table 1.3 Density of selected ionic liquids and dimethylsulfoxide (DMSO) dimethylsulfoxide
(DMSO)

IL Density (g/cm3) T (°C) density Reference

1a 1.20205 25 [100, 141]

1c 1.09918 25 [100, 142]

2a 1.367 25 [100, 140]

2b 1.292 25 [100, 140]

4a 1.51891 25 [128, 141]

4b 1.43679 25 [94, 126, 128, 141]

4c 1.36442 25 [94, 142]

4d 1.31073 25 [94, 142]

5a 1.104 25 [130]

5b 1.06 25 [128, 130]

10b 1.190 25 [127, 140]

1.39435 25 [142]

13a 1.1046 25 [129, 143]

13b 1.249 24 [111]

14 1.244 4 [111]

15a 1.216 27 [113]

16a 1.087 27 [113]

16b 1.039 27 [113]

16c 0.968 27 [113]

17 1.184 27 [113]

DMSO 1.0953 25 [132]
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slightly yellow colored ionic liquids. Nevertheless, solvatochromic dyes cannot
describe polarity of dark colored ionic liquids.

Furthermore, spin probes are useful for micropolarity investigation of ionic liq-
uids by ESR spectroscopy. Intrinsic color of the matrix does not interfere such
studies. However, only spin probes substituted with charged groups [trimethylam-
monium group (23), sulfate group (24)] exhibit significant changes in the ESR
spectrum by variation of the length of the alkyl substituent at the cation of the ionic
liquid. The hyperfine coupling constant (Aiso (

14N)) is the parameter describing well
micropolarity of ionic liquids. Comparison of the three Kamlet–Taft parameters with
the hyperfine coupling constant of the spin probes during investigation of imida-
zolium-based ionic liquids with different alkyl chain length bearing anions such as
tetrafluoroborate, hexafluorophosphate, dicyanamide, and bis(trifluoromethylsul-
fonyl)imide shows an increasing trend for the hydrogen bond accepting ability (b)
and the hyperfine coupling constant (Aiso (14N)) of the spin probe containing the
anionic substituent [156, 157].

Fig. 1.8 Probes for polarity investigation of ionic liquids: Reichardt’s dye (19) for ET
N scale;

solvatochromic dyes (20, 21, 22) for determination of the Kamlet–Taft parameters, which are the
hydrogen bond donating ability a (20), the hydrogen bond accepting ability b (21), and the
dipolarity/polarizability p* (22); as well as stable radicals comprising a cationic (23) or an anionic
(24) substituent in the 4-position to the nitroxyl group for ESR spectroscopic analysis resulting in
the hyperfine coupling constant (Aiso(

14N)); structural elements of 20 were taken from Ref. [155]
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Moreover, the concept of ionicity focuses on the contribution of conductive
motion and diffusive motion of ionic liquids [167, 168]. This parameter gives
information about the ionic character of ionic liquids, that means how ionic are
ionic liquids. Depending on the structure of ionic liquids differences exist between
conductive motion and diffusive motion in some examples. The molar conductivity
ratio was obtained from ionic conductivity (Kimp) and ionic self diffusion coeffi-
cients. The latter were determined by pulse-field-gradient spin–echo NMR spec-
troscopy (KNMR). Ionic conductivity (Kimp) was measured with impedance
spectroscopy. The ratio Kimp/KNMR can be seen as a quantitative expression for the
ionicity. The relation between ionicity and polarity, which is described by solva-
tochromic probes, shows a strong nonlinear correlation between these parameters
[168].

Furthermore, motion of ionic liquids substituted with a polymerizable functional
group may significantly differ from motion of similar structures, which are cova-
lently bound in the polymer chain. Polymerization of ionic liquid monomers results
in solid materials with different properties compared to the starting material.

1.6 New Polymer Materials Derived from Ionic Liquids

Imidazolium as well as ammonium-based ionic liquids comprising polymerizable
functional groups have been used as starting materials for synthesis of new poly-
electrolytes (Fig. 1.9). The latter are aprotic (27 and 29) [86, 97] or protic (28) [54]
polyelectrolytes. They comprise protic structures in each segment of the polymer
chain. Thermal initiation using 2,2′-Azobis(2-methylpropionitrile) (AIBN) as ini-
tiator (Fig. 1.9a) [97], photoinitiation in the presence of 2-hydroxy-2-methyl pro-
piophenone as photoinitiator and UV light (Fig. 1.9b) [54] or group transfer
polymerization in an ionic liquid (1.9c) [86] have been successfully applied in
polymer synthesis starting with ionic liquid monomers.

The glass transition temperatures of the aprotic polymerized ionic liquids
(Table 1.4) are significantly higher compared to the glass transition temperatures
of the ionic liquid monomers used for their manufacture (Table 1.1) [86, 97].
The polymerized protic ionic liquid (28) shows a lower glass transition tem-
perature than monomer 25 [54]. This is attributed to the high water content in
this polymer that functions as plasticizer. Nevertheless, the polymer materials are
solid [54, 86, 97] whereas the ionic liquid monomers discussed in Fig. 1.9 are
viscous materials at room temperature [54, 105]. Furthermore, the polymerized
ionic liquids exhibit typical polymer properties. Therefore, they are interesting
for many applications.

A good understanding of ionic liquids and polymerized ionic liquids is a nec-
essary prerequisite for an efficient application of these interesting materials. The
following chapters focus on physical properties and various physical processes in
ionic liquids investigated by dielectric spectroscopy. Further modern methods will
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Fig. 1.9 Chemical structures for ionic liquids comprising a polymerizable functional group and
their polymerization resulting in polymerized ionic liquids: a free radical polymerization of 9 in
bulk at 70 °C using 2,2′-Azobis(2-methylpropionitrile) (AIBN) as initiator [97]; b photoinitiated
polymerization of 25 using UV light (365 nm, light intensity: 30 mW/cm2) [54]; and c group
transfer polymerization (GTP) of 26 using 1-methoxy-2- methyl-1-(trimethylsiloxy)propene,
tetrabutylammonium bromide, and 1-butyl-1-methylpyrrolidinium bis(trifluoromethylsulfonyl)
imide as solvent [86]
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also contribute to improve the understanding of ionic liquids and polymers derived
of them. Therefore, the following chapters will help to increase application areas of
ionic liquids as well as of corresponding polymers made of them.
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Chapter 2
Rotational and Translational
Diffusion in Ionic Liquids

Joshua Sangoro, Tyler Cosby and Friedrich Kremer

Abstract Dynamic glass transition and charge transport in a variety of
glass-forming aprotic ionic liquids (ILs) are investigated in wide frequency and
temperature ranges by means of broadband dielectric spectroscopy (BDS),
pulsed-field gradient nuclear magnetic resonance (PFG NMR), differential scanning
calorimetry and dynamic mechanical spectroscopy. On the low-frequency side, the
dielectric spectra exhibit electrode polarization effects, while hopping conduction in
a disordered matrix dominates the spectra of ionic liquids at higher frequencies.
Upon systematic variation of the molecular structure of the ionic liquids, it is
observed that the absolute values of dc conductivity and viscosity span more than
11 orders of magnitude with temperature. However, quantitative agreement is found
between the characteristic charge transport and the structural α-relaxation rates.
These results are discussed in the context of dynamic glass transition-assisted
hopping as the underlying mechanism of charge transport in the ionic liquids
investigated. In addition, a novel approach to determine diffusion coefficients from
dielectric spectra in quantitative agreement with PFG NMR is proposed. This
makes it possible to separately determine the effective number densities and
mobilities of the charge carriers and the type of their temperature dependence. The
observed Vogel–Fulcher–Tammann (VFT) dependence of the dc conductivity is
shown to be due to a similar temperature dependence of the mobility while
Arrhenius type of thermal activation is found for the number density.
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2.1 Introduction

Fruitful and exciting periods of scientific and technological research often ensue the
discovery of a novel material. As succinctly stated by Yves Chauvin in his 2005
Nobel address: “If you want to find something new, look for something new!” [1].
New breakthroughs offer possibilities to critically re-examine old problems as well
as to pose new ones. This is the case with ionic liquids, liquids consisting entirely of
cations and anions with melting points below 100 °C. Ionic liquids are interesting
for both fundamental as well as technological applications. Depending on the
composition and chemical characteristics of the constituent molecular moieties
comprising the ionic liquids, they may be classified into two main categories,
namely aprotic and protic ionic liquids. This chapter focuses on studies of aprotic
ionic liquids. Although no single ionic liquid possesses all these characteristics,
aprotic ionic liquids in general show a rich mix of outstanding properties such as
low melting temperatures, high ionic conductivity, negligible vapour pressures,
wide liquidus ranges, high thermal and electrochemical stability and tunability.
Despite reports dating back to Paul Walden’s work in 1914 [2, 3], there has been a
heightened interest in ionic liquids during the last two decades due to their unique
properties which make them especially attractive for use in reaction media, as
electrolytes in electrochemical energy technologies, among many others. Some of
the significant areas of applications of ionic liquids are illustrated in Fig. 2.1.

From a fundamental point of view, the fact that ionic liquids can be easily
supercooled makes them interesting materials to use as platforms for investigating
the interplay between the dynamic glass transition and charge transport in amor-
phous liquids. In a sense, this involves re-examination of basic relations put forward
by Einstein [4], Smoluchowski [5, 6], Maxwell [7, 8], Langevin [9] and Debye [10]
concerning rotational and translational diffusion in (conducting) liquids. Although
the different terminologies are employed today, certain aspects of the topics
addressed by these scientists still remain unsolved. For instance, there is no general
quantitative theory of dynamic glass transition (treated by Debye as rotational
Brownian motion based on Einstein’s ideas) which is able to reproduce all the
observed experimental results to date, notwithstanding the significant advances
achieved so far from experimental and theoretical studies. Another outstanding
example is Einstein’s work on Brownian motion in which he derived the link
between translational diffusion (or charge transport) and viscosity (related to rota-
tional diffusion). One of the objectives of the current chapter is to verify how well
these classical relations hold in glass-forming ionic liquids.
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Since it measures the complex dielectric function (and consequently, the com-
plex conductivity) over many orders of magnitude in frequency and in a wide
temperature interval, broadband dielectric spectroscopy (BDS) has proved to be an
ideal experimental tool for addressing basic questions regarding the correlation
between ion conduction (translational diffusion) and the dynamic glass transition
(rotational diffusion) in broad length- and timescales as well as localized molecular
fluctuations (secondary relaxations) [11–32]. Detailed knowledge of diffusion in
ionic liquids, provided by this technique, is instructive for their optimal utilization
in a wide range of scientific and technological applications.

It is estimated that it may be possible to synthesize approximately 1018 different
ionic liquids based on the combinations of cations and anions available [20, 33].
This high degree of tunability has its challenges as well. Use of a trial-and-error
approach in the synthesis of ionic liquids in search of one exhibiting particular
physical and chemical properties is therefore not viable. Thus, it is imperative that
more general relationships between the desirable properties such as high conduc-
tivities and the nature as well as structure of anions and cations be established.
Molecular dynamics simulations are being conducted to make quantitative pre-
dictions of the physical properties of ionic liquids. In this chapter, it is shown that
characteristic hopping lengths (determined from a combination of broadband
dielectric spectroscopy and pulsed-field gradient nuclear magnetic resonance) in a
selected series of ionic liquids increase with the molecular volume obtained from
quantum chemical simulations.

Fig. 2.1 Some possible applications of ionic liquids
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2.2 Experimental Details

The ionic liquids investigated in this study (1-hexyl-3-methylimidazolium chloride—
[HMIM] [Cl], 1-hexyl-3-methylimidazolium bromide—[HMIM] [Br], 1-hexyl-
3-methylimidazolium iodide—[HMIM] [I], 1-hexyl-3-methylimidazolium
tetrafluoroborate—[HMIM] [BF4], 1-hexyl-3-methylimidazolium hexafluorophos-
phate—[HMIM] [PF6], 1-(2-hydroxyethyl)-3-methylimidazolium tetrafluoroborate—
[HEMIM] [BF4], 1-methyl-3-octylimidazolium tetrafluoroborate—[MOIM] [BF4],
1-butyl-3-methylimidazolium tetrafluoroborate—[BMIM] [BF4], 1,3-
dimethylimidazolium dimethylphosphate—[MMIM] [Me2PO4], 1-ethyl-3-
methyl-pyridinium ethylsulfate—[3-MEP] [EtSO4], Trioctylmethylammonium bis
(trifluoromethylsulfonyl)imide—[OMA] [BTA] and Tetrabutylphosphonium bro-
mide—[TBP] [Br]) were purchased from Solvent Innovation GmbH and Iolitec
GmbH. Tributyloctylphosphonium trifluoromethanesulfonate—[TBOP] [OTf] was
provided by Prof. Dr. Katsuhiko Tsunashima, National Institute of Technology,
Wakayama College. (1-propyl-3-methylimidazolium bis(trifluoromethylsulfonyl)
imide—[PrMIM] [NTf2], 1-butyl-3-methylimidazolium bis(trifluoromethylsul-
fonyl)imide—[BMIM] [NTf2], 1-hexyl-3-methylimidazolium bis(trifluoromethyl-
sulfonyl)imide—[HMIM] [NTf2], 1-octyl-3-methylimidazolium bis(trifluoromethyl-
sulfonyl)imide—[OMIM] [NTf2], 1-decyl-3-methylimidazolium bis(tri-
fluoromethylsulfonyl)imide—[DMIM] [NTf2], 1-pentyl-3-vinylimidazolium bis
(trifluoromethylsulfonyl)—[PVIM] [NTf2], 1-octyl-3-vinylimidazolium bis
(trifluoromethylsulfonyl)—[OVIM] [NTf2]) were prepared by Prof. Dr. Veronika
Strehmel, Hochschule Niederrhein University of Applied Sciences. The chemical
structures of the cations and anions investigated are shown in Tables 2.1 and 2.2,
respectively. The dielectric measurements were performed between 0.01 Hz and
1.8 GHz using a novocontrol high-resolution alpha analyzer (0.01 Hz–10 MHz)
and an HP impedance analyzer (1 MHz–1.8 GHz). The analyzers were assisted by
Quatro Temperature Controllers using pure nitrogen as heating agent and assuring a
temperature stability better than 0.2 K. An ARES (Advanced Rheometric
Expansion System) rheometer from TA Instruments was employed for Dynamic
Mechanical Spectroscopy (DMS) measurements. A 400 MHz NMR spectrometer
with a home-built gradient device was used to obtain the self-diffusivities at dif-
ferent temperatures.

2.3 Results and Discussion

In this chapter, the dielectric properties of ionic liquids are investigated in broad
frequency and temperature ranges. Emphasis is placed on quantitative under-
standing of the underlying mechanisms as well as the interplay between charge
transport and glassy dynamics in these materials. Quantum chemical calculations of
molecular volumes of ionic liquids are performed using MOPAC2009 package in
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order to re-examine the predictions of Einstein concerning the dependence of the
diffusion coefficient on molecular sizes. The following techniques are employed:
broadband dielectric spectroscopy, pulsed-field gradient nuclear magnetic reso-
nance, differential scanning calorimetry and dynamic mechanical spectroscopy.

2.3.1 Charge Transport and Dynamic Glass Transition
in Ionic Liquids

Broadband dielectric spectroscopy (BDS) measures the complex dielectric function,
e�, which is equivalent to the complex conductivity function, r�. This is expressed as

Table 2.1 Chemical structures of typical cations in ionic liquids
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r�ðx; TÞ ¼ ie0xe�ðx; TÞ, implying that r0 ¼ e0xe00 and r00 ¼ e0xe0 (e0 being the
vacuum permittivity and ω the radial frequency) [32]. The dielectric spectra of the
ionic liquid [HMIM] [Cl] are presented in Fig. 2.2. The real part of the complex
conductivity r0 is characterized on the low-frequency side by a plateau (the value of
which directly yields the long range ionic conductivity, r0), and the characteristic
rate, xc, at which dispersion sets in and turns into a power law at higher frequencies.
On the other hand, the real part of the complex dielectric function e0 turns from the
high frequency limit to the static value es at the characteristic rate xc. At lower
frequencies, it is observed that r0 decreases from r0 value and this is due to electrode
polarization that results from slowing down of charge carriers at the electrodes.

Rescaled with respect to xc and r0, the dielectric spectra—as measured over
wide temperature ranges—coincide (see Fig. 2.3), thus proving the uniqueness of

Table 2.2 Chemical structures of some of the anions comprising the ionic liquids investigated
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Fig. 2.2 Complex dielectric function ðe� ¼ e0 � ie00Þ and complex conductivity function ðr� ¼
r0 þ ir00Þ of the ionic liquid 1-hexyl-3-methylimidazolium chloride—[HMIM] [Cl] at different
temperatures as indicated. The error bars are comparable to the size of the symbols, if not explicitly
indicated otherwise. The logarithm is to base 10
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Fig. 2.3 Scaling of the complex dielectric function ðe� ¼ e0 � ie00Þ and complex conductivity
function ðr� ¼ r0 þ ir00Þwith respect toxc and r0 for the ionic liquid 1-hexyl-3-methylimidazolium
chloride—[HMIM] [Cl] at different temperatures
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the mechanism of charge transport. It can be concluded that the underlying pro-
cesses in the spectral and temperature ranges probed exhibit identical thermal
activation [22, 23, 34–36].

Charge transport in many amorphous ion-conducting systems is reasonably well
described by random barrier model developed by Dyre [37]. In the context of this
model, ions hop in a random spatially distributed potential landscape. The ion
transport is determined by the ability of the charge carriers to hop over the random
energy barriers. The success of the ions in surmounting the highest barrier deter-
mines long range or dc conductivity r0 [38]. The time corresponding to the attempt
rate to overcome the highest barrier is denoted by se. The analytical solution for the
complex dielectric function, obtained within the continuous-time-random walk
approximation, is expressed as

e�ðxÞ ¼ r0se
e0 ln 1þ ixseð Þ: ð2:1Þ

It has been demonstrated that the approximate form of the random barrier model
given in Eq. 2.1 describes the dielectric spectra of many different ion-conducting
systems qualitatively well. However, a close examination of the fits of the dielectric
spectra of ionic liquids reveals the existence of additional ‘relaxation-like’ process.
This contribution is particularly dominant in the real part of the complex dielectric
function. Apparently, this additional process was neglected in many earlier
dielectric studies of ionic liquids but its possible origin is fairly obvious. From a
physical point of view, a successful ionic jump must be accompanied by structural
reorganization of the ionic atmosphere, leading to a relaxation-like contribution not
only to the imaginary part, but also to the real part of the dielectric function. This
reorganization accompanying successful ion jumps causes additional fluctuations in
the polarization, resulting in a relaxation process with characteristic timescales
similar to that of ionic motion.

From the definition of polarization P in terms of the complex dielectric function
e�ðxÞ, Debye employed the Lorentz field and substituted the static permittivity with
the dynamic permittivity obtaining

P ¼ e0 e� xð Þ � 1ð ÞE ¼ N1 a1 þ l2

3kT 1þ ixsDð Þ
� �

e� xð Þþ 2
3

E ð2:2Þ

where a1 and N1 denote the polarizability and number of dipoles per unit volume,
respectively, and sD is the Debye macroscopic relaxation time. Defining es and e1
as the unrelaxed and relaxed values of the dielectric permittivity, respectively,
Eq. 2.2 can be rearranged as

e�ðxÞ � e1
es � e1

¼ 1
1þ ixsD

ð2:3Þ
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The Debye equations of dielectric permittivity can also be derived by consid-
ering the first-order kinetics of rise or decay of the dipolar polarization. Further
details can be found in [32, 39].

It should be recalled that although the Debye theory of dielectric relaxation
resulted from rigorous treatment of rotational Brownian motion, Debye-like
relaxations are only observed in rare cases in glass-forming systems. The usual
dielectric spectra are much broader than predicted by Debye’s approach. Thus, a
number of phenomenological descriptions aimed at obtaining better fits to experi-
mental data like the Cole-Cole, Cole–Davidson and Havriliak–Negami functions
have been proposed. The empirical Havriliak–Negami function is the most com-
monly used form to fit the spectra of many materials exhibiting dielectric relax-
ations. Within this approach, the complex dielectric function is given by

e�HN ¼ e1 þ De

1þ ixsHNð Þb
� �c ð2:4Þ

where De ¼ es � e1 is the dielectric relaxation strength or intensity with es ¼
limxsHN � 1 e0ðxÞ and e1 ¼ limxsHN � 1 e0ðxÞ. The shape parameters β and γ describe
symmetric and asymmetric broadening of the complex dielectric function. The
position of maximal lossxp depends on the characteristic time obtained from Eq. 2.4

as well as the shape parameters according to xp ¼ 1
sHN

sin bp
2þ 2c

h i1
b
sin bcp

2þ 2c

h i�1
b
.

It should be noted that the real and imaginary parts of the complex dielectric function
are related by the Kramers–Kronig relations [32, 40].

Thus, to account for ionic motion and the accompanying structural reorganiza-
tion, the complex dielectric function should be described by Eq. 2.5:

e�ðxÞ ¼ r0se
e0 ln 1þ ixseð Þ þ

De

1þ ixsHNð Þb
� �c þ e1 ð2:5Þ

where e1 is the (high frequency) relaxed value of e0. As shown in Fig. 2.4 for
[TBOP] [OTf], Eq. 2.5 yields a quantitative fit to the part of the experimental
spectra dominated by charge transport.

The dielectric spectra of ionic disordered materials can also be presented in terms
of the electrical modulus M�, where M� ¼ 1=e�. Although the three formalisms
(complex dielectric, conductivity and modulus functions) are equivalent, they
emphasize different aspects of the underlying mechanisms of charge transport and
molecular dynamics. The first two forms—the complex dielectric and conductivity
functions—have traditionally been used in studies of (dipolar) relaxations and
charge transport, respectively. Maxwell’s equations, which describe the interaction
of electromagnetic waves with matter, make direct reference to and indicate
equivalence of these approaches. At higher frequencies, secondary relaxations
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(denoted by rate xb) are observed. We recently showed that these dipolar processes
are due to librations of the cations [23, 41].

In the intermediate frequency ranges, the dielectric properties are governed by
motion of the charge carriers in the bulk. This contribution represents the (trans-
lational) diffusion of the ions. This regime of the dielectric spectra can be used to
obtain important molecular parameters characterizing translational diffusion of the
charge carriers. Electrode polarization dominates the spectra at lower frequencies.

Empirically, xc ffi xM ffi 1=se as shown in Fig. 2.5, where xM is the radial
frequency corresponding to the peak in the imaginary part of the electrical modulus
and xe ¼ ð1=seÞ is a characteristic time that defines the attempt rate of the charge
carriers to overcome the highest energy barrier (limiting the r0), thereby enabling
the physical interpretation of xc within the random barrier model [32, 37].

To find out the impact of molecular structure and composition on charge
transport and dynamics of these systems, ionic liquids based on the HMIM cation
are systematically investigated upon variation of the anions. The thermal activation
of r0 and xc—the central quantities describing ion transport—are studied. It is clear
that systematic changes of the anions while keeping the same [HMIM] cation result
in substantial differences in the charge transport parameters. These differences
become more significant as the temperature is lowered towards the calorimetric
glass transition temperature of the ionic liquid under study. In order to find out the

Fig. 2.4 The dielectric and conductivity functions for [TBOP] [OTf] versus frequency at different
temperatures, as indicated. The fits are made using Eq. 2.5. The spectra are shown at temperatures
from 210 to 240 K (10 K increments). The continuous solid lines denote the combination of the
Havriliak–Negami (red) and random barrier model (blue) functions. The error bars are comparable
to the size of the symbols, if not specified otherwise
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impact of the dynamic glass transition on charge transport in ionic liquids, dc
conductivity and viscosity measurements were performed for a systematic series of
ionic liquids, upon variation of the anions. Figure 2.6 presents the temperature
dependence of r0 for the selected ionic liquids.

Systematic variation of the chemical structure leads to remarkable differences
exceeding six orders of magnitude in r0 (between the tetrafluoroborate and chloride
anions) at lower temperatures. However, upon scaling with the calorimetric glass
transition temperature, all the data coincide for the anions examined. This experi-
mental finding highlights the important role played by dynamic glass transition in
charge transport in ionic liquids. In addition, viscosity, η,—well known to be
directly related to the dynamic glass transition in liquids—also exhibits a similar
thermal activation. The significant changes in the viscosity and xc upon systematic
variation of the anions is also worth pointing out as presented in Fig. 2.7.

Fig. 2.5 Activation plot for
characteristic electrical rates
xM (as obtained from the
peak frequency of M00), xe

and xp as taken from the fit
using Eq. 2.5 for TBOP OTf.
The error bars are smaller
than the size of the symbols, if
not explicitly stated
otherwise. The logarithm is to
base 10

Fig. 2.6 Temperature
dependence of r0 (T) for the
selected ionic liquids is
shown. Inset Scaling with
respect to the calorimetric
glass transition temperature
(values given in the legend)
determined by differential
scanning calorimetry.
Reproduced from Ref. [34]
with permission from the
PCCP Owner Societies
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Extrapolating xc to the timescale corresponding to 100 s, agreement with the
measured calorimetric glass transition temperature Tg within margins of ±2 K is
found. Scaling of r0 (T), xc (T), and 1/η(T) with respect to Tg using the approach
proposed by Angell [42–45], coinciding plots for all the investigated ionic liquids are
found as shown in Figs. 2.6 and 2.7. On the other hand, upon varying the cation and
maintaining the same anion, deviations can be observed in the scaled plot of r0 (T).
This is illustrated for the bis(trifluoromethylsulfonyl)imide-based ionic liquids in
Fig. 2.8. Our conjecture is that the since the size of the cation in ionic liquids is larger
than that of the anion, the cations play a more pronounced role in determining the
viscosity and structural relaxation (and consequently charge transport). It should be

Fig. 2.7 Thermal activation of the fluidity (inverse viscosity) 1/η (T) and xe (T) for the series of
imidazolium-based ionic liquids upon variation of the anions. Inset Scaling with respect to the
calorimetric glass transition temperature obtained by differential scanning calorimetry (see legend
of Fig. 2.6). The symbols are identical to those in Fig. 2.6 with 1/η (T) and xc (T) represented by
full and open symbols, respectively. Reproduced from Ref. [34] with permission from the PCCP
Owner Societies

Fig. 2.8 Temperature
dependence of r0(T). Inset
Scaling with respect to the
calorimetric glass transition
temperature (as shown)
measured by differential
scanning calorimetry) for
selected bis
(trifluoromethylsulfonyl)
imide-based ionic liquids
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recalled that electrostatic interactions, which control the dynamic glass transition in
these materials, are strongly influenced by both the charge as well as the distance of
separation between the interacting ions.

Using the Einstein and Einstein–Smoluchowski equations together with the
definition of dc conductivity, one obtains [23, 34]:

r0ðTÞ ¼ qlðTÞnðTÞ ¼ nðTÞ q
2DðTÞ
kT

¼ nðTÞ q
2k2xcðTÞ
6kT

ð2:6Þ

where n denotes the effective number density of charge carriers contributing to ion
transport at the timescale of xc, λ refers to the characteristic diffusion length in this
timescale, also taken characterizing the cross-over from non-random diffusion to
random diffusion [46], D is the diffusion coefficient, μ is the mobility, q is the
elementary charge and k denotes the Boltzmann constant. Therefore, r0 / xc as
implied by the empirical BNN relation and in full agreement with the results
presented in Fig. 2.9. It is noteworthy that the data coincide for all the ionic liquids
investigated despite variations of the absolute values of both the dc conductivity
and the characteristic rates spanning more than 11 decades upon changes in the
temperature, pressure as well as composition.

In his paper on Brownian motion, Einstein [4] derived the first form of what is
currently known as the fluctuation—dissipation theorem, linking position fluctua-
tions to a dissipation (viscosity). This relation forms the basis of the linear response
theory emphasized by Kubo [47] and is of direct relevance in the current studies.
Einstein showed that

x2
� �

t¼ 2Dt ¼ RT
N

t
3pga

ð2:7Þ

where x2
� �

t denote the position fluctuations (completely identical to k2 employed in
Eq. 2.6), t is a measure of the timescale (equivalent to 1=xc in the current work),
R the gas constant, N the Avogadro number and a the Stoke’s radius. Upon

Fig. 2.9 The dc
conductivity, r0, versus the
characteristic charge transport
rate, xc, for different ionic
liquids as indicated. The data
for all ionic liquids are
obtained from dielectric
measurements at ambient
pressure except for the HMIM
Cl, for which the transport
quantities are also measured
at different pressures as
indicated
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rearranging Eq. 2.7, it is clear that the observed universality of charge transport in
ionic liquids as displayed in Fig. 2.9 is due to identical thermal activation of the
charge transport rate and the viscosity, i.e., the product gðTÞxcðTÞ=T exhibits
negligible temperature and pressure dependence. This embodies the link between
charge transport and structural relaxation in the ionic liquids studied.

Further insight into the correlation between charge transport and dynamic glass
transition can be gained by comparison of viscosity obtained from dynamic
mechanical spectroscopy (DMS) and the charge transport rate xc. Due to technical
reasons, DMS only covers a spectral range spanning about 3–4 decades. This is
about nine orders of magnitude less that the range accessible by broadband
dielectric spectroscopy. To circumvent this difficulty and compare dielectric and
DMS results over many decades, the structural relaxation rate xg can be approxi-
mated using Maxwell relation, xg ¼ G1

g , assuming a temperature independent
instantaneous shear modulus (typically 0.1 GPa) and position fluctuations (typically
0.2 nm). Based on Einstein–Smoluchowski, Stokes–Einstein and Maxwell relations
one can easily show that xc ¼ Pxg, where P ¼ kT= 3pG1ak2

� 	
. Figure 2.10

demonstrates that xc ffi xg over 6 decades and P is a constant of order one within
experimental accuracy. These two rates can be compared more directly by making
dielectric and DMS measurements at temperatures just above the calorimetric glass
transition as shown Fig. 2.10. The rate xg obtained from the peak in G00 is observed
to be in quantitative agreement with the charge transport rate xc determined from
the dielectric spectra. It is therefore experimentally established that xc is xg in

Fig. 2.10 The temperature dependence of the characteristic charge transport rate xc as well as the
structural relaxation rate, xgxg, determined from dynamic mechanical spectroscopy
(DMS) measurements for selected ionic liquids as shown. The two characteristic rates practically
coincide within the spectral range measured. Inset The characteristic charge transport rate xc

versus the structural relaxation rate, xg, determined from viscosity by applying the Maxwell
relation given by xg ¼ G1

g . Reprinted with permission from (Acc. Chem. Res., 2012, 45 (4),
pp. 525–532). Copyright (2012) American Chemical Society
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glass-forming ionic liquids. The observed universality is thus understood based on
Einstein’s predictions as already discussed.

According to Eq. 2.6, themeasured r0 is a product of themobility and the effective
number density of charge carriers contributing to ionic transport. It is essential to
identify which of the two quantities gives the dc conductivity its characteristic
VFT-type temperature dependence. In addition, it is helpful to find out whether one of
the two quantities has greater influence on the ionic conductivity. For electronic
conductors, Hall Effect measurements provide a means of disentangling the contri-
butions of n and μ to the measured electrical conductivity, but the Hall voltages
associatedwith ionic transport are at the nano-volt levels and are therefore too small to
be determined with sufficient accuracy using state-of-the-art equipment. In addition,
the validity of Hall measurements on ionic conductors is still in doubt [48].

Estimative determinations of the diffusion coefficients can be made by applying
Eq. 2.6 and taking for the hopping length, values in the order of the Pauling
diameter [49], i.e. λ = 0.17 nm and λ = 0.19 nm for [BMIM] [BF4] and [MMIM]
[Me2PO4], respectively. Independent results from PFG NMR together with the
diffusion coefficients obtained from dielectric measurements are shown in Fig. 2.11.
This simple method yields diffusion coefficients in agreement with those obtained
by PFG NMR [22, 23]. Additionally, these experimentally determined diffusivities
have been shown to coincide with those found from computations involving the
Green–Kubo and Einstein relations as shown for [BMIM] [Br] in Fig. 2.12. These
estimates make it possible to disentangle (using Eq. 2.6) the influence of n, the

Fig. 2.11 Diffusion coefficient determined by the novel approach involving application of the
Einstein–Smolukowski equation (using xc as hopping rate and with λ equal to the Pauling
diameter of the ions as hopping length [49]), compared with the diffusion coefficient measured by
PFG NMR (blue colour) for two ionic liquids: BMIM BF4 and MMIM Me2PO4 [22, 23]. Inset
Effective number of charge carriers as a function of inverse temperature (the respective activation
energies are as indicated). The error bars are comparable to the size of the symbols, if not specified
otherwise. Log is used to refer to logarithm to base 10
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effective number density, from that of the electrical mobility, μ. It is found that the
VFT-type of thermal activation of the ionic conductivity originates exclusively
from a similar dependence of the diffusion coefficient. In contrast, the effective
number density of the ions exhibits Arrhenius type of temperature dependence
(inset of Fig. 2.11). By extrapolating the effective number density to room tem-
perature, one obtains 2.9 × 1027 m−3 for [BMIM] [BF4], close to 3.4 × 1027 m−3,
which is the stoichiometric number of ions in the system. Therefore, around 85 %
of the available charge carriers participate in ionic transport at room temperature.
This result agrees with recent reports suggesting that only a fraction of the available
charge carriers actually participate in the conduction process [12–14]. We have
demonstrated that the approach to determine diffusion coefficient from dielectric
spectra holds for other glass-forming systems as well [35]. Thus, this approach
enables the determination of diffusion coefficient spanning many orders of mag-
nitude by broadband dielectric spectroscopy.

2.3.2 Elucidating the Correlation Between Characteristic
Hopping Lengths and Molecular Volumes of Ionic
Liquids

There is a concerted effort aimed at understanding the physico-chemical properties
of ionic liquids (ILs). In general, they exhibit a unique mix of interesting properties
such as high conductivities, wide electrochemical windows, thermal stability,
negligible vapour pressures, wide liquid ranges and low melting points, which
makes them promising for use in power sources for electric vehicles, hybrid cars,

Fig. 2.12 Diffusion coefficients obtained from the dielectric spectra by application of the
Einstein–Smoluchowski relation as well as those measured by PFG NMR for the ionic liquid
[BMIM] [Br]. In addition, diffusion coefficients determined computationally by Einstein and
Green-Kubo equations from quantum mechanical simulations are presented as well. Reprinted
with permission from (Acc. Chem. Res., 2012, 45 (4), pp. 525–532). Copyright (2012) American
Chemical Society
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electronic and power storage devices [22, 23, 34, 50, 51]. It is estimated that it is
possible to synthesize up to about 1018 different ILs based on the combinations of
cations and anions available [20, 33]. Thus, it is imperative that more general
relationships between the desirable properties such as high conductivities and the
nature of anions and cations be established. Previous attempts to make quantitative
predictions of the physical properties of ILs using quantitative structure–property
relationships and molecular mechanics simulations have had some success [20].
The major drawbacks of these approaches include the need for large experimental
datasets to derive correlations, time consuming computational methods or at least
some experimental data from the IL under study. In this section, the hopping
lengths characterizing charge transport are investigated with respect to ionic vol-
umes determined by quantum chemical calculations.

Quantum chemical calculations of molecular volumes of the ionic liquids were
carried out using MOPAC2009 [52]. Semi-empirical quantum chemical calcula-
tions have been performed using MOPAC2009 and the PM6 [53] Hamiltonian for
geometry optimization. The COSMO technique was applied to account for solvent
effects [54]. The typical value of the static dielectric permittivity for many
imidazolium-based ILs is es = 15, so this value was assumed in the calculations [15,
25]. Because the molecular diameter is strongly dependent on the conformation of
the molecule various conformers were considered (e.g. 56 conformers for
[DMIM]+). Molecular volumes, V, were obtained by modelling the molecule as a
series of intersecting spheres, whose radii are determined by the atom type (as
implemented in MOPAC2009 [52] by the COSMO [54] solvation model). By
taking the longest distance between two atoms and adding the van der Waals radii
of the atoms, the maximum molecular diameters, D, were determined. The van der
Waals radii reported by Bondi [55] were assumed for the calculation of the volume
V as well as the diameter D. The ranges of molecular dimensions obtained are
presented in Table 2.3. The technique described has been shown to reproduce the
well-established ionic volumes of many common ions [56]. The values obtained in
our studies are systematically lower than volumes determined from crystal struc-
tures but they exhibit the same trends [20]. The volumes corresponding to those
of the crystal structures could only be reproduced by choosing different van der
Waals radii.

Table 2.3 Range of
molecular volumes, V, and
maximum diameters, D, for
different conformations of the
ions constituting the ionic
liquids

Ion V/nm3 D/pm

[MVIM] 0.1205–0.1208 966–1018

[PropMIM] 0.1492–0.1524 989–1131

[PVIM] 0.2601–0.2722 1084–1522

[OVIM] 0.1694–0.1738 1118–1905

[OMIM] 0.2483–0.2619 1030–1768

[DMIM] 0.2899–0.3139 1053–2021

[(CF3SO2)2N] (or [NTf2]) 0.1693–0.1748 1000–1027
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Using a combination of PFG NMR and dielectric measurements, it is possible to
calculate the characteristic hopping length kh, from diffusion coefficients and rates
in the temperature range where the two techniques coincide. Based on Eq. 2.7, one
can expect only a weak temperature dependence (if any) of kh given the universality
of charge transport in ionic liquids as already discussed. The values of kh obtained
are then used to determine diffusion coefficients from dielectric spectra of a series of
ionic liquids as presented in Fig. 2.13. By that, it becomes possible to extend the
range of diffusion coefficients measured by PFG NMR from about 4 to over 11
decades by employing dielectric spectroscopy. Consequently, electrical mobilities
and effective number densities as well as their type of temperature dependence can
be determined. The latter shows a weak Arrhenius-type dependence and is practi-
cally independent of the cation whereas the former exhibits a VFT—type behaviour
and shows a pronounced dependence on the nature of the cation (especially at lower
temperatures).

Central to the concept of diffusion within the linear response regime is the
magnitude of the position fluctuations (also referred to as hopping lengths in the
current chapter) λ of molecules in thermal equilibrium. Based on Einstein’s [4]
theory, the direct link to the diffusion coefficient was established. According to
Eq. 2.7, molecular size has a direct influence on λ. The molecular volume of an IL

Fig. 2.13 Diffusion coefficients determined from broadband dielectric spectra (filled symbols) by
applying the Einstein–Smoluchowski relation, using xc as the characteristic hopping rate for a
series of ionic liquids based on the bis(trifluoromethylsulfonyl)imide anion as a function of inverse
temperature. The diffusion coefficient measured by PFG NMR (open symbols) versus inverse
temperature. Inset The mean hopping lengths kc (determined by the Einstein–Smoluchowski
equation ðD ¼ k2xc=6Þ using xc obtained from BDS as the characteristic hopping rate and
diffusion coefficient D measured by PFG NMR) versus the sum of molecular volumes of anions
and cations from quantum chemical calculations for the different ionic liquids based on the same
bis(trifluoromethylsulfonyl)imides anion. The calculation is carried out in the temperature ranges
accessible to both techniques. Reprinted with permission from (Acc. Chem. Res., 2012, 45 (4),
pp. 525–532). Copyright (2012) American Chemical Society
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is a measure of its size and is more physically meaningful than the radius (or
diameter). Based on quantum chemical calculations, it is possible to compute the
molecular volumes of ionic liquids. Table 2.3 presents the results obtained for the
series of ILs investigated. These are then compared with the values of λ obtained
from diffusion measurements. It is observed that λ increases with the volume of the
cation (see inset of Fig. 2.13). This can be interpreted in terms of the increase in the
average distance between the ions for larger cations. One can expect that larger
position fluctuations are only possible if adequate space is available. It has been
shown that the knowledge of volumes of ILs can be used to successfully predict
their physical properties [20].

Diffusion in dilute electrolytes comprised of multiple ionic species is often
described by the Nernst–Hartley approach which neglects the contributions arising
from ion–ion cross-correlation effects [57]. However, a general analytical expres-
sion of the diffusion coefficient for concentrated systems incorporating the contri-
butions from the ion-correlation is yet to be found. It is therefore instructive to
investigate the deviation from the predictions of the Nernst–Hartley equation and
employ it as a means of quantifying the interaction of ionic species in ionic liquids.
In two-component monovalent electrolytes, the effective diffusion coefficient within
this framework is given by the Nernst-Hartley diffusion coefficient, DNH, expressed
as [57]:

DNH ¼ 2DADC

DA þDC
ð2:8Þ

where DA and DC denote the diffusion coefficients of the anion and cation,
respectively. Based on Einstein–Smoluchowski relation, the effective characteristic
diffusion (hopping) length, kh [in the timescale of the characteristic diffusion
(charge transport) rate, xc, (described in Sect. 2.3.1)] can be defined with respect to
the corresponding hopping lengths of the anions and cations given by kA and kC,
respectively. If a single diffusion rate is further assumed, then the effective hopping
length kh can be expressed as

kh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2k2Ak

2
C

k2A þ k2C

s
ð2:9Þ

As experimentally established in Sect. 2.3.1 of the current chapter, the diffusion
rate, xc and the structural α-relaxation rate are identical. Given that the molecules
experience mean displacements comparable to their diameters [58], it is worthwhile
to estimate the average hopping lengths using Eq. 2.9 and diameters of anions as
well as cations obtained from quantum chemical calculations. Based on the data in
Table 2.3 as well as Eq. 2.9, this consideration yields effective hopping lengths of
the order of 5 Å in contrast to the typical 2–3 Å determined experimentally for the
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ionic liquids investigated. This disparity is indicative of the role of the cation–anion
correlation in ionic liquids. Thus, the cross-correlation terms in ionic liquids are
shown to be non-negligible. An adequate theory capable of describing diffusion
coefficients in highly concentrated electrolytes such as ionic liquids is yet to be
obtained. The Nernst–Hartley approach overestimates the diffusion coefficients
because it does not consider the interaction between the anions and cations.

2.4 Conclusions

Because of the ease with which they can be supercooled, ionic liquids offer new
opportunities to investigate long-standing problems regarding the nature of
dynamic glass transition as well as its impact on charge transport. Despite the
significant progress achieved so far from experimental and theoretical studies, no
generally accepted quantitative theory of dynamic glass transition capable of
reproducing all the experimentally observed features exists to date. In this chapter,
we discuss recent studies on the interplay between charge transport and glassy
dynamics in ionic liquids as investigated by a combination of several experimental
techniques. Using Einstein–Smoluchowski relations, we suggest a simple approach
to determine diffusion coefficients in a broad range spanning more than ten orders
of magnitude from dielectric spectra of ionic liquids in quantitative agreement with
independent pulsed-field gradient nuclear magnetic resonance measurements. This
provides a new possibility to separately determine the electrical mobility and ef-
fective number density of charge carriers from the measured dc conductivity. The
origin of the remarkable universality of charge transport in different classes of
glass-forming ionic liquids is also unravelled.
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Chapter 3
Femto- to Nanosecond Dynamics in Ionic
Liquids: From Single Molecules
to Collective Motions

Johannes Hunger and Richard Buchner

Abstract The dynamics of room temperature ionic liquids (RTILs) have been
intensively studied within the last decades as these are of high relevance for the
solvation of solutes in applications of RTILs as reaction media. Broadband
dielectric spectroscopy (DS) can readily cover any dynamics ranging from seconds
to femtoseconds and is thus a widely applied technique to elucidate RTIL
dynamics. As DS probes all dynamics that go along with a change in the macro-
scopic polarization, DS is excellently suited to study such compounds, where the
motions of its charged and dipolar ions inevitably modulate sample polarization.
However, interactions in RTILs are not only governed by long-ranged Coulombic
forces. Also hydrogen bonding, pi-pi stacking and dispersion forces contribute
significantly to the local potential energy landscape, making RTIL dynamics
extremely complex. To fully correlate the dynamical information from dielectric
spectra to molecular dynamics, the combination of DS with other techniques
exploring liquid-state dynamics is advantageous as such a combination allows
unraveling the wealth of information present in dielectric spectra and provides
detailed molecular level insights. In this chapter we summarize recent advances in
understanding the femto- to nanosecond dynamics of RTILs, which could only be
obtained using combined experimental and theoretical efforts.
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3.1 Introduction

After the first report on air and water stable imidazolium based room temperature
ionic liquids (RTILs) in 1992 [1] and the subsequent discussion of their potential
use as reaction media [2] the scientific community started to realize the enormous
possibilities in using RTILs as substitutes for conventional solvents. Even after
more than two decades of intensive research the performance of ionic liquids as
reaction media, in particular when fast photochemical reactions are conducted
therein, has remained somewhat elusive [3]. More specifically, the reaction rates for
some fast—presumably diffusion controlled—photochemical reactions have been
reported to proceed much faster than expected from the macroscopic properties of
the RTILs, e.g. their viscosity [3]. This has been later on related to the specific
structure of RTILs and it was concluded that not only the nature of the RTIL itself,
but also the nature and size of the reacting molecule determine reactivity [4]. The
latter fact can be understood from the peculiar structure of RTILs: despite being
seemingly simply composed of only the constituting cations and anions, the
amphiphilic nature of the cations (and to some extent anions) makes RTILs
heterogeneous on a molecular level [3, 5–7]. This mesoscopic heterogeneity has
been evidenced using both computational [8, 9] and experimental techniques [10].

The structural heterogeneities in turn provide evidence that the interaction of a
cation with its immediate environment is very anisotropic: charged groups are
predominantly in contact with other ionic moieties due to strong Coulombic forces
[11] and hydrogen bonds [11, 12] whereas simultaneously hydrophobic domains
are formed by aggregating apolar alkyl side chains, which interact mainly through
weak dispersion forces. These complex intermolecular interactions result in rather
complicated dynamics on a molecular level [5, 13, 14]. For many RTILs molecular
motions span timescales ranging from femto- to nanoseconds at ambient temper-
atures. As this molecular level dynamics is intimately connected to the solvation of
reactants also reactions performed in ionic liquids are affected on these timescales.
Thus, RTIL dynamics critically influence their performance as solvents [15]. To
understand ionic liquids as reaction media it is therefore of paramount importance
to understand their molecular motions on these timescales.

Dielectric relaxation spectroscopy is excellently suited to study the molecular
dynamics in ionic liquids [16–20]. This technique probes the polarization of a
sample as response to an externally applied oscillating field. As RTILs consist of
ions, which are generally anisotropic and thus of dipolar nature any kind of
molecular motions inevitably goes along with a change in macroscopic polarization.
Moreover, due to recent technological advances, dielectric spectra are readily
accessible at frequencies ranging from Hertz to several tens of Terahertz. Thus, as
discussed in more detail below, for RTILs at ambient conditions, the relevant time
scales ranging from nanoseconds to femtoseconds can be readily accesses with this
experimental technique. A—in our opinion only apparent—drawback of DS is that
it probes fluctuations of the macroscopic sample polarization and thus collective
dynamics, which may be dominated by cross correlations of motions. For this
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reason the straight forward assignment of features appearing in the spectrum to
specific motions of individual molecules or ions is often not possible. However,
other techniques, like computer simulations or time-resolved ultrafast infrared
spectroscopy do provide such information, whereas at the same token liquid-state
dynamics is generally highly collective. Thus, by combining DS with other
methods its apparent disadvantage of yielding only collective dynamics actually
becomes a bonus as by such an approach the full dynamical information on ionic
liquids becomes available. In this chapter, we summarize our recent efforts in
combining dielectric spectroscopy with other methods to exploit the full potential of
DS. We restrict this overview to neat ionic liquids at ambient temperature and
pressure.

3.2 Broadband Dielectric Spectra of Ionic Liquids

Despite the unique opportunities to study the fundamental dynamics of RTILs using
DS, the first studies using this technique were reported more than a decade after the
advent of RTILs as a novel class of electrolytes. While these early reports initially
focused on extrapolating the ‘static dielectric constants’ from frequency dependent
measurements [21, 22], much progress has been made within the last decades
extracting also dynamical information from broadband dielectric measurements of
neat ionic liquids [18, 23–26]. In this section, we discuss the experimental
approaches and the general features of the dielectric spectra of prototypical ionic
liquids.

In general, dielectric spectroscopy records the total polarization, ~PðtÞ, as a
response of a sample to a time-dependent externally applied electric field, ~EðtÞ. The
response is typically presented in the frequency domain as a function of field
frequency, m. The sample polarization is typically expressed in terms of the fre-
quency dependent complex permittivity:

êðmÞ ¼ e0ðmÞ � ie00ðmÞ ð3:1Þ

where the relative permittivity, e0ðmÞ, represents the in-phase polarization compo-
nents of the sample and the dielectric loss, e00ðmÞ, corresponds to the energy dis-
sipation due to the out-of-phase polarization components in the sample (i2 = −1).
For a sample containing a single species of uncorrelated molecular dipoles, e0ðmÞ
exhibits a dispersion from the static value at low frequencies, e, to the limiting high
frequency value, e1. The latter subsumes polarization responses faster than dipolar
reorientations, and is typically dominated by electronic polarizability or resonant
contribution due to charge displacement in molecular oscillators. The dispersion in
e0ðmÞ is accompanied by a corresponding peak in the dielectric loss, e00ðmÞ, and for
liquid samples at ambient temperature such relaxation processes associated with
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molecular level motion are predominantly centered at several hundreds of MHz to a
few tens of GHz.

It is important to note that for many samples in addition to dipole rotation, which
dominates the response of a dipolar liquid, additionally charge translations (con-
ductivity) and magnetic polarizations may contribute to the recorded dielectric
response. All these contributions are intrinsically interconnected. While most ionic
liquids ions do not have intrinsic magnetic moments and thus contributions due to
magnetization can be neglected, their ionic nature implies additional polarization
due to translational motions that appears in the measured dielectric spectrum. Here
it is convenient to distinguish dc conductivity, κ, which is an equilibrium property
not depending on frequency (time), from those translational components that
explicitly depend on frequency (time). Thus, the experimentally accessible gener-
alized complex permittivity, ĝðmÞ [27], can be written as

ĝðmÞ ¼ e0ðmÞ � ie00ðmÞ � ij=2pme0 ð3:2Þ

with e0 being the permittivity of free space, so that the thus extracted dielectric
permittivity spectra, êðmÞ, contain all frequency dependent dynamics irrespective of
their translational or rotational nature [27]. These contributions are discussed in
more detail in the next section. Note that even for simple electrolyte solutions
continuum theories predict coupling of ion transport and solvent reorientation
leading to a decrease of both the permittivity and the conductivity from the ideal
static value that would be expected in the absence of such correlations [28, 29].

As mentioned above, DS is probably the only technique enabling to study
dynamics over the exceptionally broad frequency range of milli- to terahertz, i.e.
timescales ranging from femtoseconds to hours. However, to cover such a wide
frequency window various experimental setups have to be combined. At frequen-
cies below a few hundred megahertz traditional parallel plate capacitance methods
can be routinely used [16, 30–33]. Coaxial reflection techniques allow covering
frequencies from hundreds of MHz up to several tens of GHz [20, 34, 35]. It should
be noted, that virtually all coaxial reflection techniques provide only relative
measurements and thus rely on accurate calibrations [34, 35]. In the gigahertz range
waveguide methods are often preferable despite their limited frequency coverage
[36, 37]. These methods extract the dielectric response using an incremental
increase of the sample thickness in a transmission experiment and thus do not
require any calibration. At frequencies ranging from a few hundred GHz to several
THz, optical methods based on ultrashort laser pulses are now routinely used to
extract the dielectric response from transmission or reflection experiments [35, 38,
39]. In particular for ionic liquids the observed dynamics extend beyond several
THz and for accurate determination also the far-infrared range needs to be covered.
This is achieved by recording far-infrared absorption spectra and using the
Kramers-Kronig relation to extract dispersive components [39].

In Fig. 3.1 we show the broadband dielectric spectrum for 1-methyl-3-ethyl-
imidazolium dicyanamide ([emim][DCA]) obtained by such combination of methods
(ν ≤ 50 GHz: coaxial reflection, 26–89 GHz: waveguide transmission, 0.3–1.5 THz:
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time-domain transmission and, 1–3 THz: reflection, 2–10 THz: far-IR absorption). As
it is apparent from the experimental data shown in Fig. 3.1, the data obtained using
these different experimental methodologies are in excellent agreement and the
resulting spectra show continuous dispersion. One general, qualitative feature of the
experimental spectrum is a marked dispersion in e0ðmÞ along with a pronounced peak
in e00ðmÞ observed at a few gigahertz (*7 GHz for [emim][DCA], Fig. 3.1). This
feature is typical for many different RTILs [41–43] and there is evidence that this
lower frequency relaxation in imidazolium ionic liquids is dominated by the rota-
tional relaxations of the dipolar ions [44]. At higher frequencies the dielectric loss
remains rather featureless and constant until it abruptly drops at *8 THz. These
high frequency features have been attributed to intermolecular and intramolecular
vibrations (i.e. are of translational nature) [11, 41, 44–46].

In Fig. 3.2 we show the effect of varying the nature of the different ions for a
series of dicyanamide and tetrafluoroborate salts. As it is apparent from the
dielectric loss spectra (Fig. 3.2b, d), the onset of the dielectric loss at *8 THz is
virtually unaffected upon varying the length of the alkylchain of the imidazolium
cation from 1-ethyl-3methyl-imidazolium to 1-hexyl-3methyl-imidazolium. This is
consistent with the view that these high-frequency contributions are dominated by
intermolecular vibrations and these vibrations (i.e., the local intermolecular inter-
action) do not significantly depend on the alkyl side chain. As intermolecular
vibrations involving interionic interactions have a large transition dipole, this
observation suggests that the association of the ionic fragments of the RTILs is
hardly influenced by the size of the hydrophobic molecular fragments, in line with
the reported nanoscale segregation of ionic liquids [6].

On the other hand, the dominating relaxation at gigahertz frequencies is shifted
to lower frequencies as the length of the alkyl chain is increasing. For
tetrafluoroborate ionic liquids the maximum in the dielectric loss peak is red-shifted
from *5 GHz for [emim][BF4] to *800 MHz for [bmim][BF4] to frequencies as
low as *200 MHz for [hmim][BF4]. For the dicyanamide salts the loss peaks are
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Fig. 3.1 Dielectric
permittivity, e0ðmÞ (squares),
and loss, e00ðmÞ (circles),
spectra of
1-ethyl-3-methylimidazolium
dicyanamide ([emim][DCA])
at 25 °C. Symbols represent
experimental data, lines
correspond to a fit using a
dielectric relaxation model
(for details see Ref. [40])
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centered at *10 GHz for [emim][DCA] and *2 GHz for [bmim][DCA]. For a
given cation this relaxation is located at higher frequencies for the dicyanamide
salts, compared to the tetrafluoroborates. This is consistent with the lower frequency
relaxation being dominated by hydrodynamically controlled molecular level
dynamics [43]. However, while such qualitative observation give indications for the
molecular level nature of the observed relaxations, only the combinations with other
methods provides a detailed insight into the underlying dynamics, as we will dis-
cuss in the following sections.

3.3 Translation or Rotation—Comparison
to Computational Results

As discussed above, it is challenging to discriminate between translational or
rotational contributions based on only DS. In particular the origin of the lower
frequency relaxation modes observed at a few hundreds of MHz to several GHz has
been controversially debated: On the one hand experimental data show that the
relaxation amplitudes of this main mode is decreasing with increasing temperature
[43], which is indicative of rotational relaxation of the dipolar ions [45]. Moreover,
upon dilution of ionic liquids with polar solvents the relaxation amplitudes assigned
to rotational modes of the ions scale with concentration, which is consistent with
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Fig. 3.2 Dielectric permittivity, e0ðmÞ (a), and loss, e00ðmÞ (b), spectra of [emim][DCA] (solid
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omitted. The experimental data are reported in Ref. [40]
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their dipolar origin [27]. On the other hand, some molecular dynamics simulations
have challenged this interpretation and suggest that ionic translations govern the
dynamics at MHz frequencies [47]. Other computational studies predict a less
pronounced contribution of ionic translations, nevertheless, translations can cer-
tainly not be neglected even in the low GHz region [44, 48, 49]. From the dis-
cussion outlined above, it is apparent that assignment of relaxation modes to
molecular level motion requires methods with molecular resolution. Despite com-
putation of dynamics in RTILs remains challenging [9, 50, 51], only such simu-
lations can track the motion of individual atoms or molecules und thus are
indispensable for understanding dielectric spectra.

In recent years, much progress has been made in simulating the dielectric
response of RTILs and the computational results approach quantitative agreement
with experiments [52, 53]. As seen from the comparison of the dielectric loss
spectrum for 1-ethyl-3-methyl-imidazolium trifluormethansulfonate ([emim][tri-
flate]) in Fig. 3.3, the experimental and simulated loss spectra broadly agree.
Deconvolution of the simulated spectrum into rotational and translational compo-
nents show that over the studied frequency range both types of motion contribute,
with the components from rotational polarization often dominating. In this context
it is interesting to note that—in contrast to earlier studies suggesting that transla-
tional and rotational contributions contribute at markedly different frequency ranges
[54]—both kinds of motion overlap over essentially the entire frequency range if
the polarizability is accounted for in the simulation [52]. Also the nature of the ions
that form the RTIL has pronounced effects on the relative weight of translational
and rotational contributions [54]. This means that the conventional analysis of
dielectric spectra in terms of sums of individual relaxation modes has to be taken
with a grain of salt as no clear assignment to specific molecular motions can be
made. Nevertheless, some information on the dominating contribution can be made
from the temperature dependence as the amplitude of rotational (dipolar) relaxations

total 
experiment

rotation
translation

Fig. 3.3 Dielectric loss
spectrum, e00ðmÞ, for [emim]
[triflate]. Green symbols show
experimental data and the
solid black line shows results
obtained using molecular
dynamics simulations. The
dashed line shows the
contributions of rotational
motion to the simulated
spectrum, the dotted line
shows translational
polarization components
(Figure adopted from Ref.
[52])
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is expected to decrease with increasing temperature, whereas that of translational
contributions increase [45]. Conversely, this also means that their relative weight
also depends on temperature.

3.4 Local Versus Global Dielectric Response—
Comparison to Solvation Response

As introduced above, segregation into hydrophobic and ionic domains on
nanometer scales is a common structural motif of many RTILs [6]. Hence, the local
dynamics and polarization response within these domains could potentially be very
different. Solvation dynamics experiments that probe solvent reorganization around
a dissolved probe molecule allow accessing such local dynamics in solution [55–
57]. In these experiments sample (i.e. solvent) polarization is induced by taking
advantage of the large transition dipole moments of the electronic excitation of
(predominantly Coumarin-based) dyes. This allows altering the local field exerted
on the solvent on ultrafast timescales and in turn probing the reaction field by
measuring the time dependent Stokes shift of the probe dye.

It has been shown recently that the overall solvation response in RTILs can be
reasonably well predicted by the dc conductivity of the ionic liquids [58] indicating
charge translations to dominate the temporal evolution of the Stokes shift. Such
correlations provide a useful estimate for the overall dynamics in RTILs but yield
no details on solvation dynamics. Generally, this process is not governed by a
single time constant and the experiments clearly show processes occurring on
different timescales. Typically, at least two distinctively different timescales are
observed in dynamics Stokes shift experiments in ionic liquids. These have been
assigned to fast inertial motion of the ions and subsequent diffusive reorganization
of the RTIL structure [59]. The timescales of these two contributions are in qual-
itative agreement with the two maxima at THz and at GHz frequencies in the
dielectric loss spectra (Figs. 3.1 and 3.2).

Using continuum theories to predict solvation dynamics Maroncelli et al.
recently showed that the experimental time-dependent Stokes shift, which reflects
the local RTIL dynamics, is in good agreement with what would be expected from
the macroscopic dynamics as measured with DS [59]. The continuum-model pre-
diction from DS data and measured local response differed by only a factor of *2,
which was assigned to fundamental differences in the experiments, rather than to
intrinsic properties of the RTIL. Hence, comparison between solvation dynamics
and DS experiments provides strong evidence that the local dynamics around a
solute does not differ significantly from those observed on a macroscopic level
probed by DS, at least on length scales that are accessible using dyes as probe
molecules. Notably, even for mixtures of ionic liquids with water, where one may
expect a pronounced heterogeneous molecular structure due to the amphiphilic
nature of the RTIL cations, the solvation response seems to be reasonably well
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predicted from the macroscopic dielectric function [60]. The same is true for
mixtures with less polar solvents, like acetonitrile [61], though some deviations
have been observed at very low RTIL concentrations. Altogether, the comparison of
DS experiments to solvation dynamics using dipolar probe molecules do not pro-
vide evidence for the RTIL solvation response to depend substantially on the
length scale.

3.5 Balanced Sensitivities—Comparison to Optical Kerr
Effect Spectroscopy

To better resolve the broadly overlapping modes observed in the dielectric spectra,
their comparison to spectra from optical heterodyne-detected Raman-induced Kerr
effect spectroscopy (OKE) offers a valuable tool. While DS is sensitive to dynamics
that go along with the macroscopic polarization of the sample, OKE monitors
molecular motions that affect anisotropic components in the polarizability tensor.
OKE is routinely applied to measure the vibrational response at THz frequencies
and several groups have studied these for RTILs, see, e.g. [13, 62–71] but also
times as long as nanoseconds can be accessed [26, 41, 72, 73].

In principle, OKE and DS monitor similar dynamics with, however, different
sensitivities [74, 75]. In the particular case of diffusive rotational motions, the
experimental symmetry results in 3 times faster dynamics in OKE experiments
compared to DS [39, 76]. This makes the combination of DS and OKE a very
powerful combination [26, 41, 72, 73, 77] as it provides information on whether
observed rotational dynamics are of diffusive nature or, e.g. proceeds through
large-angle jumps. Also, it may bring contributions to RTIL dynamics forward,
which would have remained hidden when using only a single spectroscopic
method. Besides yielding a much more robust description of the high frequency part
of ionic liquids (e.g. the THz range in Fig. 3.2), combination of DS and OKE
allowed in identifying a particular low frequency mode in imidazolium-based ionic
liquids [41]. From the comparison of both spectra, it became apparent that this low
frequency relaxation contributes to both spectra. This sub-α mode is centered at
lower frequencies than the dominant main relaxation in imidazolium ILs and has
large amplitudes in the OKE spectra, while it only weakly contributes to the DS
spectra. This implies that the underlying molecular level dynamics, occurring on a
timescale of a few hundred picoseconds, go along with a large change in the
polarizability tensor, while the macroscopic dipole moment is only little affected.
Based on this fact the sub-α mode has been related to a relaxation in large scale
clusters, which may be understood from the nanoscale formation of aggregates: A
symmetric “breathing” motion within ionic aggregates would be consistent with the
observed intensities [41]. Recent molecular dynamics simulations indicate a similar
interionic polarization mechanism, with the correlated motions of the cations in the
field of the counterion cage being the dominant contribution [52].
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A particular example that demonstrates the strength of combining Kerr effect
spectroscopy with dielectric spectroscopy is the investigation of nitrate containing
ionic liquids, with ethylammonium nitrate being the presumably most prominent
RTIL [78]. The centro-symmetry of the nitrate anion and the resulting absence of a
permanent electrical dipole moment makes the rotational motion of the nitrate anion
to be absent in the dielectric spectra. In turn, the planar geometry together with its π
electrons make the polarizability of the nitrate anion very anisotropic, which results
in large amplitudes in the OKE spectra. Conversely, the prolate ellipsoidal structure
of the ethylammonium ion, with the charge localized at the ammonium group results
in a large electrical dipole moment when taking the center of the ellipsoid as center
of rotation. At the same time its polarizability anisotropy is small [43, 72, 73]. Thus,
for uncorrelated rotational diffusion of the ethylammonium cations large amplitude
modes due to cation rotation are expected in the dielectric spectra. Thus, OKE and
DS are complementary in sensing the rotation of anions and cations. As seen from
the OKE spectra and the dielectric loss spectra in Fig. 3.4, the main relaxation mode
in both spectra is centered at*2 GHz, indicating that the modes associated with the
cation and the anion relaxations are observed on similar timescales [73]. Note that
for diffusive rotation of the identical individual ions the peak frequencies in both
experiments would be expected to differ by a factor of 3 [41]. The similarity of both
relaxation times together with the observation that both the OKE and the DS
relaxation time are decoupled from viscosity shows that the molecular level motion
of the ions in ethylammonium nitrate cannot be explained by hydrodynamically
controlled motion of individual ions [72, 73]. It rather evidences that the strong
intermolecular interaction between the ions—being it Coulombic, hydrogen bonds

OKE DS

0.1 10 1000

10

20

30

40

S
   

  (
ar

b.
 u

ni
ts

)
O

K
E

0

2

4

6

8

0.1 1 0 1000

(a) (b)

Fig. 3.4 Optical Kerr effect spectrum, SOKE, a and dielectric loss spectrum, e00ðmÞ, b for
ethylammonium nitrate at 25 °C. Grey lines are (interpolated for DS) experimental data, lines
show fits using a relaxation model. The main relaxation at low frequencies was assigned to the
cooperative relaxation of the anions and cations in the OKE and DS spectra, respectively (for
details see Ref. [72], from where the figure has been adopted from)
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or dispersion forces—result in highly concerted dynamics with the observed loss
peaks resulting from collective structural relaxation of the RTIL. Hence, in addition
to the coupling between translational and rotational motions as discussed in
Sect. 3.3, also the motions of cations and anions are evidently correlated.

3.6 Adding Molecular Specificity—Comparison
to Ultrafast Infrared Spectroscopy

As detailed above, the combination of OKE with DS allows probing different
sub-ensembles of the complex three-dimensional structure of RTILs. However,
both techniques probe collective dynamics. It is thus challenging to unambiguously
relate the observed relaxations to the dynamics of single molecules. Time and
polarization-resolved femtosecond infrared spectroscopy (fs-IR) in turn can access
single-molecule rotational dynamics with molecular specificity through an appro-
priate infrared-active vibrational transition [79–84]. This is achieved via excitation
of a molecular vibration using an intense femtosecond infrared laser pulse and
subsequent monitoring of the temporal evolution of the excitation via the transient
infrared absorption changes measured with delayed probe laser pulses. Due to the
polarized nature of the infrared excitation pulse, the excitation is anisotropic and the
anisotropy can be measured by rotating the polarization of the infrared probe pulse.
The thus determined time-dependent anisotropy parameter is a measure of the
orientational memory of the sample on the initial excitation polarization. The ani-
sotropy decay corresponds in principle to a second order molecular rotational
correlation function provided the measured transient signal originates from the
vibrationally excited state. In reality, finite vibrational lifetimes of the studied
vibrations lead to a dissipation of the absorbed energy, which will eventually
assume thermal distribution, i.e. the sample is heated. This effect very often limits
the accessible time window to probe rotational dynamics to *10 times the
vibrational lifetime of the excited state. Hence, the first fs-IR experiments have
focused on studying small (mobile) molecules in RTILs, e.g. water [85–87].

It is however also possible to study the dynamics of neat RTILs. In the particular
case of ethylammonium nitrate the transient signals remained anisotropic over an
exceptionally long time (*500 times the vibrational lifetime) [88], when studying the
dynamics of the cation’s ammonium group. This long-lived orientational memory can
be rationalized by the fact that thermal transport in ethylammonium nitrate is very
slow. Thus, the excess energy, even though having nearly equilibrium distribution, is
dissipated very locally and thus any transient modulation due to thermal heating
predominantly affects the initially excited oscillator. Hence, the orientational memory
persists on timescales that are much longer than the timescale where the vibrationally
excited state contributes to the signal. Thus, long-time dynamics—relevant to the
rather slow motion of the ionic liquids ions—can be readily studied, providing
detailed insight into the single molecule motion of the ions.
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In Fig. 3.5a, we show the measured anisotropy decays using the N-D stretching
vibration as a local probe for the cation dynamics. As seen from Fig. 3.5a, the
measured excitation anisotropy for diluted [C2H5NH2D]

+ cations decays on a
*20 ps timescale for ethylammonium nitrate at 25 °C (average isotopic compo-
sition [C2H5NH2.94D0.06][NO3]). With increasing temperature these decays are sped
up, indicative of accelerated molecular dynamics. As apparent from the consider-
ations above, the measured anisotropies are however largely determined by local
heating of the initially excited oscillators, and thus thermal diffusion from locally
heated cations to the bath (that contains randomly oriented cations) is an important
decay mechanism for the excitation anisotropy. In order to reliably extract rotation
times, it is important to study different isotopic concentrations. This allows
extrapolating the decay of the anisotropy to infinitely diluted [C2H5NH2D]

+ cations,
where thermal diffusion does not contribute. Using such an extrapolation, we
obtained a single-molecule rotation time for the ethylammonium cation of *80 ps
for ethylammonium nitrate at 25 °C, which is reduced to *30 ps at 65 °C. The
peak maximum of the dielectric loss spectrum (Fig. 3.5b) on the other hand cor-
responds to dielectric relaxation times ranging from *110 ps at 25 °C to *40 ps
at 65 °C. Keeping in mind that both experiments probe different correlation times
(first order collective rotational correlation time of DS versus second order single
molecule rotation time for fs-IR) this broad agreement provides evidence for both

1 10 100

2

4

6

8

10

ε

ν  / GHz

0 20 40 60 80

0.1

t  / ps

0.5

0.02

25 °C
°C
°C

 45 °C
 65 °C

 A
ni

so
tr

op
y

25
 45

°C 65

(a) (b)

Fig. 3.5 a Decay of the excitation anisotropy after excitation of the N-D stretching vibration in
isotopically labelled ethylammonium nitrate ([C2H5NH2.94D0.06][NO3]) at temperatures ranging
from 25 to 65 °C. Due to the short vibrational lifetime the decay of the anisotropy contains
contributions due to rotation of the [C2H5NH2D]

+ cations and thermal diffusion of the excess
energy from initially excited to non-excited cations. The lines show fits using a model that takes
both decay mechanisms into account (for details see Ref. [88]). b Dielectric loss spectrum of
ethylammonium nitrate at temperatures ranging from 25 to 65 °C. The main dielectric loss peak
originates from the structural relaxation of the three-dimensional structure of the ionic liquid (for
details see Ref. [88])
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experiments measuring the same molecular level dynamics. This is supported by the
observation that the thermal activation energies of the dielectric relaxation time and
the fs-IR rotation time are the same within the experimental error [88]. Hence,
comparison between fs-IR and DS confirms that the main dielectric relaxation peak
for ethylammonium nitrate is dominated by the rotational relaxation of the ethy-
lammonium cations, which one may have intuitively concluded from the symmetry
and thus resulting dipole moments of the cation and the absence of a permanent
dipole moment of the nitrate anion (see previous section).

Quantitative comparison of the dielectric relaxation time and the fs-IR rotation
time further showed that both time constants differ by a factor of *1.4, which, as
already mentioned in the previous section, is indicative of non-diffusive dynamics
in ethylammonium nitrate. Taking into account that the cation and the anion in
ethylammonium nitrate are strong hydrogen-bond donors and acceptors, respec-
tively, the difference between the time constants measured in both experiments, can
be rationalized by the high directionality of the interionic interaction and thus
resulting jump-like reorientation dynamics [88].

It is interesting to note that the local heating induced by vibrational excitation
and subsequent relaxation results not only in very local energy dissipation but the
‘heating’ ionic liquid also occurs on a (sub-) picosecond timescale, which is much
faster than the intrinsic structural relaxation of the ionic liquids. Hence, the fast
temperature rise induces structural relaxation, which leads to an (on average)
increase of inter molecular distances. This structural relaxation, which typically
occurs on a timescale of *10 ps for alkylammonium ionic liquids at ambient
conditions can be specifically probed for the ionic molecular fragments (N-H of
N-D stretching vibrations) and the hydrophobic molecular fragments (C-H
stretching vibration) [89]. These thermal equilibration dynamics have been found
to be ca. twofold faster for the C-H groups compared to the N-H (or N-D) groups.
This observation provides evidence that the nanoscale heterogeneities in RTILs also
result in heterogeneous dynamics within the hydrophobic and ionic domains [89].
More importantly, it also shows that not only the strong intermolecular interactions
in ionic liquids lead to highly collective molecular level motion, but also dynamics
of an individual ion are determined by a highly anisotropic distribution of ions in
the immediate vicinity, which leads to a remarkably inhomogeneous potential
landscape experienced by the ions.

3.7 Conclusions

In summary, DS in combination with other experiments has provided unprece-
dented insight into the molecular dynamics of ionic liquids and has advanced our
understanding on how RTILs solvate reactants. The picture that emerged within the
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last decade shows that RTILs can stabilize reacting solutes at both very short
(femtosecond) timescales while full equilibration typically exceeds several tens to
hundreds of picoseconds at ambient conditions: While translations on short length
scales are fast, full relaxation of the three-dimensional structure of ionic liquids
involve motions that take much longer. Combination of DS with both polarization
resolved femtosecond infrared spectroscopy and molecular dynamics simulations
provide evidence for molecular rotation making up a significant portion of these
slower dynamics.

These extremely wide spread of timescales for the molecular motion in RTILs is
a result of the wealth of specific intermolecular interactions, which make molecular
motion highly collective. Combining DS with OKE spectroscopy and computa-
tional techniques shows that all conceivable molecular motions are not independent
of each other: ion rotation is correlated with ion translation and an ion cannot
translate or rotate without a concerted motion of the corresponding counterion.
Such long-range interactions likely result in the correlation of the pico- to
nanosecond dynamics in RTIL to macroscopic transport properties (e.g., viscosity),
despite measured dynamics are inconsistent with a truly diffusive nature. This is
even true for ionic liquids consisting of small ions—like ethylammonium nitrate—
where one may expect from the small size of the hydrophobic fragments that the
nanoscale segregation in ionic liquids is of minor importance.

Nevertheless, even for the weakly amphiphilic ethylammonium cation, fem-
tosecond infrared experiments show that dynamics within the hydrophobic
molecular fragments are substantially faster than in the ionic molecular fragments.
Thus, dynamics are heterogeneous on short length scales (a few Ångstroms). In
turn, the solvation response as interrogated using dye molecules suggests that these
dynamical heterogeneities are smeared out on the (few nanometers) length scales
probed by these dyes.

Albeit most of discussed features of RTIL dynamics are common to many ionic
liquids studied to date, the exact details of these dynamics are highly specific to the
specific identity of the anion and the cation. Based on the current understanding it is
though not yet possible to predict the dynamical properties of novel ionic liquids or
of ionic liquid mixtures (being it a mixture with a RTIL or with a dipolar com-
ponent). As the latter mixtures are highly relevant to technological applications
using RTILs as solvents, both more experimental and computational efforts are
required to achieve such knowledge.
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Chapter 4
High-Pressure Dielectric Spectroscopy
for Studying the Charge Transfer
in Ionic Liquids and Solids

Z. Wojnarowska and M. Paluch

Abstract In this chapter, the dielectric properties of ionic systems under conditions
of high compression are thoroughly discussed. At the beginning the technical
details on the high-pressure dielectric measurements are provided. Then we
examine the pressure sensitivity of various ionic systems (protic, aprotic ionic
liquids, inorganic conductors, as well as ionic polymers) that is reflected in acti-
vation volume parameter ΔV and dTg/dP coefficient. On the other hand, the volume
dependence of isothermal and isobaric conductivity data collected for a number of
ionic materials enable us to separate the contributions of density and thermal effects
to the ion dynamics near Tg as well as to verify the validity of the thermodynamic
scaling concept for these compounds. The next part of this chapter is dedicated to
relation between charge transport and structural relaxation in various ionic
glass-forming systems. Therein, we show that at σdc � 10−15 S cm−1 the pressure
dependence of dc-conductivity recorded for some protic conductors, inorganic salts
and polymerized ionic liquids reveals the characteristic crossover (from VFT to
Arrhenius-like behavior) that reflects the time scale separation (so-called decou-
pling) between charge diffusion and structural/segmental dynamics. Herein, the
physical origin of such phenomenon is discussed in the context of charge transport
mechanism. We explain in detail the methods used to quantify decoupling phe-
nomenon as well as the physical and chemical factors affecting time scale speciation
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between charge and mass diffusion. The procedure used to recognize the charge
transport mechanism based on the ambient and high-pressure dielectric measure-
ments is also described.

4.1 Conductivity Measurements Under High-Pressure
Conditions. How to Exert Pressure on the Sample?

To perform the high-pressure dielectric measurements, one needs an experimental
setup containing of three modules:

• capacitor connected to the appropriate impedance analyzer which measures
capacitance (C) and resistance (R) of the sample;

• equipment in which pressure is exerted on the studied material;
• thermostatic bath that provides the stable temperature conditions during the

experiment.

High-pressure dielectric capacitors are usually of the variable types depending
on the examined system and applied pressure generator, i.e., hydraulic press or gas
compressor. However, in each case they consist of two stainless steel or
gold-covered parallel plates electrically separated by Teflon or quartz spacers and
equipped with wires providing the electrical contact with the impedance analyzer. If
the liquid is measured, the best is to place the capacitor with the silica spacers inside
the Teflon capsule that has been previously filled with a tested sample. To make
sure that the examined material is in contact only with stainless steel and spacers,
the capsule has to be closed with metal clamp. On the other hand, to investigate the
dielectric properties of solid conductors under high-pressure conditions the
capacitor with the tested material are usually tightly wrapped by means of Teflon
tape. A representative illustration is shown in Fig. 4.1.

To exert pressure on the sample the capacitor is next placed in the chamber and
compressed using the pressure-transmitting medium (liquid or gas). The transmit-
ting fluid must be nonpolar, noncorrosive to electrical connections, and maintain a
low viscosity at low temperatures and high pressures. Silicon oil is a popular choice
(e.g., Flourinert). It can be mixed with alkanes such as heptane to decrease its
freezing point and thus allow measurements at lower temperatures, in the range of
180–200 K. The only potential danger of such equipment is that during the course
of an experiment, with continual changes of temperature and pressure, the tested
system may be contaminated by the pressure-transmitting fluid. To avoid such
situation, the sample cell has to be precisely closed before the measurements. On
the other hand the gas compressor with helium as pressure-transmitting medium can
be employed. High-pressure chamber working with pressurizing fluid, presented in
Fig. 4.2, is suitable for measurements in the pressure range from 0.1 MPa to 1 GPa.
However, to compress the sample more a different construction of the pressure
chamber has to be used. In this set up, the cylindrical Teflon capsule filled with the
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sample is squeezed by pistons in conjunction with a hydraulic press (see Fig. 4.3).
Thus, in this system the sample serves as its own pressure-transmitting fluid. With
this equipment even 2 GPa can be achieved. However, there are some limitations of
this approach. Namely, only liquid materials above their glass transition tempera-
ture can be compressed. This is because solid samples can no exert hydrostatic
stress. Another potential problem is friction between the cylinder and pistons
occurring when the axial force is applied to the sample. This difficulty does not

Fig. 4.1 High-pressure capacitor commonly used to investigate ionic liquids (a) and solids (b). 1
capacitor plate, 2 spacer, 3 Teflon ring, 4 Teflon capsule, 5 screw, 6 metal clamp, 7 wires

Fig. 4.2 High-pressure chamber suitable for measurements up to 1 GPa using the fluid as a
pressure-transmitting medium
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exist in the case of oil chambers in which the sample is compressed from all sides at
the same time.

To control both temperature and pressure during the measurements, one need
thermostatic bath or other temperature controller connected to the high-pressure
chamber.

The described above high-pressure setups connected to the appropriate impe-
dance analyzer enable us to monitor the charge carrier’s migration in the presence
of an electrical field at various T–P thermodynamic conditions. Formalisms, the
most frequently used to present the dielectric data of conducting materials, are the
real part of complex electric conductivity σ*(ω) = ε0/Z*(ω)C0 and the imaginary
part of complex electric modulus M*(ω) = iωC0Z*(ω) [1]. As depicted in Fig. 4.4,
M″(f) function takes the form of well-resolved peak with the maximum defining the
conductivity relaxation time τσ = 1/2πfmax, On the other hand, the frequency
independent region of σ′(f) function gives us information about the dc-conductivity
value σdc that is inversely related to τσ of the given compound. Herein, it should be
noted that in contrast to ambient pressure dielectric measurements, that can be
performed over 16 decades of frequency (10−4 < f(Hz) <1012), the high-pressure
dielectric technique is usually limited to 107 Hz.

Fig. 4.3 High-pressure
chamber suitable for
measurements up to 2 GPa. 1
hydraulic press, 2 crown, 3
arm, 4 thermal bath
connector, 5 termostatic coat,
6 high-pressure chamber, 7
holder, 8 pusher, 9 piston, 10
scroll, 11 anvil, 12 pin, 13
Teflon capsule, 14 sample
holder, 15 electrical
connection with impedance
analyzer
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4.2 Pressure Sensitivity of Ion Dynamics. How Much
Pressure Do We Need to “Supercool” Ionic System?

Basically, the isothermal compression brings about the same effect on the ion
dynamics as isobaric cooling. Namely, during squeezing the mobility of charge
carriers enormously slows down, resulting in dramatic decrease of ionic conduc-
tivity (see Fig. 4.5). What is more with elevating pressure ionic liquid can be
transformed into the disordered solid (glass). Then the dc-conductivity usually
changes in more than 12 decades achieving values of approximately 10−15 [S cm−1]
in the vicinity of the glass transition temperature (Tg) [2]. However, to affect the
mobility of ions so significantly the pressure of the order of hundreds of MPa is
required.

To evaluate the effect of pressure on the ion dynamics first the values of σdc
under various T–P conditions have to be determined. For most electrolytes com-
pressed in the normal liquid state logarithmic variation in dc-conductivity log σdc as
a function of pressure at constant temperature forms the straight line that can be
well parameterized by means of the pressure version of the Arrhenius law (see
Fig. 4.6):

log rdc Pð Þ ¼ log r0 þ logðeÞPDV#

RT
ð4:1Þ

where log σ0 is the value of dc-conductivity at atmospheric pressure, R is the
universal gas constant and DV# is an apparent activation volume commonly related
to the local volume expansion required for ionic transport [4, 5].

On the other hand, it has been experimentally recognized that ionic transport of
most electrolytes compressed in the vicinity of the glass transition temperature

Fig. 4.4 The dielectric relaxation spectrum presented in two equivalent formalisms, i.e., the
imaginary part of complex modulus function M″(f) and the real part of electric conductivity σ′(f)
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follows a Vogel–Fulcher–Tammann (VFT) type behavior rather than a classical
Arrhenius type law.

log rdc Pð Þ ¼ log r0 þ CP
P0 � P

log e ð4:2Þ

Similar to the volume activated equation, the pressure counterpart of VFT
function includes two fitting parameters: C and P0. The third coefficient,
pre-exponential factor log σ0, refers to the value of σdc recorded at ambient pressure
and therefore it can be easily determined directly from an experiment. An example
illustrating the pressure dependence of dc-conductivity recorded in the supercooled
state of [C8MIM][NTf2], portrayed by Eq. 4.2 is depicted in Fig. 4.7a.

Fig. 4.5 Electrical
conductivity as a function of
frequency recorded during the
isothermal squeezing of
[C8MIM][NTf2] at
T = 213 K. Data were taken
from Ref. [3]

Fig. 4.6 Pressure
dependence of
dc-conductivity determined at
several temperatures for protic
ionic liquid [C8HIM][NTf2].
In the inset the variation of
activation volume with
temperature for the same
compound is depicted
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The nonlinear character of the log σdc(P) curves recorded in the supercooled
liquid state indicates that this time the pressure dependence of apparent activation
volume is not constant but it increases with the similar fashion like the conductivity
data do (see Fig. 4.7b). This is in analogy to the activation energy that starts to
dramatically raise when the glass transition is achieved by isobaric cooling. The
reason of such behavior lies in the simple relation between two physical quantities,
namely DV# and σdc:

DV# ¼ 2:303RT
d log rdc

dP

� �
ð4:3Þ

From Eq. 4.3 it becomes obvious that the higher is the DV# value the greater
change in σdc with squeezing is observed. Therefore, the activation volume
parameter can be successfully treated as a measure of pressure sensitivity of the
given ionic system. However, it should be stressed that to compare the pressure
sensitivity of several samples the dielectric measurements for the same initial value
of conductivity need to be performed. This is due to the general strong temperature
dependence of activation volume as depicted in the inset to Fig. 4.6.

Generally, the activation volume is a very useful parameter describing the
relaxation processes in glass-forming liquids. It has been experimentally verified
that in the case of van der Waals systems the size of the mobile units have an
influence on the value of DV#—roughly speaking, the larger particle the higher
activation volume. As an example, the correspondence between the molecular and
apparent activation volumes was found for polyalcohol series: glycerol, threitol,
xylitol, and sorbitol [6]. Nevertheless, in the case of ionic conductors the relation
between the size of charge carrying units and DV# parameter is not so obvious and
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requires consideration of many additional factors. One of them is the competition
between van der Waals and Coulombic interactions existing in many conducting
systems. It is easily to understand when the transport properties of ILs with various
lengths of alkyl side chains in the cation are considered. It has been demonstrated
that longer alkyl chains induce a nanometer-scale segregation between regions of
high charge density (the imidazolium head-groups and the anions) and low charge
density (the nonpolar alkyl side chains) [7]. Therefore, as self-organization is more
pronounced the dominant character of van der Waals interactions, when compared
to the Coulomb terms, occurs. This results in lower pressure sensitivity of ILs with
longer side chains and consequently smaller values of DV# at the same conduc-
tivity (see Fig. 4.8).

Among these intermolecular aspects also the conformational flexibility of ions,
the strength of H-bonds as well as the conductivity mechanism were found to affect
the DV# value of ionic systems. Namely, DV# parameter determined for protic
ionic systems, usually characterized by well-expanded H-bonded network, is gen-
erally lower than that of aprotic materials. It is well visualized in Fig. 4.9, where the
ion dynamics of two ILs, protic one—[C4Him][HSO4] and aprotic [C4C1Im][NTf2],
is compared. Consequently, DV# coefficient can be used to assess the ability of
ionic system to H-bonds formation.

Another important aspect is the sensitivity of apparent activation volume on the
type of charge carrying units. From the high-pressure studies of various ionic
systems it was found that if the ionic conduction process is dominated by the
smallest charge carriers (protons), the value of DV# significantly decreases [8]. As
an example one can recall carvedilol salts with the activation volume two times
lower when the anion is changed from hydrochloride (131 cm3/mol) to phosphate
(62 cm3/mol). Interestingly, when the proton hopping is involved in charge transfer
the activation volume can be even negative. It means that the electrical conductivity
increases with elevating pressure. Such result were found for two strongly hydrated
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materials, i.e., dilute sulfuric acid and Nafion membranes containing more than 10
water molecules per sulfonate [9]. It is relatively straightforward to devise a con-
ductivity mechanism that gives arise to a negative activation volume. As it was
explained in Ref. [9], the activation volume for ion motion represents the volume
change occurring when a diffusing species transform from a “normal” to an “ac-
tivated” position. For this mechanism “normal” state consists of two parts, H3O

+

and a water molecule. On the other hand, the “activated” state contains two water
molecules sharing a proton. Because of the sharing the activated state would be
expected to have a smaller volume than the normal state. This gives rise to the
negative volume of activation. Having this idea in mind, one can expect that the
dynamics of hydrated ionic materials should be characterized with activation vol-
ume lower than that determined for anhydrous samples. The high-pressure exper-
imental results obtained for popular ionic anesthetic agent lidocaine HCl and its
monohydrate form confirm this statement [10, 11].

Among the activation volume concept in the literature, one can find another
method commonly employed to determine the pressure sensitivity of glass-forming
systems. This idea is based on the pressure coefficient of the glass transition tem-
perature dTg/dP determined as the first derivative of Tg(Pg) dependence in the limit
of ambient pressure. Since the value of dTg=dP

��
P¼0:1 MPa is material constant it is

very convenient to describe the pressure sensitivity of given material by means of
this approach [12]. The only thing one needs to know is the pressure variation of the
glass transition temperature.
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Generally, there are several experimental methods that can be used to define Tg
at ambient and elevated pressure. Among others the most popular are dilatometric
and heat capacity measurements in which the volume V and enthalpy H of a
glass-forming liquid as a function of temperature are, respectively, determined.
Since V(T) and H(T) curves recorded at constant P reveal the same pattern of
behavior (see Fig. 4.10a) the procedure of Tg estimation is the same in both cases
and it involves the analysis of crossover point between two linear regimes that
directly provides Tg value. Alternatively, the glass transition temperature can be
determined from the derivatives of V(T) and H(T), i.e., from thermal expansion
coefficient ap ¼ V�1ð@lnV/@TÞp and the heat capacity Cp ¼ ð@H/@TÞp, respec-
tively, that are the largest in the supercooled state and drop down on approaching Tg
(see Fig. 4.10b).

Herein, it is worth noting that in both described above thermodynamic tech-
niques the procedure of Tg determination is universal, i.e., it does not depend on the
chemical structure of studied material as well as on the interactions occurring
between the molecules (van der Waals or coulombic forces). This is in contrast with
dielectric spectroscopy where these properties should be taken into account during
the data analysis. In the case of ionic liquids and solids the charge transfer
mechanism is of particular importance. In general two different procedures for
defining the liquid–glass transition of ionic conductors can be distinguished. The
first one refers to aprotic materials in which the charge transfer is achieved through
the translational diffusion of large molecular species and therefore the conductivity
is completely controlled by the viscosity. In such scenario the pressure variation of
dc-conductivity can be well parameterized in the whole measured range by means
of the pVFT or Arrhenius equation and the glass transition pressure (or glass
transition temperature for isobaric data) is determined from an isochronal definition,
i.e., Pg(or Tg) = P(or T) (σdc ≈ 10−15 S cm−1 or τσ ≈ 103 s). Since, the dielectric
measurements below the frequency 10−2 Hz are time-consuming it is a standard
practice to extrapolate the data to obtain the Pg value. Alternatively, one can define

Fig. 4.10 Panel (a) the volume V and enthalpy H of a glass-forming liquid as a function of
temperature. Tg(1) is achieved when the slower cooling rate T′1 is applied. Panel (b) jump in the
thermal expansion coefficient αP and the heat capacity CP with temperature
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Pg as pressure at which σdc and τσ are respectively, a little bit higher and lower than
required (see Fig. 4.11a). Nevertheless, it should be still the isochronal value of Pg.

On the other hand, if the charge transfer is faster than the species controlling the
structural relaxation σdc(P) (as well as τσ(P)) dependence flexes in relatively high
values of dc-conductivity (or short conductivity relaxation times), i.e., above
10−15 S cm−1 (or below 103 s). As already pointed out in many literature reports, in
such cases the value of Pg can be found directly as a crossover point of isothermal
data [14–16]. Importantly, if the charge transfer is faster than the species controlling
structural relaxation then σdc(Pg) (as well as τσ(Pg)) is not constant but it is changing
with pressure (see Fig. 4.11b). However, it was demonstrated that the kinks of the
isothermal σdc(P) (as well as τσ(P)) curves mark the isoviscosity line very well.
Moreover, Tg(Pg) dependence assessed from high-pressure dielectric experiments
perfectly corresponds to values of Tg and Pg determined directly from dilatometric
measurements. Such a comparison is presented in the inset to Fig. 4.11b. Note, that
the coupling/decoupling phenomenon in ionic conductors will be discussed in
details in the next paragraph of this chapter.

According to the literature reports the experimentally determined Tg rises with
squeezing for all glass-formers, including ionic systems. This behavior is attributed
to an increase in molecular packing induced by compression. Moreover, the
Tg(P) dependence usually displays a nonlinear character well reconstructed by
means of second-order polynomial or an empirical relation proposed by Andersson
and Andersson:
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Tg ¼ k1 1þ k2
k3

P

� �1=k2

ð4:4Þ

with k1, k2, and k3 being material constants. Thus, the pressure coefficient of the
glass transition temperature at ambient conditions, dTg=dP

��
P¼0:1 MPa can be easily

calculated as the ratio of k1/k3. It is well known that the value of dTg/dP in the limit
of ambient pressure depends strongly on the material and it usually falls in the range
30–300 K/GPa. The low value of this coefficient reflects the high resistance of Tg
on the pressure changes and it is typical for hydrogen-bonded systems and metallic
glasses [17–19]. At the opposite extreme, there are van der Waals liquids with quite
strong pressure sensitivity of molecular dynamics and thus high values of dTg/dP
parameter [20–22]. On the other hand, the group of ionic materials is quite
diversified. The data collected in Table 4.1 indicate that the pressure sensitivity of
Tg raises beginning with inorganic glasses to typical ionic liquids and finishing with
protic materials.

Herein, it should be stressed that in the literature one can find the correlation
between both coefficients defining the pressure sensitivity of glass-forming liquids.
This relationship was derived by Paluch et al. in the following form:

DV#

dTg=dP
¼ 2:303R � mP ð4:5Þ

where mP ≡ d log(x)/d(Tg/T)PǀT=Tg, called isobaric fragility, is material-specific
property that describes the deviation of x (τσ, σdc, τα or η) from the Arrhenius
behavior when the Tg is approached. According to the recent paper of
Lunkenheimer et al. [32] among the ionic systems there are materials characterized
by small as well as high value of steepness index mP, i.e., those with weak and
significant deviation of σdc(T) from the linear dependence, respectively. In the first
group, commonly known as strong glass-formers one can find e.g., C10C1Im BF4
(mP = 55) [33] or C1C4Im SCN (mP = 56) [34]. On the other hand, 1,5-Bis
(3-benzyl-2-methylimidazolium)pentane di-bis(trifluoromethanesulfonyl)imide or
1,5-Bis(3-methyl-2-phenylimidazolium)pentane di-bis(trifluoromethanesulfonyl)
imide with mP = 173 and 168, respectively, belong to fragile systems [35]. The
difference between the conductivity behavior of strong and fragile ionic glasses
becomes particularly evident when σdc or τσ are plotted as a function of Tg/T. Such
prepared graph, usually called Tg-normalized Arrhenius plot, is presented in
Fig. 4.12. Although fragility of ionic glass-formers is usually measured at ambient
conditions, the pressure behavior of mP index has been also reported [36]. Similarly
as for van der Waals liquids the high-pressure results available for ionic compounds
reveal a drop in steepness index at elevated pressure.

Coming back to the relation between dTg/dP and DV# expressed by Eq. 4.5 one
have to note that it has been derived for the viscosity data. Since in accordance with
the fractional Walden rule the electric conductivity is controlled by fluidity,
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σdc � η−k = const, [37] formally, Eq. 4.5 can be also implemented for studies of
ionic systems. However, in practice three different cases should be considered.

The first one concerns ionic systems for which the exponent k is equal to unity
and it does not depend on thermodynamic variables, T–P. Then by differentiating
the logarithmic form of Walden rule with respect to Tg/T and taking into account
Eq. 4.5 supplemented by definition of mP the straightforward relation is obtained:

Table 4.1 The values of Tg and dTg/dP determined for various ionic glass-formers

Material Tg(K) at
0.1 MPa

dTg=dP
��
P¼0:1 MPa

(K/GPa)
Method Reference

Inorganic salts

Ca(NO3)2�4H20 215.7 43 DTA [23]

Ca(NO3)2�8H20 181.2 36 [23]

Mg(OAc)2�4H20 259 44 [23]

Li(OAc)�6H20 178 8.3 [23]

Na(OAc)�10H20 174 4.8 [23]

LiCl�R = 10 139 40 [24]

LiCl�R = 3 162 56 [24]

AgCl3�R = 30 141 50 [24]

CKN 335 66 [38]

Aprotic ionic systems

C4C1Im�NTf2 182* 115 BDS [25]

C8C1Im�NTf2 185* 116 [3]

BMP-BOB 228 125 [26]

SiMIm BF4 215 109 [27]

Lidocaine docusate 299* 132 [13]

Protic ionic systems

Lidocaine hemisuccinate 274* 127 BDS [13]

Sumatriptan
hemisuccinate

309.6* 144 [28]

Procainamide HCl 316 150 [14]

Carvedilol HCl 330 152 [8]

Carvedilol H2PO4 346 170 [8]

Lidocaine HCl anhydrous 311* 170 [10]

Verapamil HCl 328 208 [29]

Conducting polymers

PPG+NaCF3SO3 219 196 N/A [30]

PEG+NaCF3SO3 204 90 N/A [30]

Poly-BuVIm�NTf2 317 90 BDS [31]

The Tg values marked with (*) were determined by means of DSC technique
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DV#
r

DV#
g

¼ mr
P

mg
P
¼ k ð4:6Þ

According to this formula if k = 1 and k ≠ f(T, P), there is no difference between
the apparent activation volume and isobaric fragility portraying both structural and
ion dynamics. As a consequence, the relation between dTg/dP and DV# parameters
is satisfied. Such scenario occurs for ionic materials for that the charge diffusion
fully mimics to viscosity behavior (pure vehicle mechanism). The second picture
refers to ionic glass-formers characterized by the exponent k lower than one but still
being insensitive to temperature and pressure changes. It means that σdc(T, P) and
η(T, P) are decoupled from each other, however the separation between the time
scale of charge and mass diffusion is constant regardless of T–P conditions. As a
result Eq. 4.5 is valid despite the fact that physical parameters describing
η(T, P) dependence are higher than those determined from conductivity measure-
ments. An example of ionic system that fulfills this rule is [Ca(NO3)2]0.4�[KNO3]0.6
commonly known as CKN [38]. On the other hand, the third group includes
materials characterized by the fractional and pressure dependent value of the
exponent k. Consequently, σdc(T, P) dependence does not mimic η(T, P) data and
the liquid–glass transition of given ionic material is no longer isochronal, i.e., Tg (or
Pg) = T or P(σdc ≠ const). Since, the isochronal definition of glass transition
temperature/pressure was a fundamental assumption of Eq. 4.5 this formula as well
as Eq. 4.6 are not satisfied for conductivity data. Simultaneously, the conductivity
activation volumeDV#

r is considerably lower than DV#
g determined at the same

T–P conditions and DV#
r =DV#

g 6¼ k. The case described herein involves ionic
systems in which the charge transfer is governed by the Grotthuss mechanism (fast
proton hopping). An experimental verification of above statements comes from

Fig. 4.12 Tg-normalized
Arrhenius plot of selected
ionic liquids. To avoid the
data extrapolation Tg was
defined as temperature at
which σdc reaches 10

−10 S
cm−1. Data were taken from
Ref. [32]
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high-pressure studies of carvedilol dihydrogen phosphate, for which
DV#

r ðTgÞ; DV#
g ðTgÞ and k were found to be equal 486, 85 and 0.6, respectively [8].

4.3 Thermal and Density Fluctuations to the Temperature
Dependence of σdc at Ambient and Elevated Pressure

As already mentioned, many of ILs show a remarkable tendency of supercooling
and consequently glass formation. It gives an opportunity to study the temperature
evolution of the ionic dc-conductivity in an extraordinary wide range. On cooling
toward the glass transition, the dc-conductivity decreases from values of order 10−2

[Ω−1 cm−1] that are characteristic for the normal liquid state of typical IL to values
of 10−15 [Ω−1 cm−1] (conventionally taken as a hallmark of the liquid–glass tran-
sition), over a temperature range of a few tens of K. This enormous and continuous
drop of σdc is accompanied by the dramatic slowing down of the mobility/diffusion
of ions. It is well known that temperature can control the ions diffusion through two
different mechanisms: changing both kinetic energy (thermal energy) and the
packing density of ions. Consequently, in recent years, some efforts have been
made to clarify the role played by the density and thermal effects [3, 39, 40]. In
order to separate the contributions of these effects it is necessary to measure both
temperature and pressure dependence of ionic conductivity [12].

According to previous discussion, there are a numerous examples that the
temperature dependence of ionic conductivity significantly deviates from the
Arrhenius behavior upon approaching the glass transition. Although all ILs reveal
basically the same pattern of the behavior, the degree of the deviation from the
Arrhenius law is not the same for each material [32]. An intriguing aspect of this
behavior is also understanding whether or not the packing density of ions affect the
deviation from the Arrhenius law? If yes, then to what extent?

There are two simple approaches that are generally used to asses qualitatively the
contributions of thermal and density fluctuations to the temperature dependence of
σdc at ambient pressure. The first one is based on the comparison of isobaric and
isothermal data by plotting σdc against density or alternatively specific volume. An
example of such comparison for ionic liquid [C8MIM][NTf2] is depicted in
Fig. 4.13.

It can be easily noted that the increment of conductivity for the same volume
change is radically different at isobaric and isothermal conditions. The decrease of
the specific volume from 0.76 to 0.705 leads to the decrease of σdc about 9 and 1
decades at constant pressure and temperature, respectively, indicating that the
thermal effect is more dominating in this case. In fact, as will be discussed below,
such behavior seems to be a common feature of all ILs.

A second approach for estimating the relative importance of thermal and density
effects requires comparison between isobaric and isochoric data as shown in
Fig. 4.14.
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In addition to the experimental data denoted by symbols, we also plotted two
isochoric curves (solid lines) corresponding to two limiting cases, i.e., when ion
diffusion is controlled solely by (1) thermal energy fluctuations (red line) or
(2) local density fluctuations (blue line). In the first case, isobaric and isochoric data
should collapse onto a single line and such result would be a rigorous conformation
that the purely thermally activated models are valid. The second limiting case,
manifested by the lack of any temperature dependence of σdc at constant volume,
would mean that free volume models are suitable. There is no doubt that the
experimental data for [C8MIM][NTf2] do not support fully any of these two

Fig. 4.13 Isothermal and
isobaric data for [C8MIM]
[NTf2] plotted as a function of
volume. Data taken from
Ref. [3]

Fig. 4.14 The temperature
dependence of conductivity
relaxation times at constant
volume condition. The open
symbols represent the
dependence of relaxation
times at ambient pressure.
Data taken from Ref. [36]
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discussed limiting cases. However, it can be only concluded that ion mobility is
much more sensitive to changes in the thermal energy than changes in density,
indicating that the energy barriers for ion jumps are only slightly modified by
compression. Moreover it is obvious from Fig. 4.14 that the dependence of log σdc
on 1/T shows a very pronounced curvature at isochoric conditions. Thus, the
non-Arrhenius behavior can occurs even if the ion packing density remains
unchanged.

In the above-mentioned two cases, we needed to know explicitly how the ionic
conductivity depends on volume, σdc(V). Unfortunately, σdc(V) cannot be deter-
mined from a single experiment. Instead of this one has to perform two different
types of experiments: the high-pressure dielectric studies to determine σdc(T, P) and
dilatometry measurements of the temperature–pressure dependence of the specific
volume (PVT data). Having both these sets of data, it is possible to analyze the
ionic conductivity at all thermodynamic states. Since the temperature and pressure
ranges covered by these two experiments usually differ from each other, it becomes
necessary to interpolate and/or extrapolate PVT data using an equation of state
(EOS). The most popular one used for this purpose is the empirical equation of Tait.
More recently, a new equation of state has been formulated by Grzybowski et al.
[41] which has been experimentally verified for a wide variety of liquids.

VðT;PÞ ¼ VðT ;P0Þ 1þ cEOS
BTðP0Þ P� P0ð Þ

� ��1=cEOS

ð4:7Þ

BTðP0Þ ¼ BTðT ;P0Þ ¼ b0 expð�b2ðT � T0ÞÞ ð4:8Þ

V0 ¼ VðT ;P0Þ ¼
Xk
l¼0

AlðT � T0Þl ð4:9Þ

where b0 ¼ BT0ðP0Þ, b2 ¼ b2ðP0Þ ¼ �@ lnBTðT;P0Þ=@TjT¼T0 , A0 ¼ VðT0;P0Þ,
and Al ¼ ð1=l!Þ@lVðT;P0Þ=@Tl

��
T¼T0

for l = 1, 2,…, and the reference temperature

T0 and pressure P0 are arbitrarily chosen. Its fundamental advantage relies on its
derivation from the effective intermolecular potential [42]

VðrÞ ¼ A
r3cEOS

� B ð4:10Þ

where A and B are constant. Above equation is limited to the density range where
the isothermal bulk modulus BT(P) linearly depends on pressure. However, this
limitation can be removed if the exponent γEOS is replaced by a density dependent
function, γEOS(ρ) as suggested by the General Density Scaling Law [43].

Obviously, a more quantitative assessment of the relative importance of different
thermodynamics variables is needed if we want to catch any differences among
various ILs. It is possible by analyzing the data from Fig. 4.14 in terms of the
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apparent enthalpy, HP, at constant pressure and the apparent activation energy, EV,
at constant volume [44]:

HP ¼ R
@ ln r
@T�1

� �
P

ð4:11Þ

EV ¼ R
@ ln r
@T�1

� �
V

ð4:12Þ

where R is the gas constant. As discussed by Naoki et al. [45], the relative domi-
nance of thermal and volume effects is reflected in the ratio of EV to HP which can
vary from 0 to 1. Note that values 0 and 1 correspond to two limiting cases (2) and
(1), respectively, from Fig. 4.14. This ratio should be determined at the point where
isobaric and isochoric curves meet together. For [C8MIM][NTf2] at temperatures
close to Tg the value of the ratio EV/HP is nearly constant and equal to 0.79 ± 0.02.
Similar but not the same values were also reported for other ILs. Thus, it is evident
that the temperature is the dominant control parameter in the vicinity of glass
transition temperature for ILs.

It will be value at this stage to review briefly the results of EV/HP obtained for
various types of materials [12, 46]. Literature data for van der Waals liquids shows
that the ratio EV/HP lies usually in the range 0.4–0.6, indicating that the effects of
thermal and volume fluctuations are comparable. This is in contrast to associated
liquids which have values of the ratio EV/HP frequently close to unity. It means that
pure temperature effects on molecular rearrangements are dominant. The reason is
that the associated liquids usually form extensive hydrogen-bonded structures with
strong hydrogen-bonding interactions. And consequently, the thermal fluctuations
provide necessary energy to break H-bonds and to facilitate the molecular diffusion
across the sample. Thus, clear pictures emerge that the magnitude of the ratio EV/HP

reflects the degree and type of intermolecular interactions (van der Waals,
H-bonded, Culombic).

Another interesting aspect worth to be mentioned is pressure dependence of the
ratio EV/Hp. In a few cases it was found the ratio slightly increases with com-
pression indicating the growing role of the thermal fluctuations [3].

For the completeness of the discussion on methods for assessing the relative
contributions of the thermal and volume fluctuation in the temperature dependence
of ionic conduction, we should also mention the method proposed by Ferrer et al.
[47]. This requires calculating the coefficient of isobaric expansivity, aP ¼
V�1 @V=@Tð ÞP and the coefficient of isochronal (i.e., constant viscosity η or
structural relaxation time, τα) expansivity, ag ¼ V�1 @V=@Tð Þg. The second one can
be also determined at constant value of σdc provided that the fractional DSE law is
satisfied at considered T and P range. As pointed out by Ferrer et al. the ratio of
ag=ap � 1 means that the ion transport is governed by thermal fluctuations and the
energy barrier for ion hopping does not change with compression. On the other
hand, the ratio of ag=ap approaches to zero when volume fluctuations alone control
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ion transport. Figure 4.15 illustrates the changes of the specific volume against
temperature at constant pressure that can be easily used to determine the pressure
dependences of αP and ασ for given ionic liquid.

From this type of data, it is very simple to calculate the value of the ratio of
ar=ap for considered IL at various pressure conditions (see inset to Fig. 4.15).
However, one should add that there is an analytical expression that relates EV/HP

and of ag=aP [48]:

EV

HP
¼ 1� aP

ag

� ��1

ð4:13Þ

Since these two ratios provide exactly the same information about the relative
contributions of the thermal and volume fluctuations they can be treated equally.

4.4 Density Scaling of Ionic Systems

In the previous section, we demonstrated that by converting both isobaric and
isothermal ionic conductivity data to specific volume representation, it is possible to
asses in qualitative way the role played by thermal and density fluctuations in the
charge transport process. In this section, we will introduce a simple model which
can be used for the quantitative analysis of the volume dependent ionic conductivity
data. This model was originally proposed by Avramov to describe the temperature
and pressure dependence of various transport properties (e.g., viscosity) of
glass-forming liquids [49] and later on adopted by Casalini and Roland [50] to
account of the volume effects. The main underlining assumptions of the model are
that (1) ion motion is thermally activated process with a jump frequency related to
the energy barrier and temperature through the exponential relation:
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t ¼ t0 exp � Ei

kT

� �
ð4:14Þ

and (2) the maximal energy barrier Emax changes with system density according to
the power law [26]:

Em ¼ Er
Vr

V

� �cEOS

ð4:15Þ

Since the charge transport takes place in structurally disordered systems,
therefore, there is a distribution of energy barrier heights P(E, δ). The mean jump
frequency—reflecting average charge carrier mobility—is defined as

th i ¼
ZEm

0

rðEÞPðEÞdE ð4:16Þ

From the mean jump frequency being proportional to the average charge carrier
mobility <μ> one can calculate the dc-conductivity:

th i � lh i � rdc ð4:17Þ

It has been argued that a choice of a truncated Poisson probability distribution
function to represent the energy distribution for real systems is a quite rational
approach

PðEÞ ¼ d� d exp �Em

d

� �� ��1

exp
E � Emð Þ

d

� �
ð4:18Þ

where δ is the variance of the probability distribution function. One of the
advantage of such choice is that Eq. 4.16 can be solved analytically. For
RT ≪ δ < Emax its solution takes a simple exponential form:

th i ¼ t0 exp �EmðVÞ
d

� �
ð4:19Þ

As demonstrated by the Avramov [51], the variance of distribution function of
barrier heights is directly connected to the total entropy of system through the
relation:

S� Sr � �RZ
2

ln
d
dr

ð4:20Þ

where δr and Sr denotes the variance and entropy of system at some reference state,
respectively, while Z is the degeneracy of system and can be interpreted as the
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number of escape channels available for each charge carrier. Above equation was
derived from a more general rule that establishes a relationship between the entropy
of system and the distribution function of barrier heights:

S� Sr ¼ �RZ
2

ZEm

0

PðEÞ lnPðEÞdE ð4:21Þ

Taking into account that the average jump frequency is proportional to ionic
conductivity (Eq. 4.17) and combining Eqs. (4.19) and (4.20) we obtain the
expression describing the dependence of ionic conductivity on the total entropy of
system:

rdc ¼ r0 exp �EmðVÞ exp 2ðS� SrÞ
ZR

� �� �
ð4:22Þ

The final step in derivation of the equation for volume dependence of ionic
conductivity is the recalling the relationship between the total entropy of system
and volume (Eq. 4.23), established by Casalini and Roland [52] for supercooled
liquids

S� Sr ¼ �CV ln Vr=Vð ÞcGTr=T½ � ð4:23Þ

When Eq. 4.23 is inserted into Eq. 4.22, we finally arrive at

log rdcðT ;VÞ ¼ log r0 � B
TV c

� �D

ð4:24Þ

Above equation was shown to provide a good description of the electric con-
ductivity data spanning many decades [3, 25, 26, 53]. In this context, it is also
worth mentioning that the Eq. 4.28 does a good job of representing the viscosity
data of various ionic liquids [53–55]. However, a key feature of this equation is a
prediction of the scaling behavior both for conductivity and viscosity data. It
implies that isobaric and isothermal data could be collapsed on the single master
curve if they are plotted as a function of new generalized variable: TVγ. Such
scaling, often called density scaling, is indeed possible as shown in Fig. 4.16 for
[C4MIM][NTf2].

The exponent γ is a material constant which is related to the Grüneisen parameter
γG and the exponent γEOS characterizing the repulsive part of the intermolecular
potential [26, 56]:

c ¼ cEOS
D

þ cG ð4:25Þ
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And thus it becomes obvious that there is a direct connection between inter-
molecular potential, thermodynamics and ionic charge transport. The validity of the
relationship was confirmed by comparing the values of γg calculated from Eq. 4.24
and determined directly from its thermodynamic definition [26]:

cG ¼ Cp=Cv � 1
TaP

ð4:26Þ

A more important aspect of the density scaling is that the scaling exponent γ can
be also related to the ratio of the Ev/EP according to [46]:

Ev

Ep
¼ 1

1þ c aPTg
ð4:27Þ

As depicted in Fig. 4.17, a strong correlation between these two quantities was
experimentally found for various types of glass-forming liquids including ionic
liquids. The experimental fact is that the product αTg takes almost the same values
for analyzed materials, let us consider γ as an alternative measure of the relative
degree to which temperature and density control the molecular transport.

It is easy to note that for Ev/EP = 1 the exponent γ is equal 0 and correspond to
the case when charge transport is solely controlled by the thermal fluctuations. On
the other hand, if Ev/EP approach to zero, then γ tends to infinity and intermolecular
free volume governs the ions mobility. The typical values of the scaling exponent
found for various ionic liquids are collected in Table 4.2.

Another benefit arising from the density scaling approach is that for given ionic
liquid the same value of the exponent γ can be used to rescale electric conductivity
and viscosity data. However, it is only true if there is no decoupling between these
two transport properties. This case was nicely presented by Lopez et al. [53]. The
authors analyzed the behavior of the electric conductivity data of six ionic liquids:
[C4C1IM][BF4], [C8C1IM][BF4], [C4C1IM][PF6], [C6C1IM][PF6], [C8C1IM][PF6],

Fig. 4.16 The density
scaling versus the quantity
T−1V−γ for ionic liquid
[C4MIM][NTf2]. Data taken
from Ref. [25]
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[N(C4H9)4][B(C4H9)4] for which high-pressure viscosity data were available. As a
result they found that the scaling exponents obtained from electric conductivity are
quite close to those obtained from viscosities. On the other hand, two different
values of the scaling exponent are needed if electric conductivity is decoupled from
viscosity. In addition, one can observe a clear relation between the values of
exponent k in DSE relation and the ratio γσ/γη,

cr=cg � kSE ð4:28Þ
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Table 4.2 The values of the
scaling exponent found for
various ionic liquids

Compound γσ γη Ref.

(BMP-BOB) 3.7 [26]

[C8MIM][NTf2] 2.4 2.4 [3, 7]

[C4MIM]BF4 2.25 [7]

[C4MIM]PF6 2.9 [7]

[C4MIM]NTf2 3.05 2.85 [25]

[C6MIM]PF6 2.75 [7]

[C6MIM]NTf2 2.45

[C8MIM]BF4 2.25

[C8MIM]PF6 2.4

Verapamil HCl 2.45 [36]

Carvedilol HCl 2.13 2.42 [8]

Carvedilol dihydrogen phosphate 1.18 2.46 [8]

Lidocaine HCl anhydrous 2.4 [10]

Lidocaine HCl monohydrate 2.69 [11]
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Such correlation was found to be quite well satisfied in the case of protic ionic
liquids. According to data presented in Table 4.2 the ratio γσ/γη is equal to 0.88 and
0.48 for hydrochloride and phosphate salts of carvedilol, respectively. On the other
hand, the values of k for these compounds were found to be equal to 0.77 and 0.6,
respectively. Thus, one can state that the ratio γσ/γη could be a useful measure of the
decoupling phenomenon.

The analysis of both viscosity and electric conductivity data in terms of the
density scaling also revealed that the value of scaling exponent γ significantly
depends on the molecular architecture of ions [53]. A quite general trend was
observed by various investigators when they studied how the γ changes with an
increase in the alkyl chain length on the imidazolium cation [CnC1IM] for the same
anion. The scaling exponent has a tendency to decrease with an increase of n. It has
been suggested that this experimentally observed dependence of γ on n can be
related to the fact that the imidazolium-based ILs exhibit strong nanostructural
organizations [3]. Molecular Dynamics simulations performed for [CnC1IM][PF6]
with n = 2, 4, 6, 8 and 12 provided an evidence for formation of nonpolar domains
which became larger and more connected as the alkyl chain was elongated [57].
Consequently, it is postulated that the scaling exponent may reflect the degree of
self-organization evolving with the change of the alkyl side-chain length in some
ILs [3].

4.5 Relation Between Ion Dynamics and Structural
Relaxation at Ambient and Elevated Pressure

4.5.1 Are the Stockes–Einstein and Walden Laws Always
Satisfied?

According to the classical Walden (or Stockes–Einstein) theory, ion transport in
electrolytes is controlled by their viscosity Λmol � η = const, i.e., molecular entities
involved in structural relaxation are also the ions transporting the electrical charges.
As a consequence, the temperature dependences of both molar conductivity and
structural relaxation are expected to be the same and then the log Λmol plotted
versus log(η−1) form a straight line with the slope close to unity. A number of
theoretical and experimental studies performed in the past clearly indicate that such
scenario holds reasonably well for most aprotic ionic liquids (see Fig. 4.18a) [58–
60]. However, if the transport properties of another sets ionic materials are con-
sidered some deviations from this general rule can be observed. As presented in
Fig. 4.18b, the slope of Λmol versus η

−1 dependence determined experimentally for
some protic ionic conductors, inorganic glasses as well as ionic polymers is lower
than one [61]. Consequently, the Walden relation takes the fractional form
Λmol�η−k = const. Moreover, ionic samples classified as exceptions from Walden
rule usually fall above the “ideal line”, i.e., in the so-called superionic region. It
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means that they are characterized by the abnormally high mobility of charge car-
rying species, strongly decoupled from mass diffusion.

In the last years, a lot of effort has been devoted to recognizing the origin of
excess conductivity of some ionic liquids and glasses. Generally, there are two
concepts that explain this phenomenon. The first one involves a fast proton transfer
through the system within so-called Grotthuss picture. Alternatively, the motions of
species larger than protons that can slip through the structure via channels are also
regarded.

In the Grotthuss mechanism the protonic defect is moved from one electrode to
another while a given proton is transferred only between two neighboring mole-
cules [63–65]. This is in contrast with classical proton hopping idea when the same
proton is sequentially transferred within hydrogen bonds from one ion/molecule to
the other (see Fig. 4.19). It has been found that the proton motions within the
Grotthuss picture, originally proposed to explain high conductivity of water, gives
rise to superprotonic behavior of many other compounds. As an example, phos-
phoric acid turned out to be almost ideal proton conductor [66]. In Fig. 4.18b
H3PO4 clearly appears in the superionic regime of Walden plot in the entire studied
temperature range. The highly efficient Grotthuss mechanism was also reported for
nonionic heterocycles incorporating both proton donor and acceptor groups [67, 68]
as well as hydrated imidazolium-based acidic polymers with H+ transport realized
mainly through the water molecules [69] (see Fig. 4.19). Interestingly, it was found
that some protic salt systems, usually regarded as poor ionic materials, can be also
characterized by efficient proton conductivity. Among others, the large decoupling
between conductivity relaxation and structural dynamics was reported for carvedilol
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dihydrogen phosphate [70] and succinate salt of sumatriptan [28]. However, up to
now the PIL revealing the strongest time scale separation between the charge
transport and mass diffusion is lidocaine di-dihydrogen phosphate with relatively
low exponent k in fractional Walden rule [61] (see Fig. 4.19). Herein, it should be
noted that the common feature of superprotonic systems is their significant devia-
tion from ideal KCl line at low temperatures. On the other hand, the opposite
behavior is observed much above the liquid–glass transition region. This is because
with increasing temperature the Grotthuss conduction is progressively dominated
by vehicle-type mechanism.

The second concept of superionic conductors concerns the decoupled aprotic
systems. Despite the lack of proton transfer the difference in the time scale of
conductivity relaxation and structural dynamics occurs in these materials. Such
observation was reported for various inorganic glasses (silver oxyhalide [71],
sodium silicate [72] or KNO3-Ca(NO3)2, commonly known as CKN [73]), some
deep eutectic solvents (like binary mixture of acetamide+LiNO3) [74], or various
polymerized ionic liquids based on polyvinylimidazole chain [75–78]. As an origin
of excess conductivity of these materials the motions of species larger than protons
that can slip through the structure via channels are usually regarded. Since the
charge migration is accompanied by translational diffusion of ions, such mechanism
can be called vehicle-type conduction. However, in contrast to the classical

Fig. 4.19 Conductivity mechanism in protic ionic systems. Examples of proton transfer through
the hydrated poly-[HSO3−BVIm][OTf] membrane and imidazole molecules are presented
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vehicular transfer, the cations and anions give different contributions to ionic
conductivity and structural dynamics. The difference between these two mecha-
nisms is visualized schematically in Fig. 4.20.

As it was reported in literature to recognize the physical origin of excess con-
ductivity in various ionic liquids and glasses the pulsed field gradient (PFG) NMR
spectroscopy is usually employed. This is due to its ability to describe the diffusion
of cations, anions and protons separately. However, recently it has been demon-
strated that the high-pressure dielectric spectroscopy can be also successfully
applied to identify the nature of transport properties in ionic systems [79].

It has been found that in the case of ionic samples characterized by classical
vehicle conduction the dielectric experimental data do not exhibit any specific
features, i.e., the temperature variation of conductivity relaxation times or
dc-conductivity reveal usually the non-Arrhenius curvature satisfactorily parame-
terized by means of the VFT equation. On the other hand, log τσ(P) points form
straight line or slightly deviate from linear behavior (see Fig. 4.21a and b). Since in
the case of classical vehicle mechanism the conductivity relaxation mimics the
structural dynamics τσ(T) and τσ(P) data can be successfully applied to determine
the glass transition temperature Tg and glass transition pressure Pg, of the given
ionic liquid using the typical definition of Tg (or Pg) for which τσ reaches 1000 s. As
a consequence of isoviscosity and isochronal character of Tg(Pg) line the electrical
conductivity (or conductivity relaxation times) measured at different temperature
and pressure conditions falls on one curve with the slope close to unity when

Fig. 4.20 In the upper panels the difference between classical vehicle conduction and
vehicle-type mechanism is visualized. Below the example of vehicle-type transport through
polymerized ionic liquid poly-BuVIm NTf2 is presented
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plotted against the fluidity. It means that the Walden law as well as the Stokes–
Einstein relation are satisfied under high-pressure if the conductivity of ionic system
is controlled by the classical vehicle mechanism (see Fig. 4.21c). Ionic systems that
fulfill these rules are aprotic ionic liquids in general [80, 81] as well as some protic
salts like verapamil HCl [8] or lidocaine docusate [13].

The second picture refers to vehicle mechanism in which the counterions give
different contribution to dc-conductivity and structural dynamics. As a result, the
time scale separation between the charge transfer and structural relaxation takes
place. At ambient pressure the decoupling between τσ and τα is always manifested
by the crossover of τσ(T) plot that occurs at conductivity relaxation times shorter
than 1000 s and which indicates Tg of given ionic system. However, when such a
system is compressed isothermally two different patterns of τσ(P) behavior can be
observed. In the first case, typical for inorganic salts composed of cations and
anions with different ionic charge, the kink of τσ(P) dependences occurs at the same
conductivity relaxation time as at ambient conditions [38]. Thus, the decoupling
between τσ and τα is independent of T–P conditions (see Fig. 4.22b). In such
scenario the exponent k in Walden rule is lower than one and it is pressure inde-
pendent (see Fig. 4.22c). On the other hand, the isothermal compression of poly-
merized aprotic ionic liquids markedly reduces the decoupling between τσ and τα,
i.e., the crossover of τσ(P) dependence moves toward longer conductivity relaxation
times as pressure increases (see Fig. 4.22e). Consequently, the Tg(Pg) line is no
longer isochronal and Walden rule is no longer valid. In such scenario, the
isothermal and isobaric conductivity data cannot collapse into single curve when
plotted against viscosity. Moreover, as schematically illustrated in Fig. 4.22f, the
exponent k in Walden rule is expected to be higher at elevated pressure. The
described pattern of conductivity behavior has been recently reported for aprotic
polycationic system poly-1-vinyl-3-butylimidazolium bis(trifuoromethylsulfonyl)
imide [PBuVIm][NTf2] [31]. The decrease in the time scale separation of charge

Fig. 4.21 The temperature (a) and pressure (b) dependences of conductivity relaxation times
measured for verapamil hydrochloride. Panel (c) presents the Stokes–Einstein plot for the same
compound. The data were taken from Refs. [8, 36]
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transport and segmental relaxation under pressure was explained in this case by the
lower free volume in polymer matrix that result in slowing down of anions
diffusion.

Another behavior pattern for τσ(P) experimental data was found for protic ionic
liquids and solids with the charge transfer governed by the Grotthuss mechanism. In
these materials, the temperature dependence of the conductivity relaxation time
recorded at ambient pressure conditions reveals a well-defined kink from
non-Arrhenius to Arrhenius-like behavior at τσ < 100 s that indicates the time scale
separation between proton transfer and mass diffusion (see Fig. 4.23a). However, in
contrast to the vehicle-type conduction the addition of pressure as an external
thermodynamic variable significantly enhances the decoupling between τσ and τα in
the case of ionic systems with fast proton hopping. It means that the characteristic
crossover of τσ(P) dependence is observed at shorter conductivity relaxation times
under pressure (see Fig. 4.23b). The physical explanation of such observations lies
in reduced interionic distances as well as strongly reinforced H-bonded structure
that together provide new pathways for fast proton transfer. Since with increasing
pressure the viscosity at Tg remains constant while τσ(Tg) progressively decreases
the fractional Stokes–Einstein and Walden relations are expected to be broken for

Fig. 4.22 The temperature and pressure dependences of conductivity relaxation times of
inorganic conductor CKN (panels a and b) and polymerized ionic liquid poly-BuVIm NTf2
(panels d and e). Panels (c) and (f) present schematically the Stokes–Einstein plot for both these
compounds. The data were taken from Refs. [15, 31]
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protic ionic conductors. As presented in Fig. 4.23c, the isothermal and isobaric
conductivity data of protic ionic system with the fast proton transfer indeed do not
superimpose each other, as opposed to the previously described classical vehicle
conduction. Additionally, the exponent in the Walden relation is in general pressure
dependent—it is getting lower at elevated pressure.

As illustrated above to recognize the conductivity mechanism in ionic systems at
least one isothermal τσ(P) curve, in addition to ambient pressure data, is required.
However, to precisely examine the Walden law under high-pressure conditions the
viscosity behavior as a function of pressure needs to be determined in addition to T–
P conductivity data. Since such experiment is technically complicated the analysis
of τσ(T, P) data in terms of high-pressure Walden rule is rarely performed and it is
limited to normal liquid state. Therefore, recently a novel procedure based on the
density scaling concept and the T–V version of the Avramov entropic model has
been proposed for this purpose. The details regarding density scaling idea and
entropic models will be provided in the next paragraphs of this chapter. To
determine the viscosity behavior under desired T–P conditions the results of
ambient pressure rheological measurements and high-pressure dilatometric exper-
iments are required. The first step of discussed procedure involves the parameter-
ization of Vsp(T) data recorded above the glass transition temperature of given
system by means of the equation of state. For this purpose the Tait formula can be
employed [82].

VðT;PÞ ¼ VðT ; 0Þ 1� C ln 1þ P
BðTÞ

� �� �
ð4:29Þ

where VðT; 0Þ ¼ V0 þV1T ; C is a universal constant equal to 0.0894;
BðTÞ ¼ b0 expð�b1TÞ; T is the temperature in degrees Celsius and P is the pressure
in MPa. The next part of the analysis is based on the density scaling concept.
Briefly speaking, this idea relies on the experimental finding that the σdc, τσ, τα and η
data of various glass-forming systems, measured as a function of both temperature
and pressure, can be superimposed by plotting versus the quantity T−1V−γ, with γ
being a material constant. Herein, it should be noted that the scaling parameter can
be determined directly from the PVT experiment as the slope of Tg(Vg) dependence.
Note that in the case of ionic conductors with the charge transfer governed by fast
proton hopping the value of γ estimated in such way can be applied only for
viscosity scaling. Therefore, it is denoted as γη. Having the scaling exponent one
can easily convert the ambient pressure η(T) data into η(TVγ)−1 representation and
describe it by means of the Avramov entropic model. These are last requirements
that have to be satisfied to generate isothermal η(P) dependences. The parameters
determined during described fitting procedures can be next applied to simulate the
viscosity behavior of any ionic conductor and under any T–P conditions. The
schematic description of such a method is illustrated in Fig. 4.24.

Here, it should be stressed that the results of such a procedure (solid gray lines in
Fig. 4.23c) correspond well with the experimentally determined points (open
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symbols in Fig. 4.23c), i.e., with the values of η measured at 0.1 MPa and estimated
at Pg (it is widely accepted that η at Tg (or Pg) is in the order of 1012 Pa s).

4.5.2 How to Quantify Decoupling Between the Charge
Transfer and Structural/Segmental Relaxation
in Ionic Conductors?

As it appeared in preceding section the exponent k in Stokes–Einstein (or Walden)
relation can be successfully applied to quantify the decoupling of charge transfer
and structural/segmental relaxation in ionic conductors. However, it is not the only
possibility. An alternative way to evaluate the interplay between charge transport
and the structural dynamics is to calculate the decoupling index defined as the ratio
of the electrical relaxation time τσ and the structural relaxation time τα at Tg.

RsðTgÞ � log[saðTgÞ=srðTgÞ� ð4:30Þ

To determine τα(T), and consequently to calculate precisely the decoupling
index, the rheological experiment can be performed in addition to conductivity
measurements. An alternative experimental method that can be employed to
determine τα(T) is temperature-modulated differential scanning calorimetry
(TMDSC). However, if we assume that τα at Tg is equal to 102 s Eq. 4.30 can be
simplified to the following form:

RsðTgÞ � 2� log½srðTgÞ� ð4:31Þ

Fig. 4.23 The temperature (a) and pressure (b) dependences of conductivity relaxation times of
protic ionic liquid carvedilol dihydrogen phosphate. Panel (c) presents the Stokes–Einstein plot for
this compound. The data were taken from Ref. [8]
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Consequently, one can calculate the decoupling index having only the experi-
mentally determined τσ(T) dependence.

In the case of fully coupled systems for which dc-conductivity mimics, the
structural dynamics, Rτ(Tg), is equal to zero. However, for strongly decoupled
conductors characterized by the time scale of charge transfer much shorter than that
of the mass diffusion the decoupling index is higher than one. This is because the
value of τσ at Tg can be markedly lower than hundreds or thousands of seconds as
reported for conventional ionic and molecular glass-forming liquids. The difference
between the time scale of charge diffusion and structural dynamics is well visible
when the τσ and τα are plotted together as a function of temperature (see Fig. 4.25).

The values of decoupling index determined for a number of ionic materials are
collected in Fig. 4.26. From the examples presented in this plot it becomes obvious
that there is a relation between the Stokes–Einstein coefficient (k) and Rτ(Tg).
Namely, k as well as Rτ(Tg) are close to unity in the case of fully coupled systems,
i.e., when the conductivity is associated with the translational diffusion of ions (like
in the case of lidocaine acetate (No. 2) or lidocaine docusate (No. 3)). On the other
hand, as the separation between τσ and τα increases (i.e., Rτ(Tg) is getting higher) the
exponent k becomes lower.

As it was demonstrated in previous section squeezing of ionic system can be
used to control the degree of decoupling effectively. Thus, it is important to
introduce a new parameter which will determine the pressure sensitivity of the
decoupling index in the limit of ambient pressure. It is defined as the derivative of
log Rτ with respect to pressure. Since the structural relaxation time at Tg is pressure
independent, the following expression has been obtained:

d logRs=dP ¼ �d log scross=dP ð4:32Þ

Fig. 4.24 The procedure used for determination of η(T, P) dependence close to the liquid–glass
transition
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To visualize the differences in the pressure sensitivity of the decoupling index between
various ionic systems the log τcross has been plotted as a function of pressure in Fig. 4.27.
In order to determine the value of d log Rτ/dP coefficient, the linear regression analysis of
data presented in Fig. 4.27 has to be performed. Interestingly, the slope of log
τcross(P) dependence of lidocaine hemisuccinate, carvedilol HCl and sumatriptan succi-
nate is practically the same. Therefore, these protic ionic systems are characterized by
similar values of d log Rτ/dP coefficient (≈0.003 M Pa−1). On the other hand, more than

Fig. 4.25 The temperature dependences of conductivity and structural relaxation times for three
different protic ionic systems: a lidocaine docusate, b procainamide HCl, c carvedilol H2PO4. The
rheological τα is evaluated from the Maxwell relation τα = η/g∞, by using the measured viscosity
and τα from TMDSC. Experimental data were taken from Refs. [13, 14, 70]
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two times higher d log Rτ/dP parameter (0.0079 M P−1) characterizes the mobility of
charge carriers in carvedilol dihydrogen phosphate.

4.5.3 How to Control the Time Scale Separation Between
Charge and Mass Diffusion?

As it was explained in preceding sections there are two main reasons why the time
scale separation between charge transfer and structural dynamics occurs in ionic
systems. Namely,

• the significant contribution of proton hopping to dc-conductivity,
• different contribution of cations and anions to ionic conductivity and structural

dynamics.

It is generally known that ionic systems with enhanced proton conductivity are
widely viewed as promising electrolytes in fuel cells and batteries. Nevertheless, a
major limitation toward their commercialization lies in the factors controlling the
fast proton hopping in anhydrous conditions [84]. Despite a number of papers
dealing with this issue a lot of problems still require clarification. Below the most
important factors that were found to influence the enhanced proton conductivity in
anhydrous ionic materials are highlighted.

An important aspect that should be taken into account when discussing the
factors affecting the proton conduction is the ionization degree of given system. It is
reflected in the value of ΔpKa defined as the difference between pKa of base and
acid that were mixed together to prepare protic ionic material [85]. It is well known

Fig. 4.27 The values of conductivity relaxation times at glass transition pressures determined for
various protic ionic systems. Experimental data were taken from Ref. [79]
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that if a PIL is synthesized using strong acid and a strong base, the proton is fixed
very tightly to the base and the possibility of the reverse process toward uncharged
components is negligible. Then, the value of ΔpKa is large. However, depending on
the reacting compounds, the proton transfer may be less than complete and then the
obtained liquid is a mixture of ions (BH+ and A−) and neutral species (HA and B)
with relatively low value of ΔpKa parameter (*1).

HAþB , A� þBHþ ð4:33Þ

As postulated by Angell et al. [86] and McFarlane et al. [87] the value of ΔpKa

parameter should be high enough to meet the criteria of IL. However, as indicated
in a number of literature reports, it cannot be too exaggerated since nonconductive
species fulfill the role of efficient H+-carriers. This is the reason why in the group of
protic ionic liquids one can find a number of incompletely ionized materials that can
be classified as superprotonic liquids and glasses, especially in the condition of high
compression. An example illustrating the abovementioned idea is an enhanced
proton conductivity of imidazolium bis(trifluoromethylsulfonyl)imide ([Im][TFSI])
observed only when the sample is prepared with a threefold excess of imidazole
[88].

However, one should note that not every chemical compound works as effective
proton transmitter. Among others the proton acceptor/donor capability of acid/base
taken to prepare PIL is of great importance. As an example one can recall acetate
anion. Generally, it readily accepts proton and acquires the form of energetically
preferred neutral acetic acid that is characterized by poor donor capability. As a
consequence, at ambient and elevated pressure conditions the conductivity of
acetate salts should be governed by translational diffusion of large molecular spe-
cies and therefore τα and τσ are expected to be fully coupled. To confirm this
statement, the perfect agreement between dielectric and calorimetric data of lido-
caine acetate is illustrated in Fig. 4.23. Considerably different conductivity trace
occurs if cation/anion possesses the moieties actively involved in charge transfer
(e.g., hydroxyl groups) and it readily accepts and releases protons. In the light of
existing theoretical and experimental data, one can state that at least two proton
active moieties in the anion are required to enhance the Grotthuss conduction
through the ionic system. However, the more proton donors in chemical structure,
the more efficient charge transfer is expected. Therefore, as an effective proton
mediator one can classify for example succinate, citrate or phosphate structures
[13]. Surprisingly, the PILs containing sulfonate groups, frequently regarded as a
source of high proton conductivity of polymer electrolyte membranes, are usually
characterized by the less pronounced decoupling between charge and mass diffu-
sion. This is because the hemisulfate salts, just like hydrochlorides or hydrobro-
mides, are composed solely of ions (ΔpKa > 13) with strongly reduced affinity of
system to deionization.

Interestingly, among the protic ionic systems studied so far the largest separation
between charge transfer and structural diffusion (around 7 decades) was found in
the case of lidocaine di(dihydrogen phosphate) (see Fig. 4.28).
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The origin of such huge excess proton conductivity in this ionic glass-former is
twofold. The first one involves the unique chemical structure of lidocaine cation. It
was found that this molecule very easily undergoes an internal bond rearrangement
and thus facilitates the proton transfer within the Grotthuss mechanism (see
Fig. 4.29a). According to the density functional theory (DFT) calculations, such
ionic amide-imidic acid conversion is able to reduce the energy required for charge
transfer between cations and anions by even four times. On the other hand, the
phosphate molecules on their own were found to from a crown-like layered,
self-assembled arrangement which looks like a promising route of proton transfer
with possibly a lower activation energy due to already partial deprotonation and
strong dislocation of protons (see Fig. 4.29b). All these factors together with highly
expanded H-bonded make the phosphate salt of lidocaine highly efficient proton
conductor.

In the discussion presented above, the factors influencing the decoupling phe-
nomenon in low-molecular protic ionic liquids were considered. However, this
paragraph will be dedicated to “decoupled” aprotic polymerized ionic liquids. As it
was mentioned previously in the case of macromolecular ionic systems, the con-
tribution of cations and anions to the global dynamics and dc-conductivity can be
totally different that is manifested by the crossed τσ(T) dependence. This is com-
pletely understandable when we take into account that cations or anions are
covalently bound to the polymer chain. However, to understand the factors gov-
erning decoupling phenomenon the architecture of polymeric system should be
considered. As illustrated in Fig. 4.30 in the group of polymerized ionic liquid with
NTf2 anion, the largest decoupling index Rσdc(Tg) is observed when short side
groups are clipped to the polymer chain. On the other hand, in the case of polyIL

Fig. 4.28 Temperature dependence of structural and conductivity relaxation times for two PILs,
lidocaine di-(dihydrogen phosphate) gray symbols, and lidocaine acetate (black symbols). Filled
circles: conductivity relaxation time τσ recorded by means of a dielectric setup. Stars: structural
relaxation time τα from TMDSC measurements. Half-filled symbols: structural relaxation time τα
from viscosity measurements, calculated according to the Maxwell relation: τα = η/G. The data
were taken from Ref. [13]
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with long ionomers the segmental dynamics and charge transfer are fully coupled.
Additionally, one can notice that the simpler is the chemical structure of anion the
more enhanced is the diffusion of negative charge in polycationic system. Thus, to
increase the decoupling of dc-conductivity and segmental dynamics the polymer-
ized ionic systems with relatively short side chains and small counterions should be
synthesized.

4.6 Conclusions and Perspectives

As it has been demonstrated in this chapter high-pressure conductivity measure-
ments provide a valuable inside into ion dynamics of various ionic glass-formers.
From σdc(T, P, V) dependences we are able to:

• describe the pressure sensitivity of given IL,
• assess the ability of ionic system to H-bonds formation,
• identify the conductivity mechanism in ionic conductors,
• estimate the contribution of thermal and density fluctuations to the ions

mobility.

Fig. 4.29 a Intramolecular proton transfer within the lidocaine structure; b crown cluster motifs
of phosphate molecules along c axis with exemplar amide “bridges” of lidocaine molecules
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However, recently it has been demonstrated that switching in cobalt coordination
from tetrahedral to octahedral in phosphonium based ionic liquid is accompanied by
the conductivity changes, and therefore it can be easily monitored at ambient as
well as elevated pressure by means of dielectric spectroscopy. Moreover, it was
found that such coordination changes can be induced not only by isobaric cooling
but also during the isothermal compression. This is clearly reflected in pressure
dependence of dc-conductivity presented in Fig. 4.31 [89].
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Chapter 5
Glassy Dynamics and Charge Transport
in Polymeric Ionic Liquids

Falk Frenzel, Wolfgang H. Binder, Joshua Rume Sangoro
and Friedrich Kremer

Abstract While glassy dynamics and (ionic) charge transport coincide in
low-molecular weight ionic liquids (ILs), they are widely decoupled in corre-
sponding polymeric systems. This is studied by means of broadband dielectric
spectroscopy (BDS) for monovalent and bivalent telechelic polyisobutylene
(PIB) carrying the Ionic Liquid (IL)-like cationic headgroup (N,N,
N-triethylammonium or 1-methylpyrrolidinium) with Br, NTf2, OTf or pTOS as
anions, as well as for neat and polymerized 1-vinyl-3-pentylimidazolium bis-
(trifluoromethylsulfonyl) imide (PVIM NTf2). The former shows a wealth of
dielectrically active fluctuations in contrast to the latter, where only the dynamic
glass transition is observed. Additionally a conductivity relaxation originating from
charge transport in the IL-like moieties and a weak electrode polarization caused by
the accumulation of mobile charge carriers at the metal interfaces is found. In both
systems molecular fluctuations and charge transport are well separated from each
other thereby enabling accurate description of the net conductivity within the
framework of the effective medium approximation for the PIB-based systems.

5.1 Introduction

Ionic liquids (ILs), defined as molten salts below temperatures of 100 �C, have
attracted significant interest over the last 20–30 years due to their exceptional
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features as high ion conductivity, wide electrochemical and thermal stability,
negligible vapor pressure, non-flammability, and interesting properties as solvents
[1–6]. Their versatile application areas already comprise a continuously accumu-
lating billion dollar market [7, 8], most notable in fields as analytics [9], solvents [4,
10, 11] and catalysts [12, 13], electro- and biochemistry [14–16], engineering [17,
18]; but also medicine [19, 20], aeronautics [21] and space technology [22, 23]. The
physical, chemical, and engineering properties of low-molecular weight ILs are
well explored due to a multitude of experimental studies based on broadband
dielectric spectroscopy [24–33], differential scanning and AC calorimetry [34, 35],
ellipsometry [36], infrared and florescence spectroscopy [37–40], nuclear magnetic
resonance [41, 42], neutron and X-ray scattering [43–46], atomic force and electron
microscopy [47–50]. For several applications the liquid-like character of
low-molecular weight ILs is an essential disadvantage; this led to the development
of polymeric ionic liquids (PIL), synthesized by either polymerizing neat ILs or
incorporating IL-headgroups into classical polymers. In this chapter representatives
of both synthetic routes are analyzed concerning their fundamental properties such
as molecular dynamics, charge transport, and mesoscopic structure and compared
with their low-molecular weight counterparts. This will lead to a new level of
understanding of the properties of PILs paving the way for novel applications, e.g.,
gas and liquid separator membranes, fuel cell membranes or as cheap and inno-
vative polyelectrolyte for a new generation of batteries or super capacitors.

5.2 Experimental Details

Polyisobutylene-based PILs (Scheme 5.1) were synthesized as described in refer-
ence [51–56]; PVIM NTf2 and its polymeric equivalent (Scheme 5.1) as specified
in [57, 58].

Broadband dielectric spectroscopy (BDS) measurements were carried out using
a high-resolution Novocontrol Alpha-analyzer in combination with a Quatro tem-
perature controller ensuring absolute thermal stability of � 1 K by using pure
nitrogen as heating agent within a frequency window of 10−2–107 Hz and a tem-
perature range from 200 to 400 K.

Rheology analysis was performed for (Poly)NTf2 using a TA Instruments
Advanced Rheometric Expansion System (ARES). Dynamic frequency sweep
measurements to determine zero shear viscosity g0 in an 8 mm parallel-plate
geometry (thickness of 1 mm) were applied at constant deformation in a radial
frequency range of 0.01–100 rad/s. By extrapolating the dynamic viscosity to the
low frequency limit the zero shear viscosity was determined.

Differential scanning calorimetry (DSC) measurements were conducted using a
Q100 DSC from TA Instruments for monomeric and polymeric PVIM NTf2, and by
a Netzsch 204 F1 phoenix 240-120-0142-L instrument for the PIB-PILs; both with
heating/cooling rates of 10 K/min. The calorimetric glass transition temperature
was taken as a midpoint of a heat capacity change from the glassy to the liquid state.
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Transmission electron microscopy (TEM) measurements with PIB-PILs were
recorded using a LEO 912 Omega from Zeiss with 120 kV. This technique involves
the preparation of ultra-thin (800 nm) cryo-cut (�60 �C) slices. The measurements
were performed without using contrast agents.

5.3 Results and Discussion

Based on the Maxwell’s equations, BDS measures both, charge transport (of
mobile charge carriers) and polarization of dipoles (chemically bound partial
charges); additionally it is a sensitive tool to study macroscopic polarization phe-
nomena, like electrode polarization. With these features BDS is ideally suited to
analyze and to compare the dielectric properties of low-molecular weight and
polymeric ILs. While the former were in the scientific focus over the last 10–
15 years, the new class of polymeric ILs or polymerized ILs is much less explored.
The synthesis of PILs is either achieved by polymerizing neat ILs (e.g., Poly PVIM
NTf2) or functionalizing polymers with IL-like head groups (e.g., PIB-PILs).
Representatives of both approaches will be analyzed in the course of this chapter.

Electrode polarization (I) is caused by the accumulation of immobilized mobile
charge carriers at the interface between sample material and metal electrodes [28].
One of the key dielectric signatures of electrode polarization (EP) is the steep

Scheme 5.1 Chemical structures
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Fig. 5.1 Real and imaginary part of the complex dielectric function e� ¼ e00 � ie00ð Þ, complex
conductivity r� ¼ r0 þ ir00ð Þ and complex modulus M� ¼ M0 þ iM 00ð Þ versus frequency of the
sample BVNEt3-Br (A) and, in addition, r0ðf Þ and e00ðf Þ for the polymeric backbone PIB-N3

(B) and the neat IL-like moiety Py-IL (C) at four different temperatures as indicated. A1 The
increase on the low frequency side is caused by electrode polarization. A2 The dielectric spectrum
exhibits a conductivity contribution (straight line) and three separated molecular relaxation
processes. The latter are described by Havriliak-Negami-fits (dotted, dashed-dotted, dashed line)
with relaxation times s1; s2; s3 respectively. A3 Subtracting the relaxation processes exposes the
dc-conductivity plateaus r0 as well as the critical frequencies xc, which mark the onset of the
power law dependence r0 : xx. B1 and C1 Comparison between the polymeric- and IL-like
moieties demonstrates the investigated PILs as a composition of two contrasting components with
widely varying conductivities. B2 The relaxation process proves to be identical with s1 in A2. The
error bars are smaller than the symbols, unless otherwise indicated. The logarithm is to base 10
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increase in e0ðx; TÞ versus frequency (Figs. 5.1A1 and 5.2A1) at lower frequencies
and elevated temperatures and as a distinct peak on the low frequency side of
r00ðx; TÞ versus frequency (Figs. 5.1A4 and 5.2A4) [28]. It is remarkable that
although EP shows up for both PIL-systems, it is by decades more pronounced for
the polymerized PVIM NTf2. This is explained by the low IL-volume fraction of
6.5 % for PIB-PILs and consequently, lower ionic conductivity. Charge transport
(II) shows up in the dc-conductivity plateau r0 on the intermediate frequency regime
in r0ðx; TÞ versus frequency (Figs. 5.1A3 and 5.2A3) or as distinct slope at elevated
temperatures in e00ðx; TÞ versus frequency (Figs. 5.1A2 and 5.2A2). From the fre-
quency dependence of r0ðx; TÞ the characteristic hopping rate xc of the charge
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unless otherwise indicated. The logarithm is to base 10
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carriers can be deduced as given by the onset of the power law dependence r0 �xv

(v� 1). Molecular relaxation processes (III) are best analyzed in e00ðx; TÞ versus
frequency representation (Figs. 5.1A2 and 5.2A2). For the series of PIB-PILs three
well-separated processes can be quantitatively analyzed by Havriliak–Negami
functions. To determine their molecular origin, the PIB-PIL-subunits PIB-N3

(polymeric moiety—Fig. 5.1B) and Py-IL (IL-like functionalization—Fig. 5.1C)
are measured in comparison. The first is characterized by one a-relaxation, being
assigned to the dynamic glass transition (DGT) of the polymer, the latter is typical
for low-molecular weight ILs, particularly by the more than 4 decades higher
dc-conductivity r0 compared to the PIL BVNEt3 � Br (Fig. 5.1A3 vs. C1).

The thermal activations for both, the molecular and conductivity relaxation
processes, are presented in Fig. 5.3 (PIB-PILs) and Fig. 5.4 (Poly PVIM NTf2).
The first system reveals three molecular fluctuations. The s1-relaxation is VFT-like
and identical for all PIB-PILs under study, as well as for the polymeric moiety
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PIB-N3. Its extrapolation agrees well with the calorimetrically measured glass
transition temperature. Thus, this process is assigned to the dynamic glass transition
(DGT) and denoted a-relaxation. The second relaxation process s2 shows a
VFT-like behavior as well. It is assigned to the fluctuation of transient dipoles by
the following four facts: (i) compared to the a-relaxation, this process is slowed
down by typical 6–7 decades, which indicates its origin to bigger molecular units
than the benzene-oxygen group of the s1-relaxation; (ii) the conductivity relaxation
of the IL-like moiety is nearly identical with the s2-relaxation of the PIL; (iii) this
relaxation correlates linearly to the dc-conductivity r0 (inset Fig. 5.5); and (iv) its
spectral position strongly depends on the anion–cation composition [56]. Besides
these two processes a third relaxation s3 is found; it is tentatively assigned to
fluctuations of IL-like aggregations. Comparing Poly PVIM NTf2 to the PIB-PILs,
the former exhibits only one relaxation process, which is measured as zero shear
viscosity relaxation by rheology. This process has a VFT-like thermal activation for
the monovalent as well as for the polymeric PVIM NTf2; their xg 0 deviate by
typically 10 decades. Both relaxations scale approximately with the DSC-measured
glass transition temperature Tcal:

g ; for Poly PVIM NTf2 the factor X is 1, the
extrapolated Tgð0:01HzÞ ¼ 312K compared to the calorimetric glass transition
temperature Tcal:

g ¼ 329K; for PVIM NTf2 the factor X is 104:43, the extrapolated
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g .

The constant X (with values 1 and 104:43 for the IL and PIL due to different molecular weights) is
employed for direct comparison of the temperature dependence of 1

g0
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Tcal:
g ð0:01HzÞ ¼ 188K compared to the calorimetric glass transition temperature

Tcal:
g ¼ 197K (Figs. 5.4).
The charge transport as observed in the sample PVIM NTf2 fulfills the Barton–

Namikawa–Nakajima (BNN)-relation r0 �xc over 9 decades as expected for a
low-molecular weight IL (Fig. 5.6). This is also confirmed for its polymeric equiv-
alent, which points towards the same underlying charge transport mechanism in both
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for Py-IL. The inset shows the correlation of r0 with the structural fluctuation s2�max of transient
dipole dynamics in the IL-like PIL-moiety. The straight lines describe a linear fit, the dotted lines
indicate slope 1
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Fig. 5.6 Barton–Namikawa–Nakajima relation r0 �xc between the dc-conductivity r0 and the
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systems. It is remarkable that despite this similarity the conductivity relaxation xc of
the IL is VFT-like over its whole activation range, while for the PILxc is VFT-like for
temperatures above Tg and becomes Arrhenius-like below (Fig. 5.4). Comparing the
dc-conductivities r0 and the inverse zero shear viscosity g0 with respect to Tg one
observes the strong decoupling of charge transport from glassy dynamics below the
calorimetric glass transition temperature as well (inset Fig. 5.4). It is exceptional that
rescaled to Tg, the dc-conductivity r0 is consistently higher for the polymeric PVIM
NTf2; it reaches a 104 higher value at Tg. This demonstrates that by decreasing the
temperature to Tg, where the segmental dynamics is dramatically slowed down, the
charge transport mechanism remains effective. Therefore, it must be decoupled from
glassy dynamics. To obtain a deeper insight to the charge transport mechanism one
can initially assume that all ions of the sample contribute equally to the
dc-conductivity, i.e., r0 ¼ rcation þ ranion. For the current PIL the diffusivity of the
cations could be measured by pulsed field gradient (PFG) 1H-NMR due to its
molecular structure. At 400 K the diffusion coefficient was measured as
D ¼ 1:5� 0:3 � 10�13 m2s�1. Assuming that all cations would contribute in their
stoichiometric number density n ¼ 2 � 1025 m�3 to the charge transport, the highest

possible conductivity value would result in r ¼ n � q � l ¼ n�q2�D
kB�T 	 1:4 � 10�7 S=cm,

which is more than 500 times lower than the dc-conductivity measured by BDS. This
implies, that the cations contributemuch less to the overall conductivity, which agrees
well with the physical picture, that the polymeric backbones form amore or less rigid,
but porous-like matrix, where the anions diffuse through free volume channels [58].
While the so far discussed PIL Poly PVIMNTf2 is quite conductive with a r0-value of
	 7:5 � 10�5 S=cm at 400 K, PIB-PILs deliver typical values of r0 	 10�10 �
10�11 S=cm in this temperature range (Fig. 5.1A3). Although the BNN-relation holds
for this system over many decades too, a decoupling between glassy dynamics and
charge transport is already indicated by the about 6 decades faster relaxation rate of the
polymeric moiety compared to the IL-like headgroup of the PILs. To describe the net
conductivity of such an heterogeneous material, an effective medium approximation
(EMA) is used. For that the Bruggeman equation

r�EMA � r�IL
r�pol: � r�IL

r�pol:
r�EMA

� �1
3

¼ 1� / ð5:1Þ

is employed, to take into account the phase-separation between spherical micelles
consisting of IL-like headgroups having a high electrical conductivity embedded in
an insulating polymeric matrix. r�EMA is thereby the complex net conductivity of the
effective medium, r�IL the complex conductivity of the IL-like micelles, r�pol: the
complex conductivity of the polymeric matrix and / the micelle volume fraction,
which is about 6.5 %. This formula solved for the complex net conductivity reads
as follows:
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For r�IL 
 r�pol: it can be approximated as:

r� ¼ r�pol:
1� /ð Þ3 : ð5:3Þ

This equation displays a good agreement with the BDS-measured data as shown
in Fig. 5.7; deviations in the low frequency range are caused by the influence of
electrode polarization.

Aware of the mesoscopic morphology, which is additionally proven to be phase
separated by TEM (inset Fig. 5.7), one can estimate the length-scale on which
charge transport takes place. Due to the strongly decoupled dynamics between
polymeric and IL-like moieties and the sharp contours in the TEM image, it is

Fig. 5.7 Real part of the complex conductivity r0 versus frequency for BVNEt3-OTf at three
different temperatures as indicated. The straight lines represent fits within the Effective Medium
Approximation (EMA) using the Bruggeman formula. Inset TEM image for NEt3-Br with
illustration of the Bruggeman theory according to Eq. (5.1). The yellow area displays the
polymeric matrix, red circles the spherical IL-like micelles
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possible to treat the IL-headgroups as an assembly of neat ILs, that diffuse through
the polymeric matrix. Using the well known diffusion constants D for low-molecular
weight ILs from the literature [25, 26] and the time span t of the applied electrical
field, it is possible to calculate the diffusion length S of the IL assemblies through the
polymeric matrix S ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6 � D � tp 	 7� 12 nm. These values are in the range of the
micelle diameter (S 	 13 nm), but much smaller than the mean separation
(S 	 40 nm) between two of them. Additionally one has to consider that the IL-like
moieties are covalently bound to the polymeric units, which will decrease the
mobility and S further. In summary, it is expected, that charge transport takes pri-
marily place within the IL-like micelles, whilst the glassy dynamics is determined by
relaxations of the polymeric matrix.

While low-molecular weight ILs are usually homogeneous materials, a variety of
publications report different PILs as nanophase separated. Yuan, Mecerreyes and
Antonietti [59] discuss this segregation into IL-like micelles or nanoworms for
samples like poly (3-akyl-1-vinylimidazolium bromide) as an effect of the chem-
istry between hydrophilic IL-like moieties and hydrophobic polymeric mainchains.
Ye et al. [55] investigated the separation phenomena as a weak effect for
PIL-block-copolymers like poly (MMA-b-MEBIm-NTf2) and Koebe et al. [60] for
a series of crosslinked ILs, in addition to the PIB-PILs under study. These structural
inhomogeneities might be the origin of the decoupling of charge transport and
molecular dynamics, which is observed for many PIL representatives.
Wojnarowska et al. [61] demonstrated the decoupling effect below the calorimetric
glass transition temperature Tg for PBuVIm-NTf2 by increasing pressure up to
400 MPa (and therefore shifting Tg) and for HSO3 � BVIm½ �þOTf� [62] under the
systematic influence of an increasing water content, whereas the charge transport is
proven to be in accord with the Grotthuss mechanism. Choi et al. [63] observed the
decoupling between dc-conductivity r0 and molecular relaxation xa below Tg for
PILs, by varying the linker length between polymeric backbone and IL-headgroup;
Shiro Seki et al. [64] for PMMA network polymers with dissolved EMIm�NTf2
and Agapov et al. [65] even determined a decoupling coefficient between ionic
conductivity and structural relaxation for classical polyelectrolytes (e.g., P2VP,
PMMA, PVC, PEO), which are no PILs but belong to a very similar class of
materials. In summary, one has to conclude that in contrast to low-molecular weight
ILs, a segregation into nanophases between IL-like and polymeric parts is observed
for a wide variety of different PILs. While this effect is weak for the sample
MMA-b-MEBIm-NTf2 [55] it dominates the physical properties in the PIB-PILs
under study due to huge differences in the volume fraction between the polymeric
and IL-like moieties (/V�IL ¼ 6:5%;/V�pol: ¼ 93:5%). It seems to be self-evident
to conclude, that according to this phase-separation, charge transport and molecular
dynamics do no longer coincide for the PIB-PILs. This effect for most of the
systems specified above is observed below the calorimetric glass transition tem-
perature Tg. That can be explained by the physical picture that the polymeric
backbones and their IL-like headgroups are essentially frozen below Tg, while the
counterions diffuse further through free volume channels. Exceptions for this rule
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are again the PIB-PILs, which are so strongly decoupled, that the relaxation pro-
cesses for both, the polymeric chain and the IL-like headgroup, are well observable
in the dielectric spectra by a separation of typically 6 decades, as well as the charge
carrier hopping rates xc, which differ by about 9 decades and show different
thermal activations.

5.4 Conclusion

In summary, two different systems from the same class of materials are analyzed
concerning their physical properties of molecular dynamics, charge transport and
mesoscopic structure. By means of broadband dielectric spectroscopy, rheology,
nuclear magnetic resonance, and transmission electron microscopy, it is possible to
get a deep insight into polymeric ionic liquids, its subunits and monomeric
equivalents. It is remarkable—that compared to low-molecular weight ILs and
according to the literature glassy dynamics and charge transport are strongly
decoupled in PILs due to their mesoscopic phase-separated structure, which can be
quantitatively described within a frame work of the effective medium
approximation.
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Chapter 6
Ionic Transport and Dielectric Relaxation
in Polymer Electrolytes

Yangyang Wang

Abstract Understanding the electrical properties of polymer electrolytes is a
fundamentally and practically important problem in electrolyte science. The pres-
ence of salt not only poses challenges for the analysis of dielectric spectrum, but
also leads to the emergence of new relaxation processes. In addition, the ionic
transport mechanism in polymers remains poorly understood. Here we present a
brief review of the methods for analysis of the dielectric spectra as well as an
account of the phenomenology of ionic transport and dielectric relaxation in
polymer electrolytes.

6.1 Introduction

Solid polymer electrolytes have continuously attracted much attention, because of
the many significant advantages they promise to bring forth for battery technologies
[1]. Despite tremendous efforts in the past several decades, this type of electrolytes
still suffers from low ionic conductivities. Room temperature ionic liquids, because
of their many unique physiochemical properties, have the potential to offer an
elegant solution to this conundrum. It has been demonstrated that the addition of
room temperature ionic liquids to conventional solid polymer electrolytes leads to
dramatic improvements of properties [2]. Furthermore, incorporating ionic liquid
structure into either the backbone or side groups of polymers gives rise to a new
type of functional materials, polymerized ionic liquids, which present an opportu-
nity to combine the intrinsic high ionic conductivity of ionic liquids and superior
mechanical property of polymers, while keeping the transference number of the
counterions close to unity.

This chapter focuses on ionic transport and dielectric relaxation in conventional
dry polymer electrolytes. In spite of the fact that this type of material has been
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extensively studied, many fundamental problems remain poorly understood. This
chapter will focus on the phenomenology of ionic transport and dielectric relaxation
in polymer electrolytes.

Conventional polymer electrolytes are based on salts of relatively high melting
points such as LiClO4 (lithium perchlorate) and LiTFSI (lithium bistrifluorome-
thanesulfonimidate). Here we note that room temperature ionic liquids can be
regarded as a special class of salts, which are liquids instead of solids at room
temperature. Therefore, much of what being discussed in this chapter should apply
to polymer and ionic liquid mixtures, although fundamental studies of such systems
are still lacking. Moreover, knowledge about conventional dry polymer electrolytes
is indispensable for a better understanding of emerging electrolytes such as poly-
merized ionic liquids.

This chapter is organized as follows. We first give a brief overview of the
protocols that researchers in the field have employed to analyze the dielectric
spectrum of polymer electrolytes and recent efforts to treat the electrode polariza-
tion (EP) phenomenon which is ubiquitous in ionic materials. The quantitative
change of dielectric relaxation in polymers with the addition of salts will then be
discussed primarily based on results from polypropylene glycols (PPGs). The focus
of the last part of the chapter is placed on the relationship between ionic transport
and polymer relaxation.

6.2 Dielectric Relaxation in Polymer Electrolytes

6.2.1 Analysis of Dielectric Spectra of Polymer Electrolytes

Analysis of dielectric spectra of polymer electrolytes is a challenging task. The
presence of ionic species significantly increases the ionic conductivity in polymers
and introduces additional dielectric relaxation processes. The increase of ionic
conductivity brings forth two general problems for spectrum analysis. On the one
hand, the dc conductivity (σ/ε0ω) overwhelms the measured dielectric loss, making
it difficult to resolve other relaxation processes. On the other hand, the EP phe-
nomenon associated the high conductivity interferes with the analysis of the real
part of permittivity as well. Moreover, when microphase separation is present,
which is often the case for charged polymers, additional complications have to be
considered. Therefore, analysis of the dielectric spectrum of polymer electrolytes
requires extra care.

An example is given in Fig. 6.1 to illustrate the qualitative change of the
dielectric spectrum of a polymer (poly(polyethylene oxide styrene)-b-polystyrene)
after the addition of salt (LiClO4). Because of the non-conducting nature of the
parent polymer, the addition of a small amount of salt leads to dramatic increase of
dc conductivity by several orders of magnitude (Fig. 6.1, upper panel). As a result
of this increase of conductivity, the onset of the low-frequency EP process shifts to
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higher frequencies (Fig. 6.1, lower panel). The change of polymer segmental di-
electric relaxation (α relaxation) is typically small at low salt loading. However,
significant changes are generally observed at high salt concentrations. Figure 6.1
also shows that even at 0.5 wt% loading of LiClO4, the dielectric loss due to
polymer segmental motion is largely buried by the dc conductivity contribution.

6.2.1.1 Spectrum Analysis Protocols

Methods for analyzing the dipolar relaxations in neutral polymers have been well
established. Typically, the dielectric spectrum can be described by the superposition
of ionic conductivity contribution and a few Havriliak–Negami (HN) terms:

e�ðxÞ ¼ e0 � ie00 ¼ r
ie0x

þ
X
j

Dej

1þ ixsj
� �aj� �bj þ e1; ð6:1Þ

where ω = 2πf is the angular frequency, ε∞ represents the value of e0ðxÞ at infinite
frequency, Δεj is the dielectric relaxation strength, τHN,j is the relaxation time, αj, βj
are the shape parameters of process j, and σ is the dc conductivity.

In the case of polymer electrolytes, because of the high ionic conductivity, the
effect of EP has to be properly considered. One of the simplest ways to take this into
account is to use a power-law term to describe the effect of EP on the real part of
dielectric permittivity [3, 4]:

e�ðxÞ ¼ e0 � ie00 ¼ r
ie0x

þ
X
j

Dej

½1þðixsjÞaj �bj
þ e1 þAx�n; ð6:2Þ

Fig. 6.1 Dielectric spectra of
poly(polyethylene oxide
styrene)-b-polystyrene
(PPEOSt-b-PSt), and
PPEOSt-b-PSt with 0.5 wt%
LiClO4, at 46 °C. The
addition of a small amount of
salt significantly increases the
contribution of dc
conductivity to the dielectric
loss and shifts the response
due to electrode polarization
(EP) to higher frequencies
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where n is related to the slope of EP’s high frequency tail and A gives the amplitude
of EP. This treatment relies on the fact that the frequency dependence of e00 at the
onset of EP does not differ too much from the relationship e00 ¼ r0=e0x. For
electrolytes, one of the key material properties is their dc conductivity. This
quantity can be more convenient extracted using the conductivity representation
r� ¼ ixe0e�ð Þ, where the dc conductivity appears as a plateau in the real part r0 of
complex conductivity. Alternatively, the whole EP can be treated by a Debye or
Cole–Cole function [5–8]:

e�ðxÞ ¼ r
ie0x

1� 1
1þðixsEPÞc

� �
þ

X
j

Dej

1þ ixsj
� �aj� �bj þ e1; ð6:3Þ

where sEP is a characteristic relaxation time associated with the EP process and γ is
a shape parameter. Figure 6.2 gives an example of the fitting of dielectric spectrum
of polymer electrolytes by Eq. 6.2. Because of the lack of spectral features in e00 and
the presence of EP, it becomes important to simultaneous fit the real and imaginary
parts of ��, with proper consideration of the contribution of EP.

It is well know that the real and imaginary parts of the complex permittivity for a
dielectric relaxation process is interrelated according to the Kramers–Kronig rela-
tions [9]. In practice, the below relation is often used to approximate the dielectric
loss without dc conductivity contribution [10]:

Fig. 6.2 Demonstration of
fitting of dielectric spectrum
of polymer electrolytes by
Eq. 6.2. The sample is an
exo-N-diethylene
glycol-7-oxabicyclo[2.2.1]
hept-5-ene-2,3-dicarboximide
based polymer with 36.6 wt%
of LiTFSI and the test
temperature is 65 °C
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e00der ¼ � p
2

@e0

@ lnx
� e00rel ð6:4Þ

At conditions where the dc conductivity is relatively high but the EP still occurs
at relatively low frequencies, Eq. 6.4 is useful to remove the dc conductivity
contribution and reveal the loss peak originally buried under the conductivity. In
this case, a characteristic relaxation time can be extracted directly from the peak
position of the derivative spectrum. However, when the dc conductivity is high,
derivative analysis alone is still insufficient to fully resolve the dielectric relaxation
concealed by conductivity and EP, and careful quantitative fitting is necessary.
While Eq. 6.4 is only an approximate form of e00rel, the exact interconversion
between real and imaginary parts of complex permittivities is not important and the
derivative spectrum defined by Eq. 6.4 could be used as a check of the fit quality.

6.2.1.2 Analysis of Electrode Polarization: Ion Number Density
and Diffusivity

Here we note that the EP phenomenon is a topic that deserves a separate thorough
discussion. Numerous models have been proposed to describe and analyze this
phenomenon [8, 11–23]. It is possible, in principle, to extract information about the
free-ion number density and diffusivity from EP.

The EP phenomenon has been discussed a long time ago on the basis of the
Poisson–Nernst–Planck (PNP) model, where the Poisson equation for electric
potential is combined with the Nernst–Planck equation for charge transport [20].
Such a treatment allows one to obtain free-ion number density and diffusivity from
the low-frequency response of an electrolytic cell. More often, the analysis of the
EP is performed on the basis of simplified versions of the PNP treatment [8, 16, 24,
25], which can be described in terms of the equivalent circuit language.

For a 1-1 electrolyte solution, where the cation and the anion carry the same
amount of charges, the complex dielectric function of EP in a plane capacitor can be
effectively described by the Debye function:

e�ðxÞ ¼ eB þ DeEP
1þ ixsEP

; ð6:5Þ

where εB is the bulk permittivity, ΔεEP = (L/2LD − 1) � εB, and τEP is the charac-
teristic relaxation time of EP. τEP is defined by the bulk resistance RB and the
interfacial capacitance CEP: τEP = RBCEP. In the Macdonald–Trukhan model, CEP is
simply determined by the Debye length LD and the bulk permittivity εB as:

CEP ¼ e0eB
A

2LD
; ð6:6Þ
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with A being the surface area of the electrode. Here, the underlying assumption is
that all the ions have equal diffusivity, and the sample thickness L is much larger
than the Debye length LD. An example of fit of EP by Eq. (6.5) is given in Fig. 6.3
for a solution of NaCl in the mixture of water and glycerol. The low-frequency part
of the spectrum cannot be completely captured by this EP model. In this region,
other interfacial properties such as molecular absorption also contribute to the total
dielectric response. However, the dielectric properties at the onset of EP, e.g., fmax

and (tan δ)max (Fig. 6.3b) provide sufficient information for estimation of free-ion
number density and diffusivity.

To further obtain the total number density of free ions n, which is the sum of the
number densities of free cations n+ and anions n−, one can resort to the definition of
the Debye length:

LD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0eBkBT

ðnþ þ n�Þq2

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0eBkBT
nq2

s
: ð6:7Þ

Here, q is the amount of charges carried by an ion, and T is the absolute
temperature. The ion diffusivity can subsequently be calculated from the dc con-
ductivity and ion number density, according to the definition of conductivity and
the Einstein relation:

Fig. 6.3 Dielectric spectrum of NaCl/(Glycerol–H2O) at −5 °C. a Complex permittivity. b tan δ.
Here, the main “relaxation” is due to electrode polarization. Solid lines fits by Eq. 6.5.
c Temperature dependence of free-ion number density determined from Eqs. 6.8 to 6.9.
d Illustration of the correction procedure for the electrode polarization analysis. The orange dots
are free-ion fraction determined from Eqs. 6.8 to 6.9 for NaCl/(Glycerol–H2O). The red line is the
Arrhenius fit of the experimental data. The black horizontal dashed line indicates the level of
complete dissociation, i.e., n/ntot = 1. The red dashed line represents the n/ntot after the correction
procedure
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D ¼ rkBT
nq2

: ð6:8Þ

In practice, it is often more convenient to use the following relation to calculate
the ion diffusivity [15, 24, 25]:

D ¼ 2pfmaxL2

32ðtan dÞ3max

; ð6:9Þ

where (tan δ)max is the maximum value of ε″/ε′ at the onset of EP, fmax is the
frequency at the tan δ maximum. In this approach the dissociation of salts is not
assumed to be complete, but the dissociation-association dynamics are assumed to
be much faster than the macroscopic EP. Figure 6.3c gives an example of the
free-ion number density for NaCl/(glycerol–H2O), calculated using Eqs. 6.8 and
6.9, as a function of temperature. The estimated log10 n exhibits a linear dependence
on 1/T, giving rise to a dissociation energy Edis of 4.5 kJ/mol. This value is clearly
reasonable for ionic dissociation in liquids. In fact, the dissociation energies
obtained from this [21, 25] other approaches [8, 26–29] based on EP analysis all fall
into a similar range.

Unfortunately, the method described above does not always yield reasonable
absolute numbers for the free-ion number density and diffusivity. It is well known
that a number of factors such as surface roughness and electrode chemical com-
position EP can strongly affect the EP behavior. However, the method outline above
does not take these into consideration. Based on the observation that EP analysis
typically produce reasonable dissociation energy, it has been proposed that the
free-ion number density and diffusivity have to be corrected by a proportionality
constant. To satisfy the complete dissociation condition at the infinitely high
temperature limit, the true free-ion number density should be described by the
below Arrhenius equation:

~n ¼ ntot
n0

n ¼ ntot
n0

n0 exp �Edis=kBTð Þ½ � ¼ ntot exp �Edis=kBTð Þ; ð6:10Þ

where ~n is the free-ion number density after correction, n is the free-ion number
density before correction, ntot is the total ion number density at complete dissoci-
ation, and Edis is the dissociation energy from the original EP analysis. Here, we
rescale the original free-ion concentration n by a factor of ntot/n0, assuming com-
plete dissociation at infinitely high temperature limit. Similarly, we need to correct
the diffusivity by a factor of n0/ntot:

~D ¼ D � n0
ntot

; ð6:11Þ

with ~D being the corrected diffusivity, and D the original diffusivity from the
EP analysis. Figure 6.3d gives an example for this correction procedure for
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NaCl/(Glycerol–H2O). The correction factor for the free-ion number density and
diffusivity can tbe obtained by using the theoretically calculated ntot and experi-
mentally determined n0. A recent study of polymer electrolytes, ionic liquids,
aqueous and non-aqueous solutions suggests that this correction procedure could
yield free-ion diffusivities that are in close agreement with pulsed-field gradient
NMR measurements [21].

6.2.2 Low Salt Concentration: Emergence of Ionic Mode

The presence of salt not only influences the dc conductivity and the EP behavior,
but also leads to significant changes of dielectric response at high frequencies. At
relatively low salt concentrations, an additional dielectric relaxation mode emerges
due to the ionic fluctuations in isolated domains. This so-called ionic mode was first
observed in PPG with lithium perchlorate (LiClO4) [5]. The same process has also
been found in PEO–LiClO4 [6] and a few other systems including poly
(2-vinylpyridine)–LiClO4 [30], poly(vinyl methyl ether)–LiClO4 [31], and polye-
ster copolymer ionomers based on PEO [27].

Below we illustrate the presence and properties of the ionic mode in polymer
electrolytes, with the recent systematic study on PPG–LiClO4 as an example. In this
study, PPGs of three different molecular weights are involved: 4000, 1000, and
425 g/mol (labeled as PPG4000, PPG1000, and PPG425). The concentration was
represented by the molar ratio of ether oxygen to lithium (O:Li). Broadband
dielectric measurements were performed in the frequency range of 10−2–107 Hz,
using a Novocontrol Concept 80 system, which includes an Alpha-A impedance
analyzer, a ZGS active sample cell interface, and a Quatro Cryosystem temperature
control unit.

In the case of neat PPG425, only one primary relaxation process (segmental
relaxation) is observed. However, the presence of LiClO4 gives rise to an additional
relaxation at low frequencies in PPG425–LiClO4 (O:Li = 1000) (Fig. 6.4a). Similar
processes can also be found in PPG1000–LiClO4 (O:Li = 1000) and PPG4000–
LiClO4 (O:Li = 1000) (Fig. 6.4b). This additional relaxation process is termed as
“ionic mode” in the literature. The ionic mode cannot be clearly observed by
dielectric spectroscopy for samples with O:Li ≤ 30, where other relaxation pro-
cesses dominate the spectrum. The studies by Furukawa et al. [7, 32] showed that
the strength of the ionic mode increased with increasing salt concentration in the
range of 100 ≤ O:Li ≤ 1000. In addition, Fig. 6.5 reveals that the relaxation times
of the ionic mode in PPG425 (O:Li = 1000), PPG1000 (O:Li = 1000), and
PPG4000 (O:Li = 1000) closely follow one another and the relaxation strengths
exhibit weak molecular dependence but essentially independent of temperature.

As will be discussed below, the slow and fast relaxations originate from the
segmental relaxations in ion-rich and ion-depleted domains, respectively. Since the
ionic mode is slower than the fast segmental relaxation, but faster than the slow
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Fig. 6.4 Comparison of the dielectric spectra of PPG a 425 and b 4000 g/mol at O:Li = 1000
(low salt concentration). The open squares present the spectra of neat polymers and the closed
circles present the spectra of PPG–LiClO4. The peaks represent different relaxation processes from
the fitting of PPG–LiClO4 spectra. The increase of e0 at low frequencies is due to the electrode
polarization effect (EP). The figure is reproduced from Ref. [4]

Fig. 6.5 Temperature
dependence of a the
relaxation strength and
b relaxation time for the ionic
relaxation mode. The red
circles, blue squares, and
orange diamonds correspond
to PPG4000 (O:Li = 1000),
PPG1000 (O:Li = 1000), and
PPG425 (O:Li = 1000),
respectively
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segmental relaxation, it should only arise from the ion fluctuation in the
ion-depleted domain.

6.2.2.1 Pressure Dependence of the Ionic Mode

While pressure is an important thermodynamic variable that strongly influences the
dynamics and thermodynamics of glass-forming liquids and polymers,
pressure-dependent dielectric spectroscopy studies of polymer electrolytes remain
limited, with most of them focusing primarily on conductivity [33–35]. The recent
dielectric spectroscopy study reveals that the nature of the ionic mode is not affected
by compression in PPG with low LiClO4 concentrations. Figure 6.6 shows the
dielectric spectra of PPG425–LiClO4 (O:Li = 1000) at ambient and high pressure
(551 MPa). The strength and shape of the ionic and segmental relaxation at the two
pressures are almost identical, despite a slight decoupling of ionic conductivity
from the segmental relaxation at high pressure. The relaxation times of the ionic and
segmental modes are presented as a function of pressure in Fig. 6.7. Similar to the
effect of decrease of temperature, the increase of pressure shifts the ionic and
segmental modes to lower frequencies. The inset shows the relation of the ionic
relaxation to the segmental relaxation under both isothermal and isobaric condi-
tions. The data fall onto the same line of a slope of one, indicating that the ionic and

Fig. 6.6 Comparison of the spectra of PPG425–LiClO4 (O:Li = 1000) at a ambient pressure
(1 atm) and b high pressure (551 MPa). The figure is reproduced from Ref. [4]
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segmental modes are affected in a very similar fashion by pressure and temperature.
Moreover, the inset suggests that these two modes are well coupled at the studied
pressure and temperature range.

6.2.2.2 Slow Segmental Relaxation

It is worth mentioning some other spectral features in PPG4000–LiClO4 (O:
Li = 1000): a slow process appears at almost the same position as the normal mode
in neat PPG4000 (Fig. 6.4b), albeit with increased relaxation strength. This mode
reflects the slow segmental relaxation in PPG4000–LiClO4, caused by the micro-
phase separation in the presence of salt. While at O:Li = 1000:1, the slow seg-
mental mode in PPG4000 appears at the frequency of normal mode in neat PPG,
rheological measurements have revealed that this is not the case for other salt
concentrations: the chain relaxation times from rheology and the slow segmental
relaxation times from dielectric spectroscopy do not coincide in general. In
PPG1000–LiClO4 (O:Li = 1000), two processes are clearly observable. They are
ionic mode and fast segmental mode. Due to the presence of the ionic mode, it is
hard to resolve the slow segmental peak from the spectrum. The fast segmental
processes in PPG4000–LiClO4, PPG1000–LiClO4 at O:Li = 1000, as well as the
only segmental process in PPG425–LiClO4 at O:Li = 1000, do not differ much
from the segmental peaks in the corresponding neat PPGs, in terms of both peak
frequency and shape.

6.2.2.3 Nature of the Ionic Mode

The ionic mode at low salt concentrations can be best understood in terms of
the Dynamic Bond Percolation (DBP) model developed by Druger and coworkers

Fig. 6.7 The relaxation time
as a function of pressure for
both ion mode (diamonds)
and segmental mode (circles).
The inset shows the
relationship between the
relaxation time of the ion
mode and the segmental mode
in isothermal (squares) and
isobaric (hexagons)
experiments
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[36–39]. According to the static percolation picture, below a percolation threshold
value, there is no continuous pathway connecting adjacent ion-rich domains and the
ionic motion is localized. However, polymers undergo rapid local structural rear-
rangement above their glass transition temperature, and the long-range ionic motion
can be facilitated by the polymer segmental relaxation. DC ionic conductivity
comes from a combination of ion hopping and structural renewal (Fig. 6.8). In the
zero-frequency limit, the diffusion coefficient is related to the ionic fluctuation time
τf and the renewal time τr by:

D ’ hr2i0
sr þ sf

; ð6:12Þ

where hr2i0 is the amplitude of the ionic fluctuation. It has been shown that the
frequency-dependent diffusion coefficient can be obtained by replacing the renewal
rate 1=sr with 1=sr þ ix:

D�ðxÞ ¼ 1þ ixsr
sr þ sf þ ixsrsf

hr2i0: ð6:13Þ

Using the Nernst–Einstein relation: σ*(ω) = nq2D*(ω)/kBT and the interrelation
between complex permittivity and conductivity: σ* = iωε0ε

* one obtains the
expression of complex permittivity for the DBP model:

e� ¼ e0 � ie00 ¼ rdc
ixe0

þ Deion
1þ ixsion

; ð6:14Þ

Fig. 6.8 a Illustration of ion
hopping from one
coordination environment to
another, after Ref. [40].
b Schematic illustration of the
renewal process for ionic
transport, where the mean
square displacement is shown
as a function of time
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with

rdc ¼ nq2

kBT
hr2i0
sr þ sf

; ð6:15Þ

Deion ¼ nq2

kBT
hr2i0s2r

ðsr þ sf Þ2
; ð6:16Þ

sion ¼ srsf
sr þ sf

: ð6:17Þ

The second term in Eq. 6.14 describes the dielectric relaxation rising from the
ionic fluctuations in the “closed” domains. This model thus offers a simple
explanation for the emergence of the additional relaxation mode at relatively low
salt concentration: the microphase separation in PPG–LiClO4 leads to the formation
of ion-rich and ion-depleted domains and ionic fluctuations between different
domains gives rise to the ionic mode.

Here we note that the predicted ionic mode is not always reported in polymer
electrolytes. As mentioned earlier, the most well-established examples are those
found in polyethylene oxides (PEO) [6] and PPG [4, 5, 7, 32]. The ionic mode has
also been observed in poly(vinyl methyl ether) and poly(2-vinylpyridine) con-
taining lithium salts [30, 31]. Nevertheless, the universality of this mode in polymer
electrolytes has not been established. This is partly due to the fact that the ionic
mode could only be observed at relatively low salt concentrations, and with careful
data analysis, while most of the studies in the field involve high salt concentrations,
in which dc conductivity is the only interested quantity. Moreover, it has been
argued that the presence of trapped air bubbles, which is often unavoidable in
handling viscous polymeric materials, could lead to the appearance of a
low-frequency Debye relaxation mode [41].

6.2.3 Emergence of Additional Relaxation Modes
at Higher Salt Concentrations

At intermediate salt concentration, the spectra PPG4000–LiClO4 become consid-
erably different from those of the neat PPG4000 and PPG4000–LiClO4 (1000:1).
The split of segmental relaxation is much more pronounced (Fig. 6.9b). In addition,
the ionic mode is overwhelmed by the segmental mode and can no longer be clearly
resolved. With the increase of salt concentration, the relaxation strength of the slow
process increases, while the strength of the fast process is reduced, and becomes
unobservable when O:Li = 7 (Fig. 6.10). Moreover, the separation between slow
and fast segmental relaxations also becomes larger with the increase of LiClO4

concentration. In PPG1000–LiClO4, as the salt content increases to O:Li = 30, the
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Fig. 6.9 Comparison of the dielectric spectra of PPG–LiClO4 with molecular weight a 425 and
b 4000 g/mol at O:Li = 15:1 (intermediate salt concentration). The peaks represent different
relaxation processes from the fitting of the spectra

Fig. 6.10 Comparison of the dielectric spectra of PPG–LiClO4 with molecular weight a 425 and
b 4000 g/mol at O:Li = 7:1 (high salt concentration)
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ionic mode disappears and the segmental relaxation splits into two separate pro-
cesses, similar to the behavior of PPG4000–LiClO4. At higher salt concentration O:
Li ≤ 15, the fast segmental relaxation cannot be observed anymore. In PPG425–
LiClO4, with the increase in salt concentration the segmental relaxation process
shifts to lower frequencies. No split of segmental process is found in the concen-
tration range studied.

At high salt concentration (O:Li = 7), only a single broad relaxation process can
be resolved in PPG samples (Fig. 6.10). Comparison with the results from differ-
ential calorimetry measurements confirms that this process corresponds to the
polymer segmental relaxation.

6.3 Ionic Transport in Polymer Electrolytes

6.3.1 Theory of Ionic Mobility in Electrolyte Solutions

After decades of research, the mechanism of ion conduction in polymers is still not
fully understood. In many polymer electrolyte systems, dielectric spectroscopy
allows one to extract information about polymer segmental relaxation, dc ionic
conductivity, and even free-ion number density and diffusivity via EP analysis. This
allows us to explore the interplay between ionic transport and polymer structural
relaxation. Polymer electrolytes could be considered as a special class of electrolyte
solutions where polymers serve of solvent molecules. The traditional field of
electrolyte solutions is primarily concerned with aqueous solutions and
non-aqueous solutions formed by salt and small organic molecules. However, many
of the fundamental principles we have learned about electrolyte solutions should
apply to polymer electrolytes as well. According to the classical theory, the ionic
conductivity of an electrolyte solution is determined by the number density (n),
ionic mobility (μq), and charge (q) of all its ionic constituents (i):

r ¼
X
i

niqili: ð6:18Þ

Among these three factors, the ionic mobility, which can vary many orders of
magnitude upon change of temperature, often plays a decisive role. The ionic
mobility is related to the diffusivity (D) of the ions through the Einstein relation:

lq ¼
Dq
kBT

: ð6:19Þ

Simple consideration of the Stokes law leads to the prediction that the ionic
mobility is inversely proportional to the solution viscosity (η) and the solvent
structural relaxation time (ss), and proportional to the structural relaxation rate (ωs):
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lq / g�1 / s�1
s / xs: ð6:20Þ

It has been recognized that the Stokes law does not hold strictly for many ions in
aqueous solutions. For example, the Stokes–Einstein relation breaks down for small
cations such as Na+ and Li+ in water. Such an anomaly originates from the coupling
between the electric field of the ion and the dielectric relaxation of the solvent.
Hydrodynamic and microscopic theories have been developed to take into account
the effects of dielectric friction [42–46] and ultrafast solvent dynamics [47]. Despite
this known issue, the proportionality between mobility and structural relaxation rate
is expected to hold to the first approximation when temperature is varied. This is
supported by temperature-dependent measurements of μq and ωs of molecular
electrolyte solutions [48].

In the case of polymer electrolytes, the ionic diffusion is not controlled by the
large-scale chain motion, but is expected to be closely coupled to the local seg-
mental motion. In other words, while the proportionality between μq and 1/η no
longer holds, μq should still be proportional to ωs, according to the classical theory.
However, a number of experimental studies have conclusively demonstrated that
this is not always the case. After briefly reviewing the models for ionic transport in
polymer electrolytes in Sect. 6.3.2, we will return to the experimental observations
that are in support and against the classical picture.

6.3.2 Models of Ionic Transport in Polymer Electrolytes

6.3.2.1 Free-Volume Model

Empirically, the temperature dependence of ionic conductivity can be described by
the Vogel–Fulcher–Tammann (VFT) equation

r ¼ r0 exp � B
T � T0

� �
; ð6:21Þ

where σ0, B and T0 are fit parameters. An example is given is Fig. 6.11: the VFT
equation gives a reasonable fit of the experimental data.

The free-volume model of Turnbull and Cohen [49, 50] offers a simple way to
understand such a temperature dependence [51]. According to this idea, the ionic
diffusion is considered as translation of ions across the void within the cage formed
by its neighboring molecules (polymer segments), which is controlled by the
redistribution of the free-volume within the liquid. Following the standard argument
of the free-volume model, one could arrive at the following expression for the
temperature dependence for the ionic diffusivity:
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D ¼ D0T exp � cV�

Vg þ aðT � TgÞ
� �

: ð6:22Þ

where γ is a numerical factor accounting for the overlap of free volume, V* is the
critical volume for ionic diffusion, Vg is roughly the liquid volume at Tg, and α is
the difference between the thermal expansion coefficients of the liquid and the glass.
Combining Eq. 6.22 with the Nernst–Einstein relation, σ = nq2D/kBT, leads to the
VFT equation.

Fig. 6.11 Illustration of the typical VFT-like temperature dependence of polymer electrolytes.
The experimental data is on PEG-100 K with 19 wt% LiClO4 [6]

Fig. 6.12 a Relation between ionic mobility μq and polymer segmental (structural) relaxation
frequency ωs, molar conductivity Λ and ωs, for polyether-based electrolytes [48, 52]. The slope of
unity indicates a close coupling between ionic transport and polymer segmental dynamics.
b Temperature dependence of segmental relaxation frequency ωs (blue up triangles) and
conductivity σ (red down triangles) in PEG-100 K with 19 wt% LiClO4 [6]. The left and right y-
axes of the inset span the same orders of magnitude
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While the free-volume model has endured many criticisms, it provides a simple
and straightforward explanation for ionic transport in many polymer electrolytes
such as PEO–LiClO4. By using the Stokes–Einstein relation in its derivation for
ionic transport, it implies that the ionic conductivity is controlled by the local
viscosity and thereby the polymer segmental dynamics. In other words, the local
segmental motion of polymers creates a pathway for ions to move through the
polymer matrix (Fig. 6.12).

Here we note that it is not unusual to analyze the temperature dependence of
conductivity using other formulas. For example, Bendler and coworkers [34, 35]
have argued, based on their temperature- and pressure-dependent conductivity
measurements of polymer electrolytes (e.g., PPG–LiCF3SO3 and PEG–LiCF3SO3),
that the temperature dependence of conductivity is better described by the following
expression:

r ¼ Ar

Tð1� dÞ1=3
exp � B � Tc

ðT � TcÞ3=2ð1� dÞ

" #
: ð6:23Þ

where δ is a parameter related to the specific volume VðT ;PÞ=VðT ; 0Þ ¼ 1�
dðT ;PÞ and Tc is the temperature at which single defects disappear in the mean field
lattice gas model. The model is built on the idea that ion hopping induced by the
defect flux follows a stretched exponential waiting time distribution law. Although
the model seems to work pretty well in the few examples given in Refs. [34, 35], its
general validity remains to be examined and explored.

6.3.2.2 Dynamic Bond Percolation Model

As discussed earlier, the DBP model developed by Nitzan, Ratner, and coworkers
gives an explanation for the emergence of the ionic relaxation mode in polymer
electrolytes with low salt concentration. In addition, compared to the free volume
model, the DBP model provides more microscopic details for ionic motion. It
recognizes that both the ionic motion in terms of jumps between neighboring sites
and the structural renewal of the local coordination environment are important for
the long-range ionic diffusion.

In DBP, the master equation for describing the probability P of finding an ion at
site i at time t is [53]:

dPi

dt
¼

X
j

ð�WijPi þWjiPjÞ; ð6:24Þ

where Wij is the hopping rate from site i to j. The probabilities for jumps to be
permitted or forbidden are f and 1 − f, respectively. Furthermore, the hopping rate
is time-dependent in polymer electrolytes due to the polymer segmental motion. By
assuming specific forms for the hopping rate, the ionic transport properties can be
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computed from Eq. 6.24. When f is relatively small, the ionic transport is controlled
by solvent renewal, i.e., coupled to polymer segmental relaxation. On the other
hand, when f is sufficiently large, long-range ion transport is no longer limited by
the renewal event and ionic conductivity is decoupled from polymer segmental
dynamics. As a result, the DBP model is able to offer explanations to both coupled
and decoupled conductivities that are experimentally observed.

6.3.3 Coupling and Decoupling Between Conductivity
and Polymer Relaxation

6.3.3.1 Observation of Decoupling in Polymer Electrolytes

According to the classical theory, ionic transport in polymer electrolytes should be
coupled to the polymer segmental dynamics. And this is indeed what has been
found in polyethers such as PEO and PPGs. However, exceptions to this classical
picture have also been observed. As early as in 1972, Sasabe and coworkers
reported decoupled ionic conductivity in several high Tg polymers [54]. It should be
pointed out that the polymers in this study did not contain added salts and the
conductivity presumably originated from dissolved ionic impurities. With the
advent of synthesis of polymer electrolytes, other decoupled systems such as liquid
crystalline materials [55], polymerized plasticizers [56], and polymerized salts [57]
have also been prepared. More recently, Wang and Sokolov, and their coworkers
have analyzed and reported decoupled ionic transport in a wide variety of polymers
[25, 48, 52, 58, 59]. It is shown that there might be a connection between the degree
of decoupling and the fragility of the polymer segmental dynamics. Most of the
fragile (rigid) polymers suffer a significant amount of frustration in chain packing
[60, 61]. The loose packing structure enables the ions to move through the polymer
matrix even when the segmental dynamics are slow or frozen. This idea also bears a
connection to the DBP model: the enhanced free volume in fragile polymers sig-
nificantly increases the probability f of successful ion hopping between neighboring
sites, so that ionic transport is no longer controlled by the polymer segmental
dynamics.

Figure 6.13 provides an example of decoupled dry polymer electrolytes. In poly
[4-(2-methoxyethoxy)methyl styrene] (PMOEOMSt), the polymer consists of rel-
atively rigid polystyrene backbone and 2-methoxyethoxy methyl side groups.
Figure 6.13a shows that the ionic conductivity is decoupled in PMOEOMSt. The
segmental relaxation frequency shifts by four and a half orders of magnitude when
the temperature changes from 40 to 5 °C, whereas the decrease of conductivity is
roughly two orders over the same temperature range. This difference in temperature
dependence is summarized in Fig. 6.13b: the ionic resistivity has much weaker
temperature dependence than the segmental relaxation time.
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Fig. 6.13 a Dielectric spectra
of poly[4-(2-methoxyethoxy)
methyl styrene]
(PMOEOMSt) with 0.3 wt%
LiClO4 at 40 and 5 °C. Here,
e00 is the imaginary part of
permittivity and f is the
frequency. The arrows show
shift of the segmental
relaxation and conductivity.
b Temperature dependence of
segmental relaxation time
(circles) and resistivity (1/σ,
diamonds) of PMOEOMSt.
Orange curve Vogel–
Fulcher–Tammann (VFT) fit
of the resistivity below Tg:
(1/σ) = (1/σ0) exp[B/
(T − T0)]. Black line
Arrhenius fit of the resistivity
below Tg: (1/σ) = (1/σ0) exp
(Ea/kBT). Pink curve VFT fit
of the segmental relaxation
time: τ = τ0 exp[B/(T − T0)].
The figure is reproduced from
Ref. [52]

Fig. 6.14 σTτS versus τS for a
few different polymer
electrolytes [25]. The
dependence of σTτS on τS near
Tg can be fit by a power law
(solid lines): σTτS * τS

ε . The
exponent ε, which is the slope
of each curve near Tg, reflects
the degree of decoupling
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Another way to analyze the relation between ionic conductivity and segmental
dynamics is to present σTτS as a function of τS. From Eq. 6.20, we could see that
when the ionic transport is completely coupled to solvent (segmental) dynamics,
then conductivity should be inversely proportional to the polymer segmental vis-
cosity ηS:

r / 1
gS

/ 1
sST

: ð6:25Þ

The degree of decoupling can be quantified by the fractional Stokes–Einstein
relation: σTτS * τS

ε . σTτS should be independent of τS when ionic transport and
segmental dynamics are completely coupled. In this case, ε = 0. Large values of ε
imply strong decoupling. Such an analysis has been performed for a number of
different polymer electrolytes in Ref. [25] (Fig. 6.14). Flexible polymers such as
PPEOMA and PPEOCL behave just like the classical PEO system, with ε ≈ 0. In
contrast, PPEOSt-b-PSt, PNBCEM, and PPEOSt exhibit different degrees of de-
coupling, with the highest ε found in PPEOSt-b-PSt and PPEOSt.

It is necessary to point out the difference between the above analysis and the
so-called Barton–Nakajima–Namikawa (BNN) relation for ionic conductors [62–64].

Fig. 6.15 a Relation between
ionic conductivity (σ) and
conductivity relaxation
frequency (ωσ) for
PMOEOMS with 0.3 %
LiClO4 [25]. Inset
temperature dependence of
strength of polymer structural
relaxation. b Relation
between σ and structural
relaxation frequency (ωS)
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The BNN relation connects conductivity with dielectric loss caused by ion migration,
and does not deal with the relation between ion mobility and polymer structural
relaxation. It has been recently shown that for polymerized ionic liquids, the ionic
transport can be strongly decoupled from polymer structural relaxation, while the
BNN relation is nevertheless fulfilled [65]. To further illustrate this point, another
example is given in Fig. 6.15 for PMOEOMS [25] with 0.3 % LiClO4. Here, the
conductivity relaxation frequency (ωσ) is determined from the maximum in M″. Not
surprisingly, σ is proportional toωσ. On the other hand, σ decouples strongly fromωS.
This strong decoupling cannot be explained by the variation of Δε, which is essen-
tially very small.

6.3.3.2 Walden Plot Analysis

There is yet another way to analyze the relation between ionic transport and
polymer segmental dynamics. It is inspired by the so-called Walden plot, which has
been extensively used for ionic liquids by Angell and coworkers [66–69]. In such a
plot, molar conductivity (Λ = σ/ntot, with ntot being the total number density of
ions) or ionic mobility (μq) is presented as a function of the structural relaxation
frequency (ωs). This provides a way to caliber the “intrinsic” conducting capability
of an ionic material. A straight line of slope one, passing through a reference dilute
salt aqueous solution such as KCl/H2O and LiClO4/H2O (the “ideal” Walden line),
divides the plane into superionic (above) and subionic (below) regimes. “Superior”
ionic conductors are those that exhibit ionic mobility (or molar conductivity) much
higher than the ideal line. Moreover, the degree of decoupling between conductivity

Fig. 6.16 Relation between μq and ωs, Λ and ωs, for polymers with decoupled ionic conductivity.
Samples 1–7 are: 1—PVC–PPEGMEMA/LiTFSI [59], 2—PVEC–PVAc/LiTFSI [59], 3—
PPEOSt–PSt/LiClO4 [25, 59], 4—PMOEOMSt/LiClO4 [25, 59], 5—liquid-crystalline polymers
with LiClO4 [55], 6—0.8(0.5LiPUS–AlCl3)-0.2LiAlCl4 [57], and 7—90 %(50LiI-30LiOAc-
20LiClO4) + 10 %PPO [70]. The figure is reproduced from Ref. [48]
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and segmental dynamics can be quantified by using the exponent α from the
fractional Stokes–Einstein relation: μq = ωS

α or Λ = ωS
α: the smaller the α, the larger

the degree of decoupling. α = 1 corresponds to the case of complete coupling, while
α * 0 implies completely decoupled ion motions.

The original Walden plot analysis was performed in terms offluidity (1/η), instead
of structural relaxation frequency (ωs). However, the ionic transport in polymers is
controlled by microscopic rather than macroscopic viscosity. Our analyses have
demonstrated that by using structural relaxation frequency, the Walden plot analysis
could be successfully extended to polymer electrolytes, yielding new insights about
the ionic transport mechanism in polymers [4, 48, 52, 59].

In the case of polyethers such as PEO and PPG, the ionic transport is closely
coupled to their segmental relaxation. The Walden plot analysis further reveals that
the ionic conductivity in polyethers falls surprisingly close to the “ideal” Walden
line of aqueous solutions (Fig. 6.12) [4, 52]. This suggests that the ionic transport
(friction) mechanism in polyethers is very similar to those of small-molecule liquid
electrolytes. It follows that the relatively low conductivity in polyethers compared
with liquid organic electrolytes is mainly a result of their sluggish segmental
dynamics.

In contrast to polyethers, the ionic transport in other polymers can be strongly
decoupled from their segmental dynamics. In general, two types of decoupling
behavior have been observed (Fig. 6.16). In materials such as poly[poly(ethylene
oxide) styrene]-polystyrene (PPEOSt–PSt) and poly[4-(2-methoxyethoxy)methyl
styrene] (PMOEOMSt), ionic conductivity and polymer segmental relaxation
exhibit very different temperature dependence, giving rise to prominent fractional
Stokes–Einstein behavior. Although these samples fall into the subionic regime at
high temperatures due to poor ion solvation, the decoupling between conductivity
and segmental relaxation brings them to the superionic regime at low temperatures.
A different kind of decoupling behavior is observed in polymers such as poly(vinyl
carbonate)-co-poly[poly(ethylene glycol methyl ether methacrylate)] (PVC–
PPEGMEMA) and poly(vinyl ethylene carbonate)-co-poly(vinyl acetate) (PVEC–
PVAc), where the relative rates of ionic transport and segmental relaxation are
decoupled. These materials show up in the superionic regime at all temperatures.

The observation of decoupled conductivity in polymer electrolytes challenges
the classical picture of ionic transport in polymers. Although the DBP model and
the recent theoretical and experimental studies of the fragility of polymer segmental
dynamics provide some rationale for the observed decoupling phenomenon, our
understanding of the ionic transport mechanism in polymers is still far from
complete. On the other hand, decoupling ionic conductivity from polymer seg-
mental relaxation might provide an alternative approach to the design of highly
conductive materials.
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6.4 Summary

The recent advances in the field of ionic liquids have provided tremendous
opportunities for many areas in science and engineering. Our understanding of ionic
liquids as well as polymerized ionic liquids could benefit greatly from the devel-
opment in the field of polymer electrolytes. The addition of salt to polymers gives
rise to new relaxation processes. At the same time, increased ionic conductivity
makes the analysis of dielectric spectrum a challenge. However, with proper
treatment of EP and help from derivative analysis, the “hidden” dielectric relaxation
processes can still be resolved. In addition, it is possible to extract information
about free-ion number density and diffusivity from analysis of the EP phenomenon.
Dielectric spectroscopy provides information on both polymer segmental dynamics
and ionic conductivity, and thus allows one to examine the ion transport mechanism
in polymers. While in flexible polymers such as polyethers, the ionic transport is
closely coupled to polymer segmental dynamics, decoupled conductivity is found in
rigid, fragile polymers.
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Chapter 7
Electrochemical Double Layers in Ionic
Liquids Investigated by Broadband
Impedance Spectroscopy and Other
Complementary Experimental Techniques

Bernhard Roling, Marco Balabajew and Jens Wallauer

Abstract Ionic liquids consist of large asymmetric organic cations and of weakly
coordinating anions, i.e., anions with a highly delocalized negative charge. Ionic
liquids (IL) exhibit remarkable physicochemical and electrochemical properties, in
particular, high thermal stability, low vapor pressure, high ionic conductivity, and
broad electrochemical window (Buzzeo and Evans in ChemPhysChem 5:1106,
2004 [1], Endres and Zein El Abedin in Phys Chem Chem Phys 8:2101, 2006 [2],
Galiński et al. in Electrochim Acta 8:2101 [3]). By changing the functional groups
of cations and by varying the cation/anion combination, the properties of ionic
liquids can be adjusted to particular requirements. Thus, ionic liquids are being
called designer solvents. They are considered as promising electrolytes for different
kinds of electrochemical cells, e.g., for electrosynthesis (Buzzeo and Evans in
ChemPhysChem 5:1106, 2004 [1], Hapiot and Lagrost in Chem Rev 108:2238,
2008 [4]), for electroanalysis (Buzzeo and Evans in ChemPhysChem 5:1106, 2004
[1], Baker et al. in Analyst 130:800, 2005 [5]), for electrodeposition of metals
(Endres and Zein El Abedin in Phys Chem Chem Phys 8:2101, 2006 [2], Endres
et al. in Phys Chem Chem Phys 12:1724, 2010 [6], Endres et al. in Angewandte
Chemie (International ed. in English) 42:3428, 2003 [7]), for energy storage in
batteries and supercapacitors (Sillars et al. in Phys Chem Chem Phys 14:6094, 2012
[8], Simon and Gogotsi in Nat Mater 7:845, 2008 [9], Lewandowski and
Świderska-Mocek in J Power Sources 194:601, 2009 [10], Srour et al. in 200th ECS
meeting. ECS, pp 23–28, 2012 [11], for energy conversion in dye-sensitized solar
cells (Grätzel in Acc Chem Res 42:1788, 2009 [12]) and for double layer
field-effect transistors (Yuan et al. in Adv Funct Mater 19:1046, 2009 [13]). For all
these electrochemical applications, the structure and dynamics of the interfacial
double layer between ionic liquids and electrode materials plays a crucial role, see
for instance Ref. (Endres et al. in Phys Chem Chem Phys 12:1724, 2010 [6]). Since
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ILs are highly concentrated ionic fluids, the classical STERN model for double layers
in diluted electrolytes, in which the ions are treated as point charges, is not
applicable. In the case of ionic liquids, the finite volume of the ions, the chemical
structure of the ions, and specific interactions of the ions with the electrode surface
have to be taken into account. In order to obtain information about the structure and
dynamics of the double layer, various experimental techniques have been applied.
Broadband impedance spectroscopy in a three-electrode setup yields electrode
potential-dependent double layer capacitance values of the electrode | IL interface.
Complementary information has been obtained from other techniques, such as
scanning tunneling microscopy, atomic force microscopy, surface force apparatus
measurements, X-ray reflectivity measurements, surface-enhanced Raman spec-
troscopy, and sum-frequency generation vibrational spectroscopy. In this chapter,
we describe the current level of understanding of the electrode | IL interface based
on the combination of the complementary techniques.

7.1 Broadband Impedance Spectroscopy

7.1.1 Introduction

The term Impedance Spectroscopy stems from the fact that the method probes the
complex AC resistance—the impedance—of a system at different frequencies of the
applied AC voltage or current. Dielectric effects, like dipole reorientation, and
electrochemical processes, like charge transfer reactions or double layer charging,
lead to characteristic, frequency-dependent impedance responses, and can thus be
examined both qualitatively and quantitatively. With the availability of very
powerful impedance spectrometers and computers, the method has developed into
an important cornerstone for the characterization of dielectrics, of electrochemical
materials and cells, and of many other types of systems.

In an electrochemical impedance spectroscopic (EIS) experiment, an AC voltage
or current of a specific frequency is applied to an electrochemical cell, and the
response signal (the AC current or voltage, respectively) is measured. The AC
frequency is varied over many orders of magnitude, typically from MHz to mHz,
which allows the investigation of processes taking place on different time scales. In
addition to the AC excitation signal, a DC signal can be applied as well. The
method has been used for characterizing different types of electrochemical cells,
such as batteries [14–19], supercapacitors [20–24], fuel cells [25–27], solar cells
[28–31], and cells for corrosion measurements [32–36] (see Fig. 7.1).

EIS has also been applied for studying ion transport in solid [37] and liquid
electrolytes [38]. Recently, solid electrolytes for lithium batteries have attracted
increasing interest, as the replacement of liquid by solid electrolytes can lead to an
improved energy density and safety of batteries. However, many solid electrolytes
exhibit rather low ionic conductivities and limited electrochemical stabilities in
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contact to the electrode materials [39–41]. Hence, a lot of research effort is devoted
to improving the ionic conductivity as well as the electrochemical [42, 43],
chemical [44, 45], and thermal [46, 47] stability of solid electrolytes. EIS mea-
surements on solid electrolytes yield the total ionic conductivity in a straightforward
manner, but allows in addition for the differentiation between different ion transport
processes, for example along grains or grain boundaries [48–52].

EIS measurements can also be applied to the investigation of metal | electrolyte
interfaces [53–56]. Here, the measurements give access to the differential capaci-
tance of the double layer as a function of the electrode potential. Different types of
charge storage processes taking place on different time scales can be distinguished,
which is relevant, e.g., for the charge storage in supercapacitors.

7.1.2 Theory of Impedance Spectroscopy

In EIS experiments, the system is excited by the application of an AC signal. The
excitation can be either an AC voltage or an AC current. In the following discus-
sion, the excitation by an AC voltage will be considered. An equivalent discussion
for the excitation by an AC current can be found in [57, 58].

The applied voltage with DC bias UDC, amplitude U0, and angular frequency
x ¼ 2pf can be written as

UðtÞ ¼ UDC þU0 sinðx tÞ: ð7:1Þ

The resulting AC current can be expressed by a Taylor series around UDC

IðtÞ � IDC ¼ @I
@U

� �
U¼UDC

½UðtÞ � UDC� þ 1
2

@2I
@U2

� �
U¼UDC

½UðtÞ � UDC�2 þ � � �

ð7:2Þ

Fig. 7.1 Schematic
representation of a typical
three-electrode for EIS
experiments, consisting of a
working (WE), a counter
(CE) and a reference electrode
(RE)
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The AC current can be split into a sum of periodic functions consisting of the
base frequency x and its higher integer harmonics 2x; 3x; . . . by means of a
Fourier analysis. The harmonics can contain additional information about the
system, however, a discussion of this is beyond the scope of this chapter. In
conventional EIS measurements, a small excitation amplitude is used, so that only
the linear term in the Taylor series is relevant (linear response regime). In this case,
the AC current can be written as

IðtÞ � IDC ¼ I0 sinðxt � uÞ ð7:3Þ

Here, I0 denotes the amplitude, while u is a phase shift between AC voltage and
AC current. The amplitudes U0 and I0 and the phase shift u can be used to define a
complex impedance

ẐðxÞ � U0

I0
� expðiuÞ ¼ Z 0ðxÞþ iZ 00ðxÞ: ð7:4Þ

Alternatively, the complex admittance

ŶðxÞ ¼ 1

ẐðxÞ ; ð7:5Þ

and the complex capacitance

ĈðxÞ ¼ 1

ixẐðxÞ ð7:6Þ

can be considered.
Impedance spectra are often plotted in a Nyquist representation. In this case,

�Z 00ðxÞ is plotted versus Z 0ðxÞ. Different electrochemical processes manifest
usually in different semicircles.

In order to extract quantitative information from impedance spectra, the spectra
are usually fitted by suitable, parameterized model functions. The most common
model functions are derived from electrical equivalent circuits consisting of typical
elements given in Table 7.1. In the case of a pure resistor, the phase u is zero, while
a pure capacitor and a pure inductor cause a phase shift of −90° and +90°,
respectively.

The Warburg impedance is used to describe the diffusion of an electroactive
species from the electrolyte towards a planar electrode surface or into the opposite
direction. The increase of the thickness of the diffusion layer with

ffiffi
t

p
is reflected in

the increase of both real- and imaginary parts with 1=
ffiffiffiffi
x

p
. A pure Warburg element

causes a phase shift of −45°. A constant phase element (CPE) is a generalized
element allowing for phase shift between −90° and +90°, depending on the value of
b. CPEs have been used to describe the charging of a double layer at a rough

160 B. Roling et al.



electrode [59, 60], even though newer research has shown, that the electrode
roughness has no direct correlation with CPE behavior [61, 62].

EIS measurements are usually done in either two- or three-electrode configu-
rations. In a two-electrode cell, a potentiostat applies a sinusoidal voltage with a
given amplitude and frequency between two electrodes and measures the resulting
AC current. In this case, the impedance of the entire cell is obtained. In a
three-electrode configuration, an additional, currentless reference electrode is
added. The potentiostat now varies the voltage between the working electrode and
the counter electrode, until the voltage between the working electrode and the
reference electrode reaches a predefined value. Since the reference electrode has a
constant electrical potential, changes in the potential of the working electrode can
be distinguished from changes of the potential of the counter electrode.
Consequently, the impedance between the working electrode and the reference
electrode is obtained.

Modern frequency response analyzers (FRA) [57, 63] perform an on-the-fly
Fourier analysis of the measured current waveforms [64]. The waveforms are
correlated (multiplied) with a reference signal of the same frequency as the exci-
tation. The correlated signal is then integrated over one or multiple periods. If this is
done with both a sine and a cosine reference signal, the real and imaginary parts can
be extracted simultaneously. Higher harmonics can be extracted using reference
signals with higher frequencies of 2x; 3x, etc. There are other techniques for
measuring the impedance, but despite the relatively high costs of FRAs, the
advantages in terms of data quality, speed, and versatility made FRAs the de facto
standard in modern research.

7.1.3 Practical EIS Pitfalls

Despite modern tools, there are several potential pitfalls when measuring and
analyzing impedance spectra. Some of them shall be considered in the following
paragraphs.

Table 7.1 Impedance
response of common
electrical and electrochemical
elements

Element Impedance response

Resistor ẐðxÞResistor ¼ R

Capacitor ẐðxÞCapacitor ¼ 1
ixC

Inductor ẐðxÞInductor ¼ ix L

Constant phase element ẐðxÞCPE ¼ 1
ðixÞbQ

Warburg impedance ẐðxÞWarburg ¼ rffiffiffi
x

p � i rffiffiffi
x

p

7 Electrochemical Double Layers … 161



7.1.3.1 Cell Design for Three-Electrode Measurements

During an impedance measurement with three electrodes, artifacts may occur in the
impedance spectra, which are related to the impedance and to the positioning of the
reference electrode [65, 66]. One source of artifacts is related to the impedance of
the reference electrode. If this impedance is not much smaller than the input
impedance of the analyzer, a voltage divider effect occurs that can alter both the
amplitude and the phase of the measured impedance.

The cell geometry, especially the positioning of the reference electrode, is a
second possible cause for artifacts, as the reference electrode should probe an
equipotential line in the cell [67, 68]. These equipotential lines are, however, fre-
quency dependent, which complicates the correct positioning of the reference
electrode. New cell and electrode designs need to be verified carefully to avoid
these artifacts [69].

A third source of artifacts is stray capacitances between the three electrodes in
the cell [70]. Often, these stray capacitances are caused by an insufficient shielding
of the cables connecting the electrodes with the potentiostat. For the analysis of
stray capacitance artifacts, three-terminal equivalent networks have been used [65,
70–72]. Depending on the impedance ratios of the electrodes and the values of the
stray capacitances, different types of capacitive and inductive artifacts can appear in
the spectra. These artifacts can be minimized by choosing short and, if possible,
actively shielded cables.

7.1.3.2 Non-stationary Electrochemical Systems

The analysis of electrochemical impedance spectra by means of specific models or
equivalent circuits can only be done in a reliable fashion, if the system is in an
equilibrium state or in a stationary state. In electrochemical systems, it may take a
considerable amount of time to reach such a state. If a measurement is started before
reaching such a state, the impedance of the system changes during the recording of
an impedance spectrum. These time-dependent changes lead to artifacts, in par-
ticular in the low-frequency regime. Such artifacts can be detected by means of a
Kramers-Kronig test [73–76], since the measured spectra are not in accordance with
the predictions of the Kramers-Kronig relations.

Consequently, it is important to allow the electrochemical system to equilibrate
or to reach a stationary state, before an electrochemical impedance measurement is
started. The time interval needed for this has to be determined individually for each
system.

7.1.3.3 Fitting Algorithms

Once the spectra are recorded and a suitable model is chosen, the model needs to be
fitted to the data [77, 78]. This is done by means of a software that employs
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nonlinear curve fitting algorithms [79–82] in order to find parameter values, which
minimize the discrepancy between the experimental values and the model values.
More specifically, the sum of squared residuals (ESS)

ESS ¼
XN
n¼1

w0
n Z 0

data � Z 0
model

� �2 þw00
nðZ 00

data � Z 00
modelÞ2 ð7:7Þ

is minimized. Here, w0
n and w0

n are weighting factors.
The nonlinearity of the model requires the fit to be initialized with a set of

parameters as a starting point for an iterative optimization. Choosing the starting
parameters can be a tough problem, since the fit tends to converge into local minima
of the ESS function. An additional problem is that often too complex models are
chosen by the user, which causes parameters to become correlated. This means, for
example, that increasing one parameter causes another to decrease, which makes it
hard for the algorithm to find an unambiguous solution. As a rule of thumb, one
should try to assign a physical meaning to all parameters in the model or to fix
certain parameters to independently determined values.

A point to be considered is the weighting of data points via the factors w0
n and

w00
n . Weighting implies that some data points contribute more to the overall ESS

than others. This can help in fitting small features in the data set, but may lead to
“weird” results in other cases. Reported fit results should contain information about
the used weighting model.

7.1.4 Application to Metal | IL Interfaces

7.1.4.1 Introduction

As already mentioned, the classical Stern model for double layers in diluted elec-
trolytes is not applicable to ionic liquids. In ionic liquids, the structure and
dynamics of the interfacial double layer is fundamentally different [56]. This is
reflected in the differential double layer capacitance DCDL, which can be obtained
by means of electrochemical impedance spectroscopy. DCDL is defined as the
derivative of the charge of the electrode q with respect to the electrode potential E at
constant pressure p, temperature T, and chemical potential of the ions li.

DCDL ¼ dq
dE

����
p;T ;li

ð7:8Þ

The minimum prerequisite for describing double layers in concentrated elec-
trolytes is to take into account the finite size of the ions. An elegant way to do this is
to consider a mean-field lattice gas model [83]. In the simplest version, such a
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model contains only two parameters, namely the electrode potential E and the site
occupation number c:

c ¼ noccupied
nall

ð7:9Þ

Here, noccupied and nall denote the number of the occupied lattice sites and the
number of all lattice sites, respectively. If c is small, charges can accumulate easily
at the interface, and the differential capacitance increases with electrode potential.
However, at high charge densities, the entropy loss caused by the charge accu-
mulations becomes significant, and the differential capacitance decreases with
increasing electrode potential. This effect is termed lattice saturation. The overall
DCDLðEÞ curve exhibits a camel-type shape. For c values close to unity (highly
concentrated electrolytes), lattice saturation takes place already at low charge
densities, so that the differential capacitance drops continuously with increasing
electrode potential (bell-shaped curve).

Experimental studies [54, 84–87] revealed that there is, in general, a much weaker
dependence ofDCDL on E than predicted by the mean-field lattice gas model. Typical
values for DCDL are around 5–10 lF/cm2. The actual shapes of the curves depend
strongly on the ions that comprise the ionic liquid. This is not unexpected, since the
actual shape of the ions strongly deviates from the spherical assumption. For
example, IL cations are often composed of a charged core, for example an imida-
zolium ring, and an uncharged aliphatic side chain. Theoretical computations (DFT,
MD, MC) produced results in better agreement [88–96] with experiments.

As an experimental example, measurements of the differential double layer
capacitance of two ionic liquids, namely N-butyl-N-methyl-pyrrolidinium tris(pen-
tafluoroethyl)trifluorophosphate ([Pyrr1,4]FAP) and 1-ethyl-3-methylimidazolium
tris(pentafluoroethyl)trifluorophosphate ([EMIm]FAP), in contact with a single-
crystalline Au(111) electrode are discussed in the following. This dataset was pre-
viously published in [54].

The measurements were performed in a three-electrode cell with an Ag/AgTFSI/
[EMIm]TFSI-based micro-reference electrode [97] and a platinum counter elec-
trode. The working electrode consisted of a single-crystalline Au(111) thin film
(200 nm) deposited on a mica substrate (Phasis). Ultrapure [Pyrr1,4]FAP and
[EMIm]FAP were dried in high vacuum conditions at elevated temperatures in
order to remove residual water and other volatile impurities. The assembled cell
was mounted on a Microcell HC cell stand (rhd instruments GmbH & CO. KG),
which allowed for a precise control of the temperature. Starting at the open circuit
potential, the electrode potential was swept in 10 mV steps in either anodic or
cathodic direction. A freshly prepared working electrode and a fresh ionic liquid
sample were used for each scanning direction in order to avoid irreversible pro-
cesses during one sweep to affect the sweep in the opposite direction. After each
potential step, the system was allowed to equilibrate for 10 min, before an impe-
dance spectrum was recorded with an applied AC voltage of 10 mV (rms). The
electrochemical measurements were performed using a POTGAL 10 V/15 A
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potentiostat in combination with an Alpha-A high-performance frequency analyzer
(Novocontrol).

After completion of the impedance measurements, the reference electrode was
calibrated by adding *10 mM ferrocene to the electrolyte and measuring a cyclic
voltammogram. In the following, the working electrode potentials are given with
respect to the Fc+/Fc half-wave potential.

For the data analysis, the spectra were transformed into the complex capacitance
plane (CCP) and fitted using a sum of Cole-Cole-elements

ĈðxÞ ¼ C1 þ
X
i

DCi

1þðixsiÞai : ð7:10Þ

This method of analysis allows for differentiating between different capacitive
processes taking place on different time scales and to determine their respective
differential capacitance contribution and time scale. The fits were performed using
the software RelaxIS (rhd instruments GmbH & CO. KG). The weights of the data
points were chosen as the inverse squares of Z 0 and Z 00, respectively (Proportional
Weighting).

A typical impedance spectrum in the CCP is shown in Fig. 7.2. The time con-
stant for the fast capacitive process is in the millisecond regime, while the slower
process takes place on the second time scale. At the lowest measured frequencies,
the data rises quickly, which is most likely related to an ultraslow Faradaic process.

7.1.4.2 [Pyrr1,4]FAP

Figure 7.3 shows differential capacitance curves for the pyrrolidinium-based ionic
liquid [Pyrr1,4]FAP. Both the differential capacitance of the fast process, DCfast, and
the differential capacitance of the slow process, DCslow, are plotted versus the
electrode potential E. The fast process is attributed to fast double layer charging
governed by ion transport in bulk of the ionic liquid. The DCfastðEÞ curve exhibits a
more complex behavior than predicted by the mean-field lattice gas model. There is

Fig. 7.2 Capacitance
spectrum of the Au
(111) | [Pyrr1,4]FAP interface
in the complex capacitance
plane (adapted from [54])
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a local maximum around 0 V and an inverse square-root decrease of DCfastðEÞ in
the anodic regime, possibly due to a lattice saturation effect. The cathodic part,
however, shows only a weak potential dependence, with a local minimum at −1 V.
The differential capacitance of the slower process, DCslow, is characterized by a
sharp maximum around −1 V, where DCfast exhibits a minimum. As will be shown
in Sect. 7.2.2, this sharp maximum is related to a herringbone reconstruction of the
Au(111) surface.

7.1.4.3 [EMIm]FAP

In order to test in what way the chemical structure of the cation influences the slow
capacitive process, measurements on the ionic liquid [EMIm]FAP containing the
same anion were carried out. In the case of this ionic liquid, a slow process was not
detected, and the DCfastðEÞ curve was more or less featureless, see Fig. 7.4. This
provides strong indication that [Pyrr1,4]

+ | Au(111) interactions play an important
role for the slow process. This is strongly supported by the observation that a slow
process in the cathodic regime is also detectable in the case of [Pyrr1,4]TFSI, but not
in the case of [EMIm]TFSI [54]. More information about the slow process can be
obtained when EIS is combined with STM measurements, see next section.

7.1.4.4 Conclusion

Broadband electrochemical impedance spectroscopy is capable of distinguishing
fast and slow capacitive processes at the metal | IL interface and to provide values
for the potential-dependent differential capacitance contributions of both processes,
DCfastðEÞ and DCslowðEÞ. The results can be compared to theoretical predictions

Fig. 7.3 Differential
capacitance of the fast and of
the slow capacitive process,
respectively, at the [Pyrr1,4]
FAP | Au(111) interface,
plotted versus the electrode
potential E (adapted from
[54])
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from mean-field models, DFT calculations, and simulations (MD, MC). An
important prerequisite for reliable and reproducible DCfastðEÞ and DCslowðEÞ data is
a high purity of the ionic liquids, since impurities may enrich at the metal | IL
interface and influence the differential double layer capacitance.

Slow capacitive processes were mainly observed for pyrrolidinium-based ionic
liquids in the cathodic regime. The slow processes appear to be related to a
Herringbone reconstruction of the Au(111) surface, as observed in STM experi-
ments (see Sect. 7.2.2).

Different methods for the analysis of complex impedance/capacitance data have
been controversially discussed in the literature. We fitted the data in the complex
capacitance plane using a Cole-Cole model. Other groups used constant phase
elements for fitting the data in the complex impedance plane [55, 87]. Advantages
and drawbacks of these approaches have been discussed in [61, 98].

7.2 Scanning Tunneling Microscopy

7.2.1 Introduction

Scanning tunneling microscopy (STM) is an imaging technique with high lateral
resolution, which is based on measuring a tunneling current between a conducting
sample and a sharp metallic tip. The tunneling current is very sensitive to the
distance between tip and sample as well as to the density and population of elec-
tronic states in the sample and in the tip. The method was developed in 1981 by
Binnig and Rohrer [99, 100], who were awarded the Nobel Prize in Physics in 1986
for their invention of, in their own words, “something which should ‘not have
worked in principle’, as we were so often told” [101]. With STM, it is possible to

Fig. 7.4 Differential
capacitance of the fast
capacitive process at the Au
(111) | [EMIm]FAP interface,
plotted versus the electrode
potential E (adapted from
[54])
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image single molecules or atoms on a sample surface. STM measurements can be
carried out in air, in vacuum, and in liquids.

During an STM measurement, a metallic tip is moved towards the sample sur-
face, and a voltage is applied between the two. The tip is comprised of, for example,
tungsten metal and ideally ends in a single atom. The tip is usually vertically
positioned at the tip/sample equilibrium distance, where attractive and repulsive
forces cancel out. This avoids disturbances of the measurement. Using piezoelectric
actuators, the tip is then precisely moved along the surface. The applied voltage
causes electrons to tunnel between the tip and the sample, causing a measurable
current flow. The current is exponentially dependent on the distance between tip
and sample [100]. It is this fact that leads to the high lateral resolution, as the main
tunneling current is related to the very center of the tip, as illustrated in Fig. 7.5b.
The tunneling current is furthermore influenced by the local density of electronic
states of the sample at a given position and by the density of electronic states of the
metal tip. Since the density and population of states are affected by the applied
voltage, by the sample composition and by the topography, a contrast in the STM
images can be obtained and interpreted. The tip topography, composition, and
quality can, however, not be neglected in the interpretation. This can either be a
bane, if the tip quality is not high enough, but it also enables experiments where the
tip is deliberately modified, e.g. by attaching specific molecules [102–104].

An STM can be used either in constant-current or constant-height mode. In
constant-current mode, the height of the tip over the sample is adjusted by a
feedback loop, in order to keep the current constant, giving an image of local
density of states. In constant-height mode, the tip is fixed at a given height over the
sample, which has the advantage that the scan rate is not limited by the feedback
loop. Disadvantageous is the fact that long-term drifts of the system or large pro-
trusions on the surface can lead to collisions between the tip and the surface.

In addition to simple imaging by lateral movement of the tip, advanced tech-
niques are possible. In Scanning Tunneling Spectroscopy (STS), the tunneling
current is recorded as a function of the applied voltage. The applied voltage affects
the population of states in the sample and in the tip, and this allows for studying the
local density of states (LDOS) by means of a bias scan [105]. The LDOS can be
compared to density functional theory calculations.

Fig. 7.5 a Schematic illustration of an STM with a metal tip over the metallic sample surface.
b Illustration of the tunneling current at the very center of the tip and its exponential dependence
on the distance between tip and sample
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If the imaging speed is sufficiently high—usually >1 Hz—it is possible to use
the images for the so-called video-STM technique. Hereby, it is possible to record
dynamic changes at the sample surface, such as diffusion phenomena or structural
changes. The method can also be used for the investigation of metal | IL interfaces,
as will be discussed in the next section.

7.2.2 Application to Metal | IL Interfaces

Experiments as well as simulations have shown that ionic liquids form rather
complex structures when they are brought into contact with a metal electrode. One
possible origin of the slow capacitive process seen in impedance spectroscopic
measurements is a herringbone-type reconstruction of the metal surface. It was
shown that an Au(111) surface can undergo a 22� ffiffiffi

3
p

reconstruction, where an
additional gold atom is implanted into a chain of 22 atoms [106, 107]. This
additional atom in the top layer leads to a local change of the crystal structure from
fcc to hcp and to a bulging of the surface structure. This bulging is apparent in STM
images as a characteristic, herringbone-like surface structure with well-defined
atomic distances, by which it can be identified. As the surface structure changes, a
restructuring in the double layer region may take place, leading to capacitive cur-
rents that are detected in the EIS experiments.

Another possible origin of slow capacitive processes is slow transitions in the
structure of the ionic layers. Molecular dynamics simulations (MD) have shown
that ionic liquids at metal surfaces can undergo transitions between multilayer
structures with charge density oscillations and a single layer structure that com-
pensates the full electrode charge [108]. The simulations further suggest that at very
high electrode potentials, even a dual-layer structure of counter ions may exist,
which, if observed from the top, resembles a herringbone-type structure.

The restructuring of the Au | IL interface was investigated for a number of ionic
liquids using in situ STM. A few examples are shown and discussed below.

In 2006, Pan and Freyland [110] investigated the behavior of an Au(111) single
crystal in [BMIm]PF6 using in situ STM measurements. They reported the occur-
rence of a Moiré-like pattern of bright spots that is clearly visible on the flat Au
(111) terraces. At moderate electrode potentials between −0.5 and +0.5 V, the
pattern is only slightly potential-dependent. The pattern is very regular with a
distance of 0.45–0.48 nm between the spots. The authors interpret this pattern as a
compressed PF6

− adlayer and underline this by FFT filtering of the images.
Remarkably, the formation of the adlayer is not associated with a peak in cyclic
voltammetry measurements, which suggests that the initial formation of the struc-
ture is not driven by the applied potential. This correlates well with the weak
dependence of the images on the applied potential. However, when the potential is
driven to more negative values, the authors state that “a long-range restructuring
occurs with the emergence of tiny pits, which cover all the Au(111) surface and
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finally develops into a stable worm-like network” [110]. This behavior of the
adlayer is an illustrative example of the complex interactions between the com-
ponents of the ionic liquid and the metal electrode and provides an explanation as to
why different ionic liquids can show dramatically different behavior at interfaces.

Further back in 2003, Lin [111] found a similar behavior of [BMIm]BF4. The
authors observed that at negative electrode potentials, a slow formation of atomic
height deep pits takes place, ending up in a wormlike-pattern, similar to the one
described by Pan and Freyland [110]. At low electrode potentials, Lin could not
resolve a BF4

− pattern.
Endres et al. published several papers on STM studies of metal | IL interfaces, in

several cases combined with AFM studies by Atkin et al. and EIS studies by Roling
et al. [53, 109]. STM allowed for detailed study of the herringbone-type recon-
struction of the Au(111) surface in [Pyrr1,4]FAP. At moderate cathodic potentials of
around −0.7 V, only a fraction of the surface was covered by the herringbone
structure, while at higher potentials of −1.2 V, the complete surface was covered,
see Fig. 7.6. At even more negative potentials around −2 V, the herringbone
structure was not detectable anymore.

In the anodic regime, no herringbone structure could be observed [112]. Instead,
a more blurred out structure was found, most likely caused by disordered anion-rich
layers. At high anodic potentials, the terrace steps became less clearly visible and
islands almost completely disappeared, which was explained with the formation of
an adsorbed anion layer.

In 2013, Buchner et al. [113] presented a paper with a demonstration how STM
imaging can be combined with DFT calculations in order to distinguish between
anions and cations in an image. This combination is a valuable tool for the
understanding of structural features. In contrast to classical in situ methods, this
experiment was carried out on a thin layer of the ionic liquid [Pyrr1,4]TFSI evap-
orated onto a single-crystalline silver surface in UHV. The STM images were
recorded at 100 K, where the authors were able to identify different 2D structures
on the surface, such as crystalline or glass-like phases. The crystalline phases
contained ordered rows of dots and pairs of elongated structures. DFT calculations
were performed in order to evaluate possible and likely configurations of the

Fig. 7.6 Emergence of the herringbone-type structure on an Au(111)-surface in contact to
[Pyrr1,4]FAP upon application of cathodic electrode potentials (adapted from [109])
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molecules on the surface and to simulate STM images. The simulations were then
compared with the STM images, and this comparison led to the conclusions that the
dots represent the cations and the pairs of elongated structures the anions. The
appearance of the anions as two entities could be related to the existence of the two
terminal CF3 groups on the TFSI anion.

A recent paper by Wen et al. [114] demonstrated the capability of in situ
video-STM measurements for the imaging of dynamic changes in the structure of
Au(111) | IL interfaces. The results provided strong indications that dynamic
changes in the surface structure are caused by reorientations of the cations.
Video-STM techniques allow the recording of 10–15 images per second, corre-
sponding to a time resolution in the 100 ms regime [115]. The cations are often
comprised of a charged core, like an imidazolium ring, and a long alkyl chain
connected to this core. During scanning into the cathodic regime, the tail shifts from
lying on the surface to pointing into the bulk of the ionic liquid, which allows for a
closer packing of the cations on the surface. This slow process should lead to a peak
in DCslowðEÞ. As in the UHV measurements by Buchner et al. [113], the authors
found a strong influence of steps between terraces on single-crystalline surfaces on
the structure and dynamics of the interfacial layers. The steps appear to act as
crystallization seeds facilitating the formation of crystalline 2D structures.

Overall, the high lateral and vertical resolution of the STM as well as the
capability for in situ measurements make it a powerful method for identifying the
structural changes responsible for slow capacitive processes.

7.3 X-Ray Reflectivity

7.3.1 Introduction

X-ray reflectivity (XRR) measurements can be used to measure the density profiles
of ionic liquids at the metal interface [116]. This can provide information about the
structure of the ion layers and about the fractions of cations and anions in these
layers. In comparison to other techniques, like impedance spectroscopy, STM and
AFM, the method has not seen widespread adoption, which may be mainly due to
the experimental complexity of the measurements (see Fig. 7.7).

Fig. 7.7 General setup of X-ray reflectivity measurements at solid | liquid interfaces. A liquid film
is deposited onto the solid sample and irradiated under small angles of incident by a high-energy
X-ray beam
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In XRR measurements, the sample is illuminated by a beam of X-ray radiation of
a specific wavelength k under a small angle of incident a. The wavelength and the
angle of incident determine the normal momentum transfer q

q ¼ 4p
k
sin a ð7:11Þ

If the sample is perfectly flat, the intensity of the reflected radiation can be
described by the Fresnel equations. However, if the surface is irregular or consists
of multiple layers, deviations from the Fresnel equations are observed. The intensity
of the reflected light is measured and usually normalized to the intensity expected
from the Fresnel reflectivity. This normalized intensity InormðqÞ is measured as a
function of the normal momentum transfer q. The size of surface features df can be
estimated from maxima in IðqÞ at q ¼ qe via

df � 2p=qe: ð7:12Þ

To derive quantitative information from the data it is usually necessary to find a
suitable, parameterized model, which can describe the expected features of the
surface layers. Such a model is then fitted to the measured data.

Due to the high beam energies, in particular at synchrotron beam facilities, the
method can achieve a very high, submolecular resolution. The high beam energy,
however, is also the main source of experimental complexity. Besides the lack of
laboratory-sized synchrotron beamlines, the high energy of the radiation requires a
very stable measurement setup and precautions for avoiding radiation damage of
the sample by the beam. The latter can be achieved, for example, by lateral
movement of the sample during the measurement [116].

Conventional so-called hard XRR measurements make use of radiation with
energies in the range of 50–100 keV and cannot distinguish between atoms with
different mass numbers. This makes it hard to identify the chemical species that
comprise the individual layers. An alternative method is to employ soft, resonant
XRR measurements [117] that probe a specific atom type using radiation around the
atom’s K-edge. Due to the strong energy dependence of the scattering factors around
the absorption edge, which can be independently determined by NEXAFS, it is
possible to derive a molecular model of the composition of the different ion layers.
Since ionic liquid anions and cations often contain different atom types (e.g., fluorine
in FAP− anions), the method can distinguish anion-rich and cation-rich layers.

7.3.2 Application to Solid | IL Interfaces

Only very few X-ray based measurements on ionic liquid interfaces were conducted
before 2008, when Mezger et al. [116] published an X-ray reflectivity study of three
FAP−-based ionic liquids on a sapphire surface. The measurements were conducted
at a synchrotron beamline under vacuum conditions. The sample temperature could
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be adjusted, allowing measurements below and above the melting points of the
ionic liquid. Due to the high beam energy, it was possible to achieve a normal
resolution of 4.5 Å. The authors established a parameterized model for the reflec-
tivity, which could distinguish between two specific surface structures of the anions
and cations, namely a checkerboard-like pattern and a double layer-like pattern, see
Fig. 7.8. The checkerboard-like pattern is expected, if cation–anion interactions are
stronger than ion–metal interactions. If, on the other hand, the interaction of one
type of ion with the metal surface predominates, a double layer-like pattern is
expected. Fitting the models to the data then provides information about likelihood
of the different patterns and about the thickness of the individual ion layers.

The results suggested that the double layer-like pattern is the better description
of the layer structure. The structure is characterized by a cation-rich innermost layer
with a thickness of 4–5 Å and by charge density fluctuations extending by more
than 5 nm into the bulk. This result is in line with the overscreening effect at
metal | IL interfaces discussed by Kornyshev [83], Bazant et al. [118] and was also
observed in molecular dynamics simulations [108]. The fact that the innermost
layer was mainly comprised of cations was attributed to the fact that the sapphire
surface became negatively charged under X-ray illumination, leading to surface
potentials between −0.5 and −1.3 V [116]. Temperature-dependent XRR mea-
surements revealed that the spacing between the individual ion layers increases with
increasing temperature, while the distance of the innermost ion layer from the
surface decreases. These results illustrate very nicely the potential of the method for
the characterization of solid | IL interfacial layers.

Subsequently, other groups applied the method to other solid | IL interfaces.
Brkljača et al. [119] measured the XRR of the ionic liquid [EMIm]TFSI on a sapphire
surface and combined the measurements with molecular dynamics simulations in
order to gain insight into the structure of the double layer region on a molecular scale.
The group found that, similar to the results of Mezger et al. [116], the interfacial
structure can be described as a double layer arrangement with a cation-rich innermost
layer and charge oscillations extending up to 50 Å into the bulk.

In order to obtain more direct information about the fractions of cations and
anions in the ion layers, Mezger et al. [117] employed soft, resonant XRR. Here,
X-ray radiation with an energy near the K-edge of fluorine was applied to the
Au | [C18MIm]FAP interface in order to obtain information about the distribution

Fig. 7.8 Different types of
ion arrangements at a
solid | IL interface. The ions
can either be aligned in a a
checkerboard-like
arrangement or b in separate
ion layers with alternating
charge densities (double layer
arrangement)
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of FAP− anions in different interfacial ion layers. By combining the XRR mea-
surements with energy-dependent scattering factors derived from NEXAFS mea-
surements, the authors were able to produce a molecular-level description of both
the imidazolium core of the cations and of the position of the aliphatic C18 chain.
Based on these results, they proposed an innermost layer comprised of both anions
and cations at a distance from the surface that coincides with the length of a C18

chain. Further ionic layers extend into the bulk, but they are separated by neutral
layers comprised of the aliphatic chains. This demonstrates very nicely in what way
the chemical structure of the ions influences the interfacial structure and gives hints
in what way ionic liquids may be designed to achieve interfaces with specific
properties.

7.4 Atomic Force Microscopy

7.4.1 Introduction

Since the development of atomic force microscopy (AFM) by Binnig et al. in 1986
[120], AFM has become a widely used technique. The technique is complementary
to STM, since AFM can also be used for the investigation of insulator surfaces.
Binnig et al. were able to achieve a lateral resolution of 30 Å and a vertical
resolution of less than 1 Å under atmospheric conditions [120].

In general, an AFM measures attractive or repulsive forces between a micro-
fabricated tip and the sample. By scanning over a certain area of the sample in a
line-by-line fashion, a topographic image of the surface is obtained. The most
common method for measuring the forces between sample and tip is to monitor the
deflection of a cantilever to which the tip is attached. This deflection may be
measured using different methods, such as the interferometric method, the elec-
tronic tunneling method, the optical lever method, etc. [121].

Due to its easy implementation, the optical lever method (see Fig. 7.9) is the
most widespread method. In this method, a laser is focused onto the backside of a
reflective cantilever, and the position of the reflected laser beam is measured by
means of a quartered photodiode, which is a direct measure for the deflection of the

Fig. 7.9 Schematic
illustration of the optical lever
method
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cantilever [121]. Normally, a piezo tube actuator is used to move the sample in x-,
y-, and z-direction. This allows for measuring the topography of samples under
atmospheric conditions, in vacuum, and in liquids.

Classical AFM measurements are performed in contact mode, as described by
Binnig et al. [120]. In this case, the tip is brought in direct contact to the sample,
and repulsive forces are measured via the deflection of the cantilever. To minimize
possible damages of the sample, the spring constants of cantilevers should be as low
as possible [122].

In 1987, Martin et al. [123] introduced the first dynamic AFM method, namely
amplitude modulation AFM (AM-AFM). For AM-AFM measurements, the cantilever
is excited at or near its free resonance frequency. The interaction forces exert an
influence on the oscillation amplitude, which is used as a feedback parameter for
obtaining topographic information. In addition, the phase shift between the driving force
and the oscillation of the cantilever gives information about material properties [124].

Another possible feedback parameter is the resonance frequency itself. This
parameter is used in frequency modulation AFM (FM-AFM), which was introduced
by Albrecht et al. [125] in 1991. Due to interaction forces between the tip and the
sample, the resonance frequency of the cantilever shifts compared to the free
cantilever, thus allowing measurements of the sample topography [124].

One of the most important parameters for dynamic AFM measurements is the
so-called quality factor Q, which is an inverse measure of the damping of the
oscillation and has a direct influence on force sensitivity. High Q values are
desirable to increase the force resolution [126, 127]. However, high quality factors
lead also to low scan speeds in AM-AFM measurements due to the influence of the
quality factor on the feedback loop [125]. Since the quality factor is highest in
vacuum, measurements in FM-AFM mode are often performed in vacuum, where
the measurement speed is affected to a much lower extent by Q [125, 128]. The
exact working principle of the feedback loops and the influence of the Q value are
beyond the scope of this chapter. For further information we recommend to read the
original publications [125, 128].

At this point, it should be noted that dynamic AFM methods do not measure the
interaction force between the tip and the sample, but the force gradient. If the force
gradient becomes higher than the spring constant of the cantilever, it is possible that
the tip becomes trapped near the minimum of the interaction force. To avoid this,
cantilevers with relatively high spring constants and oscillation amplitudes in the
range from 1 to 100 nm are typically used [124].

Instead of a cantilever with an attached tip, it is also possible to use a piezo-
electric tuning fork with a tip fixed to one of the tines [129–131]. Due to their high
spring constants and high quality factors, tuning forks allow for using an oscillation
amplitude of only 0.1 nm, which further improves the spatial resolution. Otherwise,
the measurement is similar to FM-AFM measurements [131].

For the investigation of the structure of solid | IL interfaces, one of the most
widespread types of AFM measurements is the acquisition of force-distance curves,
which can be performed in two distinct ways. For measurements in static mode, the
tip is ramped along the vertical axis using the z-piezo, while the force is measured via
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the deflection of the cantilever [121]. These measurements are comparable to topo-
graphic imaging in contact mode without scanning over the sample. The second
method uses a vibrating tip as in dynamic AFM. While ramping the tip along the
vertical axis, the tip is excited at a certain frequency and the oscillation amplitude is
measured (as in AM-AFM) [121, 123]. In liquids, this method suffers from low
Q factors, and is therefore used to a lesser extent [121]. Both of these methods have
one major problem in common. The absolute distance between tip and sample can
only be determined, if adsorbed layers, which cannot be ruptured, are absent [121].

7.4.2 AFM for the Investigation of Solid | IL Interfaces

The number of AFM studies in ILs is rather limited. One of the first investigations
was published in 2003 by Kubo et al. [132]. They were able to characterize the
surface structure of an Au(100) crystal in EMIm tetrafluoroborate ([EMIm]BF4)
under potential control [132]. Independent of the applied potential, the surface
showed a fourfold symmetry indicating a bare Au(100)−1 � 1 surface. Surface
reconstructions at negative potentials, as reported in aqueous solutions [133–135],
were not observed.

Subsequently, Atkin et al. investigated interfaces between solids and ILs quite
extensively [6, 109, 136–146]. In 2007, they published the first study [146]
examining the interface between three different ILs, namely ethylammonium nitrate
(EAN), propylammonium nitrate (PAN), and EMIm acetate, and three different
surfaces (mica, silica, and graphite). They measured force–distance curves that
exhibit multiple push-through events at distinct distances from the surface (see
Fig. 7.10). This provides strong indication for the existence of multiple ion layers.
With decreasing distance from the solid surface, the force needed for pushing the tip
through a layer increases. In case of EAN on mica, the separation distance between
push-through events is about 0.5 nm, corresponding to the size of EAN ion pairs.
However, for EAN on silica, a push-through event was observed at a distance of
only 0.25 nm from the surface. This indicates that the innermost layer consists
mainly of EA+ cations, which would also be expected for a negatively charged mica
surface. The absence of such a push-trough event at 0.25 nm for EAN on mica
suggests that the innermost EA+ layer is very strongly bound and cannot be rup-
tured by the tip. This is plausible because of the higher surface charge of mica
compared to silica. On retraction, there is a significant adhesion of the tip.

The force–distance curves measured at the interfaces mica | PAN and
mica | EMIm acetate show one significant difference to the mica | EAN interface.
The steps are not vertical, but slightly tilted (see Fig. 7.10b). This reveals the higher
compressibility of the PAN and EMIm acetate ion layers as compared to EAN.
Additionally, the increased size of the alkyl chain in PAN (with respect to EAN)
leads to a stronger adhesion on the mica substrate and therefore to a higher force
during retraction. In contrast, the adhesion in the case of EMIm acetate is even
smaller than for EAN.
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The force–distance curves obtained for EAN on graphite show characteristics very
different from those obtained on mica and silica. During approach, the curve jumps to
negative forces clearly showing attractive forces between the tip and the substrate.

Fig. 7.10 Schematic AFM
force–distance curves for a,
c non-compressible and
b compressible ion layers on
an atomically smooth
substrate; a, b without
attractive forces and c with
attractive forces between tip
and substrate during approach
and with adhesion during
retraction
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With this extensive work, Atkin et al. demonstrated that measuring force–dis-
tance curves is a powerful tool for investigating the interface between solids and ILs
and for obtaining information about properties of the ionic liquid. However, the
authors mentioned one major drawback of the method. The influence of the tip
chemistry on the measurements is not clear. In the studies, standard Si3N4 tips were
used, which exhibit a low surface charge. However, different tips might yield
different results.

Using the same technique, Atkin et al. showed that temperature has a strong
effect on number, strength, and compressibility of ion layers by influencing their
packing and H-bonding properties [145]. A lower temperature leads to fewer ion
layers that are more weakly bound. Furthermore, the addition of an alcohol moiety
to the alkyl chain of the cation leads to less ion layers that are more compressible.
This effect can be explained by the lower solvophobic attraction and higher
molecular flexibility of the cation with the alcohol moiety. Especially the solvo-
phobic forces seem to be a significant driving force for the formation of ion layers at
the interface.

Expectedly, the chemical structures of cations and anions also have a strong
impact on the ion layers. Delocalization of charges leads to weaker electrostatic
interaction with the surface and therefore to weaker binding of the ion layer
adjacent to the surface. The force needed to rupture this layer decreases [139, 140].
The number of ion layers varies for different anions and cations due to changing
H-bonding capability, solvophobic forces, mobility of moieties, etc. [139, 140,
145]. By carefully selecting the IL to tune attractive and repulsive forces, it is even
possible to detect distinct anion and cation sublayers. This could be shown for the
interface between mica and PA formate (PAF) [145].

In 2009, Bovio et al. used a different approach. They prepared thin IL films
consisting of a few monolayers on solid substrates [147, 148]. The IL thin films
rearrange, forming solid-like structures with multiple layers of ion pairs. However,
it must be noted that for thin films, the interactions with the surrounding atmosphere
are crucial. Since these interactions differ from the interactions with bulk IL, these
studies cannot directly be compared with the studies performed by Atkin et al. One
year later, Yokota et al. [149] performed a similar study using FM-AFM in bulk IL.
Their results were quite similar to those of Bovio et al. They also reported one layer
or multiple layers of ion pairs that are remarkably stable and therefore can be
described as solid-like structures.

Due to the high damping of the cantilever oscillation, atomic resolution of mica
and graphite surfaces could not be achieved by Yokota et al. This problem was
overcome by Ichii et al. [150] using a quartz tuning fork sensor instead of a
conventional cantilever. High-resolution topographic imaging of a mica surface
could be achieved in EMIm acetate. Furthermore, in the same study, FM-AFM was
used for the first time to obtain force–distance curves in an IL. These force–distance
curves show oscillatory behavior with a period corresponding to the size of an ion
pair, thus pointing to the existence of multiple layers, each consisting of ion pairs.

The first studies including force–distance curves at the electrified interface
between an Au(111) surface and an IL, namely [Pyrr1,4]FAP and [EMIm]FAP, and
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therefore probing the electrochemical double layer were published in 2011 by Atkin
et al. [109, 139]. By means of a three-electrode setup, the potential of an Au(111)
surface acting as working electrode could be controlled. The results clearly show
that a Stern model including a diffusive double layer is not suitable for the
description. At the open circuit potential (OCP), the two innermost layers are
thinner than the other layers. Consequently, in both systems, the innermost layer
was interpreted as a cation layer followed by an anion layer.

Applying a moderate negative potential to the Au(111) surface leads to a con-
traction of the innermost cation layer, mostly caused by a change in the orientation
of the cations from a more perpendicular to a more flat configuration. The thickness
of the others layers corresponds to the diameter of the ion pair. Remarkably, at
highly negative potentials, the innermost layer exhibits a thickness corresponding to
the diameter of the anion. Obviously, the innermost cation layer cannot be ruptured
by the tip, since it is too tightly bound. In addition, the number of detected layers
increases.

At positive potentials, the thickness of the innermost layer points out a strong
anion enrichment in the layer. Again, the force needed to rupture this layer
increases with potential. However, as compared to the cations, the anions are less
strongly bound due the delocalization of their negative charge. Apart from the
innermost layer, all detected layers seem to consist of ion pairs.

Mao et al. modified AFM tips by attaching molecules with either neutral, pos-
itively charged, or negatively charged end groups [151]. The aim was to increase
the force sensitivity with respect to Coulombic interaction. The application of this
approach to the interface between Au(111) and 1-octyl-3-methylimidazolium
hexafluorophosphate ([OMIm]PF6) revealed a substructure in the innermost layer of
ion pairs. Sublayers were detected consisting of either imidazolium rings, or octyl
chains, or anions. Below the potential of zero charge (PZC), the surface is nega-
tively charged, and cations are enriched in the innermost sublayer. The charged
imidazolium rings are found adjacent to the solid surface, followed by a sublayer of
octyl chains and a sublayer of anions. At potentials above the PZC, the positively
charged surface attracts the anions, which form the innermost sublayer. The OMIm+

cations arrange with the imidazolium ring adjacent to the anions and the octyl chain
forming the outermost sublayer. For potentials near the PZC, the obtained data
show only two sublayers, and it is not possible to clarify the ion arrangement.
However, the authors assume a checkerboard-like arrangement of cations and
anions, in contrast to XRR results on similar systems [116].

All these studies yielded important information about the vertical structure of ion
layers in ILs, but they do not elucidate the lateral structure of the layers. In 2013,
Atkin et al. for the first time reported data giving insight into the lateral structure of
ion layers by means of AFM [144]. Using soft contact AFM and AM-AFM, they
could image different ion layers at the mica | EAN and at the mica | [EMIm]TFSI
interface, respectively. In both cases, a strong influence of the mica structure on the
innermost ion layer could be observed. The templating effect becomes less and less
important for ion layers further from the substrate surface. However, the study also
revealed differences between the investigated ILs. The innermost EA+ layer showed
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a worm-like structure resulting from the interaction of the cations with the nega-
tively charged sites on the mica substrate, together with aggregation of the cations’
alkyl chains. In the case of the mica | [EMIm]TFSI interface, the image of the
innermost layer reveals discrete ions, since no aggregation of alkyl chains can take
place.

Two years later, AM-AFM measurements were used to reveal the
potential-dependent nanostructure between a graphite surface and [EMIm]TFSI
[152]. It was shown that at the OCP, double rows of anions and cations are present
in the innermost layer. The periodicity of the observed layer structure is much larger
than that of the underlying graphite structure and, in contrast to hexagonal sym-
metry of graphite, exhibits a square symmetry. However, the observed rows are
oriented via alignment with the underlying graphite structure. By increasing the
potential to moderately positive values, an enrichment of anions could be observed,
but cations were still detectable. For higher positive potentials, the images became
featureless suggesting a poorly ordered layer of anions. At slightly negative
potentials, the number of cations in the innermost ion layer increased, but anions
were still detectable. However, the structure was much less ordered. Shifting the
potential to more negative values led to a well-defined superstructure with a further
increasing number of cations. Nevertheless, as long as the images showed features,
anions were detectable as well.

In conclusion, AFM techniques are very powerful tools for investigating inter-
faces between solids and ILs. The vertical structure of ion layers can be elucidated
in a straightforward fashion by means of force–distance curves. Differences
between different ILs and surfaces can easily be examined, and the electrode
potential-dependent features are accessible using a suitable three-electrode
setup. Modifying the tip by attaching molecules with neutral or charged end
groups even allows for selectively increasing the sensitivity for specific ions or
specific parts of a molecule. It is also possible to gain information about the lateral
structure of interfacial layers. AM-AFM was proven to be a suitable technique for
lateral imaging of the innermost ion layer. However, there are still considerable
challenges in this field. In particular, the influence of the tip shape and tip chemistry
on the obtained force–distance curves and lateral images is not yet completely
understood.

7.5 Surface Force Apparatus

7.5.1 Introduction

The surface force apparatus (SFA) is an instrument that measures the forces
between two atomically flat surfaces. It was first introduced by Tabor and Winter in
1969 [153]. This first version of the SFA was capable of measuring forces between
two mica surfaces in air for separations from 5 to 30 nm (uncertainty of the
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separation: 3 Å). The mica substrates were glued to cylindrical glass formers, which
were arranged orthogonally to each other, see Fig. 7.11. The concave surfaces of
the glass cylinders were coated with a silver layer in order to measure the spacing
between the mica substrates by means of multiple beam interferometry (MBI).
The MBI measurement not only gave information about the surface separation, but
also about the geometry of the contact area. One of the cylinders was held by a
cantilever spring, while the other was moved towards it. At a certain point, the first
cylinder jumped towards the other. The distance, at which this jump occurs,
depends on the spring constant and on the attractive forces between the surfaces.

The apparatus was subsequently improved, and new features were added. By
combining multiple types of movement control, the range of accessible distances
was increased to a total range of seven orders of magnitude (from millimeters to
ångstroms) [154]. One of the most important improvements was achieved by
Israelachvili and Adams in 1976 [155]. The new instrument allowed for measuring
forces between surfaces immersed in liquids. This opened the possibility to
investigate interfacial layers and electrochemical double layers in arbitrary
solutions.

In general, the principle of measurement is rather simple [153–156]. In modern
SFAs, the distance between the surfaces is controlled by a combination of
micrometer screws, a spring mechanism, and a piezo tube. A precise measurement
of the distance between the surfaces and of the geometry of the contact area is
performed by MBI. The substrates are attached to the convex side of glass cylinders
(see Fig. 7.11), one of which is mounted on a rigid support, while the other is
mounted on a support attached to a cantilever spring. The concave back sides of the
glass cylinders are coated with a highly reflective layer, such as silver. This layer is
needed for performing the MBI measurement.

The cantilever spring is used to measure the force between the two surfaces
down to the sub-pN regime. The resolution and available range of forces depends
on the spring constant of the used spring. The force can be measured by applying a
voltage to the piezo tube, leading to a known expansion or contraction. The dif-
ference between the expansion/contraction of the piezo tube and the resulting
change of separation of the substrates corresponds to the deflection of the spring
and therefore is a measure for the force.

The measurements performed by an SFA are quite similar to the measurement of
force–distance curves by means of AFM. However, there are a few important

Fig. 7.11 Schematic
illustration of a SFA setup,
consisting of two
orthogonally arranged glass
cylinders. The concave part is
coated with a thin silver film.
The molecularly smooth
substrates are glued onto the
convex surface of the glass
cylinders
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differences. In SFA measurements, the absolute distance between the surfaces is
exactly measured by means of MBI, while in AFM measurements, the exact dis-
tance can only be determined, if strongly bound surface layers are absent.
Furthermore, SFA experiments are usually carried out with two identical surfaces,
while the solid surface and the AFM tip consist usually of different materials. The
application of MBI leads to high demands on the quality of the substrates. Since
light needs to be transmitted through the samples, the investigated system has to
show a certain transparency for light. Because of this requirement, for a long time,
only mica substrates have been practically used [157].

In 2008, Kawai et al. [158] introduced a new possibility for measuring the
distance. Using two-beam interferometry it is possible to measure the displacement
of the lower surface. To this end, a laser beam is split by means of a grating. The
beams are then reflected at a fixed mirror and at the backside of the lower glass
cylinder, respectively. By recombining the reflected beams, the phase shift can be
obtained from the amplitude, and the displacement of the lower surface can be
measured with a resolution of 2 Å [157]. Using this method, the investigated
samples do not need to be transparent. This allows for measuring many different
materials including metals. However, one should be aware of the fact that this
method does not measure the absolute distance between the surfaces, but only
changes in distance. For obtaining force versus absolute distance curves, one needs
a means to measure the absolute distance at the beginning of the measurement.

Britton et al. [159] introduced few-layer graphene as surfaces for SFA mea-
surements. By means of a double-transfer procedure, it is possible to attach the
graphene layer with an epoxy to the glass cylinders. The graphene layer is suffi-
ciently transparent to use the standard MBI method for measuring the distance
between the surfaces. This enables the investigation of interfaces between graphene
and ILs. One major advantage of using graphene surfaces is the high conductivity
of graphene. This allows for measuring force–distance curves under controlled
potential of the surfaces.

Modern SFAs can also move one of the surfaces in horizontal direction and
measure friction forces [154]. This can give additional information about the
influence of interfacial layers on lubrication properties.

7.5.2 SFA Studies of Solid | IL Interfaces

The first study reporting on the interface between mica surfaces and an IL, namely
EAN, was published in 1988 by Horn et al. [160]. They investigated the influence
of water concentration on the interfacial structure. At water concentrations below 50
vol.%, they observed oscillatory force–distance curves. With decreasing water
content, the number of oscillations increased. The periodicity of the oscillations was
found to correspond to the size of an ion pair. The innermost layer was tightly
bound to the surface and could not be squeezed out of the gap between the surfaces.
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After this pioneering work, there were no further reports on SFA investigations
of solid | IL interfaces for a long time. In 2010, multiple SFA studies on solid | IL
interfaces were published. Perkin et al. [161] investigated the behavior of EMIm
ethylsulfate ([EMIm]EtSO4) between two mica surfaces with respect to normal
force profiles and friction properties. This solid | IL interface exhibits oscillations in
the force–distance curve at very low separations. The measured shear force shows a
strong dependence on the separation of the surfaces. At a separation corresponding
to the onset of the outermost oscillation, the shear stress is quite low, while at a
separation that allows for only a single cation layer to be present, the shear stress is
significantly higher.

Ueno et al. [162] reported results for the interface between silica and [BMIm]
TFSI and [BMIm]BF4, respectively, which are in good agreement with the work of
Perkin et al. They also reported oscillatory forces at the interface due to bound ion
layers and could show that [BMIm]TFSI shows more distinct oscillations than
[BMIm]BF4. The oscillations were observable up to separations from the surface of
10 nm for [BMIm]TFSI and 6.9 nm for [BMIm]BF4, respectively. The authors
suggested that this difference is related to the crystal-forming ability of the ILs.
[BMIm]TFSI crystallizes easily, while [BMIm]BF4 is a good glass former.
Consequently, [BMIm]TFSI can more easily form ordered layers at the solid | IL
interface.

Besides conventional force–distance curves, Ueno et al. also performed reso-
nance shear measurements. This method was developed in the same lab by Dushkin
and Kurihara [163] and allows for measuring viscoelastic properties of liquid films
in confined geometries. Using this method, they were able to show that at high
separations of the two surfaces, the viscosity of the confined IL is equal to the bulk
viscosity. However, as soon as the separations are reduced to values, at which
oscillations in force–distance curves are observable, the viscosity increases by up to
three orders of magnitude. Furthermore, by comparing the data with data obtained
for silica surfaces in direct contact (without a liquid film in between), they were able
to show that the silica | [BMIm]BF4 interface shows better lubricity than the
silica | [BMIm]TFSI interface.

A short time later, Bou-Malham et al. illustrated the crucial influence of surface
charges on the mica | IL interface by comparing negatively charged bare mica with
mica covered by an uncharged CH3-terminated self-assembled monolayer [164].
For bare mica substrates, the obtained results were in good agreement with the
results reported earlier, showing a layered structure at the surface and enhanced
viscosity [160–162]. However, the measurements with methyl-terminated mica
surfaces revealed a quite distinct behavior. Neither a layered structure nor an
enhancement of viscosity at the surface was observable.

Perkin et al. [165] demonstrated a significant influence of the amphiphilic nature
of the cation. Instead of cation–anion bilayers as commonly found in most ILs
(thickness of the layer corresponding to the size of an ion pair), the interface
between 1-hexyl-3-methylimidazolium TFSI ([HMIm]TFSI) and mica is charac-
terized by exceptionally thick layers. This observation can be explained by the
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formation of cation bilayers due to the high amphiphilic nature caused by the long
hydrocarbon chain.

In 2013 Gebbie et al. [166] published results that led to controversial discus-
sions. They measured force–distance curves of [BMIm]TFSI between a mica sur-
face and a polycrystalline gold surface under potential control of the gold surface.
They detected long-range interactions up to separations of approximately 35 nm.
From this they concluded that the surface potentials of the mica and the gold
electrode are not completely screened by the adsorbed ion layers, leading to diffuse
double layers which overlap. They postulated a very low effective dissociation of
the IL of 0.003 % for [BMIm]TFSI at room temperature. However, if also for mica
surfaces the surface charge is not completely screened by the adsorbed ion layers,
long-range interactions should also be present for measurements utilizing two mica
surfaces. This was not detected in independent measurements of four different
groups [160–162, 164].

Shortly after this study, similar results were published by Espinosa-Marzal et al.
for different ILs [167, 168]. They also observed long-range interactions extending
to separations of 50 nm. However, the authors noted that there is no direct evidence
for the origin of this interaction. Furthermore, the influence of relative humidity of
the surrounding atmosphere was investigated. Absorption of water has a strong
impact on the structure of layers nearby the surface, but on basis of this work, no
general trends could be derived.

In 2015, Gebbie et al. [169] further investigated the long-range interactions
between two mica substrates. They performed temperature-dependent experiments
with two different ILs consisting of imidazolium cations and TFSI anions. With
increasing temperature, they observed a decreasing length scale of long-range
interaction and interpret this effect as an increasing effective dissociation of the
ionic liquid.

In the same year, Jurado et al. [170] reported an ordered structure of dry [HMIm]
EtSO4 confined between two mica substrates, extending up to approximately 60 nm
separation distance. In contrast to previous observations, these long-range inter-
actions show an oscillatory behavior as well as growth during approach and retract
cycles of the mica substrates. These results demonstrate that repeatedly applied
nanoconfinement can induce an irreversible transition to a solid-like IL structure at
the mica | IL interface.

In summary, the SFA is a powerful instrument for investigating the structure and
properties of ILs in confined geometries. It allows for the easy measurement of the
vertical structure of the solid | IL interface. Apart from forces due to near-surface
layers, also long-range forces are measurable. In addition, friction forces can be
studied.

Even though there are many similarities between SFA methods and certain AFM
methods, SFA also exhibits some important advantages. One of the main advantages
is the absolute measurement of distances between the samples. Furthermore, the
possibility to use two identical surfaces ensures that the measurement is not disturbed
by different surface chemistries. A major drawback is that absolute distance mea-
surements by means of MBI can only be carried out on transparent samples. This is
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the reason why mainly mica was used as substrate for SFA measurements. However,
Britton, Cousens et al. introduced a method based on the usage of graphene sheets as
substrates, allowing for electrochemically controlled measurements without losing
the advantage of absolute distance measurement [159].

7.6 Surface-Enhanced Raman Spectroscopy (SERS)
and Shell-Isolated Nanoparticle-Enhanced Raman
Spectroscopy (SHINERS)

Surface-enhanced Raman spectroscopy makes use of rough metallic surfaces with
plasmonic activity in the visible range, such as Au, Ag, and Cu. A laser beam
excites localized surface plasmons, and plasmons oscillating perpendicular to the
surface create large local electric fields, which lead to enhanced Raman scattering of
molecules being chemisorbed or physisorbed to the surface.

The preparation of rough metallic surfaces is usually done by repeated
oxidation/reduction cycles in an electrochemical cell (electrochemical activation)
[171–175]. During the oxidation cycle, metal cations are dissolved in the elec-
trolyte, and during the reduction cycle, the metal cations are preferentially reduced
at protrusions existing on the surface. This leads automatically to a continuous
roughening of the surface during cycling.

The first in situ SERS study on a metal | IL interface was reported by Santos
et al. [171]. In this study, an Ag surface was activated by 10 oxidation/reduction
cycles in the ionic liquid [BMIm]PF6. Subsequently, Raman spectra were collected
at different electrical potentials of the Ag surface in contact to [BMIm]PF6.
Potential-dependent SERS signals of the BMIm+ cations adsorbed on the surface
were observed and analyzed. The results suggest that the orientation of the adsorbed
BMIm+ cations depends strongly on the electrode potential. When the potential is
larger than the PZC (Ag positively charged), the imidazolium ring is oriented nearly
perpendicular to the surface. This implies the existence of empty space for PF6

−

anions, which are electrostatically bound to the surface. In contrast, at potentials
smaller than the PZC (Ag negatively charged), the imidazolium ring is oriented
almost parallel to the surface.

Similar observations were made by Brandão et al. on a Cu | [BMIm]BF4
interface [172]. They found that the Raman band at 765 cm−1, which is charac-
teristic of the BF4

− anions, does not show any change with the potential of the Cu
electrode. This indicates a minimal chemical interaction of the BF4

− anions with the
Cu surface. At potentials > PZC, a CuO film exists on the surface. In this case, also
the BMIm+ cations show no significant interaction with the surface. At
potentials < PZC, CuO is reduced, and the interaction of the BMIm+ cations with
the surface increases strongly. This manifests in a strong enhancement of the
BMIm+ vibrational modes together with shifts in the wavenumber of the Raman
bands.
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Yuan et al. [173] compared the SERS spectra of the two interfaces Cu | [BMIm]
BF4 and Cu | [BMIm]Br and found that the reorientation behavior of the BMIm+

cations is similar at both interfaces. The imidazolium ring is nearly perpendicular to
the surface at positive potentials, while there is a tilt and flat configuration of the
ring at negative potentials. The onset potential for this change in orientation
depends on the anion.

Liu et al. [176] studied the interfaces between Ag and different
imidazolium-based ionic liquids R-methyl-imidazolium BF4 with R = CnH2n+1 and
n = 2, 4, 6, 8, and 10. Their SERS results indicate that an increasing length of the
alkyl chain R leads to a weaker interaction of the imidazolium cations with the
silver surface, resulting in more negative values of the PZC.

An interesting approach for estimating the length scale of the electric potential
drop at a metal | IL interface was published by Zhang et al. [175]. They prepared an
Au | [BMIm]BF4 interface and added dilute molecules with nitrile groups to the
ionic liquid. These molecules were adsorbed at the Au surface with the nitrile group
(CN group) pointing away from the surface. Then, potential-dependent SERS
spectra were taken, and the vibrational Stark shift of the CN stretching frequency as
a function of the potential were analyzed. The Stark shift is a measure for the local
electric field at the CN group. For short nitrile molecules, significant Stark shifts
were observed, while for the longest molecule 6-aminohexanenitrile (6-AHN) with
a length of 6.6 Å, a Stark shift was absent. This suggests that the electric potential
drops over 5–6 Å, i.e., mainly across the innermost ion layer.

In summary, SERS spectra of metal | IL interfaces point to a chemisorption of
imidazolium-based cations on the metal surface, while the chemical interaction of
typical anions, such as BF4

−, with the metal surface is weak. The binding of the
anions seems to be mainly of electrostatic nature. The change in the orientation of
the imidazolium cations with the electric potential exerts a significant influence on
the SERS spectra, since the surface enhancement depends strongly on the orien-
tation of the imidazolium vibrational modes relative to the exited surface plasmons.
The length scale of the electric potential drop at the interface can be estimated from
the vibrational Stark shift of suitable probe molecules.

A limitation of the SERS method is that it cannot be applied to flat metal
surfaces, such as single-crystalline surfaces. In the case of flat surfaces,
shell-isolated nanoparticle-enhanced Raman spectroscopy (SHINERS) can be used
as an alternative method [174]. SHINERS is based on an electromagnetic field
enhancement created by Au nanoparticles with a thin silica shell, which are placed
on the flat metal surface. Up to now, only a single SHINERS study on metal | IL
interfaces has been published [177]. In this study, an Au(111) surface in contact to
the ionic liquid [BMIm]PF6 was probed. At potentials > PZC, the obtained
SHINERS spectra are very similar to the bulk spectra of the ionic liquids, sug-
gesting weak interactions of the PF6

− anions with the Au surface. In contrast, a
potential dependence of the SHINERS spectra is observed at potentials < PZC. An
analysis of potential-dependent band shifts and band intensities together with DFT
calculations suggests that the BMIm+ cation interacts with the Au surface through
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the HC4C5H side of the imidazolium ring. The ring orientation changes from
flat-lying, to gradual up-leading and to finally vertical-standing with decreasing
potential.

7.7 Sum-Frequency Generation (SFG) Vibrational
Spectroscopy

Sum-frequency generation (SFG) vibrational spectroscopy is a second-order non-
linear spectroscopy that is only sensitive to molecules in media that lack inversion
symmetry. Thus, in the case of a metal | IL interface, molecules in the bulk phase of
the IL do not contribute to the SFG signal. Experimentally, SFG vibrational
spectroscopy uses the overlap of two laser beams, one laser with a visible light
frequency and one laser with a tuneable IR frequency. A third beam with a fre-
quency equal to the sum of the two incident beams (SFG signal) is generated, if the
IR frequency matches the vibrational frequency of interfacial molecules. Using
different polarization combinations of incident and generated laser beams, the
orientation of molecules with respect to the surface normal can be deduced.

The first in situ SFG study on a metal | IL interface was carried out by Rivera
et al. [178]. They considered polycrystalline Pt electrodes in contact to the ionic
liquids [BMIm]PF6 and [BMIm]BF4, respectively, and obtained detailed informa-
tion about the potential-dependent orientation of the imidazolium ring. The orien-
tation changes from about 35° from the surface normal at positive surface charges
(ring more perpendicular to the surface so that anions can adsorb) to about 60° at
negative surface charges (ring more parallel to the surface) (see Fig. 7.12).

Shortly thereafter, Baldelli used the SFG method to measure the vibrational
Stark shift of CO molecules adsorbed at a Pt | [BMIm]BF4 interface [180]. The
Stark shift together with interfacial capacitance values suggest that the length scale
of the electric potential drop over the interfaces is in the range of 0.3–0.5 nm. Based
on this result, the interfacial double layer was interpreted as a Helmholtz-type layer.

Subsequently, the SFG method was applied to various other metal | IL interfaces
and to a three-layer graphene | IL interface [179, 181–183]. Detailed information
was obtained on the potential-dependent orientation of the ions in the innermost

Fig. 7.12 Schematic illustration of the alignment of a BMIm+ cation on a metal electrode surface
at negative (a) and positive (b) electrode potentials (adapted from [179])
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layer. Overall, the SFG results provided no evidence for a multilayer arrangement
of the ions, so that it was suggested that the electrode charge compensating ions are
arranged in a single ion layer (Helmholtz-type layer).

Here, it is important to note that this interpretation of the SFG results is at
variance with the results of various AFM studies [6, 136–146] and molecular
dynamics computer simulation studies [93–95, 108, 184–186]. Based on the results
of these studies, there seems to be a general consensus about the existence of a
multilayer structure at the metal | IL interface. The multilayer structure leads to
charge density oscillations over the length scale of 4–5 ion layers. Since the
oscillation amplitude decreases with increasing distance from the electrode, a major
part of the electric potential drop takes place between the electrode and the
innermost ion layer [93, 94]. Consequently, a length scale of the potential drop in
the range of 0.5 nm and the existence of a multilayer structure extending over
several nm are by no means contradictory features of the metal | IL interface.
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Chapter 8
Dielectric Properties of Ionic Liquids
at Metal Interfaces: Electrode
Polarization, Characteristic
Frequencies, Scaling Laws

A. Serghei, M. Samet, G. Boiteux and A. Kallel

Abstract The electrical and dielectric properties of ionic liquids measured by
broadband dielectric spectroscopy are analyzed in detail, in order to determine the
characteristic frequencies governing the spectral dependence of electrode polar-
ization effects. A universal behavior is revealed: plotting the characteristic fre-
quencies as a function of the DC-conductivity for a large variety of ionic liquids,
single collapsing curves are obtained. This is due to the fact that the charge carriers
present in ionic liquids have comparable molecular dimensions. Furthermore, an
analytical approach is developed in order to determine, using the dielectric signa-
ture of electrode polarization effects, the dielectric properties of ionic liquids at
metal interfaces. A new relaxation process taking place in the nanometric inter-
phases formed at the contact with the measurement electrodes is reported. It is
assigned to an exchange process between the interphase and the bulk.

8.1 Introduction

Due to their unique combination of properties, ionic liquids [1–16] represent an
important class of materials with numerous applications in a large variety of
technological domains. They have a high thermal stability, a negligible vapor
pressure, a high electrical conductivity, good solvent properties, a high electro-
chemical window, a high heat capacity, nonflammability properties, etc. Ionic
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liquids are thus used in applicative domains as various as electrolytes (for super-
capacitors, fuel cells, sensors, and batteries), separation techniques (for extraction,
extractive distillation, gas separation), lubricants and additives, solvents (in bio-
catalysis, organic reactions, polymerization, nanoparticles), heat storage (as thermal
fluids), etc. One of the most important functionality of ionic liquids is related to
their high value of ionic conductivity. However, due to the fact that the charge
carriers are ions, a fundamental difference arises as compared to materials showing
an electronic conductivity. Due to blocking effects of ions at the interfaces with the
metal electrodes used for the measurements, the phenomenon of electrode polar-
ization [17–36] appears in the low frequency range of the dielectric spectra and
leads to a large decrease in the conductive properties of the ionic liquids. The
conductivity of ionic liquids can be thus used only in a limited frequency range, in a
spectral region not affected by the phenomenon of electrode polarization. The
characteristic frequencies of this phenomenon are tightly related to the charge
transport properties of ionic liquid in the interfacial layers formed at the contact
with the metal electrodes used for the measurements [35]. Understanding the
electric and dielectric properties of ionic liquids at metal interfaces represents thus a
topic of fundamental importance. The current chapter aims to contribute to this
subject, by analyzing in detail the characteristic frequencies and the scaling laws of
the electrode polarization effects and, furthermore, by demonstrating how this
phenomenon can be used to determine the complex dielectric function of ionic
liquids at metal interfaces.

8.2 Materials and Methods

8.2.1 Materials

Several ionic liquids (purchased from Iolitec) were investigated in the current work:
1-hexyl-3-methylimidazolium chloride (HMIM Cl), 1-Hexyl-3-methylimidazoluim-
tetrafluoroborate (HMIM BF4), 1-butyl-3-methylimidazoluim-hexafluophosphote
(BMIM PF6), methyl trioctylammonium bis(trifluoromethylsulfonyl)imide (N1888
Tf2N), N Tributhyl N Methyl ammonium bis(triflouromethylsulfonyl)imide (N4441
NTf2), 1-butyl-3-methylimidazolium-bis(trifluoromethane)sulfonamide (BMIM
TFSI), 1-buty-3-methylimidazoluim-tetrafluoroborate (BMIM BF4), 1-Ethyl-3-
methylimidazolium thiocyanate (EMIM TCN), and 1-Butyl-1-methylpyrrolidinium
bis(trifluoromethylsulfonyl)imide (BMPy TFSI). Polymer/ionic liquid blends pre-
pared by solvent casting were examined as well. A polymeric material, polyviny-
lacetate (PVAc, Mw = 100.000 g/mol, from Sigma Aldrich), doped with 20 % of
BMIM BF4 (by volume), was used to prepare a polymeric material with a high value
of ionic conductivity.
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8.2.2 Methods

The dielectric measurements were carried out using a high resolution alpha analyzer
(Novocontrol GmbH), assisted by a Quatro temperature controller. The samples
were measured in a parallel plate geometry with a separation distance of 200 µm
using Platinum electrodes and Teflon spacers. The applied voltage was 0.1 V.
Before starting the measurements, the samples were annealed for several hours at
160 °C under flow of pure nitrogen, in the cryostat of the dielectric spectrometer.
After that, the dielectric measurements were performed as a function of frequency
(typically in the range between 10 MHz and 0.1 Hz) at constant temperatures. The
temperature was controlled by heating the sample by a jet of pure nitrogen, which
leads to stabilization conditions better than 0.1 °C.

8.3 Dielectric Properties of Ionic Liquids: Characteristic
Frequencies and Universal Scaling Laws

The typical electrical and dielectric properties of ionic liquids are presented in
Fig. 8.1, showing the spectral dependence of the complex permittivity e*(x) = eʹ
(x) − ie″(x) and of the complex conductivity r*(x) = rʹ(x) – ir″(x) of HMIM Cl
measured at different temperatures. The experimental features observed in spectra
of e*(x) and r*(x) are caused by the phenomenon of electrode polarization.

These spectral features reflect a balance of impedances between the contribution
of the charge transport in the bulk and the dielectric properties of the interfacial
layers formed at the contact with the metal electrodes used to carry out the dielectric
measurements. With increasing temperature, the characteristic spectral dispersions
related to the phenomenon of electrode polarization are shifted to higher
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frequencies. Normalizing the experimental data presented in Fig. 8.1 leads—in a
broad frequency and temperature range—to single collapsing curves in the spectral
dependence of e*(x) and r*(x) (Fig. 8.2).

The collapsing curves obtained upon normalization indicate the existence of
scaling laws governing the global dielectric response of ionic liquids. In order to
derive these scaling laws, five characteristic frequencies can be defined (Fig. 8.3):

• fE = 1/(2psE), the hopping rate of the charge carriers [36] (where sE represents
the hopping time), corresponding to the transition between the diffusive and the
subdiffusion regime observed at high frequencies in the spectral dependence of
rʹ(x) (Fig. 8.2).

• fon, the “onset” of electrode polarization effects, is the frequency position where
the net permittivity e0net starts to show an increase with decreasing frequency.
This onset corresponds to a minimum in r00net and to a maximum in the second
derivative of e0net.

• fmax, the “full development” of electrode polarization effects, is the frequency
position where the enhanced values of e0net start to show a “saturation” plateau.
This frequency corresponds to a maximum in r00net and to a minimum in the
second derivative of e0net.

• fMWS, the frequency position where a peak in the dielectric loss e00net is observed.
• fi, the frequency position where the increase in e0net shows an inflection point and

where, by definition, the second derivative
@2 log e0netð Þ
@ log fð Þ2 ¼ 0:

The scaling laws can be derived by analyzing the dependence of these charac-
teristic frequencies on the DC-conductivity value rDC of the ionic liquid in the bulk.
On a double-logarithmic plot, a linear dependence with a slope of 1.0 is observed
between fon, fmax, fMWS, fi and the values of rDC (Fig. 8.4). This obviously implies:
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fon � fmax � fMWS � fi � rDC; ð8:1Þ

which represents a first scaling law governing the global dielectric response of ionic
liquids. A similar scaling law has been reported for other types of electrical polar-
ization, as for instance the Maxwell–Wagner–Sillars interfacial polarization [36].

In addition to scaling laws relating the characteristic frequencies to different
physical parameters, such as rDC, scaling laws expressing the interrelation between
the characteristic frequencies can be derived as well. An example is given in
Fig. 8.5, where the interrelation between fi, fon, fmax and fMWS is examined.

A linear dependence is observed between fi
2 and the product (fon

. fmax) (Fig. 8.5a)
and between fMWS and fi (Fig. 8.5c). A quantitative analysis of the experimental
results (Fig. 8.5b, d) gives

f 2i ffi fonfmax ð8:2Þ

and

fMWS ffi fmax ð8:3Þ
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These two equations represent two other scaling laws expressing the interrelation
between the characteristic frequencies of electrode polarization effects. One notes
that fMWS is nearly identical to fmax, meaning that the position of the peak measured
in e″ appears at the same frequency as the full development of the electrode
polarization effects. As shown by a recent study [36], this interrelation appears to be
fundamentally different for Maxwell–Wagner–Sillars interfacial polarization
effects, where fMWS = fi is reported [36]. Analyzing the interrelation between the
characteristic frequencies opens thus the perspective of defining discrimination
criteria between different types of electrical polarization, which can be of significant
importance in disseminating the nature of different contributions appearing in the
dielectric spectra of complex materials.

A universal behavior is revealed by plotting the characteristic frequencies fon,
fmax and fE in dependence on rDC (Fig. 8.6). For a variety of ionic liquids of
different chemical nature, identical values for the characteristic frequencies are
found. The origin of this universal behavior has been explained in ref. [37]. It is
essentially related to the fact that the charge carriers present in ionic liquids and,
more generally, in electrolytes, have comparable molecular dimensions. This leads
to negligible variations in the thickness of the interfacial layers, typically in the rage
of 1 nm, as compared to the huge changes in the characteristic frequencies pro-
duced by temperature variations. The universal behavior revealed in Fig. 8.6 has far
reaching consequences: knowing the value of the rDC of an ionic liquid leads
immediately to a precise absolute determination of its characteristic frequencies,
which means that the whole spectral dependence of its electrical and dielectric
properties can be readily reconstructed using only the value of rDC. The scaling law
presented in Eq. (8.1) can be thus reformulated as follows:

fon � fmax � fMWS � fi � fE � rDC; ð8:4Þ

This relation can be furthermore corroborated with the experimental observation
that, at a given value of L, identical values for the characteristic frequencies are
measured at a fixed value of rDC.
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Summarizing, the scaling laws governing the global electrical and dielectric
responses of ionic liquids have been experimentally derived and it has been shown
that they exhibit a universal behavior.

8.4 Electrode Polarization and Ionic Charge Transport
at Metal Interfaces: Theoretical Model

The scaling laws of electrode polarization effects can been explained by a theoretical
model [35] that takes into consideration the changes in the conductivity function of
ionic liquids in the interfacial layers formed at the contact with the metal electrodes
used to carry out the dielectric measurements. It has been shown [35] that the
hopping rate of the charge carriers exhibit a pronounced decrease in the vicinity of
the metal interfaces (fE(interface) � fE(bulk)), which leads to a decrease by several
orders of magnitude in the conductivity values (rDC(interface) � rDC(bulk)). The
global dielectric response can be thus expressed as a function of two parameters, the
complex permittivity (or complex conductivity) of the bulk e�bulk (respectively r�bulk)
and the complex permittivity (or complex conductivity) of the interfacial layers e�int
(respectively r�int):

e�net ¼
Le�bulke

�
int

dinte�bulk þðL� dinte�intÞ
ð8:5Þ

with r�bulk ¼ ixe�bulk; r
�
int ¼ ixe�int and r�net ¼ ixe�net, where L represents the sample

thickness and dint the total thickness of the interfacial layers (for simplicity, we
consider dint = 2di, di being the thickness of the interfacial layer formed at the
contact with the metal electrodes). For materials exhibiting an ionic conductivity,
Dyre-functions [38–40] can be used to simulate the global electrical properties:

r�DyreðxÞ ¼ rDC
ixsE

lnð1þ ixsEÞ
� �

ð8:6Þ

where sE = 1/(2pfE) represents the hoping time of the charge carriers and x the
radial frequency.

Thus

e�ðxÞ ¼ e1 þ r�Dyre
ie0x

ð8:7Þ

with e1 being the permittivity value in the high frequency limit.
The results of this model are presented in Fig. 8.7, showing the measured

dielectric spectra for the ionic liquid HMIM Cl and the global dielectric response
calculated using the complex permittivity functions of the bulk e�bulk and of the
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interfacial layers e�int. An excellent agreement between experimental results and
calculations is found.

8.4.1 Analytical Calculations

8.4.1.1 The Onset and the Full Development of Electrical
Polarization Effects

The global dielectric response of ionic liquids can be analyzed using formula (8.5).
Separating the real and the imaginary part leads to

e0int ¼
e0inte

0
bulk � e00inte

00
bulk

� � ð1� xÞe0int þ xe0bulk
� �þ e00inte

0
bulk þ e0inte

00
bulk

� � ð1� xÞe00int þ xe00bulk
� �� �

ð1� xÞe0int þ xe0bulk
� �2 þ ð1� xÞe00int þ xe00bulk

� �2
ð8:8Þ

e00int ¼
e00inte

0
bulk þ e0inte

00
bulk

� � ð1� xÞe0int þ xe0bulk
� �� e0inte

0
bulk � e0inte

00
bulk

� � ð1� xÞe00int þ xe00bulk
� �� �

ð1� xÞe0int þ xe0bulk
� �2 þ ð1� xÞe00int þ xe00bulk

� �2
ð8:9Þ

with x = dint/L.

(a)

(c) (d)

(b)

Fig. 8.7 Measured and calculated complex permittivity and complex conductivity for HMIM Cl
at 298 K
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By definition, the onset and the full development of electrode polarization effects
correspond to a minimum and a maximum in the spectral dependence of r″ =
e0eʹ, respectively. Analytical expressions for fon and fmax can be thus derived by
solving the equation:

@ðlogðr00ÞÞ
@ðlogðf ÞÞ ¼ 0 ð8:10Þ

The first derivative of r″ gives

dr00

df
¼ Af 4 þBf 2 þC

D
ð8:11Þ

with

A ¼ 2pe0ð Þ4e0inte0bulk ð1� xÞe0int þ xe0bulk
� �3

B ¼ 2pe0ð Þ2 ð1� xÞe0int þ xe0bulk
� � 3e0inte

0
bulk ð1� xÞrint þ xrbulk½ �2 þ rintrbulk ð1� xÞe0int þ xe0bulk

� �2�
rinte

0
bulk þ rbulke

0
int

� � ð1� xÞrint þ xrbulk½ � ð1� xÞe0int þ xe0bulk
� �

 !

C ¼ ð1� xÞrint þ xrbulk½ �2 rinte
0
bulk þ rbulke

0
int

� � ð1� xÞrint þ xrbulk½ � � rintrbulk ð1� xÞe0int þ xe0bulk
� �� �

D ¼ ð1� xÞrint þ xrbulk½ �2þ 2pe0ð Þ2 ð1� xÞe0int þ xe0bulk
� �2

f 2
.

2pe0ð Þ

Hence

dr00

df
¼ 0 ) f 2 ¼ 		

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p
� B

2A

which leads to

f 2on ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p
� B

2A
ð8:12Þ

and

f 2max ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p
þB

2A
ð8:13Þ

In the situation when rint � rbulk, one can simplify the calculations by con-
sidering rint ≅ 0 and rbulk = rDC which leads to

f 2on ¼
xr2DC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2xe0bulk � ð1� xÞe0int
� �2�4xe0bulk ð1� xÞe0int þ xe0bulk

� �q
� 2xe0bulk � ð1� xÞe0int
� �	 


2 2pe0ð Þ2e0bulk ð1� xÞe0int þ xe0bulk
� �2

ð8:14Þ
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and

f 2max ¼
xr2DC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2xe0bulk � 1� xð Þe0int
� �2�4xe0bulk 1� xð Þe0int þ xe0bulk

� �q
þ 2xe0bulk � 1� xð Þe0int
� �	 


2 2pe0ð Þ2e0bulk 1� xð Þe0int þ xe0bulk
� �2

ð8:15Þ

In is immediately obvious that fon * fmax * rDC, which is in perfect agreement
to the scaling laws revealed by the dielectric measurements.

8.4.1.2 The Inflection Point Fi

The frequency position fi of the inflection point observed in the increase of eʹ caused
by electrical polarization phenomena can be determined by solving the equation:

@2 log e0ð Þ
@ log fð Þ2 ¼ 0 ð8:16Þ

with eʹ being given by formula (8.8).
This leads to

4e0inte
0
bulk 2pe0ð Þ2 1� xð Þe0int þ xe0bulk

� �
1� xð Þr2inte0bulk þ xe0intr

2
bulk

� �
f 2i

2pe0ð Þ2f 2i e0inte0bulk 1� xð Þe0int þ xe0bulk
� �þ 1� xð Þr2inte0bulk þ xr2bulke

0
int

� �� �2
� 4 2pe0ð Þ2 1� xð Þe0int þ xe0bulk

� �2
1� xð Þrint þ xrbulk½ �2f 2i

2pe0ð Þ2f 2i 1� xð Þe0int þ xe0bulk
� �2 þ 1� xð Þrint þ xrbulk½ �2

� �2 ¼ 0

and results in

ð1� xÞr2inte0bulk þ xe0intr
2
bulk

� � ð1� xÞrint þ xrbulk½ �2�f 4i 2pe0ð Þ4 ð1� xÞe0int þ xe0bulk
� �3

e0inte
0
bulk ¼ 0

This gives the frequency position fi of the inflection point observed in the
increase of eʹ:

f 4i ¼ ð1� xÞr2inte0bulk þ xe0intr
2
bulk

� � ð1� xÞrint þ xrbulk½ �2
2pe0ð Þ4 ð1� xÞe0int þ xe0bulk

� �3
e0inte

0
bulk

ð8:17Þ

By considering rint = 0 and rbulk = rDC, one gets
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f 4i ¼ r4DCx
3

2pe0ð Þ4 ð1� xÞe0int þ xe0bulk
� �3

e0bulk
ð8:18Þ

which gives fi * rDC, in full agreement with the scaling laws revealed in relation
(8.1).

Combining Eq. (8.12) and (8.13) one gets

f 2onf
2
max ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p
� B

2A

 ! ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 � 4AC

p
þB

2A

 !
¼ B2 � 4ACð Þ � B2

4A2 ¼ �C
A

)

f 2onf
2
max ¼

ð1� xÞrint þ xrbulk½ �2 rintrbulk ð1� xÞe0int þ xe0bulk
� �� rinte0bulk þ rbulke0int

� � ð1� xÞrint þ xrbulk½ �� �
2pe0ð Þ4e0inte0bulk ð1� xÞe0int þ xe0bulk

� �3
f 2onf

2
max ¼

ð1� xÞr2inte0bulk þ xe0intr
2
bulk

� � ð1� xÞrint þ xrbulk½ �2
2pe0ð Þ4 ð1� xÞe0int þ xe0bulk

� �3
e0inte

0
bulk

which gives fi
2 = fon 
 fmax, in full agreement with the scaling law revealed by

Eq. (8.2).

8.4.1.3 Electrode Polarization: The Asymptotic Behavior for x ! 0

The scaling laws derived for the general case of a sample consisting of two con-
tributions of different conductivities can be simplified by setting x ! 0, in order to
express the particular case of electrode polarization effects, where dint = 2di �
dbulk. It results:

fon ¼ rDC
ffiffiffi
x

p

2pe0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0inte

0
bulk

p ð8:19Þ

fmax ¼ xrDC
2pe0e0int

ð8:20Þ

fi ¼ rDC
2pe0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x3

e3intebulk

s
ð8:21Þ

Quite evidently, Eqs. (8.19), (8.20), and (8.21) give directly fi
2 = fonfmax, in full

agreement with the dielectric measurements.
Combining Eq. (8.19) and (8.20) gives

rDC ¼ 2pe0ebulk
f2on
fmax

ð8:22Þ
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This formula allows one to calculate the conductivity value rDC using only
parameters determined from the capacitive response of the sample (ebulk, fon, fmax).
Its validity has been proven based on measurements on ionic liquids using metallic
electrodes of different nature [35]. In Fig. 8.8, it is shown that formula (8.22) is
valid not only for ionic liquids but also for blends of polymers/ionic liquids.

The characteristic frequency fMWS, giving the spectral position of the peak
observed in e″, can be calculated analytically by solving the equation:

@ðlog e00Þ
@ðlog f Þ ¼ 0 ð8:23Þ

with e″ = e″ (f) being given by the formula (8.9).
This lead to

f 2MWS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3bc� adð Þ2�4abcd

q
� 3bc� adð Þ

2ac
ð8:24Þ

with

a ¼ rinte
0
bulk þ rbulke

0
int

� �
1� xð Þe0int þ xe0bulk

� �� e0inte
0
bulk 1� xð Þrint þ xrbulk½ �� �

2pe0ð Þ
b ¼ rintrbulk 1� xð Þrint þ x rbulk½ �½ �

.
2pe0ð Þ3

c ¼ ð1� xÞe0int þ x e0bulk
� �2

d ¼ ð1� xÞrint þ xrbulk½ �2
.

2pe0ð Þ2
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Fig. 8.8 Measured and
calculated DC-conductivity
values for HMIM BF4,
BMIM TFSI, BMIM BF4 and
a blend of PVAc with 20 %
BMIM TFSI
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By considering rint = 0 and rbulk = rDC one gets

fMWS ¼ xrDC
2pe0 ð1� xÞe0int þ xe0bulk

� � ð8:25Þ

which gives fMWS * rDC, identical to the scaling laws derived by dielectric
measurements. In a recent study [36], it has been shown that this formula can be
used to determine, from the frequency position of the Maxwell–Wagner–Sillars
peak, either the volume fraction (when the conductivity is known) or the value of
the conductivity rDC (when the volume fraction is known).

Imposing the limit x ! 0 on Eq. (8.25), leads to

fMWS ¼ xrDC
2pe0e0int

ð8:26Þ

which is identical to formula (8.20) giving an analytical expression for fmax. Thus,
fMWS = fmax in the limit of limit x ! 0, which is in full agreement with the
experimental results obtained for electrode polarization effects.

8.4.1.4 Gradients of Local Dielectric Properties

Numerical simulations can be carried out to take into consideration transition regions
where the local electrical properties of ionic liquids vary from the interface to the bulk
(Fig. 8.9). In this situation, the global dielectric response of ionic liquids is treated as a
three-phase problem, with three distinct contributions arising from the bulk, from the
interface and from the transition region. Instead of Eq. 8.5, one has to use

L=2
e�net

¼ di
e�int

þ
ZL=2
di

dx
e�gradientðxÞ

ð8:27Þ

with

e�gradientðx; xÞ ¼ e0gradientðx; xÞ�ie00gradientðx; xÞ:

Gradients of properties of different forms (linear, exponential) can be taken into
account. The results are presented in Fig. 8.9, where the global response of ionic
liquids is calculated and compared between the case of a two-phase model
(bulk + interphase) and the case of a three-phase model (bulk + gradient + inter-
phase). The results of the numerical calculations indicate a negligible impact of
local gradients on the global response. In conclusion, the global response of elec-
trode polarization effects and the corresponding scaling laws can be fully analyzed
and understood in terms of a model considering the contributions of the bulk and of
the interfaces.
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8.5 The Complex Dielectric Function of Ionic Liquids
in the Interfacial Layers at Metal Electrodes

A first estimation for the range of the thickness of the interfacial layers can be done
using simple considerations.

In the low frequency limit (f ! 0), C0
meas ffi C0

int so that

dint ffi e0int
e0meas

L ð8:28Þ

But e00int\e00bulk ! e0int\e0bulk (because of the Kramers–Kronig relation), and thus
1\e0int\e0bulk:
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Fig. 8.9 Calculated complex permittivity and complex conductivity for electrode polarization
effects of ionic liquids. Three situations are considered: (i) the global response is given by the bulk
contribution and the contribution of the interfacial layers, without any gradients of properties;
(ii) in addition to the contribution of the bulk and of the interfacial layers, exponential gradients in
the local properties are considered; (iii) linear gradients in the local properties are considered
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It results immediately

L
e0meas

\di ffi e0int
e0meas

L\
e0bulk
e0meas

L ð8:29Þ

which gives an interval for dint, the thickness of interfacial layer. Applying this
formula to the data presented in Fig. 8.1, leads to 0.34 nm < dint < 3.2 nm.
Knowing the value of dint, the dielectric properties of interfacial layers can be
calculated by inversing Eq. (8.5). This leads to an expression relating e�int to the
measurable parameters e�meas and e�bulk:

e�int ¼
e�mease

�
bulk

L
2di

e�bulk þ 1� L
2di

� �
e�meas

ð8:30Þ

By separating the real and the imaginary part, one gets:

e0int ¼
ð1� yÞe0bulk e02meas þ e002meas

� �þ ye0meas e02bulk þ e002bulk
� �

ð1� yÞe0meas þ ye0bulk
� �2 þ ð1� yÞe00meas þ ye00bulk

� �2 ð8:31Þ

and

e00int ¼
ð1� yÞe00bulk e02meas þ e002meas

� �þ ye00meas e02bulk þ e002bulk
� �

ð1� yÞe0meas þ ye0bulk
� �2 þ ð1� yÞe00meas þ ye00bulk

� �2 ð8:32Þ

with: y ¼ L
2di

A rigorous determination of the dielectric properties of the interfacial layers,
however, implies a mathematical approach to calculate dint. This can be done using
the Kramers–Kronig relations applied to the dielectric function of the interfacial
layers e�int. In the most general situation, we consider the case when the dielectric
properties in the interfacial layers e�int can be mathematically described by a function
which vary with the distance x from the electrode, i.e., e�int ¼ e�intðx; xÞ. This
approach includes the both situations when the global dielectric response is ana-
lyzed in terms of two contributions (bulk + interfacial layers) as well as in terms of
three contributions (bulk + interfacial layers + gradients of local properties at the
interface).

One gets

e0intðx; xÞ ¼ e1 þ 2
p

Z1
0

xe00intðx; xÞ
x2�x2

0
dx ð8:33Þ

For the sake of simplicity, we consider the case when the variables x and x are
separable, meaning that the dielectric function e�intðx; xÞ can be written in the form
of e�intðx; xÞ ¼ XðxÞYðxÞ. Imposing the condition of recovering the bulk behavior
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in the limit of x ! ∞, the dielectric function at the interface can be written as
e�intðx; xÞ ¼ XðxÞe�bulkðxÞ; with X(x) approaching the value of 1 in the asymptotic
limit of x ! ∞.

Using the Kramers–Kronig relation applied for bulk,

e0bulkðxÞ ¼ e1 þ 2
p

Z1
0

xe00bulkðxÞ
x2 � x2

0
dx ð8:34Þ

and the Kramers–Kronig relation applied for the dielectric function of the interfacial
layers (rel. 8.30), one can derive

e0intðx; xÞ ¼ e1 þ 2
p

Z1
0

xe00intðx; xÞ
x2 � x2

0
dx ¼ e1 þ 2

p

Z1
0

xe00bulkðxÞXðxÞ
x2 � x2

0
dx

¼ e1 þXðxÞ 2
p

Z1
0

xe00bulkðxÞ
x2 � x2

0
dx

0
@

1
A ¼ e1 þXðxÞ e0bulkðxÞ � e1

� �

This leads to an equation relating the dielectric function of the bulk to the
dielectric function of the interface:

e00int
e00bulk

¼ e0int � e1
e0bulk � e1

ð8:35Þ

With this relation, a system of 3 equations (Eqs. 8.31, 8.32, and 8.35) with three
unknown parameters (dint, e0int and e

00
int) can be defined in order to derive the complex

dielectric function in the interfacial layers.
Analytical calculations lead to

2di ¼ e1e00bulkðAþB� 2aÞL
Bd� e1 e00bulkð2a� AÞ � Be00meas

� � ð8:36Þ

with

A ¼ e02meas þ e002meas

B ¼ e02bulk þ e002bulk
d ¼ e0mease

00
bulk � e002mease

0
bulk

a ¼ e0mease
0
bulk þ e00bulke

00
meas

This equation can be used to directly calculate the thickness of the interfacial
layer dint using measurable parameters. The measurable parameters are the sample
thickness L; e�meas; e

00
meas; e

0
bulk and e

00
bulk. The spectral dependence of e0bulk and e

00
bulk is

well described by a model of charge transport in disordered systems developed by
Dyre [38–40]. Results obtained for several ionic liquids are shown in Fig. 8.10.
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As expected, values in the order of 1 nm are obtained for the thickness of the
interfacial layers. With this approach to calculate di, the complex dielectric per-
mittivity of the interfacial layers can be directly determined using Eq. 8.30. Typical
results are shown in Fig. 8.11, for the ionic liquid 1-butyl-3-methylimidazoluim-
hexafluophosphate.

The dielectric losses in the interfacial layers are much smaller than the dielectric
losses in the bulk, in accordance with a recent theoretical model of electrode
polarization [35]. A detailed analysis is showing a relaxation peak in the dielectric
loss of the interfaces (Fig. 8.12). The peak shifts to higher frequencies with
increasing the temperature and it has been attributed to an ion exchange process
between the interfacial layers and the bulk [41]. Plotting its frequency position as a
function of inverse temperature, a Vogel–Fulcher–Tammann temperature depen-
dence is observed. This indicates a strong correlation between the ion exchange
process and the length-scale of cooperative fluctuations .
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Fig. 8.10 The thickness of the interfacial layers calculated for different ionic liquids, as indicated
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Fig. 8.11 The complex permittivity of the interfacial layers of BMIM PF6, formed at the contact
with the electrodes used to carry out the dielectric measurements
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8.6 Conclusions

The dielectric properties of ionic liquids, as measured by broadband dielectric
spectroscopy, have been systematically investigated as a function of frequency and
temperature. The characteristic frequencies of electrode polarization effects and
their corresponding scaling laws have been determined by analyzing the experi-
mental results and have been analytically validated by calculations. We have shown
that electrode polarization effects can be used to directly determine the complex
dielectric function of ionic liquids at the interface with a metal electrode.
A relaxation peak appearing in the dielectric loss of the interfacial layers have been
observed. The relaxation peak shows a Vogel–Fulcher–Tammann temperature
dependence and it is attributed to an ions exchange process between the interfacial
layers and the ionic liquid in the bulk. Our approach allows thus a systematic
investigation of the electric and dielectric properties of ionic liquids at metal
interfaces and opens the perspectives of a better understanding of the physics of
charge transport at solid interfaces.
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Fig. 8.12 a The dielectric
loss of the interfacial layers of
BMIM PF6, at different
temperatures, as indicated.
The relaxation peak is
attributed to an ion exchange
process between the
interfacial layers and the bulk;
b the frequency position of
the relation peaks observed in
panel (a) as a function of
inverse temperature. A VFT
temperature dependence is
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Chapter 9
Decoupling Between Structural
and Conductivity Relaxation
in Aprotic Ionic Liquids

Evgeni Shoifet, Sergey P. Verevkin and Christoph Schick

Abstract For the [CnMIm][NTf2] ionic liquids with n = 4, 6, and 8 the dynamic
calorimetric glass transition temperature Tg,dyn was determined in a wide frequency
range from 10−2 to 105 rad s−1. The calorimetric glass transition temperature or
vitrification temperature Tg from standard DSC with 10 K min−1 cooling rate was
determined too. The obtained value for Tg in these ionic liquids is in very good
agreement with the calorimetric Tg,dyn at 100 s relaxation time. The obtained
calorimetric data are compared to conductivity and other relaxation data available in
the literature. In a relaxation map at short relaxation times (s < 1 µs), conductivity
relaxation and calorimetric relaxation show a similar behavior. However, at low
frequencies a significant decoupling between conductivity and calorimetric data is
observed. Similar to other ionic conductors, the conductivity relaxation has a
weaker temperature dependency than structural relaxation. Interestingly, there is no
break in the conductivity data when crossing Tg. This is different from many other
systems.

9.1 Introduction

A variety of experimental methods are capable of identifying dynamical processes
occurring in glass forming melts on approaching its glass transition on cooling. The
observed relaxation times and their temperature dependencies are not necessarily

E. Shoifet � C. Schick (&)
Institute of Physics, University of Rostock, Albert-Einstein-Str. 23–24, 18051 Rostock,
Germany
e-mail: christoph.schick@uni-rostock.de

E. Shoifet � S.P. Verevkin � C. Schick
Department Life Light and Matter, Competence Center CALOR, Albert-Einstein-Str. 25,
18059 Rostock, Germany

S.P. Verevkin
Institute of Physical Chemistry, University of Rostock, Dr.-Lorenz-Weg 1, 18059 Rostock,
Germany

© Springer International Publishing Switzerland 2016
M. Paluch (ed.), Dielectric Properties of Ionic Liquids,
Advances in Dielectrics, DOI 10.1007/978-3-319-32489-0_9

213



the same as known already for a long time [1–4]. Particularly for ion conducting
materials, a significant difference between conductivity relaxation and shear
relaxation (viscosity) was found. Similarly decoupling is also observed between
translational diffusion and rotation [5, 6]. Since viscosity data are hardly available at
or near the glass transition, other techniques are employed to study the decoupling
between conductivity and main relaxation (dynamic glass transition) near Tg.

A very versatile tool for studying relaxation processes is broadband dielectric
spectroscopy (BDS). Besides dipole relaxations of any kind, also conductivity
relaxation is accessible by BDS. Nevertheless, in some cases it is not an easy task to
assign definitely the dynamic glass transition to one of the observed relaxation
processes. Particularly when more than one non-Arrhenius-like process occurs.
Examples are the so-called Debye peak in alcohols [7, 8] or the end-to-end
relaxation in type A polymers [9, 10] or liquid crystals [11].

In associated liquids, very similar relaxation times for different perturbations,
e.g., dielectric, caloric, mechanical, NMR, etc., are often observed [12–14] and
decoupling is not an issue. Particularly calorimetric techniques are very versatile
tools to probe the dynamic glass transition (main relaxation). Calorimetric tech-
niques practically detect only the main relaxation and not secondary or other
relaxations like that of conductivity or flow. In several cases, mentioned above,
specific heat spectroscopy [AC calorimetry, temperature-modulated differential
scanning calorimetry (TMDSC)] was able to unambiguously identify the main
relaxation [15–18]. Similarly, calorimetric techniques allow distinguishing con-
ductivity relaxation from main relaxation. Paluch et al. demonstrated this recently
for anhydrous ionic systems [19] and a polymerized ionic liquid [20].

For measurements where a periodic perturbation is used, the probed time scale of
the relaxation process is well defined by the frequency of the perturbation.
Commonly for isothermal frequency scans, the angular frequency xmax of the
maximum of the imaginary part of the measured quantity provides the most
probable relaxation time s according

s ¼ 1=xmax ð9:1Þ

For temperature scans at constant frequency (isochronal experiments) Eq. (9.1)
is applicable too. The situation becomes more complex when a quantity is measured
during temperature scans, e.g., heat capacity at constant cooling or heating rate or
viscosity. In calorimetric scan experiments at constant rate the step in the heat
capacity is assigned to vitrification and the half step or the limiting fictive tem-
perature are assigned as glass transition temperatures, Tg. For cooling rates of order
of magnitude of 10 K min−1 for most materials, Tg corresponds to a time scale of
100–1000 s [21].

When the temperature of a liquid is approaching Tg, its viscosity increases by
several orders of magnitude. Commonly, viscosity η at Tg is about 10

10 to 1012 Pa s
[22, 23]. On a sufficiently short time scale any liquid is elastic and behaves like a
solid [24]. Considering a sudden shearing displacement starting from equilibrium or
periodic shear in the high frequency limit the shear modulus will be termed
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instantaneous or infinite-frequency shear modulus G∞. From viscosity, a charac-
teristic time can be estimated from the Maxwell relation (Eq. (9.2)). The
infinite-frequency shear modulus for molecular liquids below Tg equals to about
G∞ = 108 Pa. For many glass forming liquids, it is expected that G∞ hardly
changes with temperature [25].

sg ¼ g=G1 ð9:2Þ

A similar shear modulus of 108 Pa was found experimentally for several glassy
room temperature ionic liquids (RTIL) [26, 27], so this value will be used as a
scaling factor for viscosity data if not stated otherwise.

In case only temperature-dependent conductivity data, r, are available, the
Maxwell relation Eq. (9.3), as described in [28, 29], can make the link to a char-
acteristic time.

sr ¼ �1e0
r

ð9:3Þ

where �∞ is a high frequency dielectric permittivity and e0 that of vacuum.
An abundant number of works exist where authors used different relaxation

techniques to compare the temperature dependences of their characteristic times.
The correlation between different characteristic times in temperature is called
coupling. There is no a priori reason that any of the characteristic times will exhibit
even comparable temperature dependencies [13]. However, a class of liquids exists
where the three usually independent isotropic scalar thermo-viscoelastic response
functions (heat capacity, thermal expansivity, and thermal compressibility) col-
lapse, with good approximation, on a single curve [30].

Jakobsen et al. [13] have shown on the example of a good glass-forming liquid
5-polyphenyl-4-ether (5PPE) that not only the thermo-viscoelastic data sets can be
coupled but also dielectric and shear modulus relaxations. The coupling was ana-
lyzed in terms of time scale index that quantifies the parallel shift in a logarithmic
scale as the distance from the dielectric relaxation data. The shift of the data was not
larger than one order of magnitude and also the measured vitrification temperatures
are close to the curves at 100 s relaxation time.

Shoifet et al. [14] measured the dynamic calorimetric glass transition of 5PPE in
a wide frequency range. Again, a very good coincidence of the different data sets
was observed (Fig. 9.1, orange stars).

The more common scenario for relaxation maps containing data from different
relaxation processes is that of decoupling. The ratio between relaxation times may
become temperature dependent. An example for such decoupling is the molten salt
CKN (40 mol% Ca(NO3)2-60 mol% KNO3). In this ionic system with decreasing
temperature, the dielectric conductivity relaxation times not only deviates from
shear relaxation times but near vitrification temperature the behavior changes from
non-Arrhenius to Arrhenius [28]. This decoupling of different relaxations is thought
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to come from unequal mobilities of the cations that become faster than the nitrate
ions. Similar behavior was observed for several ion conducting materials [20].

However, recently, several authors reported about room temperature ionic liq-
uids (RITLs) that exhibit perfect coupling between shear and dielectric relaxation
spectroscopy [33, 34]. Russina et al. [33] demonstrated that for RTIL 1-hexyl-3-
methylimidazolium bis[(trifluoromethyl)sulfonyl] imide, shortly [C6MIm][NTf2] a
universal relaxation curve was obtained by finding the scaling factors between the
different experimental techniques and no decoupling was observed in the vicinity of
the vitrification temperature.

Figure 9.2 combines the relaxation times from different experimental techniques
for the ionic liquid [C6MIm][NTf2]. The dielectric data were taken from Kwon et al.
[35]. The data were digitalized from the plot and presented without further treat-
ment. The data consist of an Arrhenius process and a non-Arrhenius process. The
dielectric data from Leys et al. [36], Tokuda et al. [37], Russina et al. [33], and
Wiedegren and Magee [38] were shifted to the Kwon et al. data by applying
Eq. (9.3). The shifting factor was found to be �∞ e0 = 10−9.8 F m−1. Even though
the ionic liquid is hydrophobic, the data exhibit a small shift to lower temperatures
with increasing water content [38].
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Fig. 9.1 Relaxation map for 5PPE. Viscosity data from Moynihan et al. [31] scaled as discussed
above. The dielectric, longitudinal specific heat, shear modulus, and adiabatic bulk modulus data
from Jakobsen et al. [13] were measured in the same cryostat. The dynamic calorimetric glass
transition was taken from [14] and measured on several calorimetric devices. The vertical line
indicating vitrification temperature measured with 10 K min−1 rate and Tg determined as limiting
fictive temperature. For comparison the Tg from Hecksher et al. [32] is plotted and deviates by only
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The dynamic viscosity data were shifted according to Eq. (9.2) using
infinite-frequency shear modulus G∞ = 108 Pa. The dynamic mechanical data from
Russina et al. [33] were shifted according the above-mentioned procedure. The
calorimetric Tg was placed at 100 s relaxation time.

As common, the data were analyzed and compared in terms of the Vogel–
Fulcher–Tammann (VFT) Eq. (9.4) and its parameters.

s ¼ s0 exp B= T � T0ð Þ½ � ð9:4Þ

where s0 is high temperature limit of the a-relaxation time, B is the curvature, and
T0 is the Vogel temperature. A convenient classification for super cooled liquids is
by the fragility index m [39]. It can be determination by focusing on the long
relaxation time end of the activation diagram. At vitrification temperature the data
show a characteristic slope as reviewed in Ref. [40]
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Fig. 9.2 The dielectric loss spectra of [C6MIm][NTf2] by Kwon et al. [35] (magenta crossed
squares and circles) were presented without further scaling. The viscosity data from Widegren et al.
(dry: Table 1), Tokuda et al. (Fig. 3 in Ref. [37]). The conductivity relaxation data from Widegren
et al. (dry and wet from Table 5 in Ref. [38]), Leys et al. (Fig. 4 in Ref. [36]), Tokuda et al. (Fig. 4
in Ref. [37]) and Russina et al. (Fig. 2 in Ref. [33]). The olive line is a VFT fit (Eq. (9.4)) to the
data. The two extra Arrhenius-like dielectric relaxation processes by Russina et al. (gray crossed
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conductivity relaxation data for an easier observation of the shift due to increasing water content
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m ¼ d log sð Þ
d Tg=T
� �

T¼Tg

¼ B
2:303

Tg

Tg � T0
� �2 ð9:5Þ

One can conclude from Eq. (9.5) that the low frequency range in the relaxation
map, which is often hard to access, is of particular importance for the determination
of m.

Interestingly, despite the perfect agreement between the different data sets in the
Fig. 9.2 vitrification temperature Tg measured by DSC by several authors [33, 36,
41] are in good agreement with each other but they do not coincide with the other
data and the VFT fit when plotted at 100 s relaxation time. Assuming a relaxation
time of 1 s for the DSC Tg at 10 K min−1, which is very unlikely, would collapse all
data sets. It is therefore an interesting question if this deviation is true only for Tg or
if it holds for Tg,dyn from calorimetric data in a wider frequency range.

Properties of ionic liquids are known to be very sensitive to small amounts of
water [42]. Since many ionic liquids are hydrophilic, drying and possible absorption
of small amounts of water during sample preparation or during the measurements is
a serious issue when comparing data from different experimental setups. Commonly
water acts as a plasticizer and shifts Tg and the traces in the relaxation map toward
lower temperatures. Chan et al. [43] investigated the relaxation behavior for a
glucose–water system. The plasticizing effect of the water on the relaxation
behavior of glucose is seen as a parallel shift of the whole data sets in the relaxation
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map (Fig. 9.3a). The traces collapse by shifting the dielectric relaxation curves by
the observed change in the vitrification temperature Tg (Fig. 9.3b).

A possible plasticizing effect of water or other contaminants on the relaxation
behavior in the ionic liquids under investigation is finally compared with the
general trend presented in Fig. 9.3.

In this contribution, we study the possible decoupling between conductivity and
main relaxation for three ionic liquids. The chapter is structured as follows: after a
short introduction into frequency-dependent heat capacity measurements (heat
capacity spectroscopy) in a broad frequency range experimental results for room
temperature ionic liquids from the series [CnMIm][NTf2] with n = 4, 6, and 8 are
presented and compared to conductivity data available from the literature in
relaxation maps. Finally, we summarize the observations.

9.2 Heat Capacity Spectroscopy

Measurements of complex heat capacity (entropy compliance) was successfully
performed for the first time in 1971 by Gobrecht et al. [44]. A dramatic increase in
the available frequency range was possible by employing the so-called
3x-technique [45, 46], a thermal wave spectroscopy, using infinite extended
samples in order to avoid reflections of the thermal wave [47–49]. This technique
covers several orders of magnitude in frequency and it was named “heat capacity
spectroscopy” (HCS). The necessity for using infinite large samples complicates the
3x-measurements by an unavoidable interrelation of complex heat capacity with
some of the mechanical relaxations. The Roskilde “Glass and Time” group
repeatedly pointed to this issue [50–52]. Complex measurement geometries were
suggested overcoming these limitations [53–56]. A direct measurement of isobaric
complex heat capacity is possible if one succeeds to stay in the thermally thin limit
[52]. We followed this approach by combining several devices employing samples
of different sizes (thickness) depending on the frequency range under investigation.
The advantage of this approach is the usage of commercially available calorimeters
in the low frequency range. These devices allow beside frequency-dependent
complex heat capacity measurements, conventional scanning experiments at cool-
ing and heating rate of order of 10 K min−1. With the same device, with similar
temperature calibration [57–63], the two aspects of glass transition: vitrification at
linear cooling and slowing down of the main relaxation are simultaneously
accessible by TMDSC in the mHz range. Only in the high frequency regime,
custom-made devices are needed. The fact that the accessible frequency range of
measurements between different devices is overlapping gives us a solid basis to
judge the quality of the data. Possible deviations from other measurements are
therefore unambiguously detectable.

The fact that we have used different devices creates a restriction on the sample
size. To probe relaxation times around and above vitrification temperature, we have
used a PerkinElmer Pyris 1 DSC. The size of the sample is in the milligram range.
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The sample was dried in situ for 60 min at 150 °C in dry nitrogen before the
measurements. We have used the same sample and same drying procedure to
determine the vitrification temperature, Tg, from scanning at constant rate and for
studying the main relaxation, Tg,dyn by frequency-dependent measurements of
complex heat capacity. The frequency analysis was performed with the multifre-
quency TMDSC method [64] with a easy to program step like temperature–time
profile (Fig. 9.4).

Complex specific heat capacity is available from a Fourier transform of the
heating rate perturbation (q = dT/dt) and the heat flow rate response (HF = dQ/dt).
Under conditions of linearity and stationarity [65, 66], temperature profiles as shown
in Fig. 9.4 allow determination of an effective complex heat capacity at the base
frequency and for higher harmonics [64, 67], Fig. 9.5. Further complex calibration
algorithms must be applied to get specific complex heat capacity [65, 68–71]

ceff ¼ 1
ms

Pn
i¼1 HFi cosðxtiÞ � i

Pn
i¼1 HFi sinðxtiÞPn

i¼1 qi cosðxtiÞ � i
Pn

i¼1 qi sinðxtiÞ
ð9:6Þ

The PerkinElmer Pyris 1 DSC with sample masses of order of 10 mg covers a
frequency range from 10−3 to 10−2 Hz. For the next higher frequencies, the
Mettler-Toledo Flash DSC 1, a chip-based calorimeter, was used. The typical sample
size used in that device is in the microgram range. A similar step-scan program was
utilized. The typical temperature step was 1 K with cooling rate of 1000 K s−1
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The showed temperature–time profile is a sample temperature not programmed one. The baseline
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followed by an isotherm of 0.999 s duration and resulting in base frequency of 1 Hz.
The sample is much smaller compared to a Pyris 1 DSC, so 10 min at 110 °C in situ
drying under dry nitrogen purge was enough to establish constant results. The
Flash DSC 1 covers the frequency range from 0.1 to 100 Hz [14].

For frequencies above 100 Hz, we employed chip-based AC calorimeters. The
chip calorimeter consists of a thin silicon nitride membrane with embedded
polysilicon heaters and thermopiles. The sinusoidal modulated AC current passing
through the heater is I ¼ I0 sinðxt=2Þ. The block where the chip calorimeter is
placed is temperature controlled and allows slow heating or cooling with rates of
order 1 K min−1 for isochronal experiments. The AC current at angular frequency
x/2 yields an oscillating power at angular frequency x with complex amplitude (P).
The resulting temperature oscillation of the sample with complex amplitude (h) is
recorded by means of the thermopile and a lock-in amplifier [72–74]. The resulting
effective heat capacity can be estimated with Eq. (9.7).

ceff ¼ P
xh

ð9:7Þ

This AC calorimetry allows measurements of complex heat capacity, after
careful calibration [72, 73], up to the kHz range. At higher frequencies, a contri-
bution from the first harmonic dominates the signal and saturates the lock-in
amplifier. In order to reach even higher frequencies, the AC current for heating was
replaced by a modulated laser beam (light modulated calorimeter—LMC) [75].
This device can work up to frequencies of 1 MHz. Keeping the sample thin
(<100 nm) the thin film limit can be still kept. The LMC device chamber is con-
stantly purged with dry nitrogen and the humidity is monitored. The sample was not
specifically dried, however due to the very thin sample the water under dry nitrogen
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atmosphere was immediately removed. The relaxation data is in very good agree-
ment with data from a purposely dried sample.

The sample for the high frequency AC calorimeters becomes so small that it has
to be placed on the sample holder under a microscope. After sample placement and
inserting the chip calorimeter into a vacuum tight thermostat, the sample was dried
in situ at 60 °C under moderate vacuum (10−2 mbar). After drying, the chamber
was filled with dry nitrogen. To verify that the drying procedure results in a dry
enough sample, we have performed calorimetric measurements in a vacuum
chamber at pressure of 10−8 mbar. This custom-made device [76] is utilizing the
principle of AC calorimetry [77, 78]. No differences in the obtained temperatures
were observed.

The combined calorimetric techniques in the current work cover the angular
frequency range from 10−2 to 105 rad s−1, corresponding to relaxation times
between 100 s and 10 µs.

9.3 Results

9.3.1 [C6MIm][NTf2]

Dynamic calorimetric measurements in the glass transition range for [C6MIm]
[NTf2] are now available over 7 orders of magnitude in frequency and are presented
in a relaxation map (Fig. 9.6). For comparison, the VFT curve for the dynamic
mechanical data reported by Russina et al. [33] and describing all data in Fig. 9.2
very well, is shown as olive curve. The dynamic glass transition temperatures
determined from isochronic calorimetric experiments, utilizing different devices, are
all following one trend and are mainly overlapping in the relaxation map. The
coincidence of the vitrification temperature Tg acquired with DSC at cooling rate of
10 K min−1 with the dynamic glass transition temperature Tg,dyn at 100 s relaxation
time confirms the common rule of thumbs, see a more detailed discussion in
Ref. [21]. In general, the calorimetric data deviate increasingly from the data from
Fig. 9.2 (olive line) with increasing relaxation time and approaching Tg. Only for
relaxation times shorter 1 µs the data seem to coincide. The VFT parameters for the
calorimetric dynamic glass transition were obtained from a fit to all calorimetric
data except the two highest frequencies, whose deviation from the total trend is
apparent. They seem to follow the secondary relaxation process found by Kwon
et al., which is indicated by the dashed line. Fragility from the calorimetric data
equals to m = 103. Russina et al. report fragility m = 71. The fragility determined
by Leys et al. equals m = 57 and deviates even more from the fragility obtained
from the calorimetric data.

Some calorimetric data points for [C6MIm][NTf2] are positioned near the VFT
curve from Fig. 9.2. Since water is always an issue for Ils, the sample was carefully
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dried and reexamined. This did not change the behavior and since the observed
difference between the two curves is not constant as in Fig. 9.3, water as the reason
for this difference is excluded. Actually, the reason for this behavior is not known
and deserves further investigations. Generally speaking, the calorimetric data show
decoupling from mechanical and conductivity data.

To see if decoupling between calorimetric and dielectric relaxation times is alkyl
chain length dependent, as other thermo physical properties [80], we have inves-
tigated the neighboring Ils with four and eight carbon atoms in the alkyl chain.
These ionic liquids were investigated by several other authors too.
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Fig. 9.6 The combined dynamic calorimetric data for [C6MIm][NTf2] start from the vitrification
temperature at cooling with 10 K min−1 (PerkinElmer DSC, purple vertical line). The lowest
frequency data are collected with the same device from a multifrequency TMDSC analysis (black
squares). Red circles present the data from the AC calorimeter in high vacuum. The points from
the multifrequency TMDSC analysis employing the Mettler Toledo Flash DSC 1 (green triangle)
overlap with the red circles (AC in vacuum). The points at higher frequencies are collected with an
AC calorimeter (dried under vacuum at 60 °C for a day; magenta triangles) and without additional
drying at even higher frequencies (blue triangles). The VFT for the calorimetric data was fitted
excluding the last two point (wine curve, first VFT parameter set). The mechanical data from
Russina et al. [33] were fitted (olive line) and the second VFT set shows the parameters. For
comparison, the forth VFT set presents parameters as given by the authors for a combined study.
The third set of VFT parameters is from Leys et al. [36]. The parameters in the inset are originating
from Ref. [36] (superscript a) and Ref. [33] (superscript b)
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9.3.2 [C4MIm][NTf2]

Surprisingly, already the reported vitrification temperature Tg in [C4MIm][NTf2] is
widely spread in a temperature region covering *20 K. If remaining water is the
reason for this spread is not clear since most of the reported data were collected on
well-dried samples as indicated in the legend of Fig. 9.7. Nevertheless, the majority
of the data is coinciding with the value from this work (purple vertical line) in
Fig. 9.7.

Also the reported dielectric data are not superimposed. The dielectric data from
Sangoro et al. [34] (black open squares) are shifted to lower temperatures compared
to the data from Griffin et al. (orange open squares). The observed shift is similar to

Fig. 9.7 Dielectric data for [C4MIm][NTf2] from Sangoro et al. [34] (open black squares) was
recalculated from diffusion hk2hi ¼ 6Ds with kh = 0.26 nm (parameters given by the authors). The
viscosity data from Bulut at el. [84] (black stars) and Tokuda et al. [37] (red stars) and
conductivity data [83] (half-filled violet star) was shifted as described above and applied for the
previous RTIL ([C6MIm][NTf2]). The data from Rivera and Rössler [81] (red open squares,
half-filled squares and squares with vertical line), Griffin et al. [82] (orange open squares and blue
crossed squares) and Kwon et al. [35] (cyan open squares and half-filled squares) were digitalized
from the figures and taken as presented by the authors. The dark yellow dashed lines are guides for
the eye for the trend of the secondary relaxations. The slower secondary relaxation data is out of
range in the plot. The color curves represent VFT fits to the data with parameters shown in the
inset. The parameters in the inset originating from Ref. [82] (superscript a), Ref. [81] (superscript
b), Ref. [35] (superscript c) and Ref. [84] (superscript d).The vitrification temperature plotted at
100 s relaxation time from the literature (variation of the large single points at −log(s) = −2) and
this study (purple vertical line)
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that due to the plasticizing effect of water as demonstrated for another system in
Fig. 9.3. However, data reported by Kwon et al. [35] (open cyan squares) and
Rivera and Rössler [81] (open red squares) follow the data from Sangoro et al. near
s = 100 s. However, they start to deviate from each other at shorter relaxation
times. Additionally, decoupling between light scattering (crossed blue squares) and
dielectric (orange squares) relaxation was observed by Griffin et al. [82]. The two
characteristic times are following a similar temperature dependence at short
relaxation times, however for relaxation times longer 10 ns they start to deviate.
The conductivity data by Tokuda et al. [83] (half-filled violet star) add to this
already complex relaxation picture another data set coinciding with Sangoro et al.
(black open squares). However, they do not coincide with the dielectric data from
Griffin et al. (orange open squares) which closely coincides with the dynamic
viscosity data by Tokuda et al. [37] (red stars) and Bulut et al. [84] (black stars).

The aprotic ionic liquid [C4MIm][NTf2] shows in the dielectric spectra two
Arrhenius-like fast relaxation processes (Rivera and Rössler, red half-filled squares
and red vertical-halved squares that are out of the range in the plot, however its
trend is depicted by the dashed dark yellow line). The fast relaxation process that
appears at longer relaxation times coincides with the fast relaxation process
reported by Kwon at el. (cyan half-filled squares). Kwon at el. argued that the fast
relaxation process seems to be similar to the alkyl chain relaxation as in the work of
Hempel at el. [85]. The fast relaxation data are extrapolated with the dashed dark
yellow lines as a guide for the eye.

The relaxation map (Fig. 9.8) for [C4MIm][NTf2] includes the VFT curves from
Fig. 9.7 and the calorimetric data in a wide frequency range from this study. The
vitrification temperature from this study (purple vertical line) separates the glassy
state from the supercooled liquid, right and left, respectively. The low frequency
TMDSC data from the Pyris DSC are close to the vitrification temperatures at
10 K min−1 found in the majority of the references and in this study if placed at
100 s relaxation time. The data points (black spheres) measured on the AC vacuum
calorimeter are keeping the trend set by the Pyris TMDSC data. The same holds for
the TMDSC data from the Flash DSC. However, the AC relaxation data points are
spread. Part of the data points is found to continue the previous trend. However,
several of the data points are shifted to lower temperatures and are close to the data
reported by Sangoro et al. By carefully drying the sample, we were not able to
identify water as the reason for this spread. Other reasons must be considered too.
Again, it requires more experiments under very well-controlled conditions to clarify
this unusual behavior.

9.3.3 [C8MIm][NTf2]

Here, the studied ionic liquid with the longest alkyl chain [C8MIm][NTf2], the
broadest frequency range in calorimetric measurements was acquired. Relaxation
data available in the literature are in good agreement and are included in the
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relaxation map Fig. 9.9. The calorimetric data are again located on two curves.
A few data points in the 10 ms to 1 s range for the relaxation time are close to the
dielectric data while all others, including data in the same relaxation time range, are
significantly shifted to higher temperatures. This is similar to the behavior of
[C4MIm][NTf2] and [C6MIm][NTf2]. The underlying reason for the dynamic
calorimetric data not to follow a single curve is puzzling and needs more
investigations.

Fig. 9.8 Calorimetric data for the ionic liquid [C4MIm][NTf2]. For comparison the VFT curves
from Fig. 9.7 are included without the data points. At s = 100 s the vitrification temperatures from
the references and own data from a PerkinElmer DSC (purple vertical line) are shown. The lowest
frequency-dependent data were collected with the same device applying the multifrequency
TMDSC analysis (wine spheres). The data at higher frequencies are from the AC calorimeter in
vacuum (black spheres). The multifrequency TMDSC analysis on the Mettler Toledo Flash DSC 1
(green spheres) overlaps with the AC calorimeter data in vacuum and extend the curve toward
higher frequencies. High frequency data points are collected with the AC calorimeter (pink
spheres). There are obvious deviations between the data, which are discussed in the text. The fitted
VFT curve to the calorimetric data has light magenta color. Only the AC chip calorimeter data
from the high temperature branch at highest frequencies were taken for the VFT fit
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9.4 Summary

For the [CnMIm][NTf2] ionic liquids with n = 4, 6, and 8 available relaxation data
from the literature were collected. The dynamic calorimetric glass transition tem-
perature Tg,dyn was determined in a wide frequency range from 10−2 to 105 rad s−1.
The calorimetric glass transition temperature or vitrification temperature Tg from
standard DSC with 10 K min−1 cooling rate was determined too. The obtained
value for Tg in these ionic liquids is in very good agreement with Tg,dyn at 100 s
relaxation time. In this respect, ionic liquids behave similar to molecular liquids.
The relation between cooling rate and corresponding frequency as discussed by
Donth [86] and verified for different systems in Ref. [21] holds for the studied ionic
liquids too.

Figure 9.10 shows the VFT fits for all above-mentioned ionic liquids. The
calorimetric data for [C6MIm][NTf2] and [C8MIm][NTf2] are almost the same near

Fig. 9.9 Relaxation map for [C8MIm][NTf2]. Data from Sangoro et al. [34] (open black circles)
were recalculated from diffusion hk2hi ¼ 6Ds with kh = 0.31 nm (parameters given by the authors).
The filled black stars are viscosity data from Tokuda et al. [37]. The dielectric data from Kwon
et al. [35] (red open squares and half-filled squares) were taken as presented by the authors. The
dark yellow dashed line gives a guide for an eye for the trend of the secondary relaxation. The
colors of the VFT fit correspond to data in the legend with parameters shown in the inset. The
vitrification temperatures from the references are plotted at 100 s relaxation time (different large
single points at −log(s/s) = −2) and from this study (purple vertical line). The calorimetric data
consist of additional branch (dark yellow filled circles). The laser modulated calorimeter was used
(blue filled circles) to reach the highest frequencies. All calorimetric data except for right TMDSC
branch were used for the VFT fit (orange line)
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the vitrification temperatures. However, their temperature dependences are not
similar. The ionic liquid with the shorter alkyl chain shows a stronger temperature
dependence. For relaxation times shorter than about 10 ms the curves deviate from
each other. The conductivity data show schematically the same behavior for those
two liquids. However, at low frequencies a significant decoupling between con-
ductivity and calorimetric data is observed. Interestingly, the relaxation time from
which their behavior started to branch for dielectric and calorimetric data is very
alike at about 10 ms. At higher frequencies the decoupling between calorimetric
and conductivity data diminishes. This holds for relaxation times shorter than about
1 µs. Interestingly, there is no break etc. in the conductivity data when crossing Tg.
This is different from many other systems. The calorimetric VFT curve for
[C4MIm][NTf2] ionic liquid, shows a similar behavior with significant decoupling
between calorimetric and conductivity relaxation. The calorimetric behavior of this
liquid does not merge the conductivity relaxation near 1 µs. May be at much shorter
relaxation times both relaxations will coincide in the relaxation map. Similar to the
other Ils shown here the conductivity relaxation has a weaker temperature depen-
dency than structural relaxation.

When the alkyl chain length increases from n = 4 to n = 6 changes occur in the
vitrification temperatures Tg and in the dynamic behavior, Tg,dyn. However, when
changing from n = 6 to n = 8 only the dynamics starting from elevated tempera-
tures around *196 K are changing. From the DSC scans, we have also seen that
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Fig. 9.10 Summarizing activation diagram for [CnMIm][NTf2] ionic liquids with n = 4, 6, and 8.
VFT fits from calorimetric data from this study (solid curves) are shown together with VFT fits to
conductivity relaxations from the literature (dashed lines)
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[C4MIm][NTf2] and [C6MIm][NTf2] are crystallizing on heating. The DSC scans
for [C8MIm][NTf2] do not show any cold crystallization. This also highlights the
importance of the alkyl chain length for the thermophysical properties of these ionic
liquids.

It is possible to estimate the excess entropy of the liquid over the crystal at the
glass transition, as described by Adam and Gibbs, Sg ¼ DCp ln Tg=T0

� �
. Angell [87]

suggested that this quantity may be calculated by using the T0 values obtained from
fitting the VFT equation to transport data. Another quantity in the equation, DCp, is
the change in the heat capacity at the temperature of the ideal glass transition T0.
This is not experimentally accessible since it requires an infinitely slow cooling
process. In case the substances under study show similar ΔCp, with first approxi-
mation the change in heat capacity can be taken at Tg. Then the excess entropy
equation shows that the departure from ideality for a given glass can be judged from
the magnitude of the ratio Tg/T0. The following values were obtained: n = 4 Tg/
T0 = 1.18; n = 6 Tg/T0 = 1.16; n = 8 Tg/T0 = 1.15. Here the ionic liquid with the
longest alkyl chain seems to form the most ideal glass. This may suggest that the
alkyl chain is an important element that governs the structural relaxation and induce
the system packing capabilities.

Acknowledgment We acknowledge M. Ahrenberg for the measurements with the vacuum AC
calorimeter.

References

1. Angell CA (1964) Free volume model for transport in fused salts: electrical conductance in
glass-forming nitrate melts. J Phys Chem 68(7):1917–1929. doi:10.1021/j100789a042

2. Moynihan CT, Balitactac N, Boone L, Litovitz TA (1971) Comparison of shear and
conductivity relaxation times for concentrated lithium chloride solutions. J Chem Phys 55
(6):3013–3019. doi:10.1063/1.1676531

3. Rekhson SM, Mazurin OV (1974) Stress and structural relaxation in Na2O–CaO–SiO2 glass.
J Amer Ceramic Soc 57(7):327–328

4. Stickel F, Fischer EW, Richert R (1996) Dynamics of glass-forming liquids. II. Detailed
comparison of dielectric relaxation, dc-conductivity, and viscosity data. J Chem Phys 104
(5):2043–2055

5. Fujara F, Geil B, Sillescu H, Fleischer G (1992) Translational and rotational diffusion in
supercooled orthoterphenyl close to the glass transition. Z Physik B 88:195–204

6. Cicerone MT, Ediger MD (1996) Enhanced translation of probe molecules in supercooled
O-terphenyl—Signature of spatially heterogeneous dynamic. J Chem Phys 104(18):7210–
7218

7. Hansen C, Stickel F, Berger T, Richert R, Fischer EW (1997) Dynamics of glass-forming
liquids. III. Comparing the dielectric a- and b-relaxation of 1-propanol and o-terphenyl.
J Chem Phys 107(4):1086–1093

8. Murthy SSN, Tyagi M (2002) Experimental study of the high frequency relaxation process in
monohydroxy alcohols. J Chem Phys 117(8):3837–3847. doi:10.1063/1.1494428

9. Schonhals A, Schlosser E (1993) Relationship between segmental and chain dynamics in
polymer melts as studied by dielectric-spectroscopy. Phys Scr T49A:233–236

9 Decoupling Between Structural and Conductivity Relaxation … 229

http://dx.doi.org/10.1021/j100789a042
http://dx.doi.org/10.1063/1.1676531
http://dx.doi.org/10.1063/1.1494428


10. Schonhals A (1993) Relation between main and normal mode relaxations for polyisoprene
studied by dielectric spectroscopy. Macromolecules 26(6):1309–1312

11. Rozanski SA, Stannarius R, Groothues H, Kremer F (1996) Dielectric properties of the nematic
liquid crystal 4-N-pentyl-4′-cyanobiphenyl in porous membranes. Liq Cryst 20(1):59–66

12. Litovitz TA, McDuffie GE (1963) Comparison of dielectric and mechanical relaxation in
associated liquids. J Chem Phys 39(3):729–734. doi:10.1063/1.1734316

13. Jakobsen B, Hecksher T, Christensen T, Olsen NB, Dyre JC, Niss K (2012) Communication:
Identical temperature dependence of the time scales of several linear-response functions of two
glass-forming liquids. J Chem Phys 136(8):081102–081104

14. Shoifet E, Schulz G, Schick C (2015) Temperature modulated differential scanning
calorimetry–extension to high and low frequencies. Thermochim Acta 603:227–236. doi:10.
1016/j.tca.2014.10.010

15. Wang LM, Richert R (2005) Debye type dielectric relaxation and the glass transition of
alcohols. J Phys Chem B Lett 109:11091–11094

16. Schick C, Sukhorukov D, Schönhals A (2001) Comparison of the molecular dynamics of a
liquid crystalline side group polymer revealed from temperature modulated DSC and dielectric
experiments in the glass transition region. Macromol Chem Phys 202(8):1398–1404

17. Brás AR, Dionísio M, Huth H, Schick C, Schönhals A (2007) Origin of glassy dynamics in a
liquid crystal studied by broadband dielectric and specific heat spectroscopy. Phys Rev E
75:061708

18. Krause C, Yin H, Cerclier C, Morineau D, Wurm A, Schick C, Emmerling F, Schonhals A
(2012) Molecular dynamics of a discotic liquid crystal investigated by a combination of
dielectric relaxation and specific heat spectroscopy. Soft Matter 8:11115–11122. doi:10.1039/
c2sm25610j

19. Wojnarowska Z, Paluch KJ, Shoifet E, Schick C, Tajber L, Knapik J, Wlodarczyk P,
Grzybowska K, Hensel-Bielowka S, Verevkin SP, Paluch M (2015) Molecular origin of
enhanced proton conductivity in anhydrous ionic systems. J Am Chem Soc 137(3):1157–
1164. doi:10.1021/ja5103458

20. Wojnarowska Z, Knapik J, Jacquemin J, Berdzinski S, Strehmel V, Sangoro JR, Paluch M
(2015) Effect of pressure on decoupling of ionic conductivity from segmental dynamics in
polymerized ionic liquids. Macromolecules 48(23):8660–8666. doi:10.1021/acs.macromol.
5b02130

21. Hensel A, Schick C (1998) Relation between freezing-in due to linear cooling and the dynamic
glass transition temperature by temperature-modulated DSC. J Non-Crystal Solids 235–
237:510–516

22. Angell CA (1995) Formation of glasses from liquids and biopolymers (Review). Science 267
(5206):1924–1935

23. Scopigno T, Ruocco G, Sette F, Monaco G (2003) Is the fragility of a liquid embedded in the
properties of its glass? Science 302(5646):849–852. doi:10.1126/science.1089446

24. Lamb J (1978) Viscoelasticity and lubrication: a review of liquid properties. J Rheol 22
(4):317–347. doi:10.1122/1.549482

25. Dyre JC (2006) The glass transition and elastic models of glass-forming liquids. Rev Mod
Phys 78:953–972. doi:10.1103/RevModPhys.78.953

26. Griffin PJ, Holt AP, Wang Y, Novikov VN, Sangoro JR, Kremer F, Sokolov AP (2014)
Interplay between hydrophobic aggregation and charge transport in the ionic liquid
methyltrioctylammonium bis(trifluoromethylsulfonyl)imide. J Phys Chem B 118(3):783–
790. doi:10.1021/jp412365n

27. Iacob C, Sangoro JR, Serghei A, Naumov S, Korth Y, Kärger J, Friedrich C, Kremer F (2008)
Charge transport and glassy dynamics in imidazole-based liquids. J Chem Phys 129
(23):234511. doi:10.1063/1.3040278

28. Howell FS, Bose RA, Macedo PB, Moynihan CT (1974) Electrical relaxation in a
glass-forming molten salt. J Phys Chem 78(6):639–648. doi:10.1021/j100599a016

230 E. Shoifet et al.

http://dx.doi.org/10.1063/1.1734316
http://dx.doi.org/10.1016/j.tca.2014.10.010
http://dx.doi.org/10.1016/j.tca.2014.10.010
http://dx.doi.org/10.1039/c2sm25610j
http://dx.doi.org/10.1039/c2sm25610j
http://dx.doi.org/10.1021/ja5103458
http://dx.doi.org/10.1021/acs.macromol.5b02130
http://dx.doi.org/10.1021/acs.macromol.5b02130
http://dx.doi.org/10.1126/science.1089446
http://dx.doi.org/10.1122/1.549482
http://dx.doi.org/10.1103/RevModPhys.78.953
http://dx.doi.org/10.1021/jp412365n
http://dx.doi.org/10.1063/1.3040278
http://dx.doi.org/10.1021/j100599a016


29. Angell CA, Ngai KL, McKenna GB, McMillan PF, Martin SW (2000) Relaxation in
glassforming liquids and amorphous solids. J Appl Phys 88(6):3113–3157. doi:10.1063/1.
1286035

30. Bailey NP, Christensen T, Jakobsen B, Niss K, Olsen NB, Pedersen UR, Schrøder TB,
Dyre JC (2008) Glass-forming liquids: one or more ‘order’ parameters? J Phys: Condens
Matter 20(24):244113. doi:10.1088/0953-8984/20/24/244113

31. Moynihan CT et al (1976) Structural relaxation in vitreous materials. Ann NY Acad Sci
279:15–35

32. Hecksher T, Olsen NB, Nelson KA, Dyre JC, Christensen T (2013) Mechanical spectra of
glass-forming liquids. I. Low-frequency bulk and shear moduli of DC704 and 5-PPE measured
by piezoceramic transducers. J Chem Phys 138(12):12A543-512

33. Russina O, Beiner M, Pappas C, Russina M, Arrighi V, Unruh T, Mullan CL, Hardacre C,
Triolo A (2009) Temperature dependence of the primary relaxation in 1-hexyl-3-
methylimidazolium bis{(trifluoromethyl)sulfonyl}imide. J Phys Chem B 113(25):8469–
8474. doi:10.1021/jp900142m

34. Sangoro JR, Iacob C, Naumov S, Valiullin R, Rexhausen H, Hunger J, Buchner R,
Strehmel V, Karger J, Kremer F (2011) Diffusion in ionic liquids: the interplay between
molecular structure and dynamics. Soft Matter 7(5):1678–1681

35. Kwon H-J, Seo J-A, Iwahashi T, Ouchi Y, Kim D, Kim HK, Hwang Y-H (2013) Study of
alkyl chain length dependent characteristics of imidazolium based ionic liquids
[CnMIM]+[TFSA]− by Brillouin and dielectric loss spectroscopy. Curr Appl Phys 13
(1):271–279. doi:10.1016/j.cap.2012.07.023

36. Leys J, Wubbenhorst M, Menon CP, Rajesh R, Thoen J, Glorieux C, Nockemann P, Thijs B,
Binnemans K, Longuemart S (2008) Temperature dependence of the electrical conductivity of
imidazolium ionic liquids. J Chem Phys 128(6):064509

37. Tokuda H, Hayamizu K, Ishii K, Susan MABH, Watanabe M (2005) Physicochemical
properties and structures of room temperature ionic liquids. 2. Variation of alkyl chain length
in imidazolium cation. J Phys Chem B 109(13):6103–6110. doi:10.1021/jp044626d

38. Widegren JA, Magee JW (2007) Density, viscosity, speed of sound, and electrolytic
conductivity for the ionic liquid 1-hexyl-3-methylimidazolium bis(trifluoromethylsulfonyl)
imide and its mixtures with water. J Chem Eng Data 52(6):2331–2338. doi:10.1021/je700329a

39. Angell CA (1991) Relaxation in liquids, polymers and plastic crystals—Strong/fragile patterns
and problems. J Non-Crystal Solids 131(1):13–31

40. Bohmer R, Ngai KL, Angell CA, Plazek DJ (1993) Nonexponential relaxations in strong and
fragile glass formers. J Chem Phys 99(5):4201–4209

41. Sergei V, Dzyuba RAB (2002) Influence of structural variations in 1-alkyl(aralkyl)-
3-methylimidazolium hexafluorophosphates and bis(trifluoromethylsulfonyl)imides on
physical properties of the ionic liquids. ChemPhysChem 3(2):161–166. doi:10.1002/1439-
7641(20020215)3:2<161:AID-CPHC161>3.0.CO;2-3

42. Andanson JM, Meng X, Traïkia M, Husson P (2016) Quantification of the impact of water as
an impurity on standard physico-chemical properties of ionic liquids. J Chem Thermodyn
94:169–176. doi:10.1016/j.jct.2015.11.008

43. Chan RK, Pathmanathan K, Johari GP (1986) Dielectric relaxations in the liquid and glassy
states of glucose and its water mixtures. J Phys Chem 90:6358–6362

44. Gobrecht H, Hamann K, Willers G (1971) Complex plane analysis of heat capacity of
polymers in the glass transition region. J Phys E: Sci Instruments 4:21–23

45. Corbino OM (1911) Periodische Widerstandsänderungen feiner Metallfäden, die durch
Wechselströme zum Glühen gebracht werden, sowie Ableitung ihrer thermischen
Eigenschaften bei hoher Temperatur. Physik Zeitschr XII:292–295

46. Corbino OM (1910) Thermische Oszillationen wechselstromdurchflossener Lampen mit
dünnem Faden und daraus sich ergebende Anwesenheit geradzahliger Oberschwingungen.
Physik Zeitschr XI:413–417

47. Birge NO, Nagel SR (1987) Wide-frequency specific heat spectrometer. Rev Sci Instrum 58
(8):1464–1470

9 Decoupling Between Structural and Conductivity Relaxation … 231

http://dx.doi.org/10.1063/1.1286035
http://dx.doi.org/10.1063/1.1286035
http://dx.doi.org/10.1088/0953-8984/20/24/244113
http://dx.doi.org/10.1021/jp900142m
http://dx.doi.org/10.1016/j.cap.2012.07.023
http://dx.doi.org/10.1021/jp044626d
http://dx.doi.org/10.1021/je700329a
http://dx.doi.org/10.1002/1439-7641(20020215)3:2%3c161:AID-CPHC161%3e3.0.CO;2-3
http://dx.doi.org/10.1002/1439-7641(20020215)3:2%3c161:AID-CPHC161%3e3.0.CO;2-3
http://dx.doi.org/10.1016/j.jct.2015.11.008


48. Birge NO, Nagel SR (1985) Specific-heat spectroscopy of the glass transition. Phys Rev Lett
54(25):2674–2677

49. Christensen T (1985) The frequency dependence of the specific heat at the glass transition.
J Phys (Paris) 46(12):C8-635–C638-637

50. Christensen T, Olsen NB (1997) How to compare the frequency-dependent adiabatic
compressibility with other thermoviscoelastic response functions at the glass-transition. Prog
Theor Phys Suppl 126:273–276

51. Christensen T, Olsen NB, Dyre JC (2007) Conventional methods fail to measure c[sub p]
(omega) of glass-forming liquids. Phys Rev E (Stat Nonlinear Soft Matter Phys) 75
(4):041502–041511

52. Christensen T, Olsen NB, Dyre JC (2008) Can the frequency dependent isobaric specific heat
be measured by thermal effusion methods? In: AIP conference proceedings, pp 139–141

53. Igarashi B, Christensen T, Larsen EH, Olsen NB, Pedersen IH, Rasmussen T, Dyre JC (2008)
A cryostat and temperature control system optimized for measuring relaxations of
glass-forming liquids. Rev Sci Instr 79(4):045105–045113

54. Roed LA, Niss K, Jakobsen B (2015) Communication: high pressure specific heat
spectroscopy reveals simple relaxation behavior of glass forming molecular liquid. J Chem
Phys 143(22):221101. doi:10.1063/1.4936867

55. Christensen T, Jakobsen B, Papini J, Hecksher T, Dyre JC, Olsen NB (2011) A combined
measurement of thermal and mechanical relaxation. J Non-Crystal Solids 357(2):346–350.
doi:10.1016/j.jnoncrysol.2010.07.051

56. Jakobsen B, Olsen NB, Christensen T (2010) Frequency-dependent specific heat from thermal
effusion in spherical geometry. Phys Rev E 81(6):061505

57. Cammenga HK, Eysel W, Gmelin E, Hemminger W, Hohne GWH, Sarge SM (1993) The
temperature calibration of scanning calorimeters: Part 2. Calibration substances. Thermochim
Acta 219:333–342

58. Hohne GWH, Cammenga HK, Eysel W, Gmelin E, Hemminger W (1990) The temperature
calibration of scanning calorimeters. Thermochim Acta 160(1):1–12

59. Sarge SM, Gmelin E, Hohne GWH, Cammenga HK, Hemminger W, Eysel W (1994) The
caloric calibration of scanning calorimeters. Thermochim Acta 247(2):129–168

60. Sarge SM, Hemminger W, Gmelin E, Hohne GWH, Cammenga HK, Eysel W (1997)
Metrologically based procedures for the temperature, heat and heat flow rate calibration of
DSC. J Therm Anal 49:1125–1134

61. Hensel A, Schick C (1997) Temperature calibration of temperature-modulated differential
scanning calorimeters. Thermochim Acta 305:229–237

62. Schick C, Jonsson U, Vassilev T, Minakov A, Schawe J, Scherrenberg R, Lörinczy D (2000)
Applicability of 8OCB for temperature calibration of temperature modulated calorimeters.
Thermochim Acta 347:53–61

63. Neuenfeld S, Schick C (2006) Verifying the symmetry of differential scanning calorimeters
concerning heating and cooling using liquid crystal secondary temperature standards.
Thermochim Acta 446(1–2):55–65

64. Merzlyakov M, Schick C (2001) Simultaneous multi-frequency TMDSC measurements.
Thermochim Acta 377(1–2):193–204

65. Merzlyakov M, Schick C (1999) Complex heat capacity measurements by TMDSC Part 1.
Influence of non-linear thermal response. Thermochim Acta 330:55–64

66. Hensel A, Merzlyakov M, Schick C (1998) Nonlinear response in TMDSC. DPG
Frühjahrstagung

67. Merzlyakov M, Schick C (2001) Step response analysis in DSC—A fast way to generate heat
capacity spectra. Thermochim Acta 380(1):5–12

68. Merzlyakov M, Hohne GWH, Schick C (2002) Calibration of magnitude and phase agle of a
TMDSC signal Part 2: calibration practice. Thermochim Acta 391(1–2):69–80. doi:10.1016/
S0040-6031(02)00164-8

69. Hohne GWH, Merzlyakov M, Schick C (2002) Calibration of magnitude and phase angle of a
TMDSC signal Part 1: basic considerations. Thermochim Acta 391(1–2):51–67

232 E. Shoifet et al.

http://dx.doi.org/10.1063/1.4936867
http://dx.doi.org/10.1016/j.jnoncrysol.2010.07.051
http://dx.doi.org/10.1016/S0040-6031(02)00164-8
http://dx.doi.org/10.1016/S0040-6031(02)00164-8


70. Merzlyakov M, Schick C (1999) Complex heat capacity measurements by TMDSC Part 2:
algorithm for amplitude and phase angle correction. Thermochim Acta 330:65–73

71. Weyer S, Hensel A, Schick C (1997) Phase angle correction for TMDSC in the glass-transition
region. Thermochim Acta 305:267–275. doi:10.1016/S0040-6031(97)00180-9

72. Huth H, Minakov AA, Serghei A, Kremer F, Schick C (2007) Differential AC-chip calorimeter
for glass transition measurements in ultra thin polymeric films. Eur Phys J Spec Top 141
(1):153–160

73. Huth H, Minakov AA, Schick C (2006) Differential AC-chip calorimeter for glass transition
measurements in ultrathin films. J Polym Sci B Polym Phys 44:2996–3005

74. Huth H, Minakov A, Schick C (2005) High sensitive differential AC-chip calorimeter for
nanogram samples. Netsu Sokutei 32(2):70–76

75. Shoifet E, Chua YZ, Huth H, Schick C (2013) High frequency alternating current chip nano
calorimeter with laser heating. Rev Sci Instr 84(7):073903–073912. doi:10.1063/1.4812349

76. Ahrenberg M, Shoifet E, Whitaker KR, Huth H, Ediger MD, Schick C (2012) Differential
alternating current chip calorimeter for in situ investigation of vapor-deposited thin films. Rev
Sci Instr 83(3):033902–033912

77. Kraftmakher Y (2004) Modulation calorimetry, vol XII. In: Theory and applications. Springer,
Berlin

78. Sullivan P, Seidel G (1967) AC temperature measurement of changes in heat capacity of
beryllium in a magnetic field. Phys Lett 25A(3):229–230

79. Paulechka YU, Blokhin AV, Kabo GJ, Strechan AA (2007) Thermodynamic properties and
polymorphism of 1-alkyl-3-methylimidazolium bis(triflamides). J Chem Thermodyn 39
(6):866–877. doi:10.1016/j.jct.2006.11.006

80. Verevkin SP, Zaitsau DH, Emel’yanenko VN, Ralys RV, Yermalayeu AV, Schick C (2013)
Does alkyl chain length really matter? Structure-property relationships in thermochemistry of
ionic liquids. Thermochim Acta 562:84–95. doi:http://dx.doi.org/10.1016/j.tca.2013.04.003

81. Rivera A, Rössler EA (2006) Evidence of secondary relaxations in the dielectric spectra of
ionic liquids. Phys Rev B 73(21):212201

82. Griffin P, Agapov AL, Kisliuk A, Sun X-G, Dai S, Novikov VN, Sokolov AP (2011)
Decoupling charge transport from the structural dynamics in room temperature ionic liquids.
J Chem Phys 135(11):114509. doi:10.1063/1.3638269

83. Tokuda H, Hayamizu K, Ishii K, Susan MABH, Watanabe M (2004) Physicochemical
properties and structures of room temperature ionic liquids. 1. Variation of anionic species.
J Phys Chem B 108(42):16593–16600. doi:10.1021/jp047480r

84. Bulut S, Eiden P, Beichel W, Slattery JM, Beyersdorff TF, Schubert TJS, Krossing I (2011)
Temperature dependence of the viscosity and conductivity of mildly functionalized and
non-functionalized [Tf2N]− ionic liquids. ChemPhysChem 12(12):2296–2310. doi:10.1002/
cphc.201100214

85. Hempel E, Huth H, Beiner M (2003) Interrelation between side chain crystallization and
dynamic glass transitions in higher poly(n-alkyl methacrylates). Thermochim Acta 403
(1):105–114

86. Donth E (1992) Relaxation and thermodynamics in polymers, glass transition. Akademie,
Berlin

87. Angell CA (1968) Oxide glasses in light of the “Ideal Glass” concept: I, ideal and nonideal
transitions, and departures from ideality. J Am Ceram Soc 51(3):117–124. doi:10.1111/j.1151-
2916.1968.tb11854.x

9 Decoupling Between Structural and Conductivity Relaxation … 233

http://dx.doi.org/10.1016/S0040-6031(97)00180-9
http://dx.doi.org/10.1063/1.4812349
http://dx.doi.org/10.1016/j.jct.2006.11.006
http://dx.doi.org/10.1016/j.tca.2013.04.003
http://dx.doi.org/10.1063/1.3638269
http://dx.doi.org/10.1021/jp047480r
http://dx.doi.org/10.1002/cphc.201100214
http://dx.doi.org/10.1002/cphc.201100214
http://dx.doi.org/10.1111/j.1151-2916.1968.tb11854.x
http://dx.doi.org/10.1111/j.1151-2916.1968.tb11854.x


Index

A
AC-calorimetry, 214, 221
Activation energy, 79, 90, 108
Activation volume, 77, 79–81, 86
Adam and Gibbs, 229
Alkyl chain, 16, 57, 96, 178, 223, 228
Ammonium, 2, 17
Anisotropy, 62, 64
Aprotic, 10, 80, 98
Aprotic ionic liquids, 1, 3, 6, 9, 14, 30, 96, 100,

225
Arrhenius law, 77, 87
Atomic force microscopy, 158, 174
Avramov model, 91, 92, 102

B
Bis(trifluoromethylsulfonyl)imide, 4, 6, 9, 11,

16, 32, 115
Broadband dielectric spectroscopy (BDS), 29,

31, 33, 115, 117
Broadband impedance spectroscopy, 158

C
Capacitor, 74, 135
Carvedilol, 80, 87, 96
Charge transport, 30, 32, 36–39, 42, 45, 47, 48,

92, 115, 122, 125, 194, 209
Charge transport rate, 42
CKN, 86, 98, 215
C8MIM NTf2, 78, 88, 225, 227
Cole-Cole equation, 37, 134
Complex heat capacity, 219–221
Compression, 89, 110, 140
Conductivity relaxation times, 83, 88, 99–101,

108
Cooling rate, 6, 9, 82, 213, 220, 227
Counterions, 100, 109, 131
Coupling, 16, 63, 153

D
Dc- conductivity, 29, 36, 39, 41, 43, 56, 77,

132, 133, 135, 138
Debye length, 135, 136
Debye–Stokes–Einstein, 42, 101, 103, 153
Decoupling, 94, 100, 104, 108, 122, 125, 140,

149, 151, 153, 214, 215, 219, 228
Decoupling index, 103, 105, 108, 110
Density, 13, 14, 44, 87, 93, 109, 135, 137, 138,

154, 168
Density fluctuations, 87, 91, 173
Density scaling, 89, 94, 102
Dicyanamide, 6, 9, 56, 58
Dielectric loss, 55, 57, 59, 62, 132, 133, 196,

210, 217
Dielectric relaxation, 37, 54, 131, 133, 134,

138, 146, 154, 216, 219, 223
Differential scanning calorimetry (DSC), 9, 29,

40, 116
Diffusion, 10, 17, 29, 38, 41, 43, 46–48, 62, 86,

99, 104, 107, 125, 146, 160
Dilatometric, 82, 102
Dimethylphosphate, 9
Dimethylsulfoxide (DMSO), 11, 15
Dipolarity, 14
Dissociation energy, 137
Double layer capacitance, 158, 163, 164, 167
DTg/dP coefficient, 84
Dynamic Bond Percolation model, 141, 142,

148, 149, 153

E
Effective medium approximation (EMA), 123,

124
Effective number density, 41, 43, 48
Einstein relation, 43, 145
Einstein–Smoluchowski relations, 41, 44,

46–48

© Springer International Publishing Switzerland 2016
M. Paluch (ed.), Dielectric Properties of Ionic Liquids,
Advances in Dielectrics, DOI 10.1007/978-3-319-32489-0

235



Electrode polarization, 29, 34, 38, 117, 124,
137, 138, 145, 194, 195, 199, 202, 206,
210, 211

Ethylammonium nitrate (EAN), 62–64, 66, 176
Ev/Ep ratio, 94

F
FAP, 11, 164, 166, 178
Force-distance curves, 175, 177, 178, 182, 184
Formate, 3
Fragile, 84
Fragility, 84, 86, 153, 222
Free-volume, 146, 148
Functionalized ionic liquid, 3, 5, 6

G
Glass, 77, 99, 107, 147
Glass transition pressure, 82, 99, 106
Glass transition temperature, 1–3, 6, 8, 9, 17,

19, 38–40, 75, 77, 81, 82, 84, 86, 90, 99,
102, 116, 121, 122, 125, 142, 214, 222, 227

Glassy dynamics, 32, 48, 115, 122, 124–126
Green-Kubo relations, 43, 44
Grotthuss mechanism, 86, 97, 101, 108

H
Havriliak-Negami, 37, 38, 118, 120, 133
Heat capacity, 82, 116, 193, 214, 215,

219–221, 229
Heat capacity spectroscopy, 219
Herringbone reconstruction, 166, 167
Hexafluorophosphate, 6, 11, 12, 16, 32, 179
High-pressure, 74–76, 80, 81, 83, 84, 87, 89,

95, 99, 100, 102, 109, 140
High-pressure chamber, 76
Hydrochloride, 80, 91, 96, 100, 107
Hydrogen bond accepting ability, 15, 16
Hydrogen bond donating ability, 15, 16
Hyperfine coupling constant, 16

I
Imidazolium, 4, 6, 9, 10, 12, 16, 17, 32, 35, 45,

54, 56, 61, 80, 96, 97, 171, 179, 184–186
Intermolecular potential, 89, 93
Ionicity, 17
Ionic transport, 43, 44, 77, 131, 132, 142,

145–149, 151–154
Ion number density, 135–137
Isobaric expansivity, 90
Isochronal, 82, 86, 90, 99, 100, 214, 221
Isochronal expansivity, 90

K
Kamlet–Taft equation, 14

Kramers-kronig relations, 37, 56, 134, 162,
207–209

L
Lidocaine, 81, 83, 98, 100, 105, 107–109
Light modulated calorimeter (LMC), 221
Liquid range, 3, 5, 6, 9, 10, 44
LiTFSI, 132, 134, 152
Litium perchlorate, 132, 138

M
Macdonald–Trukhan model, 135
Maxwell relation, 42, 105, 108, 215
Melting point, 2, 6, 9, 30, 44, 132, 173
Microphase separation, 132, 141, 143
Modulus, 37, 38, 76, 77, 89, 118, 119, 214,

215, 217
Molecular dynamics, 31, 37, 53, 54, 59, 61,

64–66, 84, 96, 116, 125, 126, 169, 173, 188
Molecular dynamics simulations, 173
Multilayer Structure, 169, 188

N
Nafion, 81

O
Optical Kerr effect, 61, 62

P
Phase separation, 132, 141
pKa, 106, 107
Poisson equation, 135
Polarity, 3, 14, 16, 17
Polarizability, 15, 16, 36, 55, 59, 61, 62
Poly-BuVIm NTf2, 99, 101
Polymer, 2, 3, 5, 17, 120, 125, 132–134, 138,

142, 145, 146, 148–151, 153, 154, 214
Polymer electrolytes, 131, 132, 134, 138, 140,

143, 145–149, 151, 153, 154
Polymerized ionic liquid (PIL), 1, 3, 17–19, 98,

99, 101, 108, 110, 116, 117, 126, 131, 132,
152, 154, 214

Propylene glycols, 132, 138
Protic ionic liquid, 1–4, 10, 12, 17, 30, 78, 80,

96, 103, 107, 108
Proton transfer, 97, 98, 101, 102, 107–109
PVT, 89, 102
Pyrrolidinium, 6, 10, 12, 165, 167

R
Random barrier model, 36, 38
Reichardt’s dye, 14, 16
Relative permittivity, 14, 55

236 Index



S
Salts, 1, 2, 10, 57, 73, 80, 96, 100, 107, 115,

132, 137, 143, 149
Scaling exponent, 94–96, 102
Scanning tunneling microscopy, 167
Segmental relaxation, 101, 103, 138, 140–143,

145, 147, 149, 150, 153
Shear modulus, 42, 214–217
Shell-isolated nanoparticle-enhanced Raman

spectroscopy, 185, 186
Solvation dynamics, 60, 61
Solvatochromic dye, 14–16
Solvent, 2, 5, 10, 14, 18, 32, 45, 54, 56, 58, 60,

61, 98, 116, 145, 146, 149, 151, 194
Spin probes, 14, 16
Stokes shift, 60
Structural relaxation time, 90, 103–105, 108,

145
Sum-frequency generation vibrational

spectroscopy, 158
Supercooled, 30, 48, 78, 82, 93, 225
Surface-enhanced Raman spectroscopy, 158,

185, 186
Surface force apparatus (SFA), 158, 180–182,

184

T
Tait formula, 102

Temperature-modulated differential scanning
calorimetry (TMDSC), 103, 105, 214, 223

Terahertz spectroscopy, 54
Tetrafluoroborate, 11, 12
Thermal compressibility, 215
Thermal energy fluctuations, 88
Thermal expansion coefficient, 14, 82, 147
Thermogravimetric analysis (TGA), 9
Time-resolved infrared spectroscopy, 55
Triflate, 6
Tris(pentafluoroethyl)trifluorophosphate, 6, 11,

164
Turnbull and Cohen, 146

V
Van der Waals, 45, 80, 84, 90
Vehicle conduction, 99, 102
Vehicle-type mechanism, 98
Viscosity, 10, 13, 39, 42, 66, 84, 93, 100, 116,

151, 214, 217
Vogel–Fulcher–Tammann–Hesse equation, 13

W
Walden rule, 84, 96, 100, 102

X
X-ray reflectivity, 158, 171, 172

Index 237


	Preface
	Contents
	1 Introduction to Ionic Liquids
	Abstract
	1.1 Synthetic Ways to Ionic Liquids as Source for Possible Impurities
	1.2 Liquid Range of Ionic Liquids
	1.3 Viscosity of Ionic Liquids
	1.4 Density of Ionic Liquids
	1.5 Polarity of Ionic Liquids
	1.6 New Polymer Materials Derived from Ionic Liquids
	References

	2 Rotational and Translational Diffusion in Ionic Liquids
	Abstract
	2.1 Introduction
	2.2 Experimental Details
	2.3 Results and Discussion
	2.3.1 Charge Transport and Dynamic Glass Transition in Ionic Liquids
	2.3.2 Elucidating the Correlation Between Characteristic Hopping Lengths and Molecular Volumes of Ionic Liquids

	2.4 Conclusions
	Acknowledgments
	References

	3 Femto- to Nanosecond Dynamics in Ionic Liquids: From Single Molecules to Collective Motions
	Abstract
	3.1 Introduction
	3.2 Broadband Dielectric Spectra of Ionic Liquids
	3.3 Translation or Rotation—Comparison to Computational Results
	3.4 Local Versus Global Dielectric Response—Comparison to Solvation Response
	3.5 Balanced Sensitivities—Comparison to Optical Kerr Effect Spectroscopy
	3.6 Adding Molecular Specificity—Comparison to Ultrafast Infrared Spectroscopy
	3.7 Conclusions
	Acknowledgments
	References

	4 High-Pressure Dielectric Spectroscopy for Studying the Charge Transfer in Ionic Liquids and Solids
	Abstract
	4.1 Conductivity Measurements Under High-Pressure Conditions. How to Exert Pressure on the Sample?
	4.2 Pressure Sensitivity of Ion Dynamics. How Much Pressure Do We Need to “Supercool” Ionic System?
	4.3 Thermal and Density Fluctuations to the Temperature Dependence of σdc at Ambient and Elevated Pressure
	4.4 Density Scaling of Ionic Systems
	4.5 Relation Between Ion Dynamics and Structural Relaxation at Ambient and Elevated Pressure
	4.5.1 Are the Stockes–Einstein and Walden Laws Always Satisfied?
	4.5.2 How to Quantify Decoupling Between the Charge Transfer and Structural/Segmental Relaxation in Ionic Conductors?
	4.5.3 How to Control the Time Scale Separation Between Charge and Mass Diffusion?

	4.6 Conclusions and Perspectives
	Acknowledgement
	References

	5 Glassy Dynamics and Charge Transport in Polymeric Ionic Liquids
	Abstract
	5.1 Introduction
	5.2 Experimental Details
	5.3 Results and Discussion
	5.4 Conclusion
	Acknowledgments
	References

	6 Ionic Transport and Dielectric Relaxation in Polymer Electrolytes
	Abstract
	6.1 Introduction
	6.2 Dielectric Relaxation in Polymer Electrolytes
	6.2.1 Analysis of Dielectric Spectra of Polymer Electrolytes
	6.2.1.1 Spectrum Analysis Protocols
	6.2.1.2 Analysis of Electrode Polarization: Ion Number Density and Diffusivity

	6.2.2 Low Salt Concentration: Emergence of Ionic Mode
	6.2.2.1 Pressure Dependence of the Ionic Mode
	6.2.2.2 Slow Segmental Relaxation
	6.2.2.3 Nature of the Ionic Mode

	6.2.3 Emergence of Additional Relaxation Modes at Higher Salt Concentrations

	6.3 Ionic Transport in Polymer Electrolytes
	6.3.1 Theory of Ionic Mobility in Electrolyte Solutions
	6.3.2 Models of Ionic Transport in Polymer Electrolytes
	6.3.2.1 Free-Volume Model
	6.3.2.2 Dynamic Bond Percolation Model

	6.3.3 Coupling and Decoupling Between Conductivity and Polymer Relaxation
	6.3.3.1 Observation of Decoupling in Polymer Electrolytes
	6.3.3.2 Walden Plot Analysis


	6.4 Summary
	Acknowledgments
	References

	7 Electrochemical Double Layers in Ionic Liquids Investigated by Broadband Impedance Spectroscopy and Other Complementary Experimental Techniques
	Abstract
	7.1 Broadband Impedance Spectroscopy
	7.1.1 Introduction
	7.1.2 Theory of Impedance Spectroscopy
	7.1.3 Practical EIS Pitfalls
	7.1.3.1 Cell Design for Three-Electrode Measurements
	7.1.3.2 Non-stationary Electrochemical Systems
	7.1.3.3 Fitting Algorithms

	7.1.4 Application to Metal | IL Interfaces
	7.1.4.1 Introduction
	7.1.4.2 [Pyrr1,4]FAP
	7.1.4.3 [EMIm]FAP
	7.1.4.4 Conclusion


	7.2 Scanning Tunneling Microscopy
	7.2.1 Introduction
	7.2.2 Application to Metal | IL Interfaces

	7.3 X-Ray Reflectivity
	7.3.1 Introduction
	7.3.2 Application to Solid | IL Interfaces

	7.4 Atomic Force Microscopy
	7.4.1 Introduction
	7.4.2 AFM for the Investigation of Solid | IL Interfaces

	7.5 Surface Force Apparatus
	7.5.1 Introduction
	7.5.2 SFA Studies of Solid | IL Interfaces

	7.6 Surface-Enhanced Raman Spectroscopy (SERS) and Shell-Isolated Nanoparticle-Enhanced Raman Spectroscopy (SHINERS)
	7.7 Sum-Frequency Generation (SFG) Vibrational Spectroscopy
	References

	8 Dielectric Properties of Ionic Liquids at Metal Interfaces: Electrode Polarization, Characteristic Frequencies, Scaling Laws
	Abstract
	8.1 Introduction
	8.2 Materials and Methods
	8.2.1 Materials
	8.2.2 Methods

	8.3 Dielectric Properties of Ionic Liquids: Characteristic Frequencies and Universal Scaling Laws
	8.4 Electrode Polarization and Ionic Charge Transport at Metal Interfaces: Theoretical Model
	8.4.1 Analytical Calculations
	8.4.1.1 The Onset and the Full Development of Electrical Polarization Effects
	8.4.1.2 The Inflection Point Fi
	8.4.1.3 Electrode Polarization: The Asymptotic Behavior for x → 0
	8.4.1.4 Gradients of Local Dielectric Properties


	8.5 The Complex Dielectric Function of Ionic Liquids in the Interfacial Layers at Metal Electrodes
	8.6 Conclusions
	References

	9 Decoupling Between Structural and Conductivity Relaxation in Aprotic Ionic Liquids
	Abstract
	9.1 Introduction
	9.2 Heat Capacity Spectroscopy
	9.3 Results
	9.3.1 [C6MIm][NTf2]
	9.3.2 [C4MIm][NTf2]
	9.3.3 [C8MIm][NTf2]

	9.4 Summary
	Acknowledgment
	References

	Index



