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Preface

This book analyzes the conduct of monetary and fiscal stabilization policies and
cooperation among monetary and fiscal policymakers using a dynamic game
framework. The volume presents in a concise manner the results obtained from
an extensive research project on monetary and fiscal policy design in the (Euro-
pean) Economic and Monetary Union (EMU). In addition, techniques and con-
clusions of this research on EMU are used to construct a more general theory
of macroeconomic cooperation between nations in a world-wide setting, mainly
in the later chapters of the book. In this way, the book provides more insights
into recent initiatives aiming to create monetary unions or other possible forms
of macroeconomic cooperation. In fact, such initiatives are recently considered
in all major regions of the world.
The analysis of stabilization policies in a monetary union is carried out

using a simplified version of (New-) Keynesian dynamic open-economy macro-
economic models, in which economic linkages between countries form a kernel
part. Such linkages give rise to many spillovers and economic externalities con-
nected with macroeconomic policies of nation-based agents (governments and/or
central banks). This implies that the evolution of the economies over time is
important, and, therefore, dynamic modelling shall be used. Indeed, dynamic
models have the characteristic that the state vector, describing the current state
of the economy at a certain point of time, is a ected by actions of di erent pol-
icymakers. Hence, economic externalities arising from individual policies and
their propagation over time are explicitly taken into account. In its most ex-
tensive setting, an -countries, -central banks dynamic model of (possible)
multiple monetary unions results.
Since every policymaker is primarily interested in solving the policy issues of

her own country, the induced economic spillovers and externalities may be im-
portant. Hence, the natural question of possible gains from cooperation arises.
If these gains are present, the presence of institutional settings that support
desired cooperation becomes an important issue. To model potential coopera-
tion of individually optimizing players, the approach in this book combines the
recent literature on dynamic games among monetary and fiscal policymakers
(e.g. Engwerda (1998a) and Engwerda et al. (1999, 2002)) with that on en-
dogenous coalition formation (e.g. Bloch (1996), Ray and Vohra (1997, 1999)
and Yi (1997)).
The book is as much as possible self-contained and written in a manner well

understandable for graduate university students. Together with scholars and
researchers at universities and international institutions, they constitute the
most important readership of the book. The contents and form of the volume
are designed in a way that enables it to be used as a textbook for a specialized
course in the area of policymaking in the presence of (a) monetary union(s).
We hope that our general perspective and potential to apply the model with

its results to di erent regions of the world make the book interesting for less
academic-oriented readers, such as policymakers and policy advisors through-
out. Therefore, the book may constitute a valuable contribution to the ongoing

ix



discussions on gains from and desirability of tightening fiscal and monetary
cooperation in di erent parts of the world.
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Chapter 1

International Policy
Coordination

"Coordination of macroeconomic policies is certainly not easy; maybe
it is impossible. But in its absence, I suspect nationalistic solutions
will be sought — trade barriers, capital controls and dual exchange-
rate systems. Wars among nations with these weapons are likely to be
mutually destructive. Eventually, they, too, would evoke agitations
for international coordination.” James Tobin.

1.1 Introduction

Thus,

needed were flexible exchange rates.
Twenty years after Bretton Woods, the Chicago School view of the alleged

superiority of flexible exchange rates has been challenged by a number of econo-
mists, who provided a theoretical rationale for policy coordination by introduc-
ing a first generation of game-theoretic models that predict positive e ects of
monetary policy coordination in stabilizing the economy. The main shortcoming
of these models was that -notwithstanding that they did provide a theoretical ra-
tionale for policy coordination- the gains from coordination were quantitatively
small. These non-convincing empirical results would explain the decreasing in-
terest in international policy coordination after the golden ages of the 1970s and
1980s (McKibbin(1997)). However, more recently a renovating interest has been
resorted to two di erent respects: a) the introduction of the New-Keynesian
macroeconomic paradigm and b) the creation of the euro area.
A new generation of models of policy coordination have been introduced by

1

In the aftermath of the Bretton-Woods agreement, the general perception was
that a flexible exchange rate was a way of insulating domestic employment
from foreign economic di turbances, including foreign monetary policy.
there was no need for central banks to intervene in foreign exchange markets

s

or to coordinate their monetary policies for stabilizing the economy. All thatwas
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Obstfeld and Rogo (2002) and Corsetti and Pesenti (2001) and others. All
these New-Keynesian models incorporate micro-foundations (optimizing house-
holds and firms), an intertemporal approach, monopolistic competition, and
some form of nominal inertia.1 The need for policy coordination in second-
generation models is still an open question: Obstfeld and Rogo ’s (2002) pa-
per concluded that, under plausible assumptions, the stabilization gains from
having separate currencies are not largely deteriorated in the absence of e ec-
tive international monetary policy coordination. In contrast, Canzoneri et al.
(2004) develop a two-industry, two-country model and find that the gains can
be non-trivial. This result arises, basically, because they relax the assumption
of perfect correlation of technological shocks in previous works and also allowing
a non-unitary correlation between industrial technological shocks.
Regarding the (European) Economic and Monetary Union (EMU), its cre-

ation has also changed the way macroeconomic policy has been conducted within
and outside Europe. The euro area is in fact unique in the sense that it consists
of many sovereign states with a single currency. Economic policymaking powers
at the euro area level di er significantly from those in fully-fledged federations.
In particular, while fiscal policy is formulated in the context of the Stability and
Growth Pact (SGP), virtually all fiscal competencies remain at the national level
according to the principle of subsidiarity. By contrast, the European Central
Bank (ECB) sets monetary policy for the area as a whole and bases its decisions
on average macroeconomic conditions.
This new framework, on the one hand, raises the issue of coordination of

macroeconomic policies at the euro area level, specifically the coordination
among fiscal authorities and between them and the ECB. On the other hand,
it raises issues regarding the relations of the EMU with outside countries. In
particular, the establishment of a common currency has created a major rival
to the dollar and yen in the international financial markets. One question of
crucial importance for developments in the world economy is whether the cen-
tral banks of the United States, Japan and Europe should cooperate or not in
pursuing stabilization policies and on the management of exchange rates.
This chapter provides a basic overview of the literature on international co-

operation and is organized as follows. The next section discusses international
policy coordination in a textbook form a prisoners’ dilemma and highlights
the importance of economic spillovers and externalities in the evaluation of in-
ternational coordination. Section 1.3 analyzes the international coordination in
more general terms, highlighting the possible counterproductive e ects of par-
tial cooperation and the need of institutional or discretional commitment to
support cooperative solutions. Section 1.4 introduces the issue of coordination
in a monetary union (MU) context and discusses the issue of symmetric and
asymmetric shocks. Section 1.5 discusses various aspects of monetary and fiscal
policy coordination in the EMU. Section 1.6 describes the implementation of
international macroeconomic policy coordination. It begins by considering the
Group-of-Seven (G-7) process, afterwards the European monetary integration

1See VanHoose (2004) for an overview on the New-Keynesian literature.

CHAPTER 1
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process is analyzed. It finally considers the more recent developments of in-
ternational policy coordination in emerging markets. Section 1.7 gives a look

1.2 The textbook approach

In an integrated international economy, macroeconomic conditions in one coun-
try a ect economic conditions in other countries; that is, they induce spillovers
on other countries. Economic externalities are the e ects of the decisions of
one agent on other agents’ preferences or welfare.2 In the context of integrated
economies, spillovers between countries lead to economic externalities since they
result in the transmission of the e ects of policies in one country to other coun-
tries. The key insight of the literature is that coordination of policies among
economies, that takes into account these externalities, may lead to higher wel-
fare for all of them. Starting with this key insight, the modelling of international
policy coordination has moved in di erent directions. The literature considered
among others:

• the methods to enforce international agreements,

• the roles that uncertainty and information sharing play in the coordination
process, and

• the measurement of the gains from policy coordination.

In general, the need for coordination arises if the following two circumstances
occur: (i) there is interdependence between the di erent economies and (ii) the
non-coordinated action of the various countries would produce suboptimal out-
comes.
Let us begin with the first point. Economic interdependence among di er-

ent economies implies that shocks in one country, including those induced by
government actions, have repercussions in other countries. These repercussions,
called economic externalities, can be positive or negative.
The need for coordination clearly emerges from the existence of spillovers

and economic externalities. Policy conflicts that create an incentive for policy
coordination are of two main types:

1. Ongoing conflicts are permanent ; they occur even if markets are perfectly
flexible. Ongoing conflicts arise when countries have inconsistent objec-
tives such as di erent desired values for the bilateral current account or
di erent desired values for the real exchange rate between two currencies

2. Stabilization conflicts are temporary; they occur because of inertia of nom-
inal variables and eventually disappear as these nominal variables adjust;

2 In Chapter 5 we define the concept of externalities from coalition formation, which are a
direct consequence of economic externalities.
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stabilization conflicts can arise as a result of either exogenous shocks or
policy changes.

This book mainly deals with the lat er type of spillovers and economic exter-
nalities since our interest is in macroeconomic stabilization policies. The main
source of stabilization conflicts are exogenous shocks. We devote attention to
three basic configurations of shocks that hit economies at the same time:

1. Symmetric shocks are shocks that hit all countries at the same time and
manner;

2. Asymmetric shocks (also referred to as idiosyncratic or country-specific
shocks) hit only a specific country (or block of countries) and not the
other countries;

3. Anti-symmetric shocks (or perfectly asymmetric shocks) hit specific coun-
tries in an equal but opposite manner.

Following Meyer et al. (2002), oil price shocks can be seen as examples of
symmetric shocks for most industrial countries in the 70s. The simultaneous
fiscal expansion in the United States and contraction in Europe and Japan in
the early 1980s can be viewed as an asymmetric shock for monetary authorities.
The early 1985 appreciation of the dollar can be interpreted as an anti-symmetric
shock that raised the demand for dollar assets and lowered the demand for assets
denominated in the other major currencies. Finally, the German reunification
in the early 1990s and the crisis of the Japanese (fixed) assets in the beginning
of the 21 century are good examples of country-specific shocks.
Stabilization conflicts on monetary policy can arise because of initial con-

ditions that one or more countries regard as suboptimal and changes in fiscal
policy that are driven by political or other non-stabilization considerations such
that they e ectively become exogenous. Suboptimal initial conditions and ex-
ogenous changes in fiscal policy can be divided into symmetric, asymmetric and
anti-symmetric initial conditions. E.g. inflation rates in Western European
countries in the early 1980s can be thought of as symmetric suboptimal initial
conditions.
Regarding the suboptimal outcomes, how can they emerge in the presence

of economic externalities? As any case of strategic interdependence, the e ects
of international economic externalities can be interpreted in terms of the tools
provided by game theory. Table 1.1 illustrates a simple example, where two
countries (Europe and United States) have two targets (balance of payments in
equilibrium and full employment) and two strategies (expansion and contrac-
tion). It describes a traditional prisoners’ dilemma problem.

CHAPTER 1
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US
EU Expansion Contraction

Expansion I(-9,-9) III(-11,-8)
Contraction II(-8,-11) IV(-10,-10)

Let us analyze in more detail the optimal choices for both (blocks of) coun-
tries. If the policy of the United States (US) is contraction, Europe will also
adopt contraction to prevent the balance of payments to deteriorate. If the US
policy is expansion, Europe will again adopt contraction to increase the balance
of payments. Thus, Europe will always play contraction irrespective of the US
choice. Since the game is symmetric the US will also find it optimal to play
contraction. Therefore, both countries will finally play the contraction strategy.
This solution is clearly suboptimal: if both countries would play expansion,
both can achieve a better outcome. The reason this does not occur is the lack
of coordination: if each country fears that the other will not expand its economy
enough, the outcome may be that none of them expands. In theory, it is thus
possible to increase the welfare of both countries by employing some form of
policy coordination, thereby achieving a Pareto-optimal outcome,
Our example describes a situation of pure discretionary coordination: the

various countries decide on a case-by-case basis to internalize the economic
externalities resulting from macroeconomic interdependence and each country
may gain without giving up anything of its sovereignty. However, even the par-
tial fulfilment of a target has a value, i.e. there is a trade-o between target
variables. Then, there are cases of discretionary coordination through compro-
mise, in which each country gains with reference to one objective but loses with
respect to another, while still achieving a net gain.
The discretionary coordination through compromise is related to the policy-

optimization approach to economic policy (flexible-target approach). In such an
analysis, the agents are the same national governments with well-defined, ex-
ogenous preferences (or loss functions) to be maximized under interdependent
constraints, describing the way in which policies and shocks originating in one
country a ect other countries (i.e. the interactions among national economies).
In these policy games, each national government acts in a strategic way accord-
ing to its interests which are biased towards domestic welfare. The decisions
of national governments are interpreted as optimal solutions of cooperative or
non-cooperative games.
In a non-cooperative game structure, policymakers maximize their own na-

tional welfare. Unilateral national behaviour is often modelled as Nash or Stack-
elberg non-cooperative behaviour. This behaviour will be contrasted with co-
operative approaches and the incentives to deviate from cooperative outcomes
can be studied. In a cooperative game the national governments will jointly
maximize a weighted average of their individual welfare, i.e. a joint welfare
function. Cooperative games will generate Pareto-optimal outcomes.4

4Canzoneri et al. (2004) distinguish between constrained and unconstrained Pareto opti-
mality. If there is deadweight loss due to monopolistic competition and the government does
not subsidize the production to reach the competitive outcome, then even with coordination,
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3Smaller absolute values are preferred to larger absolute values.
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Figure 1.1: Hamada’s diagram

An example is provided by international economic externalities from mon-
etary policy in a symmetric two-country world. In such a model, one coun-
try’s attempt to improve its output-inflation trade-o by running a beggar-
thy-neighbour policy is frustrated by the reaction of the other country. The
non-cooperative outcome is a deflationary bias with both countries worse o
relative to a cooperative situation in which each country takes care of domestic
inflation without attempting to a ect the exchange rate (Cooper (1985)).
The discretionary coordination through compromise is displayed in graphic

form in Figure 1.1.
On the axes we represent the policies of the two countries; the policy of coun-

try 1 (2) is shown on the horizontal (vertical) axis. Thus, each point represents
a policy combination (and corresponding economic result). The losses of the
two policymakers are represented by iso-loss (indi erence) curves centered in
E1 and E2 (first bests or ”bliss points”). A curve further away from the origin
indicates a higher loss.
The non-cooperative equilibrium of the game is represented by point ,

where the two policymakers’ reaction functions intersect (point is the Stackel-
berg equilibrium). The reaction function is a policymaker’s best response given
the opponent’s policy. If the economy is in a point on a policymaker’s reaction
function, it has not the incentive to change its policy. Of course, in both
policymakers have no incentive to deviate from their policy. Thus, it represents
a game equilibrium (Nash equilibrium).

the outcome will be a constrained Pareto-optimal outcome (a second-best). The first-best
outcome is the solution in a perfectly competitive setting.

CHAPTER 1
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Point is clearly suboptimal, moving south-west it is, in fact, possible to
reduce both policymakers’ losses. Pareto-e cient equilibria, as point , are
represented along the (contract) curve E1-E2 and can be implemented as the
results of a cooperative agreement. Of course, the agreement should be binding
since points as are out of the reaction functions, so they imply an ex-post
incentive for both policymakers to deviate from their reaction function. We will
come back on the issue of commitment later on.

Summarizing, in the presence of international economic externalities, game-
theoretic analysis demonstrates that a failure to coordinate monetary policy in-
ternationally could result in non-cooperative solutions that are Pareto inferior
to the cooperative solution that is achieved by coordinating policies. However,
this cooperative solution may not yield a permanent equilibrium as there is an
incentive for countries to renege or cheat in the absence of a binding commit-
ment.

1.3 A more general view

1.3.1 Can cooperation be counterproductive?

tional monetary policy coordination. For example, Rogo (1985) suggests that
cooperation may be counterproductive if a third (non-cooperative) player is in-
troduced into the game; these results thus turn the prisoners’ dilemma into a
deadlock game.

In his influential paper, Rogo (1985) considers a symmetric two-country
economy, where monetary authorities have an inflationary bias problem because
desired outputs are above natural outputs. Even though inflation is costly, the
equilibrium rate of inflation must be high enough that the incentive to increase
the money supply in order to raise output is just o set by the extra cost of
additional consumer price inflation. In a non-cooperative policy regime, an
increase in the money supply in one country increases its inflation both by
increasing its output price inflation and by causing its currency to depreciate in
real terms, making imports more expensive. By contrast, in a cooperative policy
regime (joint maximization between monetary authorities) and non-cooperative
play against the private sector, when one country expands its money supply the
additional real depreciation of its currency helps the other country by lowering
consumer price inflation there. Thus, the extra cost of consumer price inflation
for the two countries taken together is lower and the equilibrium rate of inflation
must be higher if the incentive to try to raise output is to be matched by
additional joint costs of consumer price index inflation. The inflation bias in
both countries is finally higher.

A di erent view is explored by Carraro and Giavazzi (1991), who provide a
counterexample to Rogo ’s (1985) paper by showing how coordinated strategies
may be dominant even in the presence of a third, non-cooperative player, if coor-
dination is not embodied in an institutional arrangement, but it is rather seen as

INTERNATIONAL POLICY COORDINATION
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a contingent (feedback) policy decision. In their model, the prisoners’ dilemma
approach is turned into a game of harmony. More generally, recent literature
on the non-cooperative formation of environmental coalitions argues that, when
an -country game is analyzed, the likely non-cooperative equilibrium of the
game in which countries first decide whether or not to cooperate, and then set
their policies, is cooperation among a subset of the countries, whereas the re-
maining ones find it optimal to free-ride. In this case, it can be shown that the
appropriate framework to describe the policy coordination problem is a chicken
game.5 The same argument could be applied even to a monetary policy coordi-
nation game, whenever the (negative) slope of all countries’ reaction functions
is su ciently low in absolute value (see Carraro (1999)).
These examples indicate that the same international policy game can be

described by di erent game-theoretic structures: the prisoners’ dilemma is just
one of them, but chicken, deadlock, Stag-hunt and harmony games6 should also
be considered as possible adequate representations of the interactions among
central banks. Which theoretical structure best describes countries’ interac-
tions in an international policy game is therefore an open question. It depends,
among other things, on economic structures and on policymakers’ preferences,
and especially on the possibility of partial coordination with the formation of
coalitions. It is worth noticing that in the examples designed to show that co-
ordination can be counterproductive, it is assumed that the participants in the
policy game cannot credibly make all the commitments necessary for achiev-
ing the e cient equilibrium but that some participants can commit to jointly
maximize and play Nash against others. This type of commitment can be coun-
terproductive for those who engage in it. Thus, a relevant feature to determine
the nature of the strategic interactions is the number of players involved in the
game and their relations, in particular, the possibility of the formation of partial
cooperation (coalitions).

5A chicken game can be described as follows. Two tough guys sit in their idling cars at
opposite ends of a single-lane road. Upon a signal their cars hurtle towards each other. Each
driver can either swerve out of the way or stay the course and risk death. The driver who
swerves becomes the chicken, while the other gets the girl and is the most popular boy in
town. Formally, two strategies are to swerve ( ) or to hold ( ), the preference ordering is as
follows: Â Â Â . As a result there is no dominant strategy and two deficient
equilibria emerge: and . The Pareto-optimal outcome ( ) is unstable.

6Stag-hunt and harmony games are well-known games. The situation described in the
stag-hunt game derives from the French philosopher J.J. Rousseau. Two men go to hunt a
stag. If they catch the stag they will both eat well. They can catch the stag only if they
hunt together (cooperate). If one of them abandons the hunt for the stag (defects) to catch
a passing hare, he eats reasonably well, the stag escapes and the other player eats nothing.
If both abandon the stag-hunt to catch hares, they both eat reasonably well, after competing
to catch the hares. Formally, the two strategies are to cooperate in the hunt of the stag ( )
or to chase a passing rabbit ( ), thus letting the stag escape. The preference ordering is

Â Â Â . There is no dominant strategy and two equilibria are possible:
(Pareto-optimal) and (deficient).
By contrast, in the case of a harmony game, players prefer cooperation since self-interest

leads to mutual gains. Formally, in such a game the preference ordering is Â

Â . Since is the dominant strategy for both players, there is a Pareto-optimal
equilibrium:

CHAPTER 1
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1.3.2 Cooperation, commitment and credibility

Full (or partial) cooperation will become non-sustainable if policymakers do not
stick to their commitment and cheat by deviating in their policies from the
agreed policy stance. Cooperation, in fact, implies a solution on the Pareto
frontier outside of the reaction functions. The problem is closely related to the
reputation issue and the international institutional design like e.g. the existence
of a supranational authority that enforces international cooperation agreements.
If countries face the same international coordination problem in the future,

i.e. the game is repeated each period, it must be possible to achieve e cient
outcomes by a reputation mechanism. If a country comes to a decision node
where there is an incentive to renege on the cooperative outcome, such a co-
operative agreement will clearly lack credibility and rational policymakers will
not enter into such an agreement and, by symmetry, no cooperation is the out-
come. The folk theorem of repeated games stresses that even if policymakers
have an incentive to renege they will not do so because they fear to lose payo s
when other players can punish them in the subsequent periods. The reason why
trigger strategies can support repeated games, consistent with e cient policies,
is that for each country the value of deviating from the e cient policy in each
period is outweighed by the discounted value of having e cient policies played
in the future. Therefore, for trigger strategies to work, payo s in the future
must not be discounted too heavily.
Another way to restore sustainability is to develop an incentive mechanism

through sanctions against reneging. If there are supranational institutions that
can legally enforce the coordinated solution, then policies will be credible. Such
an institution will reduce the likelihood that policymakers renege upon their
commitments. The supranational enforcement implies a loss of sovereignty (see
Canzoneri and Henderson (1991)) in comparison with a sovereign policymak-
ing process, whereby countries coordinate on an agreed outcome and employ a
trigger mechanism to enforce it.
Recently, the idea of issue linkage has been introduced as a device supporting

cooperation; this is basically an agreement designed where participants do not
negotiate on only one issue, but on two or more issues. The intuition is that
by adopting cooperative behaviour, some agents gain in a given issue, whereas
other agents gain in another. By linking the two issues, the agreement in which
agents decide to cooperate on both issues may become profitable to all of them.
Issue linkage is a way to increase cooperation on issues where the incentives
to free-ride are particularly strong with the goal of determining under which
conditions players actually prefer to link the negotiations on two di erent issues
rather than negotiating on the two issues separately in the context of endogenous
coalition formation (see Carraro and Marchiori (2003)). An example of issue
linkage is represented by the negotiations of macroeconomic policy coordination
during the Bonn Summit of G-7 in July 1978. Together with the oil price control
and fiscal policies to support growth, a formula to conclude the Tokyo Round
of trade negotiations was added to conclude the bargain.7

7However, trade negotiations have rarely played a role in macroeconomic policy coordina-
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In practice, coordination can be implemented through ad hoc discretional
agreements or through the adoption of rules that give rise to institutionalized
cooperation. The latter normally involves creating rules or regimes that enable
the countries to avoid at least part of the ine ciencies derived from unilat-
eral solutions, thus providing a certain and lasting form of cooperation. The
gold standard, the Bretton-Woods system, the EMS and the rules laid down at
Maastricht for participation in Stage 3 of EMU, the SGP and the EMU itself
are examples of this type of coordination. Some of them o er precise policy
prescriptions, others adopted a shared intermediate target (exchange rate sta-
bility), which was expected to have beneficial consequences for the operation of
the di erent economies (e.g., in order to avoid beggar-thy-neighbour policies).
There are reasons pro and con to prefer institutionalized rule-based cooper-

ation over discretionary (ad hoc) solutions.

1. The need to repeat ad hoc negotiations before each concerted action makes
this approach ine cient, all the more so if there are problems of politi-
cal instability in the negotiating countries, with the related turnover of
negotiators.

2. Discretionary solutions are more vulnerable to pressure from various in-
terest groups.

3. Rules established within the framework of institutionalized cooperation
are di cult to renegotiate (in theory, rules should be complied with for an
indefinite, or at least lengthy, period). Fixed rules may thus accentuate
the di culties of this type of coordination.

4. Discretionary intervention may be required whenever the system has to
cope with events that are not provided for in the rules of institutionalized
cooperation or specific circumstances force policymakers to take actions
di erent from those contemplated by the rules.

5. Finally, rules require regular review, which cannot be ignored simply to
avoid slow and di cult negotiations. Without such a revision, the dis-
cretion and flexibility needed to adapt to the evolution of the historical
context would be provided by the technocrats of the institutions them-
selves, which could produce distortions.

Finally, it is worth noticing here that both rules and discretionary agreements
must be supported by a credible commitment.

1.3.3 The r le of uncertainty

In the late 80s the literature on international coordination moved on to analyze
also the implications of the choice of model uncertainty, which means the techni-
cal reference to uncertainty about the true model. It was explicitly introduced

tion despite the potential existence of policy tradeo s. This is probably due to the slow and
complicated nature of trade discussions and the low speed with which they are implemented.
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in the theoretical analysis by Ghosh and Masson (1987, 1991, 1994), Masson
(1992), Frankel (1988, 1990), and Frankel and Rockett (1988).

Feldstein (1988) and Frankel and Rockett (1988) first pointed out that na-
tions might lose by working together under uncertainty ex-post. In particular,
Frankel and Rockett (1988) provided a static framework for evaluating uncer-
tainty on the true model of the economy. Their analysis is based on ten large
multi-country models with the assumptions that each country uses its own model
to measure the gains of a coordination solution and that governments do not
exchange information but that they agree to coordinate when their own calcu-
lation of welfare e ects shows that it will be beneficial for them.

In contrast, a number of studies have reversed the above negative result.
The presence of model uncertainty may provide an additional incentive to co-
ordinate policies, provided that policymakers recognize that they cannot know
the true model. Ghosh and Masson (1991, 1994) show that uncertainty is likely
to increase the potential gains ex-ante. Indeed, countries may have di erent
information sets that they can share, and by doing so, get better expected out-
comes. In models where policymakers must set their policies before uncertainty
is resolved, the expected gain from coordination is greater whenever there is
multiplicative or parameter uncertainty. In addition, Ghosh and Masson argue
that uncertainty provides a rationale for episodic e orts at coordination, since
crises generate large uncertainties, and hence potential gains, and are also, for-
tunately, infrequent.

1.4 Monetary and fiscal coordination in an MU

1.4.1 Principles of a monetary union

Monetary unions (MUs) form the most far-reaching monetary policy arrange-
ment that states or nations can choose: sharing a common currency and joint
responsibility of a common monetary policy and common central bank is typi-
cally only to be expected for federal states (e.g. the US) or countries that have
achieved a very high degree of economic and political integration (e.g. the euro
area).

For participating countries, membership of an MU implies a number of losses
and benefits. The theory of Optimal Currency Areas (OCAs), developed by
Mundell (1961) and McKinnon (1963), studies MUs and their consequences.
With the introduction of the EMU, this theory has seen a very strong interest
and revival as witnessesa large number of new theoretical and empirical studies .

The main potential cost of joining an MU concerns the loss of sovereign mon-
etary policy, in particular the interest rate and exchange rate as monetary policy
instruments/shock absorbers for the participating countries. How big this cost
is depends on the frequency and nature of the shocks that will hit the MU and
their transmission. The cost is highest if situations arise where substantially
disparate monetary conditions would be called for in di erent countries, due to
economic disturbances that have uneven impacts across the area (i.e. asymmet-
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ric shocks) or even opposite impacts (anti-symmetric shocks). In the case of
shocks that a ect all countries more or less equally (i.e. symmetric shocks), the
loss of monetary autonomy is in principle of less concern, because the area-wide
policy would likewise tend to deliver monetary conditions that are appropriate
for each country. However, this need not be strictly the case if the transmission
mechanism for monetary policy operates significantly di erent across countries,
because even a uniform policy response would not yield uniform impacts in that
case. Such di erences in transmission mechanisms may weaken over time as an
MU takes form, an idea worked out in the so-called ’endogenous’ OCA (Frankel
and Rose (1997)): countries that may not form an OCA ex-ante may do so
ex-post, as the MU fosters economic integration and convergence of economic
structures and institutions.
In the case of asymmetric shocks, with monetary conditions constrained to

respond to the average conditions in the area as a whole, fiscal instruments can
be applied at national levels to promote macroeconomic stabilization. However,
in the case of supply shocks, changes in relative prices and production patterns
are generally needed. While macroeconomic policies can bu er the income ef-
fects of such shocks and buy time for the adjustment needed to take place, they
cannot by themselves assure the necessary structural changes. Policy reforms in
individual countries are the most important instruments for improving adapt-
ability. From this perspective, a crucial question is whether an MU provides a
more or less favourable environment for the supply side adjustments that are
required to occur.
The introduction of a common currency also delivers a number of economic

benefits. These include reduced transaction costs associated with trade and
financial flows between MU countries, the absence of intra-MU exchange rate
risk, greater overall price stability and higher price transparency. The absence of

and, therefore, lower borrowing costs in
many countries. An MU is also likely to generate endogenous consequences such
as more transparent prices contributing to stronger competitive forces, possibly

the past as a result of the stability-
orientedmacroeconomic policy framework and itmay serve as a catalyst to speed-
up structural changes.These indirect and dynamic benefits are di cult to quanti

fy,but could be more important than the static gains.
Moreover, there remain a number of shock-absorbing mechanisms which can

limit the potential cost of giving up national monetary policy autonomy. In
particular, more flexible factor and product markets and fiscal policy flexibility
can act as shock absorbers. Greater integration of capital and credit markets
may contribute to consumption smoothing in the MU, as agents can diversify
idiosyncratic risks by holding financial assets of other countries. In other words,
the traditional OCA theory emphasizes the flexibility of production factors,
especially labour, to absorb shocks. Greater overall labour market flexibility
would support job mobility and accelerate the pace of wage and price changes
at the regional or country level in order to achieve real exchange rate corrections
following an adverse shock. Fiscal and structural policies provide instruments
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that facilitate macroeconomic adjustments in an MU and influence the adjust-
ment channels. If these mechanisms are weak or slow, the necessary adjustments
would fall more on employment.
The OCA theory provides explanations why countries form MUs: as long

as their benefits (are perceived to) exceed their costs, countries will have an
interest in participating in an MU; conversely, MUs are likely to break up when
the (perceived) benefits no longer cover the (perceived) costs. History learns
that break-ups are often taking place in a broader context of secession and
collapses of economic unions and federal states (think e.g. of the recent demise
of the Soviet Union and the rouble zone and the disintegration of the Federal
Republic of Yugoslavia).8 Indeed, MUs among major sovereign nations have
never been observed to last in the long run without strong political integration.

1.4.2 A textbook illustration of the OCA problem

A textbook example taken from De Grauwe (2003) is insightful to illustrate the
OCA problem in a graphical analysis. Figure 1.2 provides the aggregate demand
and supply relations in countries 1 and 2 that form an MU.

Figure 1.2. A relative preference shock in an MU

It is assumed that a shock to preferences shifts away demand for goods
produced in country 1 to demand for goods of country 2. This shock leads
to lower output and higher unemployment in country 1 and higher output/
lower unemployment in country 2. In the absence of an MU, a devaluation
of country 1’s currency could be used to improve the competitiveness of its

8Bordo and Jonung (2003) analyze the history of MUs and the possible lessons from it
that can be relevant for the EMU.
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goods by reducing their relative price. That would shift up the demand curve of
country 1 and shift down the one of country 2, restoring the initial equilibrium
in a straightforward manner. In an MU this possibility is no longer present and
alternative adjustment mechanisms are sought for.
Three alternative adjustment mechanisms in an MU exist to alleviate the ad-

justment burden from shocks like in Figure 1.2: (i) wage flexibility, (ii) labour
mobility and (iii) fiscal flexibility. Flexible wages will entail a downward pres-
sure on wages in country 1 and an upward pressure on wages in country 2.
This restores competitiveness of country 1 shifting up the demand for its goods,
whereas the demand for country 2’s products shifts downward as the wage pres-
sures erodes its competitiveness. Labour mobility is an alternative shock ab-
sorber in this MU: the unemployed workers of country 1 could move to country
2, where there is an excess demand for labour due to the shock. This movement
of labour implies that it is no longer necessary to adjust relative wages and prices
to restore equilibrium and the unemployment in country 1 disappears, and so,
the inflationary pressure on wages in country 2. Finally, also fiscal policies can
act as shock absorbers in the MU. First, a flexible fiscal policy in country 1
would allow it to undertake a discretionary fiscal impulse to stimulate demand
in country 1 after the negative shock. But the flexibility of fiscal policy is sub-
ject to constraints: (a) it is necessary that long-run fiscal sustainability is not
endangered, (b) an MU may come with constraints on the use of national fiscal
policies in order to safeguard fiscal discipline and not to endanger the stabil-
ity of the common monetary policy. Second, a federal budget or fiscal transfer
mechanisms may e ectively act as shock absorbers by their redistribution of
spending power away from prosperous regions towards stagnating parts.
This simple two-country OCA example is useful to introduce in a clear way

the mechanisms that will reappear several times and in more complicated forms
in various chapters of the book. In particular, the relative preference/relative
price shock will be the focus of interest of chapters 3 and 4, that deal with such
a two-country MU model. In chapters 6-8, we study an MU of more countries
and will also look at

1.4.3 Monetary and fiscal policy in an MU

Of crucial importance for the well-functioning of MUs is not only the question
whether the participating countries are (close to) an OCA, also the design of
monetary and fiscal policies in an MU is essential. A well-designed institutional
framework in which decisions about monetary and fiscal policies in an MU are
taken and implemented, will contribute strongly to its e ciency and has there-
fore significant welfare implications. Conversely, an MU with an inadequate
institutional design of its macroeconomic policies, may contribute strongly to
its actual collapse even if otherwise the countries may constitute an OCA. Not
only the institutional framework concerning fiscal policies of the participating
countries and the monetary policy of the common central bank (CB) are im-
portant in this respect, but also the interaction between monetary and fiscal
policies. In the presence of economic externalities, there is scope for policy
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coordination as uncoordinated policies will lead to ine cient and ine ective
outcomes.

he following spillovers seem relevant in an MU context:
(i) output spillovers : changes in output in one country will influence through

its imports also the output in other countries via the ’trade channel’;
(ii) price spillovers : inflation in one country can influence inflation in other

countries via its imports according to the ’pass-through’ hypothesis;
(iii) competitiveness spillovers: price changes are also likely to lead to rel-

ative price changes in the MU, resulting in spillovers via the ’competitiveness
channel’; this e ect is similar to the beggar-thy-neighbour e ect of competitive
devaluations in the case of independent monetary policy;
(iv) interest rate spillovers : in an MU fiscal policies can induce changes in

the short-run interest rate set by the CB; this will a ect output via the ’interest
rate channel’ of monetary policy;
(v) spillovers via the external exchange rate: interest rate changes will also

induce e ects on the external exchange rate of the MU, a ecting the external
competitiveness of countries and pass-through of inflation from external coun-
tries via the ’exchange rate channel’;
(vi) government debt spillovers: in an MU, government debt is likely to a ect

long-term real interest rates; spillovers will occur only if financial markets do
not price the risk of government debt of individual countries appropriately, e.g.
due to the possibility that no-bail out clauses are imperfectly credible; in that
case, excessive fiscal debt in individual countries leads to higher real interest
rates in all countries of the MU.
Spillovers of the types(ii)-(vi)are related to the standardbeggar-thy-neighbour

arguments for policy coordination: policy coordination enables to internal-
ize/attenuate the negative economic externalities produced from these channels.
In general, the stronger the degree of integration between the participating coun-
tries, the stronger the economic externalities start to operate and, therefore, the
stronger in principle the potential benefits from appropriately designed policy
coordination.
The academic literature has focussed on two important interactions between

monetary and fiscal policies in an MU.
(a) The links between fiscal deficits, government debt, inflation, and interest

rates via the dynamic government budget constraints. The interactions between
monetary and fiscal policies in the MU result from the joint influence on the
government debt dynamics. E.g. in the absence of su cient fiscal discipline,
countries may run excessive deficits and accumulate non-sustainable debt that
will eventually spillover to other, more prudent countries in the form of higher
interest rates or even forced bail-outs in the form of monetization by the common
CB (monetary bail-out) or fiscal transfers (fiscal bail-out). These interactions
are more situated in a medium- to long-run perspective; hence, the emphasis
lies on long-run fiscal sustainability when dealing with these interactions. Policy
coordination may already partly take out the strongest economic externalities
as individual countries will be confronted with the consequences of individual
policies on other participants. The basic ideas go back to the famous Sargent
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and Wallace (1981) analysis of the interaction of monetary and fiscal policy
and their ’unpleasant monetarist arithmetic’ and recently revived in the Fiscal
Theory of the Price Level (see e.g. Canzoneri and Diba (1999) for a euro area
analysis).
(b) The links between monetary and fiscal policies in a short-run macroeco-

nomic stabilization perspective. Here, both the fiscal policies of member states
and the common monetary policy a ect macroeconomic conditions in the in-
dividual countries and the aggregate MU. These interactions are also related
to the analysis of the OCA: e.g. if countries are facing an asymmetric shock,
national fiscal flexibility is likely to be beneficial but may be partly counteracted
by fiscal policies in other countries and/or the monetary policy of the common
CB. In addition, fiscal policy constraints may limit the flexibility of the fiscal
policymaker. Also here, one sees that if the spillovers and resulting economic
externalities are strong, there is a need and scope for macroeconomic policy
coordination.
This book entirely focuses on the interactions of monetary and fiscal policies

in an MU from the perspective of aspect (b). It was also constructed having in
mind the context of European monetary integration. For that reason, the next
section takes a more detailed look at the EMU.

1.5 Coordination at work - the EMU

After a short historical introduction to European monetary integrationprocesses,
we analyzein this section three interdependent issues that play a crucial role in

the EMU.

1.5.1 European monetary integration processes

In the aftermath of the Bretton-Woods agreement the general perception was
that a flexible exchange rate was a way of insulating domestic employment from
foreign economic disturbances. All that was needed were flexible exchange rates.
Thus, in the early 1960s, exchange rate policy was not a major concern in the
European integration process, which mainly concentrated on trade integration
(within the European Economic Community, EEC).
The international monetary situation however changed in the late 1960s,

when the US began to run an expansionary monetary policy to finance the
Vietnam War. The American monetary policy consisted of printing an exces-
sive amount of money and, therefore, increasing the inflation rate. The Bretton-
Woods link between the major currencies and the dollar transmitted the inflation
to the rest of the world. These imported inflationary tensions started to stimu-
late the EEC to investigate the possibility of increasing monetary integration.
In 1970, after the The Hague declarations, the European Leaders began to

work on their MU project. The Council requested to a special committee to
prepare a report on the possibility of an MU. The committee was chaired by
the Luxembourg Premier Pierre Werner. Drawing on studies taken in the early
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1960s, theWerner Committee laid out a visionary step-by-step road to an MU.
The realization of the MU was planned for 1980 and it should have realized in
three steps through a gradual harmonization.
The harmonization criteria were the major crux of discussions. Two major

views emerged (the opposite German and French perspectives).

1. West Germany supported an economic harmonization, i.e. the creation of
an MU should have required the preliminary convergence of economic do-
mestic indicators (e.g. inflation rates, interest rates, balance of payments,
public debts) to the values of the strongest European currencies to avoid
the risk of destabilization of such currencies.

2. By contrast, France supported a monetary harmonization. In the French
view, the stability of the mark and guilder should have been the tool to
stabilize the other currencies.

These two opposite visions di erently distributed the cost of the monetary
integration. In the German proposal the major costs were associated to the
destabilized economies, which should have followed restrictive policies to make
order in the domestic accounts with high cost in terms of employment. By
contrast, according to the French proposal, the major burden was let to West
Germany that in the transition step to the MU should have supported the
unstable economies by supporting monetary policy (mark depreciations) and,
therefore, by accepting a higher domestic inflation rate. The two proposals were
the mirror of the European economic situations of West Germany and France.
The distance between the two points of view was too large and, in 1971, the

Council, in a very optimistic perspective, was only able to propose a form of
monetary coordination among the EEC members as the first step of the plan of
the Werner Committee.
The failure of the Werner plan, however, was not due to the opposition of

the German and French interests but mainly because of the changes in the in-
ternational context. In October 1973, some months after the monetary project
started, the Yom Kippur War broke out in the Middle East. The war triggered
an Arab oil boycott to the Western World. Oil price quadruplicated in a few
months. The sharp rise in oil prices had limited e ects on oil producers, but
it dramatically a ected Western Europe and the Bretton-Woods system, which
gradually collapsed between 1971 and 1973. The second oil shock in 1979 elimi-
nated any hope of its recovery. The latent inflationary tendency created by the
American policies exploded under the pressure of the oil prices. In addition,
attempts of compensating the inflationary e ects with expansionary fiscal and
monetary policies worsened the situation and Europe faced stagflation, i.e. high
inflation and low employment.
Oil shocks, general stagnation and the di erences in inflation rates among

European countries9 made the monetary integration project unfeasible and, con-
sequently, di erent and less ambitious forms of coordination were implemented

9E.g. in Italy and the UK the average inflation rate rose to 15%. By contrast, West
Germany was able to constrain the inflationary pressure (the average West-German inflation
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until 1991: the snake in 1972 and the Exchange Rate Mechanism (ERM) in
1979.
As in 1971, the weakness of the dollar between 1977 and 1978 gave a new

opportunity to the EEC countries for the birth of a new European project and for
reinforcing European cohesion. The weakness of the dollar again corresponded
with an appreciation of the D-mark, highlighting a reverse relationship between
the two currencies. In order to smooth the e ects of the variability of US
monetary policy on German exports, the Social-Democrat Chancellor Helmut
Schmidt started to think of a plan to coordinate European monetary policy
and, therefore, to stabilize European exchange rates. The German proposal
found the support of France, where the Liberal President Giscard d’Estaing
had a priority in escaping the inflation-depreciation spiral. In 1976 d’Estaing
appointed Barre as head of the government and France was driven to a rigorous
public debt consolidation and restrictive monetary policies. In such a context
the support to the German proposal should have two important e ects for the
French policy. It constituted: 1) a remark of the robustness of French intentions
and 2) a solid external constraint to follow an unpopular rigorous policy. Both
e ects supported French policy credibility.
After long national discussions, the proposal also found the adhesions of

Italy, Ireland and the other EEC countries with the exception of the UK, where
Labour Premier James Callaghan was convinced that pegging the sterling to the
D-mark was a brake for the British growth because of the implied restrictive
fiscal policy. The European Monetary System (EMS) became a reality in March
1979 after the agreement in December 1978. The EMS governed exchange rates
in Europe until 31 December 1999. The European snake and the EMS marked an
increase in international macroeconomic policy coordination. The novelty of this
coordination was the direct realization through contacts between governments
beyond the action of supranational institutions.
The EMS worked well until the 1990s, but in 1992-93, the abolition of capital

controls by the Single European Act allowed the full force of the impossible trin-
ity to bear on the ERM, which then became progressively inconsistent. When,
as a result of German unification, the D-mark strengthened further as a response
to high German interest rates and the now open capital account, the strain be-
came too heavy in 1992-1993 and the hard EMS collapsed. Italy and the UK
were forced out of the EMS in 1992. German unification and its monetary man-
agement (i.e. the one-to-one exchange between the D-mark and the Ostmark)
forced a fundamental fiscal imbalance that could not be accommodated within
the zone that the initial parities adopted in EMS.10 The collapse of the (hard)
EMS paved the way for a soft EMS, a weaker agreement.
In the early 1990s, just before the European currency crises, the Maas-

tricht Treaty of the EU constituted a turning point in the European integration

between 1974 and 1979 was 4.7%). Moreover, after the failure of any attempt to formulate a
common reaction to the shocks, the di erent performances within European countries led Italy
and Denmark to unilaterally apply import restrictions to redress their balance of payments.

10The German Bundesbank under Otto Pohl opposed the one-to-one exchange as incom-
patible with the Bundesbank’s role of anchor currency issuer (Yergin and Stanislaw (1998)).
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process. By modifying the previous treaties (i.e. Paris, Rome and Single Euro-
pean Act), the initial economic objective of the Community, building a common
market, was outstripped and, for the first time, a distinctive vocation of polit-
ical union was claimed. The Treaty of Maastricht had a structure based on
three pillars, according to the artificial parlance created by those who devised
and edited it.11 For our scope the most important pillar is the first one, which
involved the EMU project. The introduction of a European currency, the euro,
was decided. It would take place following a three phase scheme: i) From 1990
to 31 December 1993: its objective would be a completely free circulation of
capital. ii) From 1 January 1994 to 1 January 1999: the member countries
must coordinate their economic policies in order to achieve some objectives,
fixed quantitatively and known as convergence criteria: reduction of inflation
and interest rates, control of government deficit and debt and respect of normal
fluctuation margins provided for by the exchange rate mechanism of the EMS,
the countries that reached those objectives could pass on to the third phase. iii)
From 1 January 1999 to 1 January 2002: establishment of the European Central
Bank (ECB), fixing of exchange rates and introduction of a single currency.
Thus, Werner’s dream became finally true in December 1991 with the signing

of the Maastricht Treaty. The Maastricht Treaty succeeded in forcing major fis-
cal consolidations in all EU countries by the middle to late 1990s. The Stability
and Growth Pact (SGP) of 1997 aimed to cement fiscal gains going forward by
establishing goals and incentives for fiscal deficits once the MU would be intro-
duced. In May 1998, eleven countries were ratified as initial members of the MU
based on their fulfilment of the convergence criteria during 1997. By irrevocably
fixing the exchange rates between their currencies, the countries e ectively in-
troduced an MU between them. On 1 January 1999, the euro was introduced as
legal tender in the 11 countries comprising the European single-currency area.12

Until 1 January 2002, the euro and national currencies coexisted where the euro
could only be used in book transactions since the printing and minting of notes
and coins was still under way. The ECB took over exclusive monetary policy for
the Euroland from 1 January 1999 onwards, headed by its first President, Dr.
Wim Duisenberg from the Netherlands. The ECB built upon the preparatory
work done by the European Monetary Institute (EMI), that was established
with the Maastricht Treaty to work out the European System of Central Banks
(ESCB). By 1 July 2002, national currencies ceased to exist and the euro be-
came the single o cial currency for the 12 EMU member countries. After a
di cult start, the ECB over time established itself as a stable institution and
an important macroeconomic policymaker.

1.5.2 Design of monetary and fiscal policies

The introduction of the euro on January 1, 1999 completed the economic policy
architecture designed by the Maastricht Treaty on the EMU. The single mon-

11The metaphor used refers to the Treaty of the EU, made up as a Greek temple sustained
by three pillars.

12Greece joined in 2001.
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etary policy has been delegated to a supra-national authority, the ECB with a
complex framework of objectives, policy instruments and decision-making pro-
cedures. According to the Maastricht Treaty, the ECB should safeguard price
stability in the EMU and - subject to the condition that it does not interfere
with price stability - promote economic growth in the EMU. Its policies are
therefore directed at controlling economic developments of the EMU economy:
price stability is now to be maintained in the euro area as a whole, which does
not necessarily imply it at any time in each and every country composing the
euro area.
The Governing Council of the ECB is charged with the formulation of the

single monetary policy and for setting the guidelines for policy implementation;
its responsibilities include decisions related to intermediate monetary objectives,
key interest rates and the supply of reserves in the eurosystem. Each member
of the Governing Council has one vote and monetary policy decisions require
only a simple majority. The Governing Council is composed of the governors
of the national CBs of the countries that fully participate in the EMU, and the
members of the Executive Board. The Executive Board, in turn, is composed
of the President, the Vice-President and four other members and is mainly
responsible for the implementation of monetary policy. In this role it provides
instructions to the twelve national CBs. The interaction between the Governing
Council and the Executive Board and various other aspects of the decision-
making framework of the ECB have received a strong interest, see e.g. Alesina
and Grilli (1992), von Hagen and Suppel (1994), and De Haan (1997) for the
most important results.
Responsibility for national budgetary policy and structural policies remains

with the Member States, subject to their obligations stemming from the Treaty
or from secondary legislation such as the SGP. Also wages continue to be ne-
gotiated nationally, according to the prevailing wage-bargaining arrangements.
The design of the EMU with a highly independent monetary authority and de-
centralized fiscal authorities that are subject to fiscal restrictions in the form
of the SGP, reflects the opinion that monetary and fiscal policies need to be
clearly laid down and constrained to avoid a danger of fiscal profligacy and an
ECB that is governed by political and/or national interests of politicians.
Fiscal and structural policies remain delegated to the national level in the

EMU, reflecting the subsidiarity principle of the EU Treaty. The design of fiscal
policies in the EMU is complicated by the set of constraints on national fis-
cal policy imposed by the SGP, according to which excessive deficits are to be
avoided and subject to sanctions. The SGP stipulates that Member States ad-
here to the medium-term objective of budgetary positions ’close to balance or in
surplus’. This should allow them to keep the general government deficit below 3
per cent of GDP in the face of ’normal’ cyclical fluctuations without resorting to
pro-cyclical fiscal tightening. Subject to certain provisions, including a waiver
in the event of exceptionally severe recessions, pecuniary sanctions can be ap-
plied if the deficit threshold is crossed. Multilateral surveillance is exercised
through the annual submission to the European Commission of programs con-
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to achieve their medium-term objectives.

1.5.3 Asymmetries in macroeconomic shocks, policy pref-
erences, sizes and structures

One of the most important discussions in the EMU concerns the consequences
of a common monetary policy in a setting with possible asymmetries in policy
preferences and structural characteristics and when the EMU is hit by symmetric
and asymmetric shocks in divergent macroeconomic conditions.
Empirical research initiated by the work of Bayoumi and Eichengreen (1993)

on shock (a)symmetry in the EMU and by Artis and Zhang (1997) on the
common business cycle components in the euro area suggest that in the euro
area both symmetric and asymmetric shocks are important and also that the
observed business cycles contain both a component that could be labelled ‘the
common euro area business cycle’ and a component that reflects country-specific
business cycle fluctuations.
Asymmetries in structural characteristics will lead to di erences in the trans-

mission of monetary and fiscal policies between di erent EMU countries. The
transmission mechanisms of monetary policy for the area as a whole and the
individual constituents are, moreover, quite uncertain and not uniform; see e.g.
Ehrmann (2000). In fact, the euro area economy is not yet a well-known eco-
nomic entity and past behavioural regularities may have changed with the ad-
vent of the euro. There are several potential sources of di erent regional re-
sponses to a common monetary policy. These include di erences in the compo-
sition of output, the degree of openness, the level of development and structure
of financial markets, industry balance sheet positions, and the flexibility and
institutional features of labour and product markets. This aspect is likely to
complicate macroeconomic policy design and coordination in the EMU to a
significant extent.
Another concern is the possibility that regional conditions could have an

unwarranted influence on policy. Even in the US, despite the high degree of
centralization of decision making, there is some evidence that local conditions
have an influence on the votes of regional presidents. The eurosystem is even
more vulnerable in this regard. The composition of the Governing Council may
carry the risk that heterogeneity of preferences about the output-inflation trade-
o could result in an undue weight being placed on regional conditions. This,
in turn, could lead to ine cient choices in ECB policies. Such pressures may
intensify if the transmission mechanisms significantly di er across the euro area.

1.5.4 Macroeconomic policy coordination

With the move to the EMU, participating Member States will take an increased
mutual interest in their economic performance: a high degree of economic in-
terdependence exists throughout the EMU as a result of the completion of the
Single Market. In addition, countries in the euro area now face the same mon-
etary policy conditions. Economic trends in any part of the currency area can
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have a bearing on these conditions and can, therefore, have an impact on other
parts of the currency area via various direct and indirect spillovers. Under EMU,
consequently, there is a strong case for improved policy coordination because
spillover channels lead to a high degree of externalities. Policy coordination can
contribute to achieving an appropriate economic policy mix for the euro area as
a whole as well as for its constituents. This includes taking into account possible
negative economic externalities that could occur under non-coordinated decision
making. Also, to avoid free-rider behaviour where policymakers renege on their
own responsibilities and adopt a wait-and-see approach in an attempt to ben-
efit from the e orts of others. In general, the outcome of policy coordination
depends on the nature of the interactions as well as the type of macroeconomic
shock. The EMU is supported by an extensive and sophisticated institutional
framework; coordination of economic policies has been strengthened and there
are long-standing initiatives to promote economic integration.
The annual Broad Economic Policy Guidelines of the Member States and the

Community are the central element in this system. They give guidance to the
policymakers at the national and Community levels with regard to macroeco-
nomic and structural conditions. These guidelines seek to ensure consistency in
the policy stance across policy instruments and across countries and the full use
of available policy tools. General guidelines apply to the EU and the euro area
as a whole and country-specific guidelines address issues of particular relevance
for individual countries. In the EMU, the dimension of policy coordination can
be decomposed into two elements. First, the possibility of fiscal policy coordina-
tion arises. As noted earlier, the EMU leaves fiscal policy design principally to
the individual countries but setting a framework of fiscal constraints. It does not
foresee the move to a fiscal federation either. In an integrated area like the EMU,
individual fiscal policies have important e ects on the other countries through
a variety of spillover channels in goods, labour and financial markets in the
EMU. Coordination of national fiscal policies enables to internalize the result-
ing externalities and by that to improve macroeconomic performance compared
to non-cooperative fiscal policy design in the EU. This makes the possibility of
fiscal coordination such an important aspect of macroeconomic policy design in
the EMU.
Coordination of fiscal policy has considerably been strengthened since the

early 1990s, as the Maastricht Treaty sets deficit and debt criteria to be re-
spected before a country could join the euro area, and the SGP made these
more stringent. The institutional side of coordination has also been enhanced
with the Broad Economic Policy Guidelines, the SGP and the high-level EU pol-
icy groups such as ECOFIN (Economics and Finance Ministers), the Economic
and Financial Committee and the Euro-12 Group (a subgroup of the ECOFIN
specific to the EMU). The instrument of multilateral surveillance is used to re-
inforce the excessive deficit procedure and coordination of fiscal policies in the
euro area. The ECB also plays a role in this procedure: it expresses its opinions
about the stability programmes and the Broad Economic Policy Guidelines and
in the discussions about the achievement of objectives and possible corrective
measures that need to be taken.
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Second, the possibility exists of monetary and fiscal policy coordination at
the aggregate EMU level to stabilize output and inflation fluctuations in the
EMU economy and to limit regional divergences. This issue has received less
attention than the fiscal policy coordination issue. Nevertheless, the coordina-
tion of national fiscal policies with the common monetary policy of the ECB
could be an important aspect of EMU, given the existence of interdependencies.
At an empirical level, studies like Mélitz (2000) have tried to determine whether
monetary and fiscal policies act as complements or substitutes in the EU. In the
first case, both policies are mutually reinforcing and conflicts may only arise on
how much of the adjustment burden is borne by which policy. In the second
case, both policies are counteracting each other and there are likely to arise
conflicts not only about the sharing of adjustment burdens but also about the
optimal directions of monetary and fiscal policies in the EU.
A second important issue concerns the imposed fiscal stringency require-

ments by the ’Excessive Deficits Procedure’ of the Maastricht Treaty and its
detailed elaboration convened in the SGP, that was signed at the June 1997
Amsterdam summit of the Council of EU Ministers. It imposes a set of restric-
tions on fiscal flexibility under EMU. The SGP has a double role: (i) a preventive
role of early warning against excessive budget deficits (budget surveillance), and
(ii) a penalizing role for sustained budget shortages. The medium-term goal is
approximate budget equilibrium or budget surplus. It was motivated by the
fear that undisciplined fiscal behaviour is likely to put at risk the low inflation
commitment of the ECB, since it will be di cult to rule out a monetary bail-out
by the ECB under all circumstances. Undisciplined fiscal behaviour may also
result in fiscal bail-outs through fiscal transfers in the EU. Finally, excessive
deficits could induce upward pressure on interest rates and an appreciation of
the euro. In both cases, pressure on the ECB could arise to ease its monetary
policy. In all cases, the burdens associated with individual fiscal indiscipline
will partly be transmitted to the other EU countries.
The SGP seeks to address longer-term economic externalities related to per-

sistent biases toward excessive deficits and to foster monetary policy credibility.
The SGP does, however, not address the issue of whether macroeconomic exter-
nalities in EMU are important enough to necessitate additional coordination of
policies. In part, it will depend on the nature of the shock encountered. Large
symmetric shocks are likely to require strong coordination of policies -including
monetary policy- in the EMU. If the shock is country-specific, temporary and
does not impinge much on the euro area aggregate, the appropriate instrument
is national fiscal policy, and there may be less need for coordination. If the shock
has implications for euro area wide inflation, the primary instrument should be
monetary policy. Monetary policy should also take into account the implica-
tions of the fiscal policy stance for prospective price developments, especially
if economic externalities between monetary and fiscal policies are considerable.
This is more likely to be the case if large euro area economies, or a number
of small economies simultaneously adjust fiscal policy, since their actions may
have an impact on euro area wide activity and inflation prospects to prompt a
monetary policy response. Situations, however, may arise where the need for

INTERNATIONAL POLICY COORDINATION

-



24

fiscal flexibility and the need for fiscal stringency will create a conflict and sub-
optimal macroeconomic policies will be pursued. Buti et al. (2003) review the
debate on changing the SGP because of its alleged lack of e ectiveness in ensur-
ing fiscal discipline and at the same time providing fiscal flexibility. Dismissing
proposals of grand re-design of the SGP, they propose to improve the current
rules by allowing a certain country-specificity, rebalancing ’sticks and carrots’
and enhancing enforcement mechanisms.
The EMU, finally, also raises more general questions concerning a political

and fiscal union in the EU. While the EU is currently far from a federal
state, it can be useful to study some of the issues of policy coordination from
a fiscal federalism perspective. In a longer-term perspective, one may imagine
that, following the principles of fiscal federalism (see Oates (1972)), it will be
decided to transfer certain types of fiscal decisions and instruments to the
centralized EU level rather than relying on discretionary and ad-hoc fiscal
coordination. Others will remain deliberately decentralized to the lower gov
ernments. Transfer mechanisms could be designed that compensate those agents

who may lose by joining (leaving) the coalition (e.g. side-payments).

1.5.5 A textbook example of policy coordination in the
EMU

A textbook example of the coordination of monetary and fiscal policies in the
EMU is provided by a static aggregate demand (AD)-aggregate supply (AS)
model of two symmetric countries that form an MU.13 The model is described
by the following equations:

1 = ( 1) ( 1 2) + 1 + 2 + 1 (1.1)

1 = ( 1 1) + 1 (1.2)

1 = 1 1 (1.3)

2 = ( 2) + ( 1 2) + 2 + 1 + 2 (1.4)

2 = ( 2 2) + 2 (1.5)

2 = 2 2 (1.6)

Equations (1.1) and (1.4) show aggregate demand for both countries as
a function of the real interest rate, defined as the nominal interest rate minus

13See Buti et al. (2001) and extensions of that analysis by Beetsma et al. (2001). See
also Buti and Guidice (2002) and Lambertini and Rovelli (2003). In Buti et al. (2001) and
Buti and Guidice (2002) the two countries are lumped together to one aggregate country, but
otherwise the analysis is the same.
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expected inflation , the real exchange rate, approximated by the inflation dif-
ferential, the fiscal deficit , output in the other country and a demand shock
. Equations (1.2) and (1.5) are the individual country’s aggregate supply as
a function of (surprise) inflation and a supply shock . Assume that demand
and supply shocks in a country are non-correlated. The fiscal deficit consists
according to (1.3) (and (1.6)) of the structural deficit and the automatic stabi-
lizers which imply that the deficit is lowered by an increase in output and vice
versa. If the correlation of demand shocks (supply shocks, respectively) in both
countries is equal to one, symmetric shocks are faced, if it is minus one there are
anti-symmetric shocks (see also Section 1.4). Finally if the correlation is equal
to zero, the shocks are independently distributed or asymmetric.
The preference functions of the fiscal authorities and the CB are given by:

1 =
1

2

£
( 1 ¯1)

2 + ( 1 1̄)
2 + ( 1 1̄)

2
¤

(1.7)
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1
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2 + ( 2 2̄)
2 + ( 2 2̄)

2
¤

(1.8)
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¤
(1.9)

where := 1+(1 ) 2 and := 1+(1 ) 2 are average inflation and
output in the MU. Reflecting e.g. ideological or electoral considerations, fiscal
players are concerned with a mix of price stability, output stability and deficit
stability. The target values of these variables are denoted with a bar and may
for simplicity also be put to zero. The fiscal deficit target could be the result
of the SGP, which implies that non-compliance leads to sanctions in pecuniary
and non-pecuniary form entailing costs for the policymaker. Similarly, the ECB
weighs the costs from (euro area) inflation, output and interest rate variability.
Three di erent policy regimes can be analyzed. In regime 1, authorities do

not coordinate leading to the Nash equilibrium. In regime 2, there is ex-ante full
coordination of the fiscal authorities who then play non-cooperatively against
the CB. Regime 3, implies full cooperation of monetary and fiscal policies in the
MU.
Solving the respective optimization problems subject to the structure of the

economies and the constraints imposed by the policy regimes, yield the players’
reaction functions which can be given an interpretation of policy rules. By
substituting out further, one can write the monetary and fiscal policies as linear
functions of (i) the macroeconomic shocks, (ii) the other players’ instruments;
the reaction of policies to shocks and the other instruments varies across the
di erent regimes.
In this way, one can also determine under which conditions policy instru-

ments act as complements or as substitutes. This will strongly depend on the
type of shock, the sign and strength of policy spillovers and the policy regime
including the strength of the CB, i.e. the degree of commitment of the CB. E.g.
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in the case of supply shocks, output and inflation move in opposite directions
and fiscal and monetary policies are likely to be substitutes if the fiscal poli-
cymakers are strongly output-oriented and the CB is very anti-inflationary. As
argued by Buti et al. (2001), this setting is in particular susceptible to gains
from policy coordination: under coordination, the fiscal authorities keep deficits
low as they consider that the CB will keep inflation under control. Conversely,
under coordination the CB will not restrict interest rates by more than strictly
needed to absorb the higher rate of inflation. Instead, under non-coordination,
each player strongly moves in the opposite direction optimal for the other player,
leading to excessively lose fiscal policies and an excessively restrictive monetary
policy.

(a) (b)

(c) (d)

Figure 1.3
Policy complementarity ((a) and (c)) vs. policy substitutability ((b) and (d)).

Buti et al. (2001) argue that gains from coordination are likely to be smaller
in case of demand shocks. In Buti and Guidice (2002), the model is focussed
on the functioning of the SGP: it is shown that if fiscal authorities want to
stabilize output by letting automatic stabilizers work while maintaining fiscal
discipline, they have to focus on structural rather than actual deficits. Only
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then the necessary room for manoeuvre can be created to allow the full working
of automatic stabilizers. Lambertini and Rovelli (2003) add Stackelberg equi-
libria to the game outlined above. In the case of Stackelberg leadership of the
fiscal players, they can impose their preferred point of the reaction curve of
the monetary authorities; vice versa in the case of Stackelberg leadership of the
monetary player who can impose on the fiscal players that fiscal strategy on the
fiscal reaction curve that minimizes the CB’s welfare losses.
Figure 1.3 illustrates cases where fiscal policies of countries 1 and 2 are

(a) strategic complements and (b) strategic substitutes. Similarly, in (c) fiscal
policies and the monetary policy of the ECB are complements and in (d) they
act as strategic substitutes.
Depicted are in all cases the Nash equilibrium ( ), the benchmark for non-

cooperative policymaking and the locus of cooperative ( ) equilibria. In the
case of monetary and fiscal policy interaction we also indicate the Stackelberg
equilibria with Stackelberg leadership of the monetary player. The players’
‘bliss-points’ are indicated by a . In the case policies are complements, non-
cooperative policies are generally too restrictive: policy coordination will pro-
vide more fiscal activism in both countries (panel (a)) and a more expansionary
monetary-fiscal policy mix (panel (c)). Conversely, if policy instruments are
substitutes, non-cooperation leads to too lax policies: policy coordination will
induce fiscal tightening (panel (b)) and a more restrictive monetary-fiscal policy
mix (panel (d)).
Positive economic externalities can explain why policies are set as comple-

ments: e.g. if an expansionary fiscal policy in country 1 is accompanied by also
an expansionary fiscal policy in country 2, the positive output spillover of the
latter via the import channel will reinforce in country 1 the initial expansionary
fiscal policy creating the externality. If negative spillovers dominate, policies are
likely to be set as substitutes: e.g. if an expansionary fiscal policy in country 1 is
accompanied by a restrictive monetary policy of the CB to counteract inflation;
this will reduce the expansionary e ects of the initial fiscal policy of country 1
not only in country 1 but also in country 2. In the case policies act as substitutes
there is scope for conflicts between players on both the directions and sizes of the
adjustments, in case of complements players agree on the directions of policies
and can only disagree on the size of preferred adjustments. This clearly matters
for the design, implementation and outcomes of policy coordination: the gains of
coordination are potentially larger if negative economic externalities dominate,
but in that case it is also more di cult to implement and enforce. This can
also explain why in some circumstances, namely where the negative economic
externalities of fiscal policy dominate, restrictions on national fiscal policy may
be welfare improving, whereas they become welfare reducing in the case where
positive economic externalities dominate and a lack of flexibility at the national
level is ine cient from a welfare perspective. In addition, if the di erences in
preferences between players get larger, the scope for strong conflicts rises. This
becomes clear from a combination of a very conservative monetary player that
is strongly biased towards price stability and governments that are mainly out-

INTERNATIONAL POLICY COORDINATION



28

monetary and fiscal policies and increases the gains from policy coordination.
The incentives for coordination depend on the welfare gains and losses in re-

sponse to shocks. The welfare e ects on their turn also depend on the structural
characteristics of the economies as summarized by the various model parame-
ters that determine various positive and negative spillovers, the policymakers’
preferences and restrictions on policies in the form of the SGP. Using numer-
ical examples, one can analyze how monetary and fiscal instruments interact,
the resulting output and inflation and the fiscal and monetary players’ losses in
di erent coordination regimes and under di erent types of shocks. Policy in-
struments act as substitutes, complements or do not a ect each other depending
on the structural parameters, type of shock and the type of policy coordination.
Beetsma et al. (2001) find that in the case of symmetric shocks, fiscal coor-
dination is likely to worsen outcomes as it worsens the conflict with the ECB,
suggesting that fiscal cooperation is likely to be counterproductive. On the
other hand, if shocks are anti-symmetric, monetary policy remains passive and
fiscal coordination becomes desirable, since, in that case, fiscal authorities inter-
nalize the fact that their actions are partially o setting and there is no adverse
reaction from the monetary policymaker.
This stylized analysis based on this textbook example of a static two-country

EMU is therefore very useful to analyze the main implications of policy coor-
dination in the EMU. Another important benefit is that its setup and spirit is
strongly related to the framework in Chapters 3 and 4, where we will analyze
similar issues in a dynamic framework finding that several insights carry over to
a dynamic setting, where in addition, a number of interesting additional insights
appear.

1.5.6 Brief general literature overview

Although the textbook case is relevant, many additional issues about monetary
and fiscal policy interactions in the EMU have been raised in the literature. This
subsection briefly summarizes the main results. We focus both on theoretical
and empirical contributions.14

Including the studies mentioned in the subsection above, a significant theo-
retical literature on the interaction of monetary and fiscal policies in the EMU
has been developed. Most analyses of the interaction of monetary and fiscal
policies in the EMU take a static or quasi-static approach in the spirit of the
well-known Barro-Gordon or the Alesina-Tabellini model.15 Despite that many
of the insights of these studies are important, it is not always obvious that they
can be transformed to the analysis in this book, which is set in a dynamic frame-
work, where issues of dynamic interactions and dynamic propagations of shocks

14The institutional framework in which policy coordination between the ECB and the
ECOFIN is situated is reviewed in detail by Italianer (1999), Bini Smaghi and Casini (2000),
and Alesina and Perotti (2004).

15 See, e.g., Dixit (2003) or Acocella and Di Bartolomeo (2004) for the former model;
Beetsma and Bovenberg (1998), Beetsma and Uhlig (1999), von Hagen and Suppel (1994) for
the latter model.
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and policies are the crucial focus, rather than their static e ects. Moreover, in
these static models, the e ects of monetary and fiscal policies are often set to
work only on the supply side of the economy. Such a focus may seem rather
narrow and risks to attach too much value to the supply-side e ects of monetary
and fiscal policies, which in practice may actually be of limited relevance/take a
very long time to materialize. In our approach the workings are situated at the
demand side of the economy and supply is essentially held fixed throughout.
There are a few theoretical works that also analyze monetary and fiscal poli-

cies in an MU using a dynamic framework. Krichel et al. (1996) analyze the
e ects of fiscal coordination and full coordination in a dynamic two-country
EMU model that is very di erent from the model used in our analysis, mak-
ing direct comparisons of conclusions very di cult. Hughes Hallett and Ma
(1996) have suggested that this form of policy coordination is indeed relevant
in the EMU context. Neck et al. (2002a and 2002b) analyze the interactions
of monetary and fiscal policies in the EMU using simulations of a large-scale
dynamic and empirically-estimated model, studying various policy regimes and
various types of shocks. It is found that cooperation among fiscal policymakers
in the EMU is nearly always superior to non-cooperative equilibrium solutions.
A similar approach is undertaken by Breuss and Weber (2001), who find that
the SGP may significantly limit the potential benefits from cooperation in the
EMU as optimal fiscal policies often require breaching the SGP.
There are also a number of empirical studies. Contributions in this area are

mainly based on panel data techniques and VAR analyses. Cross-sectional or
panel data examine the relationship between fiscal and monetary policies over
the cycle. Mélitz (2000) and Wyplosz (1999) broadly support the view that the
two policies have acted as strategic substitutes over the last decades. Von Ha-
gen et al. (2001) find an asymmetric interdependence, i.e. looser fiscal stances
match monetary contractions, whereas monetary policies broadly accommodate
fiscal expansions. Peersman (2004) includes growth of industrial output, infla-
tion, the German interest rate and the domestic interest rate in the estimated
VAR of the UK, France, the Netherlands, Belgium, Austria, Italy and Spain.
Muscatelli et al. (2002) examine the interaction between fiscal and monetary
policy instruments using conventional VAR and Bayesian VAR models for sev-
eral G-7 economies (Germany, France, Italy, the UK and the US), and show
that the fiscal shocks, identified in the VAR, have a significant impact. They
find that the result of strategic substitutability does not hold uniformly for all
countries and report strong evidence that the linkages between fiscal and mon-
etary policies has shifted post-1980, when fiscal and monetary policies became
much more complementary.
The main problem with this empirical literature is however that, without a

structural model, it is di cult to interpret the empirical correlations between
the two policy variables. In addition, although in the estimated VARs the focus
is on the reaction of policy instruments to other policy shocks, it is notoriously
di cult to interpret implicit policy reaction functions in VARs, especially if the
true underlying structural model is forward-looking.
Monticelli and Tristani (1999) use a structural VAR (SVAR) model of the
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aggregate EMU economy to study the transmission of aggregate demand shocks,
aggregate supply shocks and innovations to monetary policy. Ehrmann (2000)
and Wehinger (2000) compare monetary policy transmission across EU countries
using the SVAR approach, finding evidence for considerable heterogeneity across
countries. Garcia and Verdelhan (2001) study the fiscal and monetary policy
transmission mechanisms in the aggregate euro area economy. Supply shocks,
nominal shocks, fiscal policy shocks and monetary policy shocks are identified
and their impacts on the euro area economy are assessed. Dalsgaard and de
Serres (2000) estimate an SVAR model for eleven individual EMU countries.
The four-variable VAR contains real output growth, inflation, change of private
sector savings and the change in the ratio of government net lending to GDP.
Van Aarle et al. (2003) analyze the transmission of monetary and fiscal policies
in the aggregate euro area and in individual euro area countries using SVAR
models.

1.6 Coordination at work - other international
arrangements

Since the breakdown of the Bretton-Woods system, the most important ’place’
for policy coordination was without doubts the Group of Seven (G-7). However,
more recently the primate of the G-7 Summit has been challenged by other in-
stitutions. The relevance of the European institutions has, e.g., increased over
time, especially with the creation of the euro. The recent globalization process
has enforced centralization processes and the rule of the international institu-
tions (as the WTO, IMF, OECD and the World Bank), also by the creation of
trade unions as MERCOSUR, NAFTA, ASEAN and so on.
This section discusses the most relevant cases of macroeconomic and cur-

rency coordination starting from the G-7 Summits and the European experience
to the most recent developments related to emerging economies and currency
crises. The current debate about the possibility of creating an MU in South
East Asia and South America will also be discussed.

1.6.1 The G-7 process

The now-called G-7 was created in March 1973 when US Treasury Secretary
George Shultz invited the German, French and British Finance Ministers to an
informal meeting in the ground floor library of the White House.16 Discussions
were centred around the international monetary system. The result of the meet-
ing was an agreement to abandon attempts to re-establish fixed parities between
the dollar and European currencies, thereby helping to usher in the floating-rate
era. The G-7 operations had begun.
In the fall of the same year, the Japanese Finance Minister was invited to

join the Library Group. Afterwards, the informal meetings were augmented

16For this reason the group was initially called the ‘Library Group’.
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by annual economic summits at the country leaders’ level and CB Governors
were also involved. In November 1975 Italy was invited to participate to the
Rambouillet (France) summit and in 1976 the Group of Seven was completed
by Canada’s participation at the 1976 summit in Puerto Rico. The Presidents
of the European Commission and the European Council have also regularly
attended the Leaders’ summits since 1977 and 1986, respectively. Although
invited, however, Italy and Canada were on the border of the ministerial process
as cooperation remained largely limited to the original countries of the Library
Group until the early 1980s. The group o cially became the G-7 with the
entrance of Italy and Canada only in 1986. Since then the G-7 finance ministers
and CB governors have met regularly every year. The President of Russia was
invited to meet with the G-7 Leaders for the first time in 1991. After the end of
the Soviet regime, in fact, Russia’s participation has increased over time such
that the summit is now called the G-8 Summit.17

The first attempt at policy coordination of G-5 occurred in the wake of the
oil price shock of December 1973. After the oil price shock, as each country
began to experience higher inflation and a deteriorating balance of payments,
the world faced the danger of excessive monetary and fiscal contraction as each
country’s tighter policies tended to raise inflation and reduce net exports of
its neighbours. This scenario is the classical textbook example to describe the
potential gains from international coordination by internalizing economic exter-
nalities. In such a circumstance, G-5 countries attempted to coordinate their
policy. Rather than agree on specific macro policies, however, the G-5 decided
a di erent institutional alternative based on two pillars. First, the G-5 Leaders
agreed to establish the International Energy Agency, a liated with the OECD,
as a forum for oil-importing nations to discuss energy strategies. Second, the
G-5 attempted to give countries an alternative to fiscal tightening by pushing a
new oil-adjustment facility in the IMF.
In 1977, industrialized countries again attempt to coordinate their macro-

economic policy during the G-7 London Summit. Objectives of the coordinated
policy were unspecified, but broadly-accepted, growth targets. The failure in
achieving the targets was the main reason to support formal promises in the

Summit held in Bonn. On the one hand, France, Germany and Japan
pledged specific fiscal expansions and, on the other hand, the US promised to
decontrol domestic oil prices. Even if all the participants essentially carried
through with the agreements reached in Bonn, some economists have under-
lined that the agreement was a failure because it promoted misguided policies,
i.e. the time-coordinated policies were agreed upon economic problems that had
already shifted. According to this view, which, however, is not indisputable,18

the Bonn agreement determined the burst of global inflation and subsequent
recession in 1979-81.
The Plaza Agreement of September 1985 and the Louvre Accord of February

1987 are two of the most-known interventions of the G-7. These agreements are

17However, during the summit, the leaders arrange some time to meet without Russia to
discuss macroeconomic policies and certain other IMF-centred issues, such as debt relief.

18 See Meyer et al. (2002).
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relevant on both the macroeconomic policy and currency coordination. As re-
sults of the agreements, all the Leaders promised to undertake a list of specified
policy actions in terms of macroeconomic policy and to cooperate in currency in-
tervention. Di erently from the previous debate, where the central themes were
inflation and growth, the primary area of concern of the 1985 and 1987 agree-
ments were the large external imbalances between the major regions, which were
raising protectionist pressures that the Leaders feared they could not resist. The
agreements were based on commitments to reduce deficits and implement tax
cuts, institutional reforms designed to increase economic e ciency, resistance
to protectionist policies. Japan promised to liberalize its financial markets to
ease consumer credit, to facilitate the internationalization and strengthening of
the yen, to conduct monetary policy ’with due attention to the yen rate’ and to
cut the discount rate. Despite that the monetary commitments were fulfilled,
at least for a short while, the fiscal ones largely were not achieved, particularly
French promises to reduce taxes, Japanese promises on fiscal stimulus, and US
promises on deficit reduction were not met.
The Plaza and Louvre accords were also relevant for coordination in the

currency policies.19 The Plaza agreement in fact called for dollar deprecia-
tion whereas the Louvre agreement declared that dollar depreciation had gone
far enough. Both announcements described participants as being ready for con-
certed intervention to encourage the desired exchange rate adjustment whenever
it was appropriate.
The Leaders of the G-7 have informally engaged in concerted intervention on

occasion ever since the first Library Group meeting. After the announcements
of 1985 and 1987, in 1989 the G-7 decided for an intervention trying to limit
the appreciation of the dollar. In the 1990s, there was a change of route by the
virtual abandonment of coordinated intervention with few exceptions. How-
ever, G-7 statements regularly repeat the threat of possible future coordinated
intervention if warranted by the circumstances.
The decreasing relevance of currency coordination in the most recent years

could also be due to the position of the Bank of Japan, which attributes to
the Louvre Accord some responsibility for the Japanese bubble, and to the
development of the European monetary integration process culminated with
the creation of the ECB.

19 “The motivation for currency intervention is to avoid large swings in exchange rates that
bring about unsustainable current account imbalances and impose large adjustment costs on
the economy. To the extent that these swings are induced by the fundamental macroeconomic
policy mix, currency intervention is ine ective at best and harmful at worst. However, when
financial markets overshoot the exchange rates consistent with fundamental policies, interven-
tion may be able to help restore equilibrium, although such a presumption is not universally
accepted.” (Meyer et al. (2002), p. 21).
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1.6.2 Financial crises in emerging markets - the need for
international coordination

The creation of the euro zone has stimulated a large debate about the possibility
of exporting this model to di erent areas and to consider the consequences of an
international scenario where only a few trade and monetary blocks ultimately
will remain. Such a scenario may become increasingly relevant in the coming
decades.
The recent strengthening of the globalization process has in fact supported

the creation of trade and monetary integration in all the world. The number
of trade blocks and currency unions has considerably risen in the last decades.
Apart from the European case discussed above, the most prominent examples
are the North American Free Trade Area (NAFTA), the Association of South
East Asian Nations (ASEAN), the Common Market of the South or Mercado
Común del Sur (MERCOSUR), the Eastern Caribbean Currency Union, the
Western Africa Economic and Monetary Union, the Central Africa Economic
and Monetary Community and recent initiatives by states of he former Soviet
Union. Compared to the euro area all these unions are clearly in a rather
infantile state.20

Globalization should have positive e ects by increasing the international
competitiveness, but it also increases the needs and scopes for international
policy coordination by increasing economic externalities among nations. The
frequent emergence of international currency crises seems to support this point
of view. The e ects of the EMU project are thus particularly relevant for two
geographic areas: South East Asia and South America, where strong processes of
integration and international coordination are already in act and a high financial
fragility has been highlighted by recent turbulences.
This section briefly surveys the attempts of international policy coordination

in these areas. In particular, we focus on the Asian area, where cooperation
needs were associated with the financial crisis. We also discuss the attempts to
cooperate in South America.
In the last decades, the entire East Asian region was experiencing miraculous

economic growth, the so-called East Asian miracle. From the 1960s to 1996,
East Asia’s economic growth averaged about 8% a year, which was higher than
the growth experienced by most industrial, well-developed countries during that
period.
Integration among Asian countries has mainly been developed within the

ASEAN,21 which was created as an anti-communist, political organization in
1967. The ASEAN economies are very di erent22 and until the 1990s were

20However, apart from the EMU, existing currency unions are remnants of a common
colonial heritage with a single currency.

21ASEAN includes ten countries (Indonesia, Malaysia, Philippines, and Singapore since
1967; Thailand and Brunei since 1984; Vietnam since 1995; Laos and Myanmar since 1997;
and Cambodia since 1999). It covers a population of about 500 million, and a total area of
4.5 million square kilometers. Its total GDP in 2003 was US$737 billion.

22 Some of them have very open financial markets as Singapore, which is one of the most
advanced countries in the world. By contrast, other countries are not advanced and are still
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mostly closed economies. However, in January 1992 the fourth ASEAN Summit
created the ASEAN Free Trade Area (AFTA). The main objective of AFTA was
to increase ASEAN’s competitive edge as a producer and to promote greater
economic e ciency and competitiveness of the manufacturing sector by elim-
inating intra-ASEAN tari s and non-tari barriers.23 The AFTA agreement
has shown some significant results by increasing trade among the countries of
ASEAN.
Trade integration calls for monetary integration. In 1994, Eichengreen (1994)

started the debate on the possibility of monetary cooperation in East Asia.24 It
was, however, the 1997 East Asian currency crisis that gave it urgency, especially
the observation that the drastic appreciation of the dominant anchor currency,
the US dollar, was partly to blame for the crisis.
The dynamic economic progress in fact collapsed with the 1997 crisis that

exposed the fragile nature of the financial and banking systems of East Asia.
Through the contagion e ect, the currency crisis spread from Thailand to In-
donesia, to Malaysia and to the Philippines. Other Asian and ASEAN countries
were also a ected negatively.
In order to face and prevent further crises, economic integration has become

a necessity in the ASEAN area. Regional financial cooperation in East Asia
has so far focussed on three major initiatives: creation of a regional liquidity
support facility through the so-called Chiang Mai Initiative,25 which involved a
currency swap network among the ASEAN and the People’s Republic of China
(PRC), Japan and the Republic of Korea (ASEAN+3).
In May 2004 the ASEAN+3 countries have begun to review the Chiang Mai

Initiative starting, including the amount, modality and IMF linkages. This
review involves not only the Chiang Mai Initiative issues but also wider issues
pertinent to regional financial cooperation, even including exchange rate policy
coordination.
Summarizing, the Asian crisis has radically changed the view to exchange-

rate management in the area and stimulated a debate among economists and
policymakers. Before 1997, most East Asian countries had pegged their curren-

struggling to survive. For example, Vietnam is still at the beginning stages of establishing
itself in the world economy.

23AFTA presented a programme of regional tari reduction called, ’the Agreement on the
Common E ective Preferential Tari Scheme’. This scheme commenced in 1993 and had
as a goal the reduction of import tari s levied on a wide range of products to at least five
percent. It also seeks to eliminate other non-tari barriers in the region. Indonesia, Malaysia,
Philippines, Singapore and Thailand had to meet the requirements of the agreement by 2003.
Vietnam is supposed to meet the AFTA requirements by 2006, Laos and Myanmar by 2008,
and Cambodia by 2010.

24Dornbusch and Park (1998) propose the yen block. Before the collapse of the Japanese
bubble economy in the late 1990s, the yen block proposal would have been the most natural for
East Asia. The fate of the yen block has however dimmed away with the persistent problems
of the Japanese economy.

25Participants facing capital outflow can quickly borrow foreign exchange for currency
defense, from either the Expanded ASEAN Swap Arrangement (to provide liquidity in dollar,
yen, or euro) or a network of bilateral swap arrangements or repurchase (sale and buy-back
of appropriate securities) agreements among the ASEAN countries, PRC, Japan, and Korea.
The ASEAN Swap Arrangement facility is now worth $1.0 billion.
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cies to the dollar or yen, but during the crisis they were forced to float their
currencies. Since then, a lively debate is seen concerning the perfect exchange
rate regime for the East-Asian countries. Floating the currency, pegging the
currency to the dollar, yen or euro, forming an internal basket peg, and even
forming an ASEAN MU are the many options that economists and policymakers
are considering.
On the other side of the Pacific Ocean, macroeconomic turmoils (Brazilian

currency devaluation and the Argentinean crisis) have also recently character-
ized the South American experience. These turbulences, the fear of contagion,
and existing externalities have raised new questions about the future of MER-
COSUR. The debate is mainly focussed upon two opposite alternatives: i) lim-
iting the South American experience to the minimal project of a free trade
agreement by joining the NAFTA; or ii) create a new framework for economic
management to change the style of fiscal policies and modify the financial and
monetary system in the EMU fashion.
The MERCOSUR agreement (Treaty of Asuncion in 1991)26 was in fact

initially signed by the presidents of Argentina, Brazil, Paraguay, and Uruguay
with the purpose of creating a customs union and a common market with a
common external tari by 1994. However, MERCOSUR had among its objec-
tives the coordination of macroeconomic and industry policies in addition to
the free movement of goods, services and productive factors between member
countries, and the adoption of a common trade policy. The medium-term goal of
harmonization of macroeconomic policies, often interpreted as working toward
the introduction of a single currency, was made explicit in the treaty.
Argentina’s President Carlos Menem suggested the creation of a common

currency for MERCOSUR countries at the MERCOSUR President’s meeting in
April 1997.27 The need and the possibility of having a common currency has
then been discussed in policy circles for some time.
Fratianni and Hausknecht (2002) argue that MERCOSUR needs a long-term

monetary strategy. MERCOSUR countries have to pursue monetary integra-
tion if they intend to save their custom’s union and further deepen economic
integration. These countries have two options: a decentralized monetary union,
whereby each member country either pegs to the US dollar or dollarizes out-
right; or a centralized MU with its own currency, its own CB, and the adoption
of common minimum financial standards in an EMU style. Eichengreen (1998)
and Eichengreen and Taylor (2003) also address the question of whether MER-
COSUR needs a single currency and what the monetary consequences of a Free
Trade Area of the Americas would be by using cross-country panel-data tech-
niques. In their view, to assess the conditions for monetary cooperation, it is
necessary to investigate the determinants of bilateral exchange rate volatility.
Their main conclusion on MERCOSUR is that no important economic imped-

26Argentina and Brazil embarked on a process of economic integration already in the
mid-1980s, with the establishment of the bilateral ‘Programa de Integracion y Cooperation
Argentino-Brasileño’.

27After the devaluation of the Real, President Menem had also suggested the adoption of
the US dollar as legal tender.
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iments exist for monetary cooperation and that the lack of political consensus
might be the most important obstacle.28 However, monetary integration in the
MERCOSUR area faces even more practical problems29 than in the Asian one
and can be seen only as a very long-term project.
Regarding the NAFTA agreements, it does not include provisions for macro-

economic policy coordination of any kind. Indeed, debates about the advan-
tages and disadvantages of exchange rate regimes have taken place, however,
but without clear conclusions. There are two more probable reasons for the
lack of macroeconomic policy coordination: (i) there is no political consensus
to increase integration if any loss of sovereignty of the member countries would
be required and (ii) the macroeconomic environment has been stable and very
conducive to promoting trade during the span of the NAFTA agreement, which
has led to a lack of urgency for policy coordination.30

1.6.3 Some general observations on coordination experi-
ences

There are several conclusions to draw from the above discussion. The most
striking aspect of the foregoing historical outline are probably the very di erent
directions taken by policy coordination within Europe compared to those within
the G-7. The G-7 has moved away from specific policy pledges to a more general
sense of the desired direction of policy. By contrast, the core of Europe has
moved toward ever tighter monetary and fiscal policy coordination (Meyer et
al. (2002)).
More in general, macroeconomic policy coordination can take many shapes

and forms, and as the review of experience around the world shows, the type
of policy coordination chosen usually depends on the economic and political
specificities of the region at hand. In the two regions, which have experi-
enced macroeconomic instability in recent years, namely the MERCOSUR and
ASEAN regions, regional trade integration has fallen.

1.7 A look ahead

After having briefly introduced the main general subjects of the research in this
book, we outline the rough contents of the next chapters, which (almost) all are
based on papers published in international scientific journals.
The next three chapters of the book will introduce the reader to the dynamic

modelling of fiscal and monetary policy cooperation. The functioning of the
model will be shown for a number of issues, which are discussed in the OCA/MU

28“The failure to engage in monetary cooperation in Mercosur is not obviously a function
of economic variables. The countries do not have unusual size, trade, composition, or other
economic characteristics that militate against monetary cooperation; in this respect they are
reasonably similar to the EU. Rather, the sources of the cooperation deficit lie elsewhere”
(Eichengreen and Taylor (2003), p. 25).

29 In particular, in terms of fiscal convergence, credibility and political economy.
30There have been no devaluations since the peso was devalued in 1995.
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literature, such as fiscal coordination, fiscal stringency requirements, structural
asymmetries between countries, bargaining powers, fiscal transfer systems and
the design of monetary and fiscal policymaking in an MU. In the final three
chapters we will introduce a multiple-player setting and we will study aspects
of fiscal and/or monetary coordination using endogenous coalition formation
approaches. The analysis will be focussed on shock and model asymmetries and
issues of multi-country coordination in the presence of (possibly many) MUs.
More in detail, Chapter 2 sets out mathematical tools necessary to solve the

models formulated as a dynamic optimization problem. The theory is presented
in a general form so as to enable the reader to solve modified models from
the book or to apply it to own research problems. Subsequent chapters are
going to be examples in the application of the toolkit presented in this chapter
and this in an ever increasing advanced form. This mathematical chapter is
based on Engwerda (2005a). The consideration of a dynamic framework in a
multi-agent context requires a precise definition of the information the agents
have in the model. In this book we dealwith the so-called open-loop information
structure. That is, the case where every player knows at time [0 ) just
the initial state 0, and the model structure. This scenario can be interpreted
as that the players simultaneously determine their actions, next submit their
actions to some authoritywho then enforces these plans as binding commitments.
An analysis about the interaction of monetary and fiscal policies with a feedback
information structure may be found in van Aarle et al. (2001).
Chapter 3 focuses on the design of fiscal policy in a closed and symmetric

MU. The (New-) Keynesian dynamic open-economy macroeconomic model that
underlies the approach is introduced to the reader and the basics of the approach
presented. In its basic form it entails a dynamic two-country continuous-time
model with a passive central bank. The adjustment dynamics resulting from ini-
tial shocks are examined, both when countries coordinate and do not coordinate
their fiscal instruments, and the resulting gains of cooperation are studied. The
e ects of fiscal coordination are analyzed in detail. It is shown how the e ects
of fiscal coordination are influenced by (i) fiscal stringency requirements that
restrict the flexibility of fiscal policy, (ii) asymmetric bargaining weights, (iii)
the introduction of a fiscal transfer system. The chapter is based on Engwerda
et al. (2002).
In Chapter 4, a common central bank is added to the focus of attention. It

enables us to study the common monetary policy and its interactions with na-
tional fiscal policies. It introduces active monetary policy (and asymmetry) to
the symmetric two-country MU model outlined in Chapter 3. Clearly, it raises
a whole array of new issues. The focus of the analysis is on the interaction of
national fiscal policies and the common monetary policy in the MU. It is shown
how the institutional design of monetary and fiscal policies will be crucial in the
outcomes produced by an MU. Here, not only fiscal coordination is analyzed
again but also the coordination of monetary and fiscal policies. Fiscal coordi-
nation becomes in this setting a form of ‘partial coordination’: the coordinated
fiscal policy is interacting with the common monetary policy. A comparison with
Chapter 3’s passive monetary policy shows that outcomes are markedly a ected
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by relaxing this assumption. In addition, the possibility of partial coalitions
between one fiscal player and the common central bank are allowed and it is
shown that such coalitions are only likely in rather specific conditions. In Chap-
ter 4, we also study the e ects of a number of asymmetries: (i) asymmetry in
fiscal players’ preferences, (ii) structural asymmetries (asymmetries in monetary
policy transmission and asymmetry of competitiveness e ects), (iii) asymmetry
of bargaining power. Regarding the last issue, we compare the obtained results
with those of Chapter 3. The basis for this chapter is formed by van Aarle et
al. (2002a, 2002b, 2004).
In Chapter 5 basic ideas of coalition formation theory are studied. A few

di erent equilibrium concepts are presented, starting from the simplest myopic
open-membership approach, through restricted and exclusive-membership rules,
to most sophisticated sequential games characterized by farsightedness. The
algorithms to obtain solutions of the di erent equilibrium concepts in a simple
way are listed in an appendix of the chapter, which is based on Michalak et al.
(2005).
Chapter 6 extends the basic two-country MU model to an -country closed-

economy model of an MU to analyze monetary and fiscal policy in an MU of
several countries. Numerical analysis of a three-country MU is used to illustrate
a number of important insights. Results of macroeconomic stabilization policies
are compared with the results of Chapters 3 and 4. The conceptual framework
of endogenous coalition formation is applied in this chapter as well. The basis
for this chapter forms Di Bartolomeo et al. (2003, 2004).
A next step is taken in Chapter 7, where the closed-economy model of the MU

used so far is extended by opening up the MU introducing a multi-country open-
economyMUmodel. In this setting, possibly more than one MU is operating and
the MU(s) is (are) interacting with non-members. Exchange rates are introduced
as novel channels of macroeconomic policy transmissions, implying additional
economic spillovers. The possibility of accessions/secessions to/from MU(s) is
analyzed by considering the costs and benefits of accession of new members and
this from the perspective of the acceding country, the current member states and
even the non-acceding non-member states. This analysis, based on Engwerda
et al. (2005), is therefore very relevant for the current issue of enlargement of
the euro area. In the numerical simulation part, we consider five countries (the
current EMU consisting of two (blocks of) countries, a previously existing EU
non-EMU country (as e.g. the UK) or block of countries (Denmark, Sweden,
UK), a new EU non-EMU country (as e.g. Poland) or block of countries (as the
10 EU-accession countries), and the ROW (represented e.g. by the USA)).
Chapter 8 further extends the previous chapter by considering an -country

world economy with regional blocks that can choose various degrees of mone-
tary and fiscal policy coordination. In this general form, several new interesting
aspects of macroeconomic policy coordination are present and analyzed. We
consider the possibility of multiple MUs or blocks of countries cooperating in
their fiscal policies and we analyze the e ects of such settings. In particular,
these settings involve questions on international monetary and fiscal policy co-
ordination and interactions between them. Such aspects played an important

CHAPTER 1



39

role e.g. in recent G-7 meetings, where the need for policy coordination was
stressed.
Chapter 9 collects the most important (economic) insights obtained in the

book.

INTERNATIONAL POLICY COORDINATION





Chapter 2

Mathematical Background

This chapter provides the mathematical material that is used throughout this
book. In particular it describes the standard general framework of the di eren-
tial games and the numerical algorithms that will be used in the coming chapters
to solve the policy coordination problems.

It is assumed that the reader has some knowledge on linear algebra and
di erential equations. Basic elements of linear algebra that are essential for the
understanding of the rest of this chapter will be recalled in Section 2.1. Readers
interested in more details on these subjects are referred to standard books on
linear algebra, like e.g. Lay (2003), Lancaster and Tismenetsky (1985) or Horn
and Johnson (1985). Section 2.2 introduces the general dynamic framework
that will be considered throughout this book. As a preliminary to the multi-
player game sections, Section 2.3 deals with the one-player ’game’. This section
presents results on the linear quadratic dynamic optimization problem, that
are used in the subsequent sections. In Section 2.4 the case that policymakers
decide to cooperate in realizing their objectives is dealt with, whereas Section
2.5 treats the case that the policymakers decide not to cooperate. Intermediate
situations, where some policymakers decide to cooperate and others not, are of
course in actual decision making also possible. This case is dealt with in Section
2.6.

Most of the theory of this chapter is presented more extensively and in
a mathematical more rigorous way in Engwerda (2005a). Therefore, readers
interested in more (mathematical) details on the linear-quadratic framework
that will be pursued here are referred to this work. More information (and
references) on dynamic games can e.g. be found in Başar and Olsder (1999) and
on game theory in general e.g. in Tijs (2004).

2.1 Linear algebra

Throughout this book R will denote the set of real numbers and lC the set of
complex numbers. Furthermore, R will denote the set of vectors with entries,
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where each entry is an element of R. Now, let 1 · · · R . An element of
the form 1 1 + · · ·+ with R is a linear combination of 1 · · · .
The set of all linear combinations of 1 2 · · · R , called the span of

1 2 · · · , constitutes a linear subspace of R . That is, with any two
elements in this set also the sum and any scalar multiple of an element belong
to this set. We denote this set by Span{ 1 2 · · · }.

A set of vectors 1 2 · · · R are called linearly dependent if there
exists 1 · · · R, not all zero, such that 1 1 + · · ·+ = 0; otherwise
they are said to be linearly independent.

Let be a subspace of R , then a set of vectors { 1 2 · · · } is called a basis
for if this set of vectors are linearly independent and = Span{ 1 2 · · · }.

A basis for a subspace is not unique. However, all bases for have the
same number of elements. This number is called the dimension of and is
denoted by dim( ).

Next, we consider the problem under which conditions two vectors are per-
pendicular. To that end the (Euclidean) length of a vector is introduced which

will be denoted by k k2. If = 1

2

¸
then, using the theorem of Pythagoras,

the length of is k k2 =
p

2
1 +

2
2. Using induction it is easily verified that

the length of a vector =

1

... R is k k2 =
p

2
1 + · · ·+

2 . Introducing

the superscript for transposition of a vector, i.e. = [ 1 · · · ], we can

rewrite this result in shorthand as k k2 = . Now, two vectors and are
perpendicular if they constitute an angle of 90 . Using again this same theorem
of Pythagoras, we conclude that two vectors and are perpendicular if and
only if the length of the hypothenusa k k2 = k k2 + k k2. Or, rephrased
in our previous terminology: ( ) ( ) = + . Using the elemen-
tary vector calculation rules and the fact that the transpose of a scalar is the
same scalar (i.e. = ), straightforward calculation shows that the next
theorem holds.

Theorem 2.1 Two vectors R are perpendicular (or orthogonal) if and
only if = 0. 2

Based on this result we introduce next the concept of orthogonal subspaces. A
set of vectors { 1 · · · } are mutually orthogonal if = 0 for all 6=
and orthonormal if = . Here, is the Kronecker delta function with
= 1 for = and = 0 for 6= . More generally, a collection of subspaces

1 · · · are called mutually orthogonal if = 0 whenever and
, for 6= .

The orthogonal complement of a subspace is defined by

:= { R | = 0 }
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The set of all × matrices with entries in R will be denoted by R × . If
= , is called a square matrix. With matrix R × one can associate

the linear map from R R . The kernel or null space of is defined
by

ker = ( ) := { R | = 0}

and the image or range of is

Im = ( ) := { R | = R }

One can easily verify that ker is a subspace of R and Im is a subspace of
R . Let = 1 · · · denote the columns of matrix R × , then

Im = Span{ 1 · · · }

The rank of a matrix is defined by rank( ) = dim(Im ), and thus the rank
of a matrix is just the number of independent columns in . One can show that
rank( ) = rank( ). Consequently, the rank of a matrix also coincides with
the number of independent rows in . A matrix R × is said to have full
row rank if 5 and rank( ) = . Dually, it is said to have full column rank if
5 and rank( ) = . A full-rank square matrix is called a non-singular or

invertible matrix, otherwise it is called singular. If a matrix is invertible one
can show that the matrix equation = has a unique solution R × .
Here is the × identity matrix with entries := = 1 · · · and

is the Kronecker delta. Moreover, this matrix also satisfies the matrix
equation = . Matrix is called the inverse of matrix and the notation

1 is used to denote this inverse.
A notion that is useful to see whether a square × matrix is singular is the

determinant of , denoted by det( ). The next theorem lists some properties
of determinants.

Theorem 2.2 Let R × ; R × ; R × ; and 0 R × be
the matrix with all entries zero. Then,

1. det( ) = det( ) det( );

2. is invertible if and only if det( ) 6= 0;

3. If is invertible, det( 1) = 1
det( ) ;

4. det( ) = det( );

5. det
0

¸¶
= det( ) det( ) 2

Let R × , then R is called an eigenvalue of if there exists a
vector R , di erent from zero, such that = . If such a scalar and
corresponding vector exist, the vector is called an eigenvector. If has an
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eigenvalue , it follows that there exists a nonzero vector such that ( ) =
0. Stated di erently, matrix is singular. So, according to Theorem 2.2,
is an eigenvalue of matrix if and only if det( ) = 0. All vectors

in the null space of are then the with corresponding eigenvectors.
As a consequence we have that the set of eigenvectors corresponding with an
eigenvalue form a subspace. This subspace is called the eigenspace of and
we denote this subspace by . So, to find the eigenvalues of a matrix we
have to find those values for which det( ) = 0. Since ( ) := det( )
is a polynomial of degree , ( ) is called the characteristic polynomial of .
The set of roots of this polynomial is called the spectrum of and is denoted
by ( ).
An important property of eigenvectors corresponding to di erent eigenvalues

is that they are always independent.

Theorem 2.3 Let R × and 1 2 be two di erent eigenvalues of with
corresponding eigenvectors 1 and 2, respectively. Then { 1 2} are linearly
independent. 2

Example 2.1

1. Consider matrix 1 =
3 2
1 0

¸
The characteristic polynomial of 1 is

( ) = det( 1 ) = ( 1)( 2)

So, ( 1) = {1 2}. Furthermore, 1 = ( 1 ) = {
1
1

¸
R} and

2 = ( 1 2 ) = {
2
1

¸
R}

2. Consider matrix 2 =
4 1
1 2

¸
The characteristic polynomial of 2 is

( 3)2. So, ( 2) = {3}. Furthermore, 3 = ( 2 3 ) = {
1
1

¸
R}

3. Consider matrix 3 =
1 0
0 1

¸
The characteristic polynomial of 3 is

( + 1)2. So, ( 3) = { 1}. Furthermore, 1 = ( 3 + ) = R2

4. Consider matrix 4 =
7 4
10 5

¸
The characteristic polynomial of 4

is 2 2 + 5. This polynomial has no real roots. So, matrix 4 has no real
eigenvalues. 2

The above example illustrates a number of properties that hold in the general
setting too (see e.g. Lancaster and Tismenetsky (1985)).

Theorem 2.4 Any polynomial ( ) can be factorized as the product of di erent
linear and quadratic terms, i.e. there exist nonnegative integers = 1 · · ·
(with possibly = 0 for = ) such that

( )= ( 1) 1( 2) 2 ( ) ( 2+ +1 + +1) +1 ( 2+ + )
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for some scalars and . Here, for 6= , 6= and

¸
6=¸

and the quadratic terms do not have real roots. Furthermore,
P

=1 +

2
P

= +1 = . 2

The power index , appearing in the factorization with factor , is called
the algebraic multiplicity of the eigenvalue . Closely related to this number is
the so-called geometric multiplicity of the eigenvalue , which is the dimension
of the corresponding eigenspace . In Example 2.1 we see that for every
eigenvalue the geometric multiplicity is smaller than or equal to its algebraic
multiplicity. For instance, for 1 both multiplicities are 1 for both eigenvalues,
whereas for 2 the geometric multiplicity of the eigenvalue 3 is 1 and its algebraic
multiplicity is 2. This property holds in general.

Theorem 2.5 Let be an eigenvalue of . Then its geometric multiplicity is
always smaller than (or equal to) its algebraic multiplicity. 2

Theorem 2.4 shows that the characteristic polynomial of an × matrix involves
a polynomial of degree that can be factorized as the product of di erent linear
and quadratic terms. Furthermore, it is not possible to factorize any of these
quadratic terms as the product of two linear terms. Without loss of generality,
such a quadratic term can be written as

( ) = 2 2 + 2 + 2

Next introduce the symbol to denote the square root of 1. So, by definition

:= 1

Using this notation, the equation ( ) = 0 has the two, so-called complex,
solutions

=
2 ±

p
4 2 4( 2 + 2)

2
= ± 2 2 = ±

If a non-real number l satisfies det( ) = 0, then is called a complex
eigenvalue of . Moreover, all l (6= 0) satisfying ( ) = 0 are
(complex) eigenvectors corresponding to .

Example 2.2 Let 4 =
7 4
10 5

¸
Its characteristic polynomial is det( 4

) = 2 2 + 5. The complex roots of this equation are 1 = 1 + 2 and

2 = 1 2 . The with 1 corresponding eigenvectors are

( 4 (1 + 2 ) ) = {
2
3 +

¸
l }. The with 2 corresponding

eigenvectors are ( 4 (1 2 ) ) = {
2
3

¸
l }. 2
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From Example 2.2, we see that with 1 = 1+2 being an eigenvalue of 4, also
its so-called conjugate, 1 2 , is an eigenvalue of 4. This is a property that
holds in general.

Theorem 2.6 Let R × . If = + l is an eigenvalue of and
= + ( R ) a corresponding eigenvector, then also its conjugate

¯ := is an eigenvalue of and ¯ := a corresponding eigenvector.
2

Theorem 2.7, below, shows that whenever R × has a complex eigenvalue,
then has a so-called two-dimensional invariant subspace.

Theorem 2.7 Let R × . If = + ( R 6= 0) is a complex
eigenvalue of and = + , with R , a corresponding eigenvector, then
has a two-dimensional invariant subspace = Im [ ] More in particular:

=

¸
2

Example 2.3

1. (see also Example 2.2) Let =
2 0 0
0 7 4
0 10 5

The characteristic

polynomial of is (2 )( 2 2 + 5). So, has one real root 1 = 2 and
two complex roots. The complex roots of this equation are 2 = 1 + 2 and

3 = 1 2 . The with 2 corresponding eigenvectors are ( (1 + 2 ) ) =

{
0
2
3 +

l }. The real part of this eigenvector is :=
0
2
3

and

the imaginary part of this eigenvector is :=
0
0
1

. Therefore, has a two-

dimensional invariant subspace consisting of = Im
0 0
2 0
3 1

Indeed, with

1 + 2 =: + we have (see Theorem 2.7)

=
0 0
2 4
5 5

=
0 0
2 0
3 1

1 2
2 1

¸
=

¸

2. Let =
2 2 1
0 2 0
1 1 2

The characteristic polynomial of is

( ) = ( 2+4 +5)( +2). So, has one real root 1 = 2 and two complex
roots. The complex roots of this equation are 2 = 2 + and 3 = 2 .
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The with 2 corresponding eigenvectors are ( ( 2+ ) ) = {
1
0

l } Therefore, has a two-dimensional invariant subspace consisting of =

Im
1 0
0 0
0 1

Verification shows that indeed with = 2 and = 1, =¸
2

Let be an eigenvalue of R × and be a corresponding eigenvector. Then
= and ( ) = ( ) for any R. Clearly, the eigenvector defines

an one-dimensional subspace that is invariant with respect to pre-multiplication
by since = . In general, a subspace R is called -invariant
if for every . In other words: is -invariant means that the
image of under is contained in , i.e. Im . Examples of -invariant
subspaces are for instance the trivial subspace {0}, R , ker and Im .

-invariant subspaces play an important role in calculating solutions of the
so-called algebraic Riccati equations. These solutions constitute the basis for
determining various equilibria in our dynamic games as we will see later on.
-invariant subspaces are intimately related to the (generalized) eigenspaces of
matrix . A complete picture of all -invariant subspaces is in fact provided by
considering the so-called Jordan canonical form of matrix . It is a well known
(but nontrivial) result in linear algebra that any square matrix R × admits
a Jordan canonical representation.
To grasp the idea of the Jordan form, first consider the case that has
di erent eigenvalues = 1 · · · . Let = 1 · · · be the corre-

sponding eigenvectors. From Theorem 2.3 it follows then straightforwardly that
{ 1 2 · · · } are linearly independent and in fact constitute a basis for R .
Now, let matrix := [ 1 2 · · · ]. Since this matrix is of full rank its inverse
exists. Then = [ 1 2 · · · ] = [ 1 1 2 2 · · · ] = 1, where

1 is the diagonal matrix 1 =

1

2

. . .
. So, if matrix has

di erent eigenvalues it can be factorized as = 1
1. Notice that this same

procedure can be used to factorize matrix as long as matrix has inde-
pendent eigenvectors. The fact that the eigenvalues are all di erent from each
other is not crucial for this construction. For the general case the theorem reads
as follows.

Theorem 2.8 (Jordan canonical form)1

For any square matrix R × there exists a non-singular matrix such that

= 1

1 Jordan was a famous French engineer/mathematician, who lived from 1838 till 1922.
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where = { 1 2 · · · } and either has one of the following (up-
per bi)diagonal real (R), real-extended (R ), complex ( l ) or complex-extended
( l ) forms

) R =
. . . ; ) R =

1
. . .

. . .
. . .

1

) l =
. . . ; ) l =

. . .

. . .
. . .

Here, { = 1 · · · } are the distinct real eigenvalues of , =

¸
,

= + 1 · · · and is the 2 × 2 identity matrix. The matrix consists of
sets of basis vectors, where each set corresponds with a basis for the (generalized)
eigenspace of .2 2

In the above theorem the numbers and in the boxes =

¸
come from the complex roots + = +1 · · · of matrix . Note that
the characteristic polynomial of is 2 + 2 + 2 + 2.
An immediate consequence of this theorem is the following

Corollary 2.1 Let R × . Then,

1. All -invariant subspaces can be constructed from the Jordan canonical
form.

2. Matrix has a finite number of invariant subspaces if and only if all
geometric multiplicities of the (possibly complex) eigenvalues are one. 2

From the above corollary it is clear that with each -invariant subspace one
can associate a part of the spectrum of matrix . We will denote this part of
the spectrum by ( | ).
Now, generically, a polynomial of degree will have distinct (possibly

complex) roots. Therefore, if one considers an arbitrary matrix R × , its
Jordan form is most of the times a combination of the first, R, and third, l ,
Jordan form. That is

2For the moment it su ces to recall that a basis for the with corresponding generalized
eigenspace is obtained by constructing a basis for (( ) ), if ×
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Example 2.4 (Generic Jordan canonical form)
If R × has distinct (possibly complex) eigenvalues then its Jordan form
is

=

1

2

. . .

1

+1 +1

+1 +1

. . .

where all numbers appearing in this matrix di er. If has only real roots the
numbers disappear and = . 2

Example 2.5 Consider matrix =
7 15 0
6 11 0
4 1 2

The characteristic poly-

nomial of is (2 )( 2 4 +13). Therefore, it has one real eigenvalue, 2, and
two complex eigenvalues, 2+ 3 and 2 3 . Consequently, the Jordan canonical

form of is =
2 0 0
0 2 3
0 3 2

2

In our analysis symmetric positive definite matrices will frequently occur. For-
mally, a square symmetric matrix is said to be positive definite (semi-definite),
denoted by 0 ( 0), if 0 (= 0) for all 6= 0. is called negative
definite (semi-definite), denoted by 0 ( 0), if 0 (5 0) for
all 6= 0. There is a nice characterization of these matrices in terms of their
eigenvalues.

Theorem 2.9 Let R × . Then, 0 ( 0) if and only if all eigenvalues
of satisfy 0 (= 0). 2

Let , , and be real × matrices with symmetric and 0 (and thus
symmetric). Then an algebraic Riccati equation3 (ARE) in the × matrix
is the following quadratic matrix equation:

1 + 2 + = 0 (2.1)

3Count Jacopo Francesco Riccati (1676-1754) studied in Riccati (1724) the di erential
equation ˙ ( )+ 2( ) + 1 = 0, where and are constants. Since then, this kind
of equations have been extensively studied in the literature. See Bittanti (1991) and Bittanti
et al. (1991) for a (historic) overview of the main issues revolving around the Riccati equation.
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This matrix equation plays a crucial role in solving our di erential games later
on. The above equation can be rewritten as

[ ] 1

2

¸ ¸
= 0

From this we infer that the image of matrix [ ] is orthogonal to the image of

1

2

¸ ¸
. Or, stated di erently, the image of 1

2

¸ ¸
belongs to the orthogonal complement of the image of matrix [ ]. It is easily
verified that the orthogonal complement of the image of matrix [ ] is given

by the image of

¸
. Therefore, the ARE (2.1) has a solution if and only

if there exists a matrix R × such that

1

2

¸ ¸
=

¸

Pre-multiplication of both sides from the above equality with the matrix
0

0

¸
yields then

2

1

¸ ¸
=

¸
Or, stated di erently, the solutions of the ARE (2.1) can be obtained by
considering the invariant subspaces of matrix

:= 2

1

¸
(2.2)

Theorem 2.10 gives a precise formulation of this observation.

Theorem 2.10 Let R2 be an -dimensional invariant subspace of ,
and let 1 2 R × be two real matrices such that

= Im 1

2

¸
If 1 is invertible, then := 2

1
1 is a solution to the Riccati equation (2.1)

and ( ) = ( | ). Furthermore, the solution is independent of the
specific choice of the basis of . 2

The converse of Theorem 2.10 also holds.

Theorem 2.11 If R × is a solution to the Riccati equation (2.1), then
there exist matrices 1 2 R × , with 1 invertible, such that = 2

1
1

and the columns of 1

2

¸
form a basis of an -dimensional invariant subspace

of . 2
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Matrix is called a Hamiltonian matrix. If 2 = 1 it has a number of nice
properties. One of them is that whenever ( ), then also ( ).
That is, if 2 = 1, the spectrum of a Hamiltonian matrix is symmetric with
respect to the imaginary axis.
From Theorems 2.10 and 2.11 it will be clear why the Jordan canonical

form is so important in this context. As we saw in the previous section, the
Jordan canonical form of a matrix can be used to construct all invariant
subspaces of . So, all solutions of (2.1) can be obtained by considering all

-dimensional invariant subspaces = Im 1

2

¸
of (2.2), with R × ,

that have the additional property that 1 is invertible. A subspace that
satisfies this property is called a graph subspace (since it can be ’visualized’ as
the graph of the map: 2

1
1 ).

From this relationship it will be clear that in general the ARE (2.1) will not
have a unique solution. In fact there are examples where there are none, one, a
finite number or even an infinite number of solutions.
However, as we will see in the next sections, we will be just interested in

the solutions of this ARE that have an additional property. Only solutions for
which ( 2 ) l (the so-called stabilizing solutions) will interest us.
Since this stabilizing property plays such an important role, it is formalized in
the next definition.

Definition 2.1 A solution of the ARE (2.1) is called

a. stabilizing, if ( 2 ) l ; 4

b. strongly stabilizing if both

i. it is a stabilizing solution, and

ii. ( 1 ) l ; 2

From, e.g. Engwerda (2005a), we have then the next result

Theorem 2.12

1. If the ARE (2.1) has a strongly stabilizing solution, then it is unique.

2. Assume 1 = 2. Then, the ARE (2.1) has at most one stabilizing
solution. This solution is symmetric. 2

2.2 The basic mathematical model

In this section we describe the basic mathematical model that will be used
throughout this book. For both didactical and notational convenience we will
restrict the presentation to the two-player case. The general case will be clear
from this.

4 l = { l | ( ) 0}; l
+
0 = { l | ( ) = 0}.

MATHEMATICAL BACKGROUND



52

We will assume that the performance criterion player = 1 2 likes to mini-
mize is:

( 1 2) :=

Z
0

[ ( ) 1 ( ) 2 ( )]
( )

1( )

2( )
(2.3)

where = 1

2

0 0 = 1 2 and ( ) is the solution

from the linear di erential equation

˙ ( ) = ( ) + 1 1( ) + 2 2( ) (0) = 0 (2.4)

Di erential equation (2.4) models the evaluation of the state of the system over
time. This development is assumed to depend on the controls the players use.
The state of the system usually consists of a number of variables the players are
interested in and which they like to manipulate. In principle each player wants
to manipulate this state vector such that her cost functional (2.3) is minimized.
The cost functional models in particular the fact that the players dislike the
use of control ( ) and that they like to steer the state towards zero. For that
reason, one can best think of the system as modelling a set of variables that
are temporarily out of equilibrium, whereas the goal of the players is to control
these variables back to equilibrium, subject to the fact that they are restricted
in their control possibilities.
In trying to minimize their cost functional (2.3), the players can either decide

to cooperate or not. This gives rise to di erent control problems, that will be
discussed in the next three sections.

Remark 2.1 Often, a discount factor is included in the above cost functions
with to express the idea that future costs are less important than current
costs. Assume that (2.3) is replaced by

( 1 2) :=

Z
0

[ ( ) 1 ( ) 2 ( )]
( )

1( )

2( )

Now introduce ˜( ) :=
1

2 ( ) and ˜ ( ) :=
1

2 ( ). Then it is straight-
forwardly verified that the minimization of this discounted cost functional w.r.t.
system (2.4) can be rewritten as the minimization of

(˜1 ˜2) :=

Z
0

[˜ ( ) ˜1 ( ) ˜2 ( )]
˜( )
˜1( )
˜2( )

subject to the system

˙̃ ( ) = (
1

2
)˜( ) + 1˜1( ) + 2˜2( ) ˜(0) = ˜0
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Also the case that both players use a di erent discount factor can be solved within
this framework. For details on this we refer to, e.g., Engwerda (2005a).
So, the only change in the model that takes place by taking into account

a discount factor is that matrix in system equation (2.4) is replaced by
1
2 . 2

However, before we can introduce the formal optimization problems we first have
to introduce some important concepts in linear system theory. To introduce
these concepts we consider system (2.4) with the number of players equal to 1,
that is = 1, and we drop the subscript . So, consider

˙ = + (2.5)

Stability plays an important role in (robust) control theory. We recall the next
definition.

Definition 2.2 The dynamic system ˙ = is said to be stable if all the
(possibly complex) eigenvalues of are in the open left-half of the complex plane,
i.e., the real part of every eigenvalue of is strictly smaller than zero. A matrix
with such a property is said to be stable. 2

Next, we consider the notion of stabilizability. Informally speaking, the system
is called stabilizable if it is possible to ultimately regulate the state from any
initial position towards zero.

Definition 2.3 The dynamic system described by equation (2.5) or the pair
( ) is said to be stabilizable if, for any initial state 0, there exists a (piece-
wise continuous) input ( ) such that the solution of (2.5) converges to zero.

2

From e.g. Zhou et al. (1996) we recall the next well-known properties that give
several characterizations for the stabilizability of a system.

Theorem 2.13 The following properties are equivalent:

1. ( ) is stabilizable.

2. The matrix [ ] has full row rank for all l
+
0 .

3. There exists a matrix such that the eigenvalues of + are all
located in the left-half of the complex plane, l . 2

Example 2.6 Consider =
1 0 5
2 3 4
0 0 1

and =
1 1
1 0
0 0

. Then

[ ] =
1 0 5 1 1
2 3 4 1 0
0 0 1 0 0

MATHEMATICAL BACKGROUND



54

Obviously, for l
+
0 which are not an eigenvalue of , matrix is invertible

and consequently the above matrix has full row rank. The eigenvalues of are
{1 3 1}. So the only two cases that require a further inspection are = 1

and = 3. For = 1, this matrix equals
0 0 5 1 1
2 2 4 1 0
0 0 2 0 0

. It is easily

verified that this matrix has full row rank too. In a similar way one verifies that
also for = 3 the matrix has full row rank. So, ( ) is stabilizable.

2

2.3 The one-player case

In this section, we consider the problem of finding a control function ( )
for each 0 R that minimizes the cost functional

( 0 ) :=

Z
0

{ ( ) ( ) + 2 ( ) ( ) + ( ) ( )} (2.6)

Here, is a symmetric matrix and 0, and the state variable is the solution
of

˙ ( ) = ( ) + ( ) (0) = 0 (2.7)

The set of admissible control functions consists of the set of functions

U =
n

2 | ( 0 ) exists in R { } lim ( ) = 0
o

where 2 is the set of locally square-integrable functions, i.e.,

2 = { [0 ) | 0

Z
0

( ) ( ) }

In the policy problems that will be studied in the next chapters, usually will
be assumed to be positive (semi-)definite. Since the formulation of the next
theorem does not require this assumption, we will not make this assumption
here, yet.
By Theorem 2.13, the imposed stabilization constraint is equivalent with the
requirement that the system is stabilizable. Therefore, throughout this section,
the assumption is made that the pair ( ) is stabilizable. For convenience,
the notation := 1 is used.
The next ARE plays a crucial role in solving the optimization problem (2.6)-

(2.7)
+ ( + ) 1( + ) + = 0

Notice that this equation can also be rewritten as

( 1 ) + ( 1 ) + 1 = 0 (2.8)
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Recall from Section 2.1 that a solution of this equation is called stabilizing
if the matrix 1 is stable and, furthermore, from Theorem
2.12, that such a solution, if it exists, is unique. A proof of the next result can
e.g. be found in Engwerda (2005b).

Theorem 2.14 (Infinite horizon linear-quadratic control problem)
Assume that ( ) is stabilizable. The linear-quadratic control problem (2.6)-
(2.7) has a minimum ( ) for ( 0 ) for each 0 if and only if the ARE
(2.8) has a symmetric stabilizing solution .
If the linear-quadratic control problem has a solution, then the unique optimal
control in feedback form is given by

( ) = 1( + ) ( ) (2.9)

Here, ( ) is the solution of the di erential equation ˙ ( ) = ( ) with
(0) = 0, where := 1 . In open-loop form, the optimal

control is
( ) = 1( + ) ( 0) 0 (2.10)

where is the transition matrix of

˙ ( ) = ( ) (0) =

The resulting closed-loop state trajectory is given by ( ).
Moreover, ( 0 ) = 0 0, where is the unique solution of the Lyapunov
equation

+ = [ ( + ) 1]

¸
1( + )

¸
(2.11)

2

Remark 2.2 Recall from Section 3.1 that the unique stabilizing solution of

the ARE (2.8) can be calculated by determining the graph subspace Im 1

2

¸
of the Hamiltonian matrix

1

+ 1 ( 1 )

¸
that has the property that all eigenvalues of the matrix 1

2
1

1

have a strictly negative real part. As we already noticed in Section 2.1, this
graph subspace is uniquely determined if it exists and = 2

1
1 . 2

This approach has been elaborated in the literature in more detail. Lan-
caster and Rodman (1995, Theorem 22.4.1)(see also Laub (1991), p.175) have
shown that the existence of the stabilizing solution of the ARE can for instance
be verified by checking whether the above Hamiltonian matrix has no purely
imaginary eigenvalues, and whether a rank condition on the matrix sign of a
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certain matrix is satisfied. An extensive literature on algorithms for accurately
computing the matrix sign exists, and one finds a comprehensive list of refer-
ences in the review paper of Laub (1991).

Example 2.7 Consider the minimization of

:=

Z
0

{3 ( ) ( ) + 2( )}

subject to the system

˙ ( ) =
1 0
0 2

¸
( ) +

1
0

¸
( ) (0) = [1 1]

This system is stabilizable. So, according to Theorem 2.14, the problem has a
solution if and only if the next ARE has a stabilizing solution

1 0
0 2

¸
+

1 0
0 2

¸
1 0
0 0

¸
+

3 0
0 3

¸
= 0

By, e.g., straightforward substitution, one verifies that

=
3 0
0 3

4

¸
is the stabilizing solution of this Riccati equation. The resulting optimal control
and cost are

( ) = [3 0] ( ) = 3
3

4

respectively.
The optimal policy is in this case to control the system in such a way that

the controllable part of the system converges at the same speed towards zero as
the uncontrollable part. 2

Example 2.8 Consider the minimization of

:=

Z
0

{3 ( ) ( ) + 2( )}

subject to the system

˙ ( ) =
6 1
0 2

¸
( ) +

1
0

¸
( ) (0) = [1 1]

This system is stabilizable. So, according to Theorem 2.14, the problem has an
optimal solution if and only if the next ARE has a stabilizing solution

6 0
1 2

¸
+

6 1
0 2

¸
1 0
0 0

¸
+

3 0
0 3

¸
= 0
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To solve this problem, consider the with this problem corresponding Hamiltonian
matrix

:=

¸
=

6 1 1 0
0 2 0 0

3 0 6 0
0 3 1 2

The eigenvalues of are { 3 2 2 3}. Eigenvectors corresponding with the
eigenvalues 3 and 2 are

5
6+3

0
5
1

and

2 6
5
3
412

respectively

Therefore, the invariant subspace corresponding with the eigenvalues { 3 2}
is

{

5
6+3

0
5
1

2 6
5
3
412

So, the stabilizing solution of the ARE is

: =
5 3
1 412

¸ 5
6+3

2 6

0 5

¸ 1

=
3 + 6

25

25 5

5 41
2

13
2 6

¸
The resulting optimal control and cost are

( ) =
3 + 6

25
[25 5] ( ) =

3 + 6

25

111

2

13

2
6

¶
respectively.
Compared to Example 2.7, the optimal response of coping with the constant

’disturbance’ by the second state variable of the first state variable seems to be
to control the first state variable faster to zero. 2

Example 2.9 Consider the minimization of

:=

Z
0

{3 ( ) ( ) + 2( )}

subject to the system

˙ ( ) =
1 1
0 2

¸
( ) +

1
1

¸
( ) (0) = [1 1]
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This system is stabilizable. By Theorem 2.14, the problem has an optimal solu-
tion if and only if the next ARE has a stabilizing solution

1 0
1 2

¸
+

1 1
0 2

¸
1 1
1 1

¸
+

3 0
0 3

¸
= 0

To solve this problem, consider the with this problem corresponding Hamiltonian
matrix

:=

¸
=

1 1 1 1
0 2 1 1
3 0 1 0
0 3 1 2

Using the computer software package MATLAB, we find that the eigenvalues of
are { 2 3802±0 4068 2 3802±0 4068 }. Notice that has two eigenvalues

with a negative real part. So, to find out whether the ARE has a stabilizing
solution, we just have to verify whether the with these eigenvalues corresponding
invariant subspace is a graph subspace.
An eigenvector corresponding with the eigenvalue 2 3802 + 0 4068 is

0 1205 + 0 1191
0 7757 0 0614
0 1708 + 0 3092
0 4907 0 0170

Therefore, the invariant subspace corresponding with the eigenvalues { 2 3802±
0 4068 } is

0 1205
0 7757
0 1708
0 4907

0 1191
0 0614
0 3092
0 0170

Since the by-these-two-vectors-implied matrix
0 1205 0 1191
0 7757 0 0614

¸
is invert-

ible, the above subspace is a graph subspace. So, the stabilizing solution of the
ARE is

: =
0 1708 0 3092
0 4907 0 0170

¸
0 1205 0 1191
0 7757 0 0614

¸ 1

=
2 6988 0 1991
0 1991 0 6635

¸
The resulting optimal control and cost are

( ) = [2 8979 0 8626] ( ) = 3 7605

respectively. 2
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Example 2.10 Consider the minimization of

:=

Z
0

{3 ( ) ( ) + 2( )}

subject to the system

˙ ( ) =
1 1
0 2

¸
( ) +

1
0

¸
( ) (0) = [1 1]

This system is stabilizable. Therefore, again by Theorem 2.14, the problem has
a solution if and only if the next ARE has a stabilizing solution

1 0
1 2

¸
+

1 1
0 2

¸
1 0
0 0

¸
+

3 0
0 3

¸
= 0

To solve this problem, consider the with this problem corresponding Hamiltonian
matrix

:=

¸
=

1 1 1 0
0 2 0 0
3 0 1 0
0 3 1 2

The eigenvalues of are { 2 2 2 2}. Furthermore, the generalized eigenspace
corresponding with the eigenvalues 2 is

(( +2 )2) =

12 3 4 0
0 0 0 0
12 3 4 0
3 12 5 16

= Span

48
192
0
153

4
0
12
3

It is obvious that this subspace is a graph subspace. Therefore,

: =
0 12
153 3

¸
48 4
192 0

¸ 1

=
1

776

3 3
4

3
4

63
64

¸
is the stabilizing solution of the ARE. The resulting optimal control and cost are

( ) = [3
3

4
] ( ) = 5

31

64

respectively. The eigenvalues of the closed-loop system are 2.
Notice that, compared to Example 2.8, a less active control policy is used

and that the involved cost are smaller. A quite intuitive result: the more
unstable the system is, the more active control policy is needed to stabilize the
system.

Furthermore, compared to Example 2.7, we see that the e ect of the fact that
the second state variable now continuously disturbs the first state variable also
implies a more active control policy (and consequently higher cost). Notice that
in this case the eigenvalues of both closed-loop systems coincide. 2
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2.4 The cooperative game

In this section we consider the model outlined in Section 2.2. That is, we
consider the minimization of

( 1 2) :=

Z
0

[ ( ) 1 ( ) 2 ( )]
( )

1( )

2( )
(2.12)

where

= 1

2

with 0 0 = 1 2 subject to the dynamic constraint

˙ ( ) = ( ) + 1 1( ) + 2 2( ) (0) = 0 (2.13)

For notational convenience, let := [ 1 2]. Assume that ( ) is stabiliz-
able.
Since, now, two players are involved in the optimization problem, we have

to specify the problem more accurately. The first thing that needs clarification
is whether both players will pull together in order to realize their goals or not.
In this section we assume that both players agree to cooperate.
Note that due to the fact that both players influence the underlying state

of the system, in general, the cost one specific player incurs depends on the
actions of her opponent. In particular, this cost is not uniquely determined
anymore. If both players decide, e.g., to use their control variables to reduce
player 1’s cost as much as possible, a di erent minimum is attained for player
1 from that in the case that both players agree to collectively help player 2 in
minimizing her cost. So, depending on how the players choose to ’divide’ their
control e orts, a player incurs di erent ’minima’. So, in general, each player
is confronted with a whole set of possible outcomes from which somehow one
outcome (which usually does not coincide with a player’s overall lowest cost)
is cooperatively selected. Now, if there are two strategies 1 and 2 such that
both players have a lower cost if strategy 1 is played, then it seems reasonable
to assume that both players will prefer this strategy. We say that the solution
induced by strategy 1 dominates in that case the solution induced by strategy

2. So, dominance means that the outcome is better for all players. Proceeding
in this line of thinking, it seems reasonable to consider only those cooperative
outcomes which have the property that, if a strategy di erent from the one
corresponding with this cooperative outcome is chosen, then at least one of the
players has higher costs. Or, stated di erently, to consider only solutions that
are such that they cannot be improved upon by all players simultaneously. This
motivates the concept of Pareto e ciency.5

5The Italian economist/sociologist Vilfredo Pareto, who studied classics and engineering
in Turin, lived from 1848 to 1923.
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Definition 2.4 Let be the strategy space of player , := 1 × 2 and
. A set of strategies ( 1̂ 2̂) is called Pareto e cient if the set of

inequalities
( 1 2) 5 ( 1̂ 2̂) = 1 2

where at least one of the inequalities is strict, does not allow for any solution
( 1 2) in the strategy space . The corresponding point ( 1( 1̂ 2̂) 2( 1̂ 2̂))
R2 is called a Pareto solution. The set of all Pareto solutions is called the Pareto
frontier. 2

A Pareto solution is therefore never dominated, and is for that reason also called
an non-dominated solution. Typically, there is always more than one Pareto
solution, because dominance is a property which generally does not provide a
total ordering.
It turns out that there is a nice way to determine all Pareto-e cient outcomes

for our cooperative game, defined by the equations (2.12) and (2.13). To that
end we introduce the notation

A := { = ( 1 2) | = 0 and 1 + 2 = 1}

and recall from Engwerda (2005a) the following theorem.

Theorem 2.15 Let 0 = 1 2, satisfy
2X
=1

= 1 If ˆ is such that

ˆ argmin{
2X
=1

( )}

then ˆ is Pareto e cient.
Moreover, if is convex and is convex for all = 1 2, then for all Pareto
e cient ˆ there exist , such that

ˆ argmin{
2X
=1

( )}

2

Next, consider, as a particular case, our linear-quadratic di erential game (2.12)-
(2.13). Similar to Engwerda (2005a), Section 6.1, it can be shown that the cost
functionals (2.12) are convex if 0. An immediate corollary from Theorem
2.15 is then

Corollary 2.2 Consider the optimization problem (2.12)-(2.13). Under the
assumption that 0 = 1 2, ( ) are convex.
Cooperative Pareto solutions are obtained for all , with 0, for which

( ) = arg min
U

1 1 + 2 2 (2 13) (2.14)
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The corresponding Pareto solutions are

( 1( ( )) 2( ( ))) (2.15)

Moreover, the only additional Pareto solutions that may exist are obtained by
considering the strategies that satisfy (2.14) for with = 1 for some .
2

Theorem 2.15 and Corollary 2.2 show that to find all cooperative solutions for
the linear-quadratic game one has to solve a linear-quadratic optimal control
problem, which depends on a parameter . Using Theorem 2.14 we have then
the next result.

Theorem 2.16 (Solution of cooperative game)
Assume that ( ) is stabilizable and is given by (2.12) with ( 1 2) .
For , let

( ) := 1 1 + 2 2 =:
˜ ˜

˜ ˜

¸
where

˜ = 1 1 + 2 2
˜ = [ 1 1 + 2 2 1 1 + 2 2]

and ˜ = 1
11 1

1 21

¸
+ 2

12 2

2 22

¸
With ˜ := ˜ 1 , let 0 denote all (with 0) for which the ARE

( ˜ 1 ˜ ) + ( ˜ 1 ˜ ) ˜ + ˜ ˜ ˜ 1 ˜ = 0 (2.16)

has a symmetric stabilizing solution (i.e. ( ˜ 1 ˜ ˜ ) l ).
Then

( 1( ( )) 2( ( )) A0

are Pareto solutions. Here

( ) = ˜ 1( + ˜ ) ( ) (2.17)

and, with := ˜ 1 ˜ ˜ , the closed-loop system is ˙ ( )= ( ) (0)=

0 and ( 0 ) = 0
˜

0, where ˜ is the unique solution of the Lyapunov
equation

˜ + ˜ = [ ( + ˜) ˜ 1] ˜ 1( + ˜ )

¸
(2.18)

All other potential Pareto-e cient strategies are obtained as the solution of the
optimization problem (2.14) with either ( 1 2) = (1 0) or ( 1 2) = (0 1). 2

Using the relationship between solutions of (2.16) and invariant subspaces of
the with this ARE corresponding Hamiltonian matrix (see Section 3.1) the next
numerical algorithm yields then (apart from the potential solutions that may
arise at the boundaries of the set ) the Pareto frontier of the cooperative game.
In this algorithm we use the notation introduced in Theorem 2.16.
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Algorithm 2.1
Start with 1 = 0 01.

Step1: 2 := 1 1.

Calculate the eigenstructure of ( ) :=
˜ 1 ˜ ˜

˜ + ˜ ˜ 1 ˜ ( ˜ 1 ˜ )

¸
.

If has an -dimensional stable graph subspace, then proceed. Other-
wise, go to Step 3.

Step2: Determine the -dimensional stable graph subspace .

Calculate × matrices and such that Im

¸
= .

Denote := 1. Then

( ) := ˜ 1( + ˜ ) ( )

yields a Pareto strategy. The spectrum of the corresponding closed-loop
matrix equals ( |V). The involved cost for player is ( 0 ( )) =

0
˜

0, where ˜ is the unique solution of the Lyapunov equation (2.18).

Step3: If 1 99, then 1 := 1 + 0 01, and return to Step 1. Otherwise,
terminate the algorithm. 2

Remark 2.3

1. Obviously, the number .01 in the above algorithm is arbitrary and may be
replaced by any other number that better suits the user of the algorithm.

2. For either 1 = 1 or 2 = 1 matrix ˜ is often not positive definite, but
just positive semi-definite. This case does not fit into the general theory we
presented here. For that reason we will usually skip a detailed analysis of
these cases. Since it only may concern two boundary points of the Pareto
frontier, in general this does not seem to be a severe restriction.

3. In the computer package MATLAB, there are standard routines to cal-
culate the stabilizing solution of an ARE as well as standard routines to
calculate the solution of a Lyapunov equation. Obviously, using these rou-
tines, the implementation of the above numerical algorithm can be short-
ened tremendously. 2

In Lancaster and Rodman (1995, Section 11.3), it is shown that if the parameters
appearing in an ARE are, e.g., di erentiable functions of some parameter (or,
more general, depend analytically on a parameter ), and the maximal solution
exists for all in some open set , then this maximal solution of the Riccati
equation will be a di erentiable function of this parameter too on (depend
analytically on this parameter too). Since in the linear-quadratic case, the
parameters depend linearly on , this implies that the Pareto frontier will be a
smooth function of (provided that the maximal solution exists for all ).
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Example 2.11 Consider the minimization of

1 :=

Z
0

{3 ( ) ( ) + 2
1( )} 2 :=

Z
0

{ ( ) ( ) + 3 2
2( )}

subject to the system

˙ ( ) =
1 0
0 2

¸
( ) +

1
0

¸
1( ) +

1
0

¸
2( ) (0) = [¯ ]̄

where ¯ and ¯ are some arbitrary numbers. The system
1 0
0 2

¸
1 1
0 0

¸¶
is stabilizable. Now, let (0 1) be an arbitrary number. Then, according to
Theorem 2.16, ( 1( ) 2( )) is a Pareto solution if the ARE

+ + = 0

with

=
3 0
0 3

¸
+ (1 )

1 0
0 1

¸
=

1 + 2 0
0 1 + 2

¸
=

1 0
0 2

¸
and =

1 1
0 0

¸ 1 0
0 1

3(1 )

¸
1 0
1 0

¸
=

3 2

3 (1 )

1 0
0 0

¸
has a stabilizing solution.

Straightforward calculations show that with := 1 +
q
1 + (3 2 )(1+2 )

3 (1 ) and

:= 3 (1 )
3 2 , the ARE has the stabilizing solution

:=
0

0 1+2
4

¸
The resulting optimal controls are

1( ) = 1( ) 2( ) = 3(1 )
1( ) 1( ) = [1 0] ( )

This control yields the closed-loop system

=
1 0
0 2

¸
are obtained by solving the Lyapunov equations (see

(2.18))

˜
1 + ˜

1 =

=
1 0 3(1 )

0 1 0 0

¸ 3 0 0 0
0 3 0 0
0 0 1 0
0 0 0 0

1 0 3(1 )

0 1 0 0

¸
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and

˜
2 + ˜

2 =

=
1 0 3(1 )

0 1 0 0

¸ 1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 3

1 0 3(1 )

0 1 0 0

¸

Or, equivalently,

1 0
0 2

¸
˜
1 + ˜

1
1 0
0 2

¸
=

"
3 +

2

2 0
0 3

#

and

1 0
0 2

¸
˜
2 + ˜

2
1 0
0 2

¸
=

"
1 +

3 2

9(1 )2 0

0 1

#

The solutions to these Lyapunov equations are

˜
1 =

"
3+

2

2

2( 1) 0

0 3
4

#
˜
2 =

1+
3
2

9(1 )2

2( 1) 0

0 1
4

So, the with 0 1, corresponding set of cooperative solutions is

1 =
3 +

2

2

2( 1)
¯2 +

3

4
¯2

2 =
1 +

3 2

9(1 )2

2( 1)
¯2 +

1

4
¯2

if 0 = [¯ ]̄ . For 0 = [1 2] we plotted this Pareto frontier in Figure 2.1.2

Example 2.12 Consider the minimization of

1 :=

Z
0

{3 ( ) ( ) + 2
1( )} 2 :=

Z
0

{ ( ) ( ) + 3 2
2( )}

subject to the system

˙ ( ) =
1 1
0 2

¸
( ) +

1
0

¸
1( ) +

1
0

¸
2( ) (0) = [1 2]

The system
1 1
0 2

¸
1 1
0 0

¸¶
is stabilizable. So, for (see Theorem

2.16), the problem has a cooperative solution if the ARE

+ + = 0
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Example 2.11 if 0 = [1 2]

with (see Example 2.11)

=
1 + 2 0
0 1 + 2

¸
=

1 1
0 2

¸
=

3 2

3 (1 )

1 0
0 0

¸

has a stabilizing solution.
To determine the solution we proceed along the lines of Algorithm 2.1.
For a fixed (0 1) we calculate the eigenstructure of matrix

1 1 3 2
3 (1 ) 0

0 2 0 0
(1 + 2 ) 0 1 0
0 (1 + 2 ) 1 2

By determining a basis for the eigenspace corresponding with the stable eigen-
values of this matrix, the stabilizing solution of the Riccati equation is de-
termined.
From this the closed-loop system matrix := is then obtained.

The corresponding cost are next determined by solving the Lyapunov equa-
tions (see (2.18))

1̃+ ˜
1 =

=
1 0
0 1

¸ 1 1
3(1 )

0 0

¸ ¸ 3 0 0 0
0 3 0 0
0 0 1 0
0 0 0 0

1 0
0 1

¸
1 0
1

3(1 ) 0

¸
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Figure 2.2: Part of Pareto frontier Example 2.12 if 0 = [1 2]

and

˜
2
˜+ 2 =

=
1 0
0 1

¸ 1 1
3(1 )

0 0

¸ ¸ 1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 3

1 0
0 1

¸
1 0
1

3(1 ) 0

¸
The corresponding cooperative solution is then

= [1 2] ˜
1
2

¸

2.5 The non-cooperative game

Non-cooperative di erential games were first introduced in Isaacs (1954-1955)
within the framework of two-person zero-sum games. Nonzero-sum di erential
games were introduced in Starr and Ho (1969a, 1969b); Engwerda (2005a) gives
a good overview of the state-of-the-art of this theory and additional references.
Our starting point in this section is again the cost and system dynamics intro-
duced in Section 2.4. That is, we assume that there are two players who like to
minimize their cost function given by

MATHEMATICAL BACKGROUND

By varying between 0 and 1, one obtains all Pareto solutions then. We plotted
a part of the resulting Pareto frontier in Figure 2.2. As we already noticed in
Example 2.10, the fact that the previous example, the first state
component is now continuously disrupted by the second statecomponent
implies a more active control policy of both players and
This is visualized in the graphs. As one can clearly see, the Pareto frontier
Example 2.11 lies entirely below the Pareto frontier sketched in Figure 2.2.
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( 1 2) :=

Z
0

[ ( ) 1 ( ) 2 ( )]
( )

1( )

2( )
(2.19)

where = 1

2

0 0 = 1 2 subject to the system

dynamics
˙ ( ) = ( ) + 1 1( ) + 2 2( ) (0) = 0 (2.20)

The non-cooperative aspect implies that the players are assumed not to coop-
erate in trying to attain this goal. Obviously, the value of the cost function
depends for each player also on the pursued actions of the other player. So,
the question arises how a player will deal with this aspect in determining her
control action. Now, assume that both players may propose in turn an action
in a negotiation process that precedes the actual implementation of the con-
trol. So, the players can react on each other’s proposal. Then, assuming that
ultimately the proposition process ends, it seems reasonable that in that final
situation each player likes to play an action which she cannot improve upon
anymore. That is, any unilateral deviation from the action she has in mind
will lead to a worse value of her cost function . Nash argued in Nash (1950b,
1951) that this is a natural concept to be used in a non-cooperative context. He
defined the (non-cooperative) Nash equilibrium in the following way.

Definition 2.5 An admissible set of actions ( 1 2) is a Nash equilibrium for
a 2-player game, where each player has a cost function ( 1 2), if for all
admissible ( 1 2) the following inequalities hold:

1( 1 2) 5 1( 1 2) 2( 1 2) 5 2( 1 2) 2

Here, admissibility is meant in the sense that ( ) belongs to some restricted
set, where this set depends on the information players have on the game and
the set of strategies the players like to use to control the system.
So, the Nash equilibrium is defined such that it has the property that there

is no incentive for any unilateral deviation by any one of the players. Notice
that in general one cannot expect to have a unique Nash equilibrium.
Obviously, since according to the open-loop information structure followed

in this book, the participating parties cannot react to each other’s policies,
its economic relevance is limited. However, as a benchmark to see how much
parties can gain by playing other strategies, it plays a fundamental role. A big
advantage of this scenario is, as we will see in the remainder of this section, that
it is both analytically and computationally tractable. This is, usually, not the
case for most other information structures.
More precisely, the assumptions we make are as follows. First, since we

consider an infinite planning horizon, we will assume that the matrix pairs
( ) = 1 2 are stabilizable. This formalizes the assumption that, in
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principle, each player is capable to stabilize the system on his own. The open-
loop information structure of the game means that we assume that both players
only know the initial state of the system and that the set of admissible control
actions are functions of time, where time runs from zero to infinity. Like in the
previous sections, we assume that the players choose control functions belonging
to the set U .
For notational convenience we introduce some shorthand notation. Let

:= 1 ; := 1

2

¸
; :=

[0 0] 1

[0 0 ] 2

¸ 0 0
0

0
= 11 1

2 22

¸
,

where it willbe assumedthroughout that this matrix is invertible; 2:=diag{ };

:=[ 1 2]; ˜ :=diag{ 1 2 }; ˜1 :=
1

0

¸
; ˜2 :=

0

2

¸
;

:=
[0 0] 1

[0 0 ] 2

¸
0
0

= 1

2

¸
; :=[ 0 0]

0 0
0

0
=[ ], for =1 2;

˜:= 1 ; ˜ := 1 ˜ ; ˜ := 1 ; ˜2 := 2
1

2

¸
1 ˜ and

:=
˜ ˜

˜ ˜
2

¸
, where ˜ := [ ˜1 ˜

2], ˜ :=
˜
1
˜
2

¸
Notice that with this notation

=
0 0

1 0

2 0
+ 1

2

1
£

˜
1

˜
2

¤
This representation more clearly shows the structure of . From this, one may
now derive in an obvious way matrix in the case that the number of players
is more than two. Something, which we will need in the next chapters.
Furthermore, consider the AREs

1 + 1 ( 1 1 + 1)
1

11 ( 1 1 + 1 ) + 1 = 0 (2.21)

2 + 2 ( 2 2 + 2)
1

22 ( 2 2 + 2 ) + 2 = 0

and the non-symmetric (or set of coupled) ARE (s)

0 = ˜
2 + ˜ 1 ˜ + ˜ (2.22)

or, equivalently,

0 = 2 + ( + 1

2

¸
) 1( ˜ + ) +

Then, by Definition 2.1, a solution of (2.22) is called

a. stabilizing, if ( ˜ 1 ˜ ) l ; and

b. strongly stabilizing if
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i. it is a stabilizing solution, and

ii. ( ˜2
1 ˜ ) l ;

From Engwerda (2005b) we recall the following result.

Theorem 2.17 (Solution of open-loop non- cooperative game)
Consider the linear-quadratic di erential game (2.19)-(2.20), where ( )

are stabilizable.
This game has a unique open-loop Nash equilibrium for every initial state if and
only if

1. The set of coupled AREs (2.22) has a strongly stabilizing solution , and

2. the two AREs (2.21) have a stabilizing solution.

Moreover, in the case that this game has a unique equilibrium, the unique
equilibrium actions are given by

1( )

2( )

¸
= 1( + ˜ )˜( 0) 0 (2.23)

where ˜( 0) is the solution of the transition equation

˙̃ ( 0) = ( 1( + ˜ ))˜( 0); ˜(0 0) =

2

Similar as in the previous section, we can exploit now the relationship between
solutions of AREs and invariant subspaces of corresponding Hamiltonian ma-
trices to derive a numerical algorithm to determine the solution of this game (if
it exists).

Algorithm 2.2

Step 1: Calculate the eigenstructure of the matrices = 1 2 given by

1
1

11 1 1

1 + 1
1

11 1 ( 1
1

11 1 )

¸
and

2
1

22 2 2

2 + 2
1

22 2 ( 2
1

22 2 )

¸
respectively. If = 1 2 has an -dimensional stable graph subspace,
then proceed. Otherwise, go to Step 5.

Step 2: Calculate matrix :=
0 0

1 0

2 0
+ 1

2

1
£

˜
1

˜
2

¤
Next, calculate the spectrum of . If exact eigenvalues (counted with
algebraic multiplicities) of belong to C , then proceed, otherwise, go
to Step 5.
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Step 3: Calculate the -dimensional -invariant subspace V corresponding with
the stable eigenvalues of . Calculate × matrices and such

that Im = V.

If is invertible then proceed. Otherwise, go to Step 5.

Step 4: Calculate 1 :=
1 and 2 :=

1. Denote := 1

2

¸
. Then

1( )

2( )

¸
= 1( + ˜ )˜( 0) 0

where, with := 1( + ˜ ), ˜( 0) is the solution of the
transition equation

˙̃ ( 0) = ˜( 0); ˜(0 0) =

The spectrum of the involved closed-loop systemmatrix, , equals ( |V).

The involved cost for player is 0
¯

0, where ¯ is the unique solution
of the Lyapunov equation:

¯ + ¯ = [ ( ˜ + ) 1] 1( ˜ + )

¸
(2.24)

Step 5: End of the algorithm. 2

Remark 2.4 In the case that the algorithm terminates without providing an
equilibrium, this does not mean that the game does not have an equilibrium. It
can happen, e.g., that for some initial states an equilibrium exists whereas for
other initial states there is no equilibrium. Another possibility is that the game
has more than one equilibrium for every initial state. Details on the conditions
under which these various cases occur can be found in Engwerda(2005a). 2

Examples 2.13 and 2.14, below, illustrate the algorithm.

Example 2.13 Consider the problem where two players like to control the state
of the system towards zero using as less as possible control e orts, but where
each player has a di erent preference concerning the part of the system that
should have highest priority in controlling it towards zero. That is, consider the
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minimization of

1 : =

Z
0

{ ( )
4 0
0 1

¸
( ) + 2

1( )}

=

Z
0

{[ ( ) 1( ) 2( )]

4 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

( )

1( )

2( )
}

= :

Z
0

{[ ( ) 1( ) 2( )] 1

( )

1( )

2( )
}

2 : =

Z
0

{ ( )
1 0
0 4

¸
( ) + 2

2( )}

=

Z
0

{[ ( ) 1( ) 2( )]

1 0 0 0
0 4 0 0
0 0 0 0
0 0 0 1

( )

1( )

2( )
}

= :

Z
0

{[ ( ) 1( ) 2( )] 2

( )

1( )

2( )
}

subject to the system

˙ ( ) =
3
2 0
0 3

2

¸
( ) +

1
1

¸
1( ) +

1
1

¸
2( ) (0) = [¯ ]̄

Assume that both players do not cooperate to realize their goals.
Following the notation of (2.19)-(2.20), we introduce

: =
3
2 0
0 3

2

¸
:=

1
1

¸
1 :=

4 0
0 1

¸
; 2 :=

1 0
0 4

¸
: = := [0 0] := 12 := 21 := 0, and := 1 for = 1 2

Notice that ( ) are stabilizable. So, according to Theorem 2.17, the problem
has a unique open-loop Nash equilibrium if and only if the AREs

+ + = 0

with =
1 1
1 1

¸
= 1 2 have a stabilizing solution and the ARE

˜ + ˜
2 + ˜ 1 ˜ = 0
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has a strongly stabilizing solution. Here

: =
1 0
0 1

¸
:=

1 1
1 1

¸
; ˜ :=

1 1 0 0
0 0 1 1

¸
: = := [0 0] ˜ :=

˜
2 : =

3
2 0 0 0
0 3

2 0 0
0 0 3

2 0
0 0 0 3

2

˜ :=

4 0
0 1
1 0
0 4

Using this notation, it is easily verified that matrices = 1 2 in Step 1 of
Algorithm 2.2 are given by

1 =

3
2 0 1 1
0 3

2 1 1
4 0 3

2 0
0 1 0 3

2

2 =

3
2 0 1 1
0 3

2 1 1
1 0 3

2 0
0 4 0 3

2

It is straightforwardly verified that 1 has eigenvalues
3
2 and

1
2 29. An

eigenvector corresponding with 3
2 is [3 8 4 4] , whereas [32 +

1
2 29 3

2 +
1
2 29 4 1] is an eigenvector corresponding with the eigenvalue 1

2 29. Since

matrix
3 3

2 +
1
2 29

8 3
2 +

1
2 29

¸
is invertible it is clear that the with these eigenvalues

corresponding eigenspace is a graph subspace.
Furthermore, 2 has the same two stable eigenvalues as 1. An eigenvec-

tor corresponding with the eigenvalue 3
2 is [ 8 3 4 4] , whereas [32 +

1
2 29 3

2 +
1
2 29 1 4] is an eigenvector corresponding with the eigenvalue

1
2 29. From this it straightforwardly follows again that the with these stable

eigenvalues corresponding eigenspace is a graph subspace.
So, both AREs (2.21) have a stabilizing solution and we may proceed with

Step 2 of the algorithm.
Straightforward substitution shows that matrix in Step 2 of the algorithm

is given by

=

3
2 0 1 1 1 1
0 3

2 1 1 1 1
4 0 3

2 0 0 0
0 1 0 3

2 0 0
1 0 0 0 3

2 0
0 4 0 0 0 3

2

Next, we determine the eigenstructure of matrix . It is easily verified that
has eigenvalues { 312 112 112 112 112 312}. So, it has two stable eigen-

values and four unstable eigenvalues. An eigenvector corresponding with the
eigenvalue 312 is [5 5 4 1 1 4] and an eigenvector corresponding with 1

2

is [ 3 3 4 1 1 4] . Since :=
5 3
5 3

¸
is invertible, we conclude

that the Riccati equation (2.22) has a strongly stabilizing solution.
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Consequently, the game has a unique open-loop Nash equilibrium. To find
the equilibrium actions we introduce the matrices

:=
4 4
1 1

¸
:=

1 1
4 4

¸
Then, according to Step 4 of the algorithm with

1 :=
1 =

1

30

32 8
2 8

¸
2 :=

1 =
1

30

8 2
8 32

¸
the equilibrium actions are

1( )

2( )

¸
= ˜ 1

2

¸
( ) =

1 0
0 1

¸
( )

where ( ) satisfies the di erential equation

˙ ( ) =
3
2 0
0 3

2

¸
( )

1
1

¸
[1 0] ( )

1
1

¸
[0 1] ( )

=
5
2 1
1 5

2

¸
( ) =: ( ) (0) = [¯ ]̄

That is, the equilibrium action by player 1 is

1( ) = [1 0]
¯
¯

¸
=

1

2
[1 0]

1 1
1 1

¸
3 5 0
0 1 5

¸
1 1
1 1

¸
¯
¯

¸
=

1

2
( ( 3 5 + 1 5 )¯ + ( 1 5 3 5 )¯)

whereas in a similar way it follows that

2( ) = [0 1]
¯
¯

¸
=
1

2
( ( 3 5 1 5 )¯ ( 1 5 + 3 5 )¯)

Finally, with := [ 1 2 ] , the involved cost for player are determined
by calculating the solution ¯ of the Lyapunov equation

¯ + ¯ = [ ˜] ˜

¸
That is, ¯1 solves

5
2 1
1 5

2

¸
¯
1 + ¯

1

5
2 1
1 5

2

¸
=

5 0
0 1

¸
and ¯

2 solves

5
2 1
1 5

2

¸
¯
1 + ¯

1

5
2 1
1 5

2

¸
=

1 0
0 5

¸
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The solutions of these equations are ¯1 = 1
35

39 10
10 11

¸
and ¯

2 =
1
35

11 10
10 39

¸
,

respectively. So, the cost for player 1 is 1
35(39¯

2 20¯¯+ 11¯2) and for player
2 is 1

35(11¯
2 20¯¯+ 39¯2).

Notice that in case ¯ = ¯ the actions and costs for both players coincide. Fur-
thermore, 2( ) = 1( ) +

1 5 (¯ ¯). From this it follows that if, e.g.,
0 5 ¯ 5 ¯, player 2 will use a more active control policy than player 1. This
is what one intuitively also expects. If the second state variable is more out of
its equilibrium value than the first state variable, one expects the player who is
most concerned about this will also engage in the most active control policy. 2

Example 2.14 Reconsider the optimization problems from Example 2.11. That
is, consider the minimization of

1 : =

Z
0

{3 ( ) ( ) + 2
1( )} =

=

Z
0

{[ ( ) 1( ) 2( )]

3 0 0 0
0 3 0 0
0 0 1 0
0 0 0 0

( )

1( )

2( )
}

= :

Z
0

{[ ( ) 1( ) 2( )] 1

( )

1( )

2( )
}

2 : =

Z
0

{ ( ) ( ) + 3 2
2( )} =

=

Z
0

{[ ( ) 1( ) 2( )]

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 3

( )

1( )

2( )
}

= :

Z
0

{[ ( ) 1( ) 2( )] 2

( )

1( )

2( )
}

subject to the system

˙ ( ) =
1 0
0 2

¸
+

1
0

¸
1( ) +

1
0

¸
2( ) (0) = [¯ ]̄

But, di erent from Example 2.11, we now assume that both players do not co-
operate to realize their goals.
Following the notation of (2.19)-(2.20), we introduce

: =
1 0
0 2

¸
:=

1
0

¸
1 :=

3 0
0 3

¸
; 2 :=

1 0
0 1

¸
11 : = 1 22 := 3 := := [0 0] := 12 := 21 := 0 = 1 2
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Notice that ( ) is stabilizable. So, according to Theorem 2.17, the problem
has a unique open-loop Nash equilibrium if and only if the AREs

+ + = 0

with 1 =
1 0
0 0

¸
2 =

1
3 0
0 0

¸
, have a stabilizing solution and the ARE

˜ + ˜
2 + ˜ 1 ˜ = 0

has a strongly stabilizing solution. Here

: =
1 0
0 3

¸
:=

1 1
0 0

¸
; ˜ :=

1 0 0 0
0 0 1 0

¸
:= :=[0 0]

˜ : = ˜
2:=

1 0 0 0
0 2 0 0
0 0 1 0
0 0 0 2

˜:=

3 0
0 3
1 0
0 1

Using this notation the matrices = 1 2 in Step 1 of Algorithm 2.2 are
then given by

1 =

1 0 1 0
0 2 0 0
3 0 1 0
0 3 0 2

2 =

1 0 1
3 0

0 2 0 0
1 0 1 0
0 1 0 2

It is straightforwardly verified that 1 has an eigenvalue 2 with algebraic multi-

plicity 2. A basis for the corresponding eigenspace is
n
[1 0 3 0] [0 4 0 3]

o
So, this eigenspace is a graph subspace.

Furthermore, 2 has two stable eigenvalues 2 and
q

4
3 . An eigenvector

corresponding with the eigenvalue 2 is [0 4 0 1] , whereas
h
1 0 3

³
1 +

q
4
3

´
0
i

is an eigenvector corresponding with the eigenvalue
q

4
3 . So, the with these

eigenvalues corresponding eigenspace is again a graph subspace.

So, the AREs (2.21) have a stabilizing solution and we may proceed with
Step 2 of the algorithm.

First, we calculate matrix in Step 2 of the algorithm. Simple substitutions
show that

=

1 0 1 0 1
3 0

0 2 0 0 0 0
3 0 1 0 0 0
0 3 0 2 0 0
1 0 0 0 1 0
0 1 0 0 0 2
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Next, we determine the eigenstructure of matrix . It is easily verified that =
1, where is a diagonal matrix with entries {

q
13
3 2 1 1 2

q
13
3 }

and

=

1 +
q

13
3 0 0 0 0 1

q
13
3

0 4 0 0 0 0
3 0 1 0 0 3
0 3 0 1 0 0
1 0 3 0 0 1
0 1 0 0 1 0

Matrix has three stable eigenvalues. Therefore, the ARE (2.22) has not a
strongly stabilizing solution. Consequently, the game has not a unique open-loop
Nash equilibrium. 2

2.6 The game with coalitions

In this book we will also consider the possibility that some players in the game
cooperate with other players. That is, we will study regimes where subgroups of
players coordinate their policies but interact in a non-cooperative manner with
the players that are not part of the coalition. In regimes of partial cooperation,
important questions that arise are

(i) Why do certain coalitions arise and others not?

(ii) Are these coalitions stable over time?

(iii) How are the gains from cooperation distributed between the members of
the coalitions?

(iv) How do di erences in initial conditions, economic structures and policy
preferences a ect outcomes?

In this book we will try to shed some light on questions (i), (iii) and (iv) in
a monetary union context.
Of course, before one can answer these questions, first the question must be

addressed how to solve the involved optimization problems. It turns out that
this can be relatively easily accomplished by merging the results from Sections
2.4 and 2.5. This is the subject of this section.
For simplicity, we consider a three-player game. That is, we consider the

minimization of

( 1 2 3) :=

Z
0

[ ( ) 1 ( ) 2 ( ) 3 ( )] ˆ

( )

1( )

2( )

3( )
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with

ˆ = 1

2

3

where ˆ 0 0 = 1 2 3 subject to the dynamic constraint

˙ ( ) = ( ) + ˆ
1 1( ) + ˆ

2 2( ) + ˆ
3 3( ) (0) = 0 (2.25)

We will elaborate the case that players 1 and 3 coordinate their policies but act
in a non-cooperative fashion with player 2. For this partial coalition we use the
shorthand notation (1,3).
To determine the equilibrium actions for this (1,3) coalition, we rewrite the

system equation (2.25) as:

˙ ( ) = ( ) + [ ˆ1 ˆ
3]

1( )

3( )

¸
+ ˆ

2 2( ) (0) = 0

and consider the cost function (1 3) := 1 1 + 2 3, with 1 + 2 = 1 (see
Corollary 2.2) as the aggregate cost of players 1 and 3, and 2 for player 2,
respectively. Now, let

( ) :=

( )

1( )

2( )

3( )

Next, consider the with this (1,3) coalition corresponding permutation of ( )

˜( ) :=

( )

1( )

3( )

2( )

=

0 0 0
0 0 0
0 0 0
0 0 0

( ) =: (1 3) ( )

Notice that in the above permutation matrix 6 (1 3) all entries have, in principle,
a di erent dimension.
Now we can basically use Algorithm 2.2 to determine the equilibrium strate-

gies.
To that end, first note that the inverse of a permutation matrix is . Using
this, we can rewrite the cost functions and the system as follows:

( 1 3 2) :=

Z
0

˜ ( ) (1 3)
ˆ

(1 3) ˜( )

and
˙ ( ) = [ ˆ

1
ˆ
2
ˆ
3] (1 3) ˜( ) (0) = 0

Then, with

6A permutation matrix is an invertible matrix where all but one entry of every row are
zero. The one entry that di ers from zero contains a 1. So, premultiplication of a vector by
such a matrix implies that the entries of the vector are reshu ed (permuted).
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1:= 1 (1 3)
ˆ
1 (1 3)+ 2 (1 3)

ˆ
2 (1 3), 2:= (1 3) 2 (1 3), 1:=[ ˆ1 ˆ

3],

and 2:= ˆ2 we can use Algorithm 2.2 to calculate the open-loop Nash equilib-
rium of this two-person game ( (1 3) 1 (1 3) 2). From this the equilibrium ac-

tions for the original game immediately result as ( (1 3) 1 (1 3) 2) = ( 1 3 2).

The equilibrium cost ( 1 3 2) can be determined, e.g., as 0
¯

0, where
¯ is obtained in Step 4 of the algorithm as the solution of the Lyapunov equa-
tion (2.24) with replaced by (1 3)

ˆ
(1 3).

Example 2.15 To study macroeconomic policy design in a Monetary Union
(MU) the following model is considered. It is assumed that the MU consists
of two (blocks of) countries that share a common Central Bank (CB). External
interaction of the MU countries with the non-MU countries and also the dynamic
implications of government debt and net foreign asset accumulation are ignored.
Let denote the competitiveness of country 2 vis-à-vis country 1, the real
fiscal deficit in country and the nominal interest rate set by the common
central bank. The variables denote deviations from their long term equilibrium
(balanced growth path) that has been normalized to zero, for simplicity.
The dynamics of the model are represented by the following first-order linear

di erential equation with competitiveness, ( ), as the scalar state variable and
the national fiscal deficits, ( ) = 1 2, and the common interest rate, ( ),
as control variables:

˙( ) = 4 ( ) 1 1( ) + 2 2( ) + 3 ( ) (0) = 0 (2.26)

The initial value of the state variable, 0, measures any initial disequilibrium
in intra-MU competitiveness. Such an initial disequilibrium in competitiveness
could be the result of, e.g., di erences in fiscal policies in the past or some initial
disturbance in one country. It is assumed that all parameters are strictly
positive.
The aim of the fiscal authorities is to use their fiscal policy instrument such

that the following quadratic loss functions are minimized. The loss functions
express the countries’ concern towards di erences in the competitiveness between
the countries and domestic real fiscal deficits

min = min

Z
0

{ 2( ) + 2( )} = 1 2 (2.27)

Here, denotes the rate of time preference and , and ( {1 2}) repre-
sent preference weights that are attached to the stabilization of competitiveness
di erentials and fiscal deficits, respectively. Preference for a low fiscal deficit
reflects the goal to prevent excessive deficits. This aim may on the one hand be
a reflection of the fact that excessive deficits are sanctioned in the MU. On the
other hand, costs can also result from undesirable debt accumulation and inter-
generational redistribution that high deficits imply and, in that interpretation,
could also reflect the priority attached to fiscal retrenchment and consolidation.
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Assume that the CB directs the common monetary policy at stabilizing infla-
tion and, as long as not in contradiction to inflation stabilization, stabilizing the
competitiveness gap in the aggregate MU economy. Moreover, assume that the
active use of monetary policy implies costs for the monetary policymaker: other
things equal it would like to keep its policy instrument constant, avoiding large
swings. Then, it makes sense to assume that the CB considers the optimization
problem:

min = min

Z
0

{ 3
2 + 3

2 ( )} (2.28)

Defining [ ( ) 1( ) 2( ) 3( )] :=
1

2 [ ( ) 1( ) 2( ) ( )], (2.27)-
(2.28) can be rewritten as

min

Z
0

{ 2( ) + 2( )} = 1 2 3

subject to the dynamic system

˙ ( ) = ( 4 +
1

2
) ( ) 1 1( ) + 2 2( ) + 3 3( ) (0) = 0

Below, we will calculate as well the cooperative solution as the non-cooperative
Nash equilibrium as a partial coalitional equilibrium for this problem.

i) The cooperative solution

The set of cooperative solutions is obtained by solving for 0 5 5 1 the problem

min

Z
0

{ 1( 1
2( ) + 1

2
1( )) + 2( 2

2( ) + 2
2
2( )) +

+(1 1 2)( 3
2( ) + 3

2
3( ))}

subject to
˙ ( ) = ( ) + ( ) (0) = 0

where := 4
1
2 , := [ 1 2 3], and := [ 1 2 3] . In-

troducing, moreover, for := 1 1 + 2 2 + (1 1 2) 3, :=
2

and

:=
1 1 0 0
0 2 2 0
0 0 (1 1 2) 3

, the cooperative cost function can be

rewritten as

min

Z
0

{ 2( ) + ( ) ( )}

For simplicity we restrict the analysis again to the set of points 0. To
find the solution of this cooperative problem we consider the with this problem
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corresponding Hamiltonian matrix

=
1

¸
With := 1 = 1

1

+ 2

2

+ 3

(1 1 2)
the eigenvalues of are ±

p
2 + .

A with
p

2 + corresponding eigenvector is [ +
p

2 + ] . So, the so-

lution of the with this problem associated ARE is =
+ 2+

. Consequently,

1 =
1

1 1

+
p

2 +
( )

2 =
2

2 2

+
p

2 +
( )

3 =
3

(1 1 2) 3

+
p

2 +
( )

with ( ) the solution of the di erential equation

˙ ( ) =
p

2 + ( ) (0) = 0

The corresponding costs are

1 =
1

2
p

2 +
( 1 +

1
2
1

Ã
+
p

2 +
!2
) 2
0

2 =
1

2
p

2 +
( 2 +

2
2
2

Ã
+
p

2 +
!2
) 2
0

=
1

2
p

2 +
( 3 +

3

(1 1 2)2

Ã
+
p

2 +
!2
) 2
0

ii) The non-cooperative case

Using the above introduced notation, the non-cooperative Nash equilibrium is
obtained by solving the problem

min

Z
0

{ 2( ) + 2( )} = 1 2 3

subject to

˙ ( ) = ( ) 1 1( ) + 2 2 + 3 3 (0) = 0

This problem has a unique Nash equilibrium for every initial state 0 if and only
if the AREs

2 2 + = 0 = 1 2 3 (2.29)
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have a stabilizing solution and the next (coupled) AREs have a strongly stabiliz-
ing solution:

0 =
0 0

0 0
0 0

+ [ 1 2 3] +
1

2

3

(2.30)

Obviously, =
2+ is an appropriate solution of (2.29). To find the

solution of (2.30), consider matrix (see Algorithm 2.2)

=

1 2 3

1 0 0

2 0 0

3 0 0

To determine the eigenstructure of introduce for notational convenience :=

1 1 + 2 2 + 3 3 and = 2 + . Then straightforward calculations show
(see also Engwerda (2005a)) that the eigenvalues of are { }.
So has one stable eigenvalue and three unstable eigenvalues. Moreover, an
eigenvector corresponding with is [ ( + ) 1 ( + ) 2 ( + ) 3] .
Therefore, (2.30) has a strongly stabilizing solution and the equilibrium actions
are

1( ) =
1

1
1 ( ) 2( ) =

2

2
2 ( ) 3( ) =

3

3
3 ( )

where = ( + ) and ˙ ( ) = ( ) with (0) = 0.

The corresponding costs for player in this equilibrium are: =
+ 2

2
2
0 =

1 2

iii) The partial (fiscal) coalition case

Here, we consider the case that both fiscal players cooperate but do not coor-
dinate their actions with the Central Bank in order to realize their goal. Using
the previously introduced notation again, together with := 1 + 2

(1 ) and

:= 1 + (1 ) 2, this problem can be formalized as follows.

min
1 2

Z
0

{ ( 1
2( )+ 1

2
1( ))+(1 )( 2

2( )+ 2
2
2( ))} 0 5 5 1,

and min
3

Z
0

{ 3
2( ) + 3

2
3( )}

subject to

˙ ( ) = ( ) + [ 1 2]
1( )

2( )

¸
+ 3 3( ) (0) = 0
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This problem has a unique Nash equilibrium for every initial state 0 if and only
if the AREs

2 2 + = 0 2 3 3
2
3 + 3 = 0 (2.31)

have a stabilizing solution and the next set of (coupled) ARES has a strongly
stabilizing solution.

0 =
0

0

¸
+ [ 3] +

3

¸
(2.32)

Similar as in the non-cooperative case, one can easily verify that (2.31) has
stabilizing solutions. To find the solution of (2.32), we consider matrix (see
Algorithm 2.2)

=
3

0

3 0

Introducing := + 3 3 and =
p

2 + it follows, similarly as in
the non-cooperative case, that the eigenvalues of are { } and an

eigenvector corresponding with is [ ( + ) ( + ) 3] . Therefore,
(2.32) has a strongly stabilizing solution and the equilibrium actions are

1( ) =
1

1
1 ( ) 2( ) =

2

(1 ) 2
1 ( ) 3( ) =

3

3
2 ( )

where 1 =
( + )

, 2 =
( + ) 3 and ˙ ( ) = ( ) with (0) = 0.

The corresponding costs for the players in this equilibrium are:

1 =
1 + 1

2

2
1

2
2
0 2 =

2 + 2

(1 )2
2
1

2
2
0 =

3 + 3
2
2

2
2
0

respectively.
The above expressions can be used for a detailed study of various aspects from
this problem. Since at this moment the purpose of this example is just to demon-
strate the algorithms we will not elaborate the example. A preliminary conclu-
sion, however, that is easily seen is that any form of cooperation always leads to
a closed-loop system which converges faster to the equilibriumzero than under
the (full) non-cooperative situation. Another conclusion which readily follows,
is that if players decide to cooperate, there is always a threshold for the coor-
dination parameter beyond which a player will abstain from further coopera-
tion. This, because her cost becomes higher in the cooperative case than in the
non-cooperative case. So, without side-payments it would be foolish for her to
continue the cooperation under those conditions. 2

MATHEMATICAL BACKGROUND





Chapter 3

The Basic Symmetric
Two-Country Model

3.1 Introduction

This chapter presents a dynamic symmetric two-country model of a Monetary
Union (MU). This model features short-term nominal rigidities, thus creating
scope for active stabilization policies. To focus on the design and e ects of fiscal
policies in an MU, monetary policy is held fixed in this chapter. Three basic
questions are focussed upon:
(i) How do fiscal policymakers interact in an MU and, more particular, what

are the e ects of uncoordinated and coordinated fiscal policies?
(ii) What are the e ects of institutional constraints like the SGP?
(iii) What are the e ects of asymmetric sizes of countries implying asym-

metric bargaining power in case of fiscal cooperation?
Some attention is also directed to the introduction of a fiscal transfer system.
Our analysis builds on earlier works by Turnovsky et al. (1988) and Neck and

Dockner (1995), who analyze the interaction of the monetary authorities in a
similar dynamic two-country model by assuming that monetary policies of both
countries a ect short-term output in both the domestic and foreign economies.
Thus, international interdependence creates a dynamic conflict between both
monetary authorities. Output, inflation and exchange rate adjustments and
their implications for social welfare are calculated for a number of di erent
kinds of strategic interactions.
We extend the aforementioned two-country models into a setting of an MU,

where the e ects of fiscal policy in such a setting and the e ects of fiscal strin-
gency conditions and fiscal transfers on the outcomes are analyzed.
This chapter is organized as follows: Section 3.2 develops the analytical

framework, Section 3.3 analyzes non-cooperative and cooperative fiscal policies
under an MU, Section 3.4 presents numerical simulations of the model to illus-
trate its main characteristics, and the final section concludes.
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3.2 A dynamic stabilization game in an MU

Consider a situation where a symmetric two-country MU has been fully im-
plemented, implying that national currencies have been replaced by a common
currency, national central banks by one common central bank (CB) as the ECB
and that the internal exchange rate has disappeared as an adjustment instru-
ment. Capital markets are assumed to be fully integrated and we abstain from
any country risk premium, implying that any interest rate di erential is arbi-
traged away instantaneously. On the other hand, we assume that there is no
labour mobility between both MU parts (countries) and that goods and labour
markets adjust sluggishly. Hence, the economies display (New-) Keynesian fea-
tures in the short run.

We model a stylized symmetric two-country MU by the equations (3.1)-
(3.5).

A stylized symmetric two-country MU model

1( ) : = ( ) 1( ) + 2( ) + 1( ) (3.1)

2( ) : = ( ) 2( ) + 1( ) + 2( ) (3.2)

( ) : = 2( ) 1( ) (3.3)

( ) : = ( ) ˙ ( ) {1 2} (3.4)

˙ ( ) : = ( ) {1 2} (3.5)

In the equations (3.1) to(3.5), denotes the real output the real inter
est rate, the output price level, and the realfiscaldeficit of country (block)
{1 2}; moreover, denotes the competitiveness of country 2 vis-à-vis country

1 and the common nominal interest rate valid for the whole MU. All variables
are in logarithms, except for the interest rate which is in perunages, and denote
deviations from their long-term equilibrium (balanced growth path) that has
been normalized to zero, for simplicity. A dot above a variable denotes its time
derivative. We assume that both countries (country blocks) are symmetric and
we ignore the interaction of this two-country MU with the rest of the world.

Equations (3.1) and (3.2) represent output in theMUcountries as afunc-
tion of competitiveness in intra-MU trade, the domestic real interest rate, the
foreign output and the domestic real fiscal deficit. Competitiveness is defined
in (3.3) as the output price di erential. Real interest rates are defined in (3.4)
as the di erence between the MU-wide nominal interest rate, , and domestic

may
diverge among countries if inflation rates are di erent. Domestic output
and inflation are related through a Phillips curve type relation in (3.5), which is
a short-run relation. Because of the nominal rigidities, implied by the Phillips
curve, output and prices can diverge from their equilibrium values in the short
run, but both economies adjust to a long-run equilibrium where output and
prices are at their equilibrium values, which have been normalized to zero as
indicated above. Notice that the structural model (3.1)-(3.5) is a model of an
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integrated economy with several kinds of cross-country e ects. Besides the com-
mon nominal interest rate there are two other important direct cross-country
spillovers that a ect domestic output: (i) the intra-MU competitiveness chan-
nel (as measured by the elasticity ) and (ii) the foreign output channel (as
measured by the elasticity ).
Aggregate supply is assumed to be determined by a Phillips curve implied by

the existence of some (nominal) rigidities in the goods (and/or labour) markets
giving rise to a short-run trade-o between inflation and output. In this Phillips
relationship the inflation rate of the other country could play a role if foreign
inflation is passed through via domestic imports of foreign intermediate goods
and also via the possibility that domestic wage claims rise, given the presence
of a real wage wedge. We will introduce this extension in Chapter 6. In (3.5)
some characteristics of the New Keynesian Phillips curve, originating from the
New Keynesian Economics (NKE) with optimizing agents under some form of
nominal inertia (e.g. sticky prices), are present. Goodfriend and King (1997)
alternatively called this NKE the New Neoclassical Synthesis (NNS; see also
Woodford (2003)).1 The NKE or the NNS provides a natural framework to
study the interactions between fiscal and monetary policy, where the assumption
of nominal inertia allows us to assess the implications of the microeconomic
aspects of fiscal and monetary policies for macroeconomic stabilization.2

In agreement with our short-run stabilization focus, the e ectiveness of fiscal
policy is limited to its transitory impact on the output gap through the induced
stimulus of the aggregate demand. We assume that its interest rate targeting
policy enables the common CB to have perfect control over the nominal common
interest rate, ( ). Note, however, that also alternative interest rate rules like
a Taylor rule could be introduced.
Both economies are connected by a number of channels through which price

and output fluctuations in one part transmit themselves to the other part of the
MU. Output fluctuations in both economies transmit themselves partly to the
other MU country through the import channel. Therefore, the relative open-
ness of both economies, as measured by , implies an important interdependence

1The NKE implies a microeconomic underpinning with sluggish prices (and wages) for the
traditional Keynesian economies During the seventies the Keynesians were under attack for
being ad hoc and lacking serious microeconomic foundations. As van der Ploeg (2005) rightly
asserts, the first attempts to provide a microeconomic foundation for Keynesian economics
were made by Barro and Grossman (1971) and Malinvaud (1977). These publications had
two main features. First, given that the price system does not work, quantity signals take
over from price signals as a coordination device and second, general equilibrium interactions
between labour, product and financial markets are important. Rationing in one market has
spillover e ects in other markets and e ective rather than notional demands and supplies
matter (see Meersman and Plasmans (1983) for a general introduction into (rationed) unem-
ployment theories, Plasmans and Somers (1983) for econometric inference of a three-market
disequilibrium model, and Plasmans (1984) for the varying impact of the simultaneous occur-
rence of various types of quantity and financial rationing). NKE models based on stickiness
of prices and wages lead to coordination failures and imperfect competition and emerged only
in the late nineties with Clarida et al. (1999), etc.. Coordination failures arise, because wage
and price setters take into account what other wage and price setters do.

2These microeconomic aspects result from the consumers’ and producers’ optimizations
in the NKE or NNS.
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of both economies. Price fluctuations in the domestic or foreign economy af-
fect intra-MU competitiveness, ( ), and therefore output in both economies.
Combining equations (3.1)-(3.5) enables to write output in both countries as a
function of competitiveness, the policy instrument of the common CB, ( ),
and the fiscal deficit set by the two fiscal authorities, ( ) ( = 1 2):

1( ) = ( ) ( ) + 1( ) + 2( ) (3.6)

2( ) = ( ) ( ) + 1( ) + 2( ) (3.7)

with := 2 2 , := + , := and := 1 . Substituting equations

(3.6) and (3.7) into equations (3.5) yields two first-order linear di erential equa-
tions in the output price levels. Subtracting them from each other yields the
dynamics of intra-MU competitiveness,

˙( ) = 1 2( ) 1 1( ) + 2 ( ) (3.8)

with 1 := + and 2 :=
2
+ .

Having modelled the economies of both MU countries and derived the ad-
justment dynamics of output and prices over time, we still need to determine the
fiscal policies and their dynamic adjustment over time as a consequence of the
di erent modes of interaction of these macroeconomic policymakers. In order
to do so, we need to specify the players’ objective functions. These objectives
are optimized subject to the dynamics of in (3.8). Assuming that the players
have quadratic objective functions, the policymakers’ dynamic strategic inter-
action reduces to a linear-quadratic (LQ) di erential game (see Chapter 2 for
an extensive analysis of LQ di erential games).
In particular, both fiscal authorities seek to minimize the following intertem-

poral loss functions that are assumed to be quadratic in the rate of inflation,
output and fiscal deficits,

=
1

2

Z
0

{ ˙2( ) + 2( ) + 2( )} , {1 2} (3.9)

Future losses are discounted at a rate The costs of price and output fluctu-
ations are standard in most analyses of macroeconomic policy design. The
assumption that the fiscal authorities also value budget balance reflects the no-
tion that high deficits, while beneficial to stimulate domestic output, are not
costless: they to some extent crowd out private investment and lead to debt
accumulation. Deficits in the loss function also feature the possibility that indi-
vidual excessive deficits in e.g. the EMU countries will be subject to sanctions,
as proposed in the SGP. Therefore, countries prefer low fiscal deficits, ceteris
paribus, to high fiscal deficits. In case where , (cyclical) budget balance
becomes the sole objective of the fiscal authority and fiscal activism is reduced
accordingly. On the other hand, 0 implies that fiscal stringency is minimal
and that the fiscal authorities have maximal fiscal flexibility under EMU.
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We consider the dynamic adjustment process caused by an initial disequi-
librium in intra-MU competitiveness, implying that (0) 6= 0. This initial dis-
equilibrium or shock is practically identical with the relative preference shock
of Subsection 1.4.2 Its anti-symmetric nature implies also anti-symmetric ad-
justment of output, prices and optimal policies in the adjustment towards equi-
librium. We analyze how fiscal policies adjust over time as a result of the
dynamic interaction between the macroeconomic policymakers in the MU. In
this dynamic interaction, we focus on the di erent adjustment patterns that
arise under non-cooperative and cooperative fiscal policy design in the MU and
how these patterns are a ected by di erent degrees of fiscal stringency and the
introduction of a federal fiscal transfer system. Given our focus on fiscal policies
in this chapter, we assume for the remainder of this chapter that the common
CB pursues a fixed interest rate policy implying ( ) =

3.3 Non-cooperative and cooperative fiscal poli-
cies

3.3.1 The non-cooperative case

We first analyze the design of fiscal policy in the MU if the fiscal authorities
implement non-cooperative fiscal policy strategies. In a Nash equilibrium setting
the players implement their optimal strategies simultaneously. Following the
notation of Chapter 2 the fiscal players’ optimization problems can be written
as:

min =
1

2

Z
0

{[ ( ) 1 ( ) 2 ( )]
( )

1( )

2( )
}

s.t. ˙ ( ) = ( ) + 1 1( ) + 2 2( ) (0) = 0 = 1 2

in which

( ) :=
1

2
( )

¸
0 =

0

¸
1( ) :=

1

2 1( ) 2( ) :=
1

2 2( )

The system parameters are

:= 2
1
2 0

0 1
2

¸
1 :=

1

0

¸
and 2 :=

1

0

¸
and is a positive semi-definite matrix that can be factorized as,

=: 1

2

in which and ( = 1 2) represent sub-matrices that are given
in Appendix I.
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Table 3.1: Parameter values and number of equilibria

No. of equilibria Parameter values
1 5 1
0 1 2, 1
1 5 min( 1 2), 1
1 = max( 1 2), 1
more than 1 2 1, 1

Using the symbolic computational programme Mathematica, it is shown in
Appendix I that (depending on the sign of the s; see (3.14) in Appendix I) for
an arbitrary initial state either the game has no solution, one solution in which
case the closed-loop system dynamics satisfies the relationship

˙ ( ) =
0

0 1
2

¸
( ) (3.10)

or more than one solution. Here, = min { 1 2} is the adjustment speed of
the output price di erential, ( ), towards its long-run equilibrium value zero.
Assuming that the parameter in (3.6), (3.7), and (3.8) is positive and denot
ing by , ( +2 ) 2

( )(4 + ( + ))2 by 1 and
³

2 2

2́
by 2, Table 3.1

illustrates the possibilities.
Given our model we expect, normally, that will hold. In that case, the

domestic fiscal instrument has a stronger impact on domestic output than the
foreign fiscal instrument (see equation (3.6)). That is, 5 1 and therefore the
closed-loop adjustment scheme will be uniquely determined by (3.10). In Figure
3.1 we illustrate the situations that can occur in case . In this Figure, the
number 2 should be interpreted as ’more than one’ (see e.g. Engwerda (2005a),
Chapter 7, for more details on this issue).

0 1 2

1 0 1 # eq.

0 2 1

1 2 1 # eq.

Figure 3.1 Number of equilibria as a function of fiscal stringency parameter

In particular, note that if is much larger than the situation occurs that
the game permits more than one equilibrium. Which equilibrium actually will
occur under these circumstances depends on additional requirements which are
imposed on the outcome of the game. A natural choice seems to select that
outcome of the game that increases the adjustment scheme for the closed-loop
system towards its long-term equilibrium most. For, under such an adjustment
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scheme also unanticipated shocks to the system are dealt with best. Further-
more, this equilibrium seems to be a natural candidate that may be Pareto e -
cient (that is both players infer lower cost by playing this equilibrium). However,
given the fact that we expect this to be a rare situation, we do not elaborate
this subject here.
Finally, note that the state variable in the closed-loop system (3.10) does

not directly depend on the value of . This variable has only an indirect
influence on the closed-loop dynamics of the model, that is via the parameters
in the cost functionals.

3.3.2 The cooperative case

The various economic externalities between the two countries are not internal-
ized if countries decide upon fiscal policies in a non-cooperative manner. In
our case, national fiscal policies combined with initial disequilibria in intra-MU
competitiveness imply important economic externalities. Domestic fiscal poli-
cies also impact on foreign output through the import channel. Any ini
tial disequilibrium in intra-MUcompetitiveness, however, implies that both coun-
tries have opposite optimal policies. Therefore, national fiscal policy -while
fostering domestic adjustment- at the same time increases the adjustment bur-
den in the other economy. Coordination can help to reduce the working of such
(economic) externalities caused by national fiscal policies in the presence of an
initial disequilibrium in intra-MU competitiveness. Therefore, it is important
to compare fiscal policies and macroeconomic outcomes under non-cooperative
equilibria with outcomes under cooperation. The importance of surveillance
and coordination of macroeconomic policies in e.g. the EU is stressed in the
Maastricht Treaty which requires member states to regard their macroeconomic
policies as a ’matter of common concern’ and to coordinate these within the
Council of Ministers. In these ECOFIN meetings, coordination and surveillance
of macroeconomic policies has now been institutionalized.3

Under cooperation, fiscal policies are directed at minimizing a joined loss
function, ,

= 1 + (1 ) 2 = { 1 +
1

2} =: { 1 + 2} (3.11)

rather than at minimizing the individual national loss functions (see Corollary
2.2 of Chapter 2), where := 1 (0 ) is the Pareto constant that measures
the relative weight attached to both players’ losses.4 One could assume that it
is the outcome of an earlier bargaining problem that the two players have solved
to determine the relative weights of the individual objectives in the cooperative
design of fiscal policies. In that case the Nash-bargaining solution (see e.g.
Engwerda (2005a)) could be considered as the most natural outcome to such a
bargaining problem associated with the cooperative decision making process.

3See Chapter 1, Section 1.5.4.
4Notice that in the actual minimization of (3.11), does not play a role and can therefore

be dropped, which is done in the subsequent minimization.
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Following Chapter 2 we can rewrite the cooperative decision making problem
in the standard format as,

min
1 2

=
1

2

Z
0

{[ ( ) 1 ( ) 2 ( )] ( )
( )

1( )

2( )
}

s.t. ˙ ( ) = ( ) + 1 1( ) + 2 2( ) (3.12)

(0) = 0

where the positive definite matrix ( ) is partitioned as,

( ) :=
˜ ˜

˜ ˜

¸

in which ˜ ˜ and ˜ represent 2×2 sub-matrices that are given in Appendix II.
Using Algorithm 2.1 of Chapter 2, the Pareto-e cient strategies are calculated
in Appendix II. After some lengthy calculations, we find the following closed-
loop system:

˙ ( ) =
0 1

2

¸
( ) (3.13)

where the adjustment speed is the positive square root that follows directly
from (3.15) in Appendix II and is a (in general nonzero) parameter that de-
pends on the system parameters. Note that, di erent from the non-cooperative
case, the variable has now a direct impact via on the closed-loop dynamics
of the system.

Taking a closer look at as a function of the relative weight parameter ,
we see that it can be written as:

=

s
1 + 2(1 + )2 3(1 + 2)

4 + 5(1 + )2

where are positive constants (see Appendix V). Di erentiation of this expres-
sion w.r.t. yields:

0( ) =
1

2

(1 2)( 1 5 2 4 + 3 4 + 2 5 3)

( 4 + 5(1 + )2)2

So, we conclude that, ceteris paribus, is maximized for = 1 in case :=

1 5 2 4 + 3 4 + 2 5 3 is positive, and that is minimal for = 1 in case
0. In Appendix III we show that 0 if and only if (2 ( 2

1
2 )

1)(
2 ( 2 1) ) 2 2

1 ( + 1) 0.

In Figure 3.2, below, we illustrated the behaviour of as a function of the
coordination parameter .
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0 1

p
( 2 3

5

)

case 0
0 1

p
( 2 3

5

)

case 0

Figure 3.2 Adjustment speed as a function of coordination parameter

3.3.3 The e ect of fiscal stringency conditions on adjust-
ment speed

In Section 3.3.2 we showed that in case the sign of the parameter is neg-
ative, one may expect that cooperation will be di cult to achieve. In fact this
happens if and only if

(2 ( 2
1
2 ) 1)(

2 ( 2 1) ) 2 2
1 ( + 1) 0

or, stated di erently in terms of the fiscal stringency measure ,

2 ( +1)(2 ( 1)+
1
( 1

3
))

1
2 (

2

1

2
)
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From this figure, we see that s converges as fast as possible to zero in the
cooperative game if both cost functionals have an equal weight (� = 1

2 ) in case
ν > 0. So, under these parameter conditions, both players have an incentive to
cooperate, since cooperation increases the adjustment speed of the closed-loop
system (3.13) towards its long-term equilibrium. On the other hand, in case
ν < 0, s converges as fast as possible to zero in case either ω = 0 or ω = ∞.
One might expect that cooperation under these parameter conditions will be
much more difficult to achieve. For, whatever the value of the cooperation
weight parameter ω is, both players observe that a different value of this para-
meter would increase the adjustment speed of their economy. Obviously, this
is a desirable property as it implies that unanticipated shocks will have a less
serious impact on the economy.

The impact of fiscal stringency is measured by the model parameter χ. In
Section 3.3.1 we already analyzed the consequences of fiscal stringency on the
number of non-cooperative equilibria. We saw that if the model parameter �
is smaller than or equal to one, fiscal stringency has no impact on the number
of equilibria. There is always a unique equilibrium. However, in case � > 1
fiscal stringency does have an impact. If fiscal stringency conditions are either
rather weak or very strong, again a unique equilibrium will occur, whereas if
fiscal stringency is in between a lower and upper bound, χ1 and χ2, either more
than one or no equilibrium can occur.
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In other words, there is always a threshold after which, if fiscal stringency is
increased even more, the realization of a cooperative equilibrium will be more
di cult to achieve. Tight fiscal stringency conditions imply that the domestic
government is rather reluctant in using fiscal instruments to stabilize domes-
tic output and prices. Since the foreign country has the same attitude, both
countries are very reluctant to help out the other country in the achievement
of an optimal performance. Note that in case 1

3 , irrespective of the other
parameter values, 0 always holds. In that case, foreign deficits have only a
limited e ect on domestic output (see equation (3.6)) and a cooperative equilib-
rium between both countries will be di cult to achieve if countries care about
the internal stability of their economy (i.e. prefer a high adjustment speed ).
Next, we analyze the impact of fiscal stringency conditions on the closed-

loop dynamics of the system under both scenarios. In Table 3.2 we show the
impact of on the closed-loop dynamics of the model under the assumption that

1 where := 2
1
2 . Details of the calculations are given in Appendix

IV.

Table 3.2 Impact of fiscal stringency on closed-loop dynamics

Non-cooperative Cooperative
0 = 1

2 = 1
2

: Increasing Increasing/(decreasing)
= =

Table 3.2 should be interpreted as follows. If increases, the corresponding
for the non-cooperative case increases (monotonically) from 1

2 to . For
the cooperative case two di erent situations can occur depending on the sign of
:= 1(1+ )2+2 ( 2 2 + ). If 0, will increase (monotonically)

in the cooperative case too. In case 0, will first increase towards its
maximum value (larger than ) and then decrease to . We illustrate
both cases in Figure 3.3.

1
2 case 0

=
=

1
2 case 0

=
=

Figure 3.3 Adjustment speed as a function of fiscal stringency

From Table 3.2 and Figure 3.3 we see that the adjustment speed of towards
its long-term equilibrium always increases in case fiscal deficits are taken more
seriously, at least in the non-cooperative case. In the latter case, the adjustment
speed increases with higher values of : it reduces fiscal policy activism and,
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therefore, the negative externalities of national fiscal policies that occur when
the dynamic system starts out of equilibrium. In the non-cooperative case,
these externalities are less activated by the players in case the fiscal stringency
requirements are imposed with more vigour, i.e. if is set higher, because with
a higher valued the costs of high deficits and surpluses increase and policy
activism is therefore reduced. For example, if 0 0, country 1 has an initial
competitive advantage compared to country 2 and would like to reduce output
and inflation by means of a fiscal surplus. This, however, has also a contractional
e ect on country 2, whose economy is in recession already because of the initial
disequilibrium and would su er even more from a contractional fiscal policy in
country 1.
In the cooperative case the convergence speed is larger than in the non-

cooperative case: in case of an initial disequilibrium of the state variable ,
the negative economic externalities from national fiscal policies are internalized
when fiscal policies are set in a cooperative manner. In that case there exists,
however, a threshold after which this convergence speed does not increase any-
more (though it remains above that of the non-cooperative case). In case fiscal
deficits are strongly taken into account, implying that is large, the impact on
the convergence speed of towards zero is almost the same in both scenarios.
Note that this is also the case if in both scenarios fiscal deficits are (almost) ne-
glected. Note also that if = 1, is always positive and the monotonic relation
between and applies. In case approaches either zero or infinity, implying
that cooperative policy design is dominated by one country only, the case with

0 applies and there exists some value for for which the adjustment speed
is maximal.
Summarizing, we see that the adjustment speed of the output price di eren-

tial is higher in the cooperative case than in the non-cooperative one. Further-
more, if fiscal stringency would be a design parameter, we observe that for a
high adjustment speed it is best to increase fiscal stringency conditions as much
as possible in case countries are non-cooperative (that is try to prevent the in-
dividual players to intervene in the economy) and if countries are cooperative,
there exists some intermediate level of fiscal stringency where the adjustment
speed is maximal (provided that the model parameter is negative). Moreover,
in case fiscal deficits play either no role or a very important role it does not
make any di erence for the adjustment speed whether the countries cooperate
or not.

3.3.4 Consequences of a European federal transfer system

It is well-known (see e.g. Weber (1991), Bayoumi and Eichengreen (1993), Bay-
oumi and Prassad (1995), and Christodoulakis et al. (1995)) that asymmetric
macroeconomic shocks often occur and have considerable impact in most coun-
tries of the EU. Furthermore, Decressin and Fatás (1995) find that labour mo-
bility is considerably smaller in the EU than in the US. Therefore, a European
Fiscal Transfer System (EFTS) that aims at stabilizing asymmetric shocks in
the EMU has been advocated by van der Ploeg (1991) and has been elaborated
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further by e.g. Italianer and van Heukelen (1993) and von Hagen and Hammond
(1995). Such an EFTS could substitute for the stabilizing role of federal fiscal
flows in mature fiscal federations like the US. Bayoumi and Masson (1995) find
that for the US, 30 percent of short-term fluctuations is stabilized by federal
fiscal flows. The stabilizing impact of the EU budget in contrast is not much
more than 1 percent, reflecting its small size. On the other hand, the amount
of stabilization provided by national government budgets in the EU countries is
shown to be comparable to that which occurs in the US. Consequently, if na-
tional governments will be constrained to carry out stabilization policies given
the need to comply with fiscal stringency requirements, a federal transfer system
could be considered to alleviate the stabilization burden in the MU.
In this section we will include such an automatic stabilization rule into our

model and analyze its consequences. In the context of the EMU a fiscal transfer
system operating through the budget of the EU seems to be the most realistic in-
stitutional framework, e.g., in the form of an EU-wide scheme of unemployment
benefits.
To that end we define net government expenditures as follows:

1 := 1 and 2 := 2 +

where := ( 1 2) is a net transfer from country 1 to country 2. The transfer
system redirects demand from a country with a higher level of output to a
country with a lower level of output. Thus, the transfer system contributes to
automatic stabilization of intra-EU divergences in output fluctuations.
Note that transfer systems in practice may induce negative incentives in that

countries postpone adjustment measures in the expectation of receiving transfers
(consider e.g. the Mezzogiorno problem in the case of Italy where sustained
transfers from north to south hampered structural adjustments in the South
and created strong dependence from the South on the North). Our analysis -
which deals with symmetric countries and cyclical fluctuations- disregards such
incentive problems associated with fiscal transfer systems.5

The output equations (3.1) and (3.2) then become:

1( ) = ( ) 1( ) + 2( ) + 1( )

2( ) = ( ) 2( ) + 1( ) + 2( )

After some elementary calculations, we find that this model can be rewritten
into the previous framework, with the following redefinition of parameters:

:=
2 2

; :=
+

; := ; 1 := +
; 2 :=

2

+

in which := 1 + and := + .
Using these parameter redefinitions all results obtained in the previous sec-

tions can be applied now. Some elementary calculations show that the para-
meters 1 and 2 are in absolute terms smaller and is larger than in the

5Welfare costs associated with a fiscal transfer system could be introduced by adding to
the welfare functions (3.9), implying that higher transfers are more costly.
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original model, while remains constant. According to equations (3.6)- (3.8),
the consequences of the introduction of an EFTS for our model are that, due
to the direct output transfer, divergences between both countries are automati-
cally stabilized. In the EFTS case, therefore, less national fiscal policy activism
is needed to stabilize output deviations. The role of the indirect stabilization
mechanism via output price di erentials (as measured by ) becomes less im-
portant. Consequently, initial output price di erentials will be more persistent.
In particular, if we recalculate the adjustment speed for the (non-)cooperative
case we obtain the result given in Table 3.3.

3.4 Numerical simulations with the model

A numerical example is very useful to illustrate the main aspects of the function-
ing of the model and the analytical results established in the preceding section.
For the model parameters we take values given in Table 3.4.

Table 3.4: Benchmark model parameters

= 0 2 = 0 25 = 0 15
= 0 4 = 2 = 1
= 0 4 = 5 ( ) = = 0
= 1 = 2 5 (0) = 0 05

Figure 3.4 graphs the adjustment dynamics that result in the non-cooperative
(solid line) and cooperative (dotted line) cases.

THE BASIC SYMMETRIC TWO-COUNTRY MODEL

Table 3.3 E ects of EFTS
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(a) (b)

(c) (d)

(e)
Figure 3.4

Non-cooperative (solid) and cooperative (dashed) fiscal policies.

Under fiscal policy coordination, adjustment of the state variable, ( ) (panel
(e)), is faster than under non-cooperative fiscal policies. Compared with unco-
ordinated fiscal policies, fiscal policy coordination leads to a less contractional
fiscal policy in country 1 (panel (a)) and to a less expansionary fiscal policy
in country 2 (panel (c)). A less contractional fiscal policy in country 1 leads
to more output fluctuations in country 1 (compared with the non-cooperative
case) but contributes to stabilizing the economy of country 2, which is facing

CHAPTER 3
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Table 3.5 Welfare losses

1 2

I (a) 0.412 0.412 Non-coop
(b) 0.368 0.368 Coop

II (a) 0.013 0.013 Non-coop = 0
(b) 0.533 0.533 Non-coop = 5

III (a) 0.011 0.011 Coop = 0
(b) 0.474 0.474 Coop = 5

IV (a) 0.368 0.368 Coop = 1
(b) 0.302 0.470 Coop = 0 5

V (a) 0.308 0.308 Non-coop = 0 3
(b) 0.246 0.246 Coop = 0 3

I: Base scenario for (a) the non-cooperative case and (b) the cooperative case.
II: E ect of either less (a) or stronger (b) interpretation of fiscal stringency in

III: Similar as in II but now for the cooperative case.
IV: E ect of reducing bargaining weight for player 2 in the cooperative case.

V: E ect of a fiscal transfer system ( = 0 3).

A stricter interpretation of the Maastricht restrictions on fiscal deficits re-
duces fiscal activism leading to more pronounced output fluctuations in the
EMU. To analyze the e ects of a higher degree of fiscal stringency on fiscal poli-
cies and macroeconomic adjustment in the EMU, we compare outcomes in two
cases: (i) = 0 (solid line) and (ii) = 5 (dotted line). Figure 3.5 compares
both cases under non-cooperative fiscal policy design. It turns out that the
results for the cooperative case are similar. We, therefore, choose to plot these
outcomes not separately. A higher degree of fiscal stringency reduces fiscal policy
activism (panels (a) and (c)) in both countries both under non-cooperative and
cooperative fiscal policy designs, implying larger short-run output fluctuations
(panels (b) and (d)), and consequently high welfare losses. As noted in Section
3.3, the adjustment speed of the system dynamics increases when the degree of
fiscal stringency is increased. In our example, the e ects from a change in fiscal
stringency on fiscal deficits and output turned out to be somewhat stronger in
the case of policy coordination (not shown). Rows II and III of Table 3.5 display
the (optimal) welfare losses that result in the non-cooperative and cooperative
cases with no fiscal stringency ( = 0, line (a)) and with high fiscal stringency
( = 5, line (b)).

THE BASIC SYMMETRIC TWO-COUNTRY MODEL

a recession. Under cooperation these economic externalities of fiscal policies
are internalized, producing more efficient policies than in the non-cooperative

according to (3.9), which are calculated in the first row (I) of Table 3.5, both

the non-cooperative case.

for the non-cooperative and the cooperative cases.

Nash case. This is also indicated by both players (optimal) welfare losses,,
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(a) (b)

(c) (d)

(e)

Figure 3.5 Non-cooperative fiscal policies: = 0 (solid) vs. = 5 (dashed).

In the case of fiscal policy coordination, the weighting parameter - that
can also be interpreted as the relative bargaining strength of country 2 in the
cooperative decision-making process - plays an important role as it determines
how much weight is attributed to the preferences of both countries in policy
design. In Figure 3.6, the e ect of reducing from 1 (solid lines) to 0.5 (dashed
lines) is displayed. Note that we have assumed that = 2 5.

CHAPTER 3
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(a) (b)

(c) (d)

(e)

Figure 3.6
Cooperative fiscal policies: = 1 (solid) vs. = 0 5 (dashed).

With fiscal policies being more oriented to the needs of country 1, we in
particular see a less expansionary fiscal policy in country 2 (panel (c)), which,
therefore, faces larger output fluctuations (panel (d)), whereas country 1 features
more stable output (panel (b)). The adjustment speed of the state variable ( )
is slightly higher when is reduced to 0.5 (panel (e)). As noted in section 3.2,
we are therefore in a case where 0. According to row IV of Table 3.5,
(optimal) welfare losses are redistributed from country 1 to country 2 when its
bargaining power increases. Therefore, such a situation is unlikely to support
a cooperative arrangement, because country 2 is worse o under cooperation.

THE BASIC SYMMETRIC TWO-COUNTRY MODEL
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Issues of stability of coalitional cooperation will be introduced in Chapter 4 and
studied extensively in the remainder of this book.
As discussed in section 3.4, a system of (federal) fiscal transfers may be a

useful stabilization tool in an MU that features strong asynchronous business
cycle fluctuations. To illustrate the of the transfer systemwe consider
in Figure 3.7 the adjustment dynamics in the case that = 0 3 (assuming again
= 2 5 and = 1) in case of non-cooperative (solid lines) and cooperative

(dashed lines) fiscal policies.

(a) (b)

(c) (d)

(e)

Figure 3.7
Non-cooperative (solid) and cooperative (dashed) fiscal policies with = 0 3.

Comparing with Figure 3.4, we find that the fiscal transfer system provides
substantial automatic stabilization, resulting in lower output fluctuations (pan-

CHAPTER 3
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3.5 Conclusions

This chapter has analyzed the design of fiscal policies under an MU as the EMU,
with several explicit references to the latter. In an MU, countries lose monetary
and exchange rate policies as macroeconomic stabilization tools. Therefore, the
entire burden of stabilization is shifted to national fiscal policy adjustment. A
symmetric two-country MU model with sluggish output and price adjustment
in the short run was constructed. We modelled the design of fiscal stabilization
policies in such an MU with special reference to the EMU as a linear quadratic
di erential game between national fiscal authorities. In this game we analyzed
the Nash and the cooperative equilibria.
We imposed a number of simplifying restrictions in order to introduce the

reader into the basics of our approach. The following specific limitations of
the analysis in this chapter should be noted: (i) only a two-country MU was
modelled; (ii) both countries were symmetric (iii) the interactions with non-
MU countries are neglected; and (iv) a passive (non-strategic) common CB was
assumed controlling the common nominal interest rate.

THE BASIC SYMMETRIC TWO-COUNTRY MODEL

Within this framework, it was shown how fiscal stabilization policies were
directed at stabilization of the business cycle fluctuations. The effects of a set
of externally imposed constraints on fiscal flexibility, such as those involved in
the SGP for the EMU countries, were studied in detail. In general, the fis-
cal stringency criteria reduce the degree of fiscal policy activism and by that
the degree of effective stabilization of output and prices in the (E)MU. In that
perspective, these constraints are causing suboptimal macroeconomic policies.
We also showed that fiscal stringency may have an impact on the number of
non-cooperative equilibria and on the internal stability of the economy. For
the non-cooperative case, the adjustment speed of the economy increases if fis-
cal stringency increases, whereas for the cooperative case, there may exist a
threshold for fiscal stringency after which this speed decreases again. For the
cooperative case we looked in more detail at the effects of the bargaining power
on the internal stability of the economy. It turned out that the adjustment speed
is either maximized or minimized with symmetric bargaining shares. Though,
obviously, the sum of welfare losses is minimized if bargaining shares are sym-
metric, the lower adjustment speed might be a reason for the occurrence of a

els (b) and (d)) and less need for fiscal stabilization at the national level (panels
is a reduced adjustment

speed of the system dynamics when a federal transfer system is introduced. Ac-
cording to row V of Table 3.5, the transfer system enables to substantially reduce
welfare losses compared to the base case of row I that features no fiscal trans-
fer system. In that perspective, the introduction of the fiscal transfer system
in a setting with asynchronous business cycle fluctuations and fiscal stringency
conditions at the national level can be deemed as e cient.

3.3.4,Subsection(a) and (c)). Not visible,but reported in
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difficult bargaining process. We showed that such a situation always occurs if
e.g. fiscal stringency exceeds a certain threshold or if foreign deficits have only
a limited direct effect on domestic output.

The effects of a fiscal transfer system in the (E)MU were considered. We
showed that such a system increases the adjustment speed of the economy;
hence, welfare costs may be considerably reduced. So, when national fiscal
policies are restricted such a transfer system can be considered as a potentially
powerful stabilization instrument in the presence of business cycle divergences.
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Appendix

I. The non-cooperative case

From our model the next values for the matrices follow:

= 2
1
2 0

0 1
2

¸
1 =

1

0

¸
2 =

1

0

¸
1 =

2

2

¸

1 =

¸
1 = 1 11 =

2 + 1 =
2

21 =
2 2

and

2=
2

2

¸
2=

¸
2=
1

2 12=
2 2

2=
2

22=
2+

From either Engwerda (2005a), Proposition 5.15, or a direct inspection of the
eigenstructure of the matrices in Algorithm 2.2 of Chapter 2, it immediately
follows that the two algebraic Riccati equations (AREs) (2.21) have a stabilizing
solution. Assuming that the matrix

:= 11 1

2 22

¸
=

2 + 2

2 2 +

¸
is invertible and denoting := (1 ) 2 + by 1, (1 + ) 2 + by 2,
and 2

1
2 by , matrix in Step 2 of Algorithm 2.2 is given by:

=-

- - 2 1

1

0
2

1

1

0
2

1

1

0

0 1
2 0 0 0 0

2

1

-
2

+ 1
((1 2) 2 + )

1 2

0 1

1 2

0

1

2

2

- 1
((1 2) 2 + )

1 2

-12
1

1 2

0
2

1 2

1

1 2

0 + 1
((1 2) 2 + )

1 2

0

1

2

2

1

1 2

0 1
((1 2) 2 + )

1 2

-12

The eigenvalues of are:
{12

1
2

1
2 := 1

2 2
1

1 2

((1 + ) + (1 2) 2 ) 1 2}, where

1 2 =
1

2
{
(1 + ) 1

1
±

s
(
(1 + ) 1

1
)2

4 3
2
1

} (3.14)

in which 3 := {( 2
1+2 1 1)( + 1

1
1(1 ))+ 2 2

1
2 } Note

that the square root term always exists as a real number, since this term can
be rewritten as the sum of two positive numbers:

1
2
1

({( 3 + ) 1 2 ((1 ) 2 + )}2 + 8 2 2
1)
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It is easilyverifiedthat the first entryof the eigenvector corresponding to the eigen
value 1

2 is always zero as is the second entry of the eigenvector corresponding to
, = 1 2. From this immediately follows that, depending on the sign of ,

the model has either none ( = 0), one ( 1 0 and 2 = 0) or more than one
equilibrium ( 0), respectively. Moreover, by calculating the exact structure
of the eigenvalues corresponding to the eigenvalues 1

2 and 1, and using the
above computational algorithm the closed-loop structure can be determined, as
summarized in equation (3.10).
Some elementary rewriting shows that 3 can be rewritten as

1

4
1

( + )2
{(4 + ( + ))2 +

2 ( + 2 )
}

It is now easily verified that if the parameters and 1 are positive and

3 is, consequently, negative. So, has exactly 2 negative eigenvalues. In case
, then 0. So there will be exactly one equilibrium if either 1 0 and

(4 + ( + ))2
2 ( +2 ) or 1 0 and (4 + ( + ))2

2 ( +2 ) .

Denoting (4 + ( + ))2 by 1̄ and
2 ( +2 ) by 2̄, it is moreover easily

verified that there exists no equilibrium in case 1 0 and 1̄ 2̄, and that
there are two equilibria in case 1 0 and 1̄ 2̄. Using the definition of 1

and denoting ( +2 ) 2

( )(4 + ( + ))2 by 1 and
³

2 2

´2
by 2 we can rewrite

these conditions in terms of inequalities that should be satisfied by the design
parameter . That is, there is one equilibrium if either min( 1 2) or

max( 1 2); there is no equilibrium if 1 2; and there is more than
one equilibrium if 2 1. We summarized these results in Table 3.1.

II. The cooperative case

From our model the next values for the matrices follow:

= 2
1
2 0

0 1
2

¸
:= [ 1 2] =

1 1

0 0

¸
and

( ) =

(1 + ) 2 ( 1) (1 ) ( )
( 1 + ) (1 + ) 2 ( 1 ) ( )
(1 ) ( 1 ) (1 + 2) 2 + (1 + ) 2

( ) ( ) (1 + ) 2 ( 2 + ) 2 +
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Following the notation of Theorem 2.16 and Algorithm 2.1 of Chapter 2 factor-
ization of ( ) yields the following parameter values for the matrices ˜, ˜ and
˜:

˜ =
(1 + ) 2 ( 1)
( 1 + ) (1 + ) 2

¸
˜ =

(1 ) ( )
( 1 ) ( )

¸

and ˜ =
(1 + 2) 2 + (1 + ) 2

(1 + ) 2 ( 2 + ) 2 +

¸
Note that matrix ˜ is invertible for all (and thus positive definite). Further-
more, ( ) is stabilizable.
Following the lines of Algorithm 2.1 we next have to determine the eigenstruc-
ture of matrix

:=
( ˜ 1 ˜ ) ˜ 1

˜ ( ˜ 1 ˜ )

¸
Substitution of the above-mentioned parameter values into yields, after some
tedious manipulations, the eigenvalues for this Hamiltonian: { 1

2
1
2 ± },

where:

2 =
1

4( ( + 2(1 2))2 + 2 2 (1 + )2)
{( )2 {2(1 2)

+4(1 + ) 1}
2 + { 2(1 + 2) (2(1 2) + 4(1 + ) 1)

+(1 + )2(2 + 2 1)
2}+ 4 2 2 } (3.15)

By calculating the eigenvectors corresponding to the eigenvalues 1
2 and ,

and using Algorithm 2.1 the closed-loop structure (3.13) results.

III. A detailed look at parameter

By definition := 1 5 2 4 + 3 4 + 2 5 3. This can be rewritten as

= ( 1 + 2 3) 5 + ( 3 2) 4

= 4[2 (1 2) + 4 (1 + ) 1 + 2 ]2 2 2

16 ( 1 )2( + 2(1 2))2

= 16 { 2 2[ ( + 2(1 2)) + 2 1(1 + )]2

( 1 )2( + 2(1 2))2}

= -16 1( +
2 (1+ )2)[(2 - 1)(

2 ( 2-1)- )-2 2
1 ( +1)]

The last equality can be verified, e.g., by straightforward expansion of both
sides of the equation and then comparing terms.
Since 16 1( + 2 (1 + )2) 0, the conclusions concerning the sign of
follow directly.
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IV. Sensitivity analysis of the closed-loop eigenvalues w.r.t.

By substituting = 0 and = into the s one obtains the numbers men-
tioned in Table 3.2.
To analyze the intermediate behaviour we consider the derivative of both s
w.r.t. . First, consider the non-cooperative case under the assumption that

1. Then the appropriate is = 1
2 1
{ 1 +

p
2
1 4 3}, where 1 :=

(1 + ) 1 (see (3.14)). For analysis purposes we rewrite 1 as 1 +

and 3 as
1
4 1( 1 + 2) (with 1 := (1 ) 2

1 :=
4 + ( + ))2

( + )2 and

2 :=
2( +2 )

( + )2( ) ).

Next, we rewrite as

=
1

2 1

4 3

1 +
p

2
1 4 3

=
1

2
1 + 2

1 +
p

2
1 4 3

So,

2 =
1( 1 +

p
2
1 4 3)

1

2 2

1
4 3

( 1 1 + 1 + 2)( 1 + 2)

( 1 +
p

2
1 4 3)2

= 1 1

p
2
1 4 3 + 1(

2
1 4 3)

1
2( 1 1 + 1 + 2)( 1 + 2)p

2
1 4 3( 1 +

p
2
1 4 3)2

= 1 1(
p

2
1 4 3 + 1)

1
2( 1 + 2)

2 + 1
2 1 1( 1 + 2)p

2
1 4 3( 1 +

p
2
1 4 3)2

= 1 1(
p

2
1 4 3 + 1) +

1
2( 1 + 2)( 1 1 1 2)p

2
1 4 3( 1 +

p
2
1 4 3)2

= 1 1(
p

2
1 4 3 + 1) +

1
2( 1 + 2)( 1 1 2)p

2
1 4 3( 1 +

p
2
1 4 3)2

From this it is clear that 0 if we can show that 1 1 2 0. Substitution

of the model parameters into this expression (see Table 3.A.1) yields (note that
by assumption 1, i.e. )

( 1 1 2) = {
(4 + ( + ))2

( + )2
( )2

( 2 2)2

2( + 2 )

( + )2( )
}

= {
( + )2

(4 + ( + ))2 ( + 2 ) }

= {
( + )2

(8 ( + ) + 16 2 2) 2 }

Next, we show that this last expression is always positive. To do so, we first
note that since , we have 2 + . Therefore,
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( + )8 2 1
28 2 0. Using this inequality, the claim is obvious

now. Which proves the positiveness of for the non-cooperative case.
Next, we consider the cooperative case. Some elementary analysis shows that
in that case the corresponding (see 3.15) can be rewritten as

=

s
1

2 + 2 + 3

4
2 + 5 + 6

where = 1 6 are pointed out in Table 3.5.
Di erentiation w.r.t. yields:

=
1

2

1
2 + 2 2 + 3

( 4
2 + 5 + 6)2

where = 1 2 3 are simple expressions in (see either Table 3.5 or below).
To analyze this derivative we first consider the sign of the parameters 2 and

3. By definition we have that

2 = 1 6 4 3

= 64 2 2 2
1(1 + )2( 1 + ( 1))

Furthermore, by first substituting the appropriate model parameters into and
next comparing terms on both sides of the equality signs we obtain

3 = 2 6 3 5

= 16 4
1
3( + 1)3[ 1(1 + 2 + 2) 3 1(

2 + 2 + ) +

2 ( 1)( 2 + + 2 )]

= 16 4
1
3( +1)3[ 1(1- )(1+ )2+2( ( -1)- 1)(

2+ +2 )]

From the above expressions we see that both 2 and 3 are positive if we can
show that ( ( 1) 1) 0 Using the definition of these parameters it is

easily verified that ( ( 1) 1) =
1

2

+ , from which the above inequality
follows. So, both 2 0 and 3 0.
Finally, we consider 1. Some elementary rewriting shows:

1 = 1 5 2 4

= 16 1( 1(1 + )2 + 2 ( 2 2 + ))

So, denoting 1(1 + )2 + 2 ( 2 2 + ) by , we have that 1 =
16 1 .
Note that the sign of the derivative is completely determined by the sign of

1
2 + 2 2 + 3. Using the above-derived information concerning the signs of
= 1 2 3 it is clear that if 0, 0 for all 0, and that if 0,

will be positive for small and becomes negative if is large. From this the
conclusions w.r.t. the behaviour of as a function of summarized in Table
3.2 and Figure 3.3, respectively, are obvious then.
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V. List of parameters
Table 3.A.1

name value

2 2

2
1
2

1 (1 ) 2 +

2 (1 + ) 2 +

3 (( 2
1 + 2 1 1) ( + 1

1
1(1 )) +2 2

1
2 )

+

1 4 2

2 { 2(1 + 2) (2(1 2) + 4(1 + ) 1)+
+(1 + )2(2 + 2 1)

2}

3 ( )2 {2(1 2) + 4(1 + ) 1}
2

4 4

5 8 2(1 2) + 4 2 2(1 + )2

6 4 2 4(1 2)2

1 1 5 2 4

2 1 6 4 3

3 2 6 3 5

1
2 +

1 ( )2{2(1 2) + 4(1 + ) 1}
2 + 4 2 2

2 (2 + 2 1)
2

3 2 (2(1 2) + 4(1 + ) 1)

4 4( + 2(1 2))2

5 4 2 2

1 5 2 4 + 3 4 + 2 5 3
2

1 +

2
2
+

1 (1 ) 2

1(1 + )2 + 2 ( 2 2 + )
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Chapter 4

An MU Model with Active
Monetary Policy

4.1 Introduction

111

MU. It extends the analysis of the previous chapter, where monetary policy was
held passive and the focus was entirely concentrated on (the coordination of)
fiscal policies. In this chapter we will study the e ects of active monetary policy

in a dynamic model of macroeconomic adjustment in an MU.

Coalitions between countries and between
In case (ii),

cooperative
framework. We analyze the e ects of these di erent policy regimes

and structural
parameters of the model.

configuration of EMU where monetary policy has been delegated to a supra-
national authority, the ECB, with a complex framework of objectives, policy in-
struments and decision-making procedures. According to the Maastricht Treaty
(December 1991), the ECB should safeguard price stability in the EMU and -
subject to the condition that it does not interfere with price stability- promote
economic growth in the EMU. Its policies are therefore directed at controlling
economic developments of the EMU economy as a whole rather than on indi-
vidual countries. The design of fiscal policies in the EMU is complicated by the
set of constraints on national fiscal policy imposed by the Stability and Growth
Pact (SGP). According to the SGP, excessive deficits are to be avoided and are

This chapter analyzes the e ects of active monetary stabilization policy in an

and alternative regimes of macroeconomic policy cooperation with their impact

in an MU.
We also consider the e ects of asymmetries in players’ preferences

shed
In fact with active monetary policy, threeMU-policy regimes canbe distingui-
: (i) non-cooperative monetary and fiscal policies, (ii) full cooperation,

and (iii) partial cooperation. the
common central bank (CB) and one country are studied in case (iii).
full co-ordination of all macroeconomic policies occurs, i.e. the nationalfiscal poli-

As already noted in Chapter 3, our analysis is also motivated by the actual

cies and the monetarypolicy of the common CB are implemented in a
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subject to sanctions.
Decision-making procedures, coalition formation, voting power and rent shar-

ing inside the EU institutions have been studied in detail by e.g. Widgrén (1994),
Laruelle and Widgrén (1996), Hosli (1996), Bindseil (1996), Bindseil and Hantke
(1997), Sutter (1998) and Levinsky and Silarsky (1998). These studies - while
enabling us insights into issues of power distribution and coalition formation in
community policy formation -, however, do not consider a next step, namely the
analysis of the e ects of coalition formation and power distribution on economic
policies.
Engwerda et al. (1999) have studied the e ects of non-cooperative macroeco-

nomic policies in the EMU. They analyze macroeconomic stabilization among
three players (two countries and the ECB) in a dynamic model of the EMU. Co-
operation has been analyzed in Hughes Hallett and Ma (1996) and Acocella and
Di Bartolomeo (2001). This chapter extends these analyses and Chapter 3 by
introducing coalition formation and studies how these coalitions a ect policies
and adjustment in the EMU.
The analysis is structured as follows: Section 4.2 proposes a simple dynamic

model of an MU and formulates the dynamic stabilization game between the
monetary and fiscal policymakers in this setup. Sections 4.3 and 4.4 study,
theoretically, the various equilibria of this dynamic stabilization game and the
resulting design of the common monetary policy and the national fiscal policies.
Section 4.5 gives an analysis of the symmetric benchmark case. Section 4.6
studies in detail numerical examples to obtain a deeper insight into the economic
properties of the model. The appendices provide details about algorithms and
calculations in the analytical part of this chapter.

4.2 An MU model with active monetary policy

To study the interaction of monetary and fiscal policies in an MU, we extend the
analysis of Chapter 3 by introducing active monetary policy of the common CB.
The decision problem of this common CB is analyzed. In addition, Chapter 3
assumed that the MU consists of two symmetric, equally sized (blocks of) coun-
tries. In this chapter we also consider asymmetric settings and the symmetric
model is interpreted as a benchmark scenario. As before, the model ignores the
external interaction of the MU countries with the non-MU countries and also the
dynamic implications of government debt and net foreign asset accumulation.
It consists of the following equations:

1( ) = 1 ( ) 1 1( ) + 1 2( ) + 1 1( ) (4.1)

2( ) = 2 ( ) 2 2( ) + 2 1( ) + 2 2( ) (4.2)

( ) = 2( ) 1( ) (4.3)

( ) = ( ) ˙ ( ) {1 2} (4.4)

( ) ( ) = ( ) ( ) {1 2} (4.5)

˙ ( ) = ( ) {1 2} (4.6)

CHAPTER 4



113

which is a direct extension of the symmetric model (3.1)-(3.5) in Chapter 3
allowing for asymmetric (blocks of) countries and including the real money
balances given by equation (4.5), where are the nominal money balances of
country (block) {1 2}. All other variables are as defined in Chapter 3.
Equations (4.1) and (4.2) represent output in the MU countries as a function

of competitiveness in intra-MU trade, the domestic real interest rate, the foreign
(real) output and the domestic real fiscal deficit. Competitiveness is defined in
(4.3) as the output price di erential. Real interest rates are defined in (4.4) as
the di erence between the EMU-wide nominal interest rate, , and domestic
inflation. Equations (4.5) provide the demand for the common currency where
it is assumed that the money market is in equilibrium. Domestic output and
inflation are related through a Phillips curve type relation in (4.6).
We assume as in Chapter 3 that the fiscal authorities control their fiscal

policy instrument so as to minimize the following quadratic loss functions that
feature the countries’ concern towards domestic nominal inflation, domestic real
output and domestic real fiscal deficit:1

=

Z
0

{ ˙2( ) + 2( ) + 2( )} {1 2} (4.7)

in which denotes the rate of time preference and , and ( {1 2})
represent preference weights that are attached to the stabilization of inflation,
output and fiscal deficits, respectively. Preference for a low fiscal deficit could
reflect the costs of excessive deficits such as proposed in the SGP that sanctions
such excessive deficits in the EMU. Moreover, costs could also result from unde-
sirable debt accumulation and inter-generational redistribution that high deficits
imply and, in that interpretation, could also reflect the priority attached to
fiscal retrenchment and consolidation.

4.3 Monetary policy management in an MU

So far, the setup is principally similar as in the previous chapter. The crucial
step is therefore to introduce the common monetary policy into the analysis.
It is assumed that the common nominal interest rate is set by the common
CB. The CB directs the common monetary policy at stabilizing inflation and
stabilizing output in the aggregate MU economy. Moreover, we will assume that
the active use of monetary policy invokes costs for the monetary policymaker:
other things equal it would like to keep its policy instrument constant, avoiding
large swings. Consequently, we assume that the CB is confronted with the
following optimization problem:2

1Note that in an MU, the fiscal players are assumed not to have any direct control over
the nominal interest rate, since this control is generally left for the common CB (see, among
others, Gros and Hefeker (2000) and Acocella and Di Bartolomeo (2001)).

2 and are the preference parameters w.r.t.
equation (14) in Engwerda et al. (1999), where := 1 because of normalization (see also
equation (3.11) in the previous chapter).
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min =min

Z
0

{( 1 ˙1( )+ 2 ˙2( ))
2
+ ( 1 1( )+ 2 2( ))

2
+ 2 ( )}

(4.8)
Alternatively, we could consider a case where the CB is governed by national

interests rather than by MU-wide objectives.3 In that scenario, the CB would
be a coalition of the (former) national central banks that decide cooperatively
on the common monetary policy that is based on individual, national interests
rather than on MU-wide objectives. In this scenario the monetary policy of the
CB will typically be more sensitive to individual country variables. In that case,
the CB seeks to minimize a loss function, which is assumed to be quadratic in
the individual countries’ inflation rates and outputs - rather than in MU-wide
inflation and output as in (4.8) - and the common interest rate:

min = min

Z
0

{ 0

1 ˙21( )+
0

2 ˙22( )+
0

1
2
1( )+

0

2
2
2( )+

2 ( )}

(4.9)
The objective (4.8) can be seen as a generalization of the loss function used in

Engwerda et al. (1999), expression (14), p.262, and of objective (4.9), allowing
any scheme of country and preference weights in the decision-making problem
of the CB. The loss function in (4.9) can also be interpreted as a loss function
in which the CB is a coalition of national central banks, which all have a share
in the decision making proportional to the size of their economies.
Below, we will only elaborate the problem if the CB’s objective is the most

general one, i.e. (4.8).4

Using (4.6) we can rewrite (4.7) and (4.8) as follows:

=

Z
0

{ 2( )+ 2( )} {1 2} (4.10)

=

Z
0

{ 1
2
1( )+ 2

2
2( )+2 3 1( ) 2( )+

2 ( )} (4.11)

where := 2 + , := 2 2 + 2 with {1 2} and 3 :=

1 2 1 2 + 1 2
5

The model (4.1)-(4.6) can be reduced to two output equations:

3See also Gros and Hefeker (2000). These authors compare, in a static framework, a
specification of the ECB’s cost function based on national variables with the standard one
(4.8) as in Cukierman (1992). They discuss the welfare implications of the two specifications.
Also van Aarle et al. (1995) and De Grauwe (2000) compare outcomes under an ECB’s
objective function based on aggregate and national variables, respectively.

4Appropriate formulae as special cases can directly be obtained if (4.9) is used as the
ECB’s performance criterion.

5 In the case that national variables feature in the CB’s objective function, as in (4.9), we
have = 2 + with = {1 2} and 3 = 0.
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1( ) = 1 ( ) 1 ( ) + 1 1( ) +
1

1
2 2( ) (4.12)

2( ) = 2 ( ) 2 ( ) + 2

2
1 1( ) + 2 2( ) (4.13)

in which 1 := 1 2

1 2 1 2

, 2 := 2 1

1 2 1 2

, 1 :=
1 2 1 2

1 2 1 2
2 :=

2 1 2 1

1 2 1 2
1 :=

1 2+ 1 2

1 2 1 2
2 := 2 1+ 2 1

1 2 1 2
1 := 1 1 1 2 := 1 2 2. The dynamics of the

model are then represented by the following first-order linear di erential equa-
tion with competitiveness, ( ), as the scalar state variable and the national
fiscal deficits, ( ) {1 2}, and the common interest rate, ( ), as control
variables:

˙( ) = 4 ( ) 1 1( ) + 2 2( ) + 3 ( ) (0) := 0 (4.14)

in which 1 := ( 1 2
2

2

) 1, 2 := ( 2 1
1

1

) 2, 3 := 1 1 2 2 and 4 :=
( 2 2 + 1 1). The initial value of the state variable, 0, measures any initial

disequilibrium in intra-MU competitiveness. Such an initial disequilibrium in
competitiveness could be the result of, e.g., di erences in fiscal policies in the
past or some initial disturbance in one country.
Defining ( ) := ( ( ) 1( ) 2( ) ( )), we can rewrite (4.12) and (4.13)

as,

1( ) = ( 1 1
1

1
2 1) ( ) =: 1 ( )

2( ) = ( 2
2

2
1 2 2) ( ) =: 2 ( )

Introducing as the standard basis vector of IR4 (i.e. 1 := (1 0 0 0) ,
etc.), := + +1 +1 {1 2} and := 1 1 1+ 2 2 2+

2 3 1 2+ 4 4 the policymakers’ loss functions (4.10)-(4.11) can be writ-
ten as:

= :

Z
0

{ ( ) ( )} (4.15)

= :

Z
0

{ ( ) ( )} (4.16)

Henceforth, for reasons of convenience, we assume that = 0. If di ers
from zero, the model can be easily solved using a simple transformation of
variables (see Remark 2.1 of Chapter 2). All that changes in the ensuing results
is that the parameter 4 has to be substituted by 4

1
2 . Since in this analysis

the specific choice of the loss function from the CB does not play any role, for
notational convenience this dependency is dropped and we will just use e.g.
instead of and .
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A number of additional remarks on the monetary policy of the CB are rele-
vant. First, note that the transmission of the common monetary policy in this
setting is principally through the interest rate channel: by varying the nominal
interest, the CB influences the real interest rates and thereby output in the
short run. Countries in an MU may not only be subject to asymmetric shocks
but also feature asymmetries in their monetary (and fiscal) policy transmissions,
here measured by 1and 2. Second, the interesting targeting strategy of the CB
outlined above can be changed. E.g. we could have assumed - as in Engwerda
et al. (1999) and van Aarle et al. (2001) - that a monetary targeting strategy is
implemented by the CB. In that scenario, the CB controls the common money
supply and the common money market is cleared by the common interest rate.
Clearly both approaches are related: by targeting the money supply, the CB,
through the LM functions, controls the interest rate. Rather than the monetary
targeting approach, the interest rate targeting approach is proposed here. This
seems to be somewhat closer to the policy strategy adopted by the ECB in prac-
tice. In open-MU context as to be analyzed later in Chapters 6-8, also interest
rate targeting and exchange rate targeting are directly related with each other
in the presence of an uncovered interest rate parity condition.

Moreover, this representation of monetary policy is also related to inflation
targeting: strict inflation targeting would imply that only inflation features as
argument in the CB’s preference functional. The representation above would
therefore be consistent with the Svennson’s (1999) notion of flexible inflation
targeting where apart from inflation the CB is also concerned with output fluc-
tuations and interest rate smoothing.
An alternative manner to introducemonetary policy is undertaken byRossiter

and Tang (2004) and implies the introduction of instrument rules. In their study,
a Taylor rule is added to the model of Chapter 3 to analyze the e ects of active
monetary policy in an MU. Moreover, they introduce a real interest rate risk
premium that may depend on the level of the fiscal debt of a country and/or the
aggregate fiscal deficit in an MU, the latter capturing a common interest rate
spillover. It is shown that if this spillover and resulting externality are larger,
the cooperative and non-cooperative equilibria become more and more similar,
so that in other words the gains from coordination become smaller.

4.4 Macroeconomic policy design in the MU

This section studies alternative modes of policy cooperation in an MU. We
study macroeconomic policy design and macroeconomic adjustment in three
alternative macroeconomic policy regimes: (i) non-cooperative macroeconomic
policies, (ii) full cooperation and (iii) partial cooperation. The first two regimes
are standard in macroeconomic policy analysis. The regimes, where subgroups
of players form coalitions in which they coordinate their policies, but interact
in a non-cooperative manner with the players that are not part of the coali-
tion, is not dealt withusually , certainly not in a dynamic context. This is not
because such cases would be less interesting or less relevant in practice, but
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rather because of a lack of analytical tools to analyze such cases. In regimes
of partial cooperation, important questions need to be answered, like (i) Why
certain coalitions arise and others not?, (ii) Do these coalitions display stabil-
ity over time?, (iii) How are the gains from cooperation distributed between
the members of the coalitions?, (iv) How do di erences in initial conditions,
economic structures and policy preferences a ect outcomes in this scenario? In
this chapter the issues (iii) and (iv) can be answered whereas some insight can
be provided about the coalition formation issue. The stability issue will not be
dealt with in this chapter but will be analyzed in detail in Chapters 6-8.

A study of all three regimes is necessary for a complete insight on macroeco-
nomic policy design in an MU. The regimes with either fully non-cooperative
or fully cooperative policies are clearly the two extreme forms of policy formu-
lation. Forms of partial cooperation combine elements of these opposite policy
regimes as the following analysis shows.

4.4.1 The non-cooperative case

In the non-cooperative case players minimize their cost functionals (4.15) and
(4.16) with respect to the dynamic law of motion (4.14) of the system. From
Appendix A.1 we find as equilibrium strategies in the non-cooperative open-loop
case:

1( )

2( )
( )

= 1
1 1 1 1

2 2 + 1 2

1 1 1 + 2 2 2 + ( 2 1 1 2) 3 + 3 3

( )=: ( )

where the contents of matrices and ( = 1 2 3) can be obtained from
the Appendix. The cost of the players will be denoted by , {1 2 } and

{ (1 2) (1 ) (2 )}, where refers to the non-cooperative game,
to the full cooperative game, to the fiscal coordination game, and (1 )

and (2 ) refer to partial coordination games between a fiscal player and the
CB. Furthermore, the resulting system is described by the di erential equation
˙( ) = ( ) with (0) := 0, where the adjustment speed, , is obtained
as the positive eigenvalue of some related matrix that is defined in Appendix
A.1. Using these equilibrium controls we obtain then the corresponding fiscal
players’ optimal costs:

= (1 )
1
¶

2
0

1

2
{1 2} (4.17)

and the CB’s optimal costs:

= (1 )
1
¶

2
0

1

2
(4.18)
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4.4.2 The cooperative case

In the full cooperative case players minimize a common cost function: :=

1 1 + 2 2 + 3 subject to (4.14); ( {1 2 3}) equals player ’s
bargaining power with 1 + 2 + 3 = 1 and = 0. In Appendix A.2 we show
that the equilibrium cooperative controls can be written as:

1( )

2( )
( )

:= ( )

Using these controls the dynamic behaviour of this system is described as: ˙( ) =
( ) with (0) := 0, where is again a positive eigenvalue of some matrix

that is defined in Appendix A.2. The corresponding optimal costs for the players
are (4.17) and (4.18) with = .

4.4.3 Cases with policymakers’ coalitions

To determine the equilibrium solution for partial coalitions we will concentrate
on the case that the fiscal authority of country 1 and the CB coordinate their
policies but act in a non-cooperative fashion with the fiscal authority of country
2. For this case we will use the shorthand notation coalition (1,U ).
To determine the equilibrium solution for the (1,U ) coalition we rewrite the

system equation as:

˙ = 4 + ( 1 3)
1( )
( )

¶
+ 2 2( ) (0) := 0

(1 ) := 1 1 + 2 with 1 + 2 =
1 = 0 as the aggregate performance of player 1 and the CB, and 2 for player
2, respectively. Next, we consider a with this (1,U ) coalition form corresponding
permutation of ( ) (see also Section (2.6) in Chapter 2):

˜( ) :=

( )

1( )
( )

2( )

=

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

( ) =: (1 ) ( )

Now, we can, basically, use the non-cooperative algorithm to determine the
equilibrium strategies (see Appendix A.3)

1( )
( )

2( )
:= (1 ) ( )

Using these equilibrium strategies, the system is described by ˙( )= (1 ) ( )

with (0) := 0, where (1 ) is again obtained as the positive eigenvalue of some
matrix. The optimal costs for the players are (4.17) and (4.18) with = (1 ).
The partial coalitions (2,U ) and (1,2) are defined similarly and the equilibrium
strategies are derived analogously.
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4.4.4 Some coalition formation terminology

In order to obtain some insight into the question which coalition(s) might be
realized and which is (are) less plausible, we introduce some terminology. Each
of the five policy regimes outlined in the above subsections is called a coalition
form and each group of two or more players that cooperate in a coalition form a
coalition. We say that a certain coalition form is supported by player , if player
has no incentive to deviate from this coalition form. If a coalition form has a
coalition, then we say that this coalition form is internally supported if all players
in the coalition support the coalition form. A coalition form is called externally
supported if all players outside the coalition support the coalition form. If a
coalition form is both externally and internally supported, then we will call this
coalition form sustainable, that is, in such a coalition form no player has an
incentive to deviate (leave this coalition form). Finally, we call a coalition form
non-sustainable if as well players inside as outside the coalition can improve by
joining another coalition form.
Note that a coalition form, which is internally supported, is in principle

viable. One reason why such a coalition form might not be realized is that
e.g. side-payments take place. Here we will ignore these issues. A similar
remark holds w.r.t. the non-sustainable coalition form. Such a coalition form
is in principle not viable, this contrary to a coalition form which is partially
supported (i.e. supported by not all players in the coalition). Such a coalition
form might be viable, but this typically depends on what other coalition forms
have to o er for all the di erent player(s). So, this requires a more detailed
description of the negotiation process, something we will not go into here. The
notions introduced above will in particular be used in the simulation study.

4.5 The symmetric case

In this section we consider the model described in the previous sections un-
der the assumption of symmetry of countries 1 and 2. In that case one can
obtain theoretical results. The outcomes of this analysis are not only interest-
ing on their own, but may also be helpful in analyzing the properties of the
non-symmetric model. We make the following assumptions w.r.t. the various
parameters: 1 = 2; 1 = 2 ; 1 = 2; 1 = 2 ; 1 = 2; 1 = 2;

1 = 2; 1 = 2; 1 = 2; 1 = 2 1 = 2 and 1 = 2. Furthermore we intro-
duce for notational convenience the following parameters: := 1, := 1

1
2,

:= 1; := 1; := 1; := 2
1

2
1 +

2
1 ; := 1

2
1 + 1 ; := 1 ;

:=
2

and := . Then, the dynamics are given by the state equation

˙ = 4 1 1 + 1 2; (0) = 0

whereas the performance criteria reduce to:

=

Z
0

{ ( ) ( )} {1 2} and =

Z
0

{ ( ) ( )} { }
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with

1 :=

2

2 +
2

2

; 2 :=

2

2

2 +
2

;

:=

2 2 ( ) ( ) 0
( ) 2 + 2 2 ( + )
( ) 2 2 + 2 ( + )
0 ( + ) ( + ) 2 2 +

;

and

:=

0 0 0 0
0 ( + )2 ( + )2 2 ( + )
0 ( + )2 ( + )2 2 ( + )
0 2 ( + ) 2 ( + ) 4 2 + 2

4.5.1 The various equilibrium strategies

In Appendix B, we calculate various parameters that are essential for computing
the equilibrium strategies for the non-cooperative coalition (nc), the cooperative
coalition (c) with 1 = 2 = and 3 = 1 2 , where 0 5 5 1

2 and the fiscal
coalition (1,2), with 1 = 2 =

1
2 . These parameters are presented in Table

Substitution of these parameters into the equilibrium strategies determined
in Appendix A straightforwardly yields the equilibrium strategies presented
below. It turns out that as well for the non-cooperative as the fiscal coalition
case, the strategies for the national and aggregate performance cases are the
same. Only for the cooperative case the strategies depend on the CB’s
preference function. For that reason we discern below two cooperative cases,
the national one (cN) and the aggregate one (cA). The equilibrium strategies
are:

1( )

2( )
( )

=
1
1
0

( )

and the corresponding costs for the players are:

1 = 2 =
1

2
{( + ( ))2 + 2 } 2(0) (4.19)

=
1

2
( + ( ))2 2(0) = 0 (4.20)

for = (1 2). Here:
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= nc cN cA (1,2)
( ) + + ( )2 ( + ( )2) + ( )2

2 ( 4 2 1 )2
2

4

2

4

+( )2

2

4

(1 2)

2 2

2+8 2 2

1

(
4
+ ) +2

1
( )

2 2

1

4
+
2 2

1

2

4 (1 2) (1 2)

1 1
( )

1
( ) 2

1 (1 2) ( )

(1 2)

with := 2 4 + 1(3 ).
If the coalition (1,U ) occurs (or its symmetric counterpart (2,U )), the MU

is directly involved in the game (i.e. the common interest rate di ers in general
from zero). As a consequence, the theoretical formulae become much more
involved. Therefore they are omitted.

4.5.2

First, we summarize some conclusions w.r.t. the number of equilibria that may
appear in the game.

unique equilibrium

librium. If = , the game may have either none or more than one equilibrium
(see Chapter 3).

In the rest of this section, we will restrict to the case where and will as-
sume, moreover, that as well 4 as are positive. For a broad class of realistic
model parameters, these assumptions hold (in particular the positivity condi-
tion on 4 is satisfied if one chooses the discount factor large enough). As a
consequence, the non-cooperative game has a unique equilibrium. Furthermore,
unless stated otherwise, we will restrict our analysis to the non-cooperative case,
the cooperative case and the fiscal coalition (1,2).
We observe two striking things from the previous section, i.e. 1( ) = 2( )

and the CB does not influence the game, neither in a direct way (i.e. ( ) = 0)
nor in an indirect way (i.e. via its parameters). These statements do not hold
for the coalition form (1,U ). There, the fiscal instruments di er and the CB
uses its instruments actively to reach its goals. The symmetry assumptions
are crucial here, if they are dropped the CB gets also actively involved into all
games.
Since we have explicit formulae for the various cost functionals, we can ex-

ploit these to derive some further general conclusions. Our first observation (see
Appendix C) is that the convergence speed of the resulting systems satisfy some
nice properties:

Lemma 4.1 i) 5 (1 2).

ii) 5 if 3 = 2 , where := + (1 2 ) .
iii) ( ) is an increasing function with (0) = 0 and ( ) = 4,

AN MU MODEL WITH ACTIVE MONETARY POLICY

Table 4.1 - Policy parameters for the symmetric case

First findings

Theorem 4.1 The game has always a for the cooperative
if the non-cooperative game alsohas a unique equi-and (1,2) coalitions
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{ (1 2)}.
iv) 5 .

With respect to the performance criteria, we first note that the fiscal players’
cost in the coalition case, with the CB considering an aggregate performance
criterion, and the (1,2) coalition coincide. In other words, the fiscal players
are indi erent between these modes of play. This is most easily seen by first
noting that both and are independent of . As a consequence, the
corresponding cost for the fiscal players is in this cooperative case independent
of too. Next, substitute = 1

2 into the ’aggregate’ coalition cost function.
It is easily verified that this cost function coincides with the cost for the (1,2)
coalition, which shows the correctness of the claim for an arbitrarily chosen .
Our next results concern the national performance criterion. We show,

amongst others, that the CB will prefer a non-cooperative to a cooperative
mode of play if the cooperation parameter becomes large and that the fiscal
players will prefer a partial coalition to a cooperative mode of play. The proof
is again deferred to Appendix C. We used the notation sgn( ) here to denote
the sign of variable .

Lemma 4.2 i) sgn( ) = sgn( ).
ii) = (1 2) {1 2}.

From the Lemmas 4.1 ii) and 4.2 i) it follows that if, e.g., 3 = 2 , always
= . A more detailed analysis shows that if = 0, ,

and, therefore, it is easily seen from the proof of 4.1 ii) that there is always
a threshold such that for all = , = and for all ,

.

Theorem 4.2 Assume that the CB considers the national performance crite-
rion. Then, there exists a number such that if = , the cooperative mode
of play is non-sustainable.

4.6 A simulation study

In this section, we consider the di erential game on macroeconomic stabilization
in the MU that was set up in Section 4.2, using simulations of a stylized example.
We analyze five scenarios:

CHAPTER 4

Now, consider the case that = . Since aggregate performance isminimized

in this situation than in the non-cooperative mode, the fiscal players’ cost will
be less in the cooperative mode of play than in the non-cooperative mode. A
similar reasoning shows that since = (1 2), {1 2}, the CB’s cost in
the coalition (1,2) mode of play will always be larger than in the cooperative
mode. Stated di erently, we see that under this assumption the CB will always
prefer the non-cooperative mode of play, whereas the fiscal players prefer the
coalition (1,2) mode of play. So, summarizing, we have:

in the cooperative situation and according to Lemma 4.1 ii) the CB’s cost ishigher
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(i) a symmetric baseline case in which countries are of equal size, all struc-
tural and preference parameters are the same in both countries,
(ii) an asymmetric case where the MU countries di er in stabilization pref-

erences,
(iii) an asymmetric case where countries di er in monetary policy transmis-

sion,
(iv) an asymmetric case where countries di er in bargaining powers in case

they enter coalitions, and
(v) an asymmetric case where countries di er in sensitivity to intra-MU

competitiveness.
In this way our analysis contributes to the important discussion about the

implications for policymaking in an MU in case countries di er in their struc-
tural characteristics. Outcomes are analyzed for all the five di erent equilibria
outlined in Section 4.4

4.6.1 Baseline: A symmetric MU

In the symmetric baseline case both countries are of equal size and all structural
and preference parameters are the same. The following values for the structural
model parameters are used:6 = 0 4, = 0 2, = 0 4, = 1, = 1, =
1 and = 0 25. The initial state of intra-MU competitiveness equals 0 =
0 05 (implying an initial disequilibrium of 5 % in competitiveness between the
two countries). Concerning the preference weights in the fiscal

the following values have been assumed: = 2 , = 5,
= 2 5 and = 0 15. In the CB’s loss function both countries are equally

weighted. Furthermore, the CB -in contrast to the fiscal players- cares more
about inflation than about output stabilization and has also an interest rate
smoothing objective: 1 = 2 = 0 8, 1 = 2 = 0 5, and equals 2.5.
Figure 4.1 displays the adjustment in the case the CB’s aggregate objective
function (4.8) is used (adjustment in the case where the CB’s national objective
function (4.9) is almost identical and therefore not displayed here),

6See Engwerda et al. (2001) for a similar simulation set up. The parameter choices are
related to those used in Turnovsky et al. (1988) and Neck and Dockner (1995).
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(a) (b)

(c) (d)

(e) (f)
Figure 4.1

Symmetric Baseline. Aggregate Objective Function CB.

–– Nash, - - - - Pareto, ........(1,2), – — –(1,U ), – · – (2,U )
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The adjustment of intra-MU competitiveness is given in panel (a). The
adjustments of the policy variables are found in panels (b)-(d). The initial dis-
equilibrium in intra-MU competitiveness implies that output in country 1 is
initially above the long-run equilibrium in country 1 and below the long-run
equilibrium in country 2. This induces restrictive fiscal policies in country 1
andexpansionary fiscalpolicies in country2.
tion, however, varies according to the type of equilibrium. In the MU there is a
stabilization externality: the restrictive fiscal policy implemented by country 1
to stabilize its economy, is harmful for country 2 which would benefit from an
expansionary fiscal policy in country 1. Coalitions potentially o er a solution to
such policy coordination problems. In the Pareto case and the fiscal coopera-
tion case (which coincide in this symmetric case), the fiscal players internalize
the externalities from their fiscal instrument on the other country. A similar
externality results from the fiscal policy in country 2. The common interest
rate, panel (b), only reacts in the case of a coalition with one fiscal policymaker:
in that case the common interest rate is partly targeted at the situation in the
country with which the CB has formed a coalition. This leads to a higher inter-
est rate in case a coalition is formed with country 1 and a lower interest rate
when a coalition is formed with country 2. Panels (e) and (f) display output
in country 1 and 2 in the di erent cases. Table 4.2 gives the resulting welfare

where the CB has (4.8) as its objective function, national cost to (4.9).

Table 4.2 - Cost functions baseline (multiplied by 1,000)
Aggregate Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.3596 0.3032 0.3032 0.4145 0.6228

2 0.3596 0.3032 0.3032 0.6228 0.4145
0 0 0 0.0088 0.0088

0.1007 0.1162 0.1162 0.0933 0.0933
National Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.3596 0.3040 0.3032 0.4169 0.6227

2 0.3596 0.3040 0.3032 0.6227 0.4169
0.0189 0.0390 0.0423 0.0188 0.0188
0.1007 0.1143 0.1162 0.0932 0.0932

In this symmetric case we recognize from Figure 4.1 and Table 4.2 the fea-
tures that we have analytically derived in Section 4.4. In the case that the CB
is using aggregate variables in its objective function, we know that the adjust-
ment speed and losses in the Pareto and fiscal coalition form will coincide. Both
equilibria are sustainable in this case, whereas the coalitions (1,U ) and (2,U )
are non-sustainable. One reason for this last finding is likely to be the fact that
the countries and the CB have very di erent objectives. First, the CB is here
oriented towards stabilization of aggregate fluctuations in the MU and, second,

AN MU MODEL WITH ACTIVE MONETARY POLICY

Themagnitude of this fiscal stabiliza-

losses that the players incur in this example. Aggregate cost refers to the case
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it cares more about inflation than output stabilization. The fiscal players on the
other hand are only interested in stabilization of their own economy and attach
a larger weight to output than to inflation stabilization. The coalitions between
a fiscal player and the CB result in a slow adjustment speed, a feature that we
will notice also in the other cases. This is also suggestive for the possible ine -
cient policies that may result when these coalitions are chosen. For the case of
the loss function (4.9) of the CB, we know from Lemma 4.2 that the adjustment
speed (measured by the size of the s) is fastest under fiscal cooperation, which
is in addition an internally supported equilibrium in the symmetric case. Note
that both the (1,U ) and (2,U ) coalitions are supported by the CB and that the
Pareto coalition is non-sustainable (conform Theorem 4.2).

4.6.2 Asymmetric fiscal policy preferences

An important form of asymmetry that is likely to arise in an MU are di erent
objectives for the fiscal authorities of the participating countries. In this second
example, we analyze the consequences of such asymmetries in preferences. To
do so, assume that the fiscal authority of the second country has now a higher
preference for output stability than country 2: 1 = 5 and 2 = 10.7 In that
case the adjustments in Figure 4.2 patterns result. We see that optimal policies
and adjustment are quite di erent from the baseline case and also between
the two di erent objective functions of the CB. With a larger desire to reduce
output fluctuations, country 2 wants to use its instrument with a larger intensity.
However, a larger use increases the instrument costs and implies costs, also for
country 1, which prefers a less active stabilization policy of country 2. Table
4.3 indeed indicates that the fiscal players have larger losses in the Nash case
compared to the symmetric case. In the fiscal coalition case, country 1 is forced
to share in the larger adjustment needs of country 2: it pursues a less active
fiscal stabilization policy since its fiscal surpluses also negatively a ect country
2. In case the CB participates in a coalition (i.e. in the Pareto, the (1,U ) and
(2,U )) and has aggregate variables in its objective function, it also shares in
the increased stabilization problem of country 2 (and the reduced problems of
country 1): it sets a low interest rate which helps the stabilization of output
in country 2. This, however, at the cost of country 1 for whom this policy
is counterproductive. In case national variables are featuring in the objective
function of the CB, on the other hand, the CB sets a restrictive interest policy,
this reduces inflation in country 2 but also the amount of output stabilization
in that country.

7 In Engwerda et al. (1999) and Engwerda et al. (2001), we extensively experimented
with variations of the fiscal players’ -parameter, which measures the preference for deficit
smoothing.
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(a) (b)

(c) (d)

(e) (f)
Figure 4.2

Asymmetric policy preferences, 1 = 5 2 = 10. Aggregate Objective Function
CB.

–– Nash, - - - - Pareto, ........(1,2), – — –(1,U ), – · – (2,U )

AN MU MODEL WITH ACTIVE MONETARY POLICY



128

Table 4.3 - Cost functions asymmetric fiscal policy preferences

Aggregate Cost
Nash Pareto (1,2) (1,U ) (2,U )

1 0.4070 0.3842 0.3707 0.9028 1.2859

2 0.4432 0.3343 0.3511 1.5460 0.4848
0.0013 0.0033 0.0038 0.0257 0.0070
0.0958 0.1107 0.1105 0.0794 0.0909

National Cost
Nash Pareto (1,2) (1,U ) (2,U )

1 0.4628 0.3973 0.3981 0.4645 0.7511

2 0.4175 0.2127 0.2100 1.2597 0.4169
0.0089 0.0346 0.0399 0.0115 0.0188
0.0906 0.1084 0.1100 0.0884 0.0932

Unfortunately, coalitions are unlikely to o er a solution here. The reason is
that there are no internally supported coalitions in this case: in the case (4.8)
is the objective function of the CB, country 2 would prefer the Pareto case over
the fiscal coalition and in case (4.9) is the objective function of the CB, country
1 would prefer the Pareto case over the fiscal coalition. In both cases, the CB,
however, does not support the Pareto policy design. Therefore, the Nash case
remains the only likely outcome given that we had excluded any side-payments
in the coalition formation problem or any other binding arrangement to sustain
policymakers’ coalitions.

4.6.3 Asymmetric monetary policy transmission

In this example asymmetric monetary transmission is analyzed: the baseline
setting is again assumed, except that the first country has a smaller output
semi-elasticity of the real interest rate ( 1 = 0 4) than the second country ( 2 =
0 8). This example is useful to illustrate the important discussion about the
e ects of a common monetary policy in a situation where countries di er in the
transmission of monetary policy. Figure 4.3 displays the resulting adjustments.
Since adjustment with MU aggregate and national variables in the CB loss
function is rather similar, we depict only the first case here,
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(a) (b)

(c) (d)

(e) (f)

Figure 4.3

Asymmetric monetary transmission 1 = 0 4 2 = 0 8. Aggregate Objective
Function CB.

–– Nash, - - - - Pareto, ........(1,2), – — –(1,U ), – · – (2,U )
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In this asymmetric setting, the adjustment and policy strategies are not sym-
metric in both countries, although the deviations from the symmetric baseline
case are not as large as in the previous example. The CB now reacts in all
strategic settings as its objective functions imply that its optimal strategy is
sensitive to any asymmetry. Because the economy of country 2 is more sensitive
to the common monetary policy, the monetary policy of the CB is more directed
to stabilization in country 2, in particular when the CB enters into a coalition
with country 2. Table 4.4 shows the losses in this case.

Table 4.4 - Costs with asymmetric monetary policy transmission
Aggregate Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.3697 0.3437 0.3065 0.5596 0.7890

2 0.3919 0.2596 0.3221 0.4537 0.3405
0 0.0091 0 0.0217 0.0502

0.0994 0.1155 0.1165 0.0910 0.0894
National Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.3759 0.3483 0.3140 0.5608 0.7890

2 0.3812 0.2557 0.3084 0.4527 0.3405
0.0174 0.0430 0.0430 0.0301 0.0569
0.0994 0.1135 0.1165 0.0909 0.0894

We observe that there is no sustainable coalition, neither for the aggregate
variables’ case nor for the national variables’ case. Without side-payments or
other institutional arrangements that would make a coalition binding, we would
find the Nash case to be the likely outcome. We further observe that for both
welfare loss functions the Pareto coalition form is supported by player 2, whereas
player 1 supports the governments’ coalition form. Furthermore, we see that
both other partial equilibrium forms are non-sustainable. Note that the fiscal
coalition is now only second best for country 2. Because of its stronger exposure
now to the monetary policy of the CB, country 2 would definitely prefer the CB
to be included into policy cooperation. However, the CB is not benefiting from
full cooperation; it incurs a relatively large cost by joining this coalition form
(in the aggregate case).

4.6.4 Asymmetric bargaining powers

In cases with policy coordination, players’ bargaining strengths become im-
portant, since these will determine too how collective decision making will be
influenced by the players’ objectives in the coalition. This will, therefore, have
important consequences for macroeconomic policy formulation and adjustment
in the MU. This example, therefore, analyzes the e ects of di erent bargaining
powers under cooperative policymaking in the MU.
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(a) (b)

(c) (d)

(e) (f)
Figure 4.4

Asymmetric bargaining weights. Aggregate Objective Function CB.
–– Nash, - - - - Pareto, ........(1,2), – — –(1,U ), – · – (2,U )

We assume the following scheme of bargaining powers: = {3 6 1 6 2 6},
(1 2) = {3 4 1 4}, (1 ) = {3 5 2 5}, (2 ) = {1 3 2 3}, implying that in
a coalition country 1 has three times as many votes as country 2 and 1,5 as
many votes as the CB, whereas the CB has two times as many votes as country
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2. This asymmetric bargaining power case leads to the following adjustment
dynamics as shown in Figure 4.4.
The Nash case is not a ected by the di erent bargaining strengths as it

implies entirely non-cooperative policy design. In the other cases, the balance
of power is turning against country 2 in particular when it enters the fiscal
coalition and a coalition with the CB. In those cases, it faces a larger adjustment
burden and contributes more to the stabilization burden of the other coalition
partner. In the case it acts non-cooperatively against the coalition of country 1
and the CB, the adverse e ects for country 2 are much less. In the Pareto case
it is helped by an expansionary monetary policy of the CB.

Table 4.5 - Cost with asymmetric bargaining powers
Aggregate Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.3596 0.1866 0.2266 0.3724 0.6067

2 0.3596 0.4759 0.4546 0.6543 0.5062
0 0.0213 0.0078 0.0222 0.0047

0.1007 0.1199 0.1215 0.0940 0.0910
National Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.3596 0.2534 0.2555 0.4663 0.6228

2 0.3596 0.3672 0.3755 0.6076 0.5900
0.0189 0.0416 0.0486 0.0134 0.0151
0.1007 0.1135 0.1183 0.0921 0.0888

In this case player 1 supports the Pareto coalition form, since it is very pow-
erful there. Furthermore, all coalition forms are non-sustainable. Since none of
the coalitions is supported by more than one player, the Nash outcome might be
the ultimate outcome in this case. Therefore, comparing the results of Table 4.5
with that of Table 4.2, we observe that the introduction of asymmetric bargain-
ing powers crucially changes the results of the game. The asymmetry increases
the cost of the country with the smaller bargaining power as its importance in a
coalition is reduced, while it decreases the costs of the other country. To put it
in a general way: more asymmetric bargaining powers reduce the probabilities
of coalitions -and therefore of policy cooperation- as policies will be biased to-
wards the needs of the stronger player(s), and the smaller players are less likely
to stay in such ’asymmetric’ coalitions. This last result di ers from that found
in Hughes Hallett and Ma (1996) in analyzing the full coordination problem.

4.6.5 Asymmetric degree of competitiveness

Next, we assume that the first country’s output elasticity of competitiveness is
lower ( 1 = 0 2) than that of the second country ( 2 = 0 4). Such an asymmetry
in the sensitiveness to competitive pressures has quite a dramatic impact as a
comparison of Figures 4.1 and 4.5 shows.
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(a) (b)

(c) (d)

(e) (f)
Figure 4.5

Asymmetric sensitivity to intra-MU competitiveness. Aggregate Objective
Function CB.

–– Nash, - - - - Pareto, ........(1,2), – — –(1,U ), – · – (2,U )
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In this case there are no marked di erences between the cases where the
CB’s objectives are governed by aggregate variables and where it is governed
by national variables and, therefore, only the first case is displayed. Country 2
is now in a more disadvantaged position than in the baseline case: its higher
sensitivity to the intra-MU competitiveness variable imply that it faces a deeper
recession and a higher fiscal stabilization burden. The reduction of interest rates
by the CB that occurs in all cases is helpful to stabilize prices and output in
country 2 but inadequate from the perspective of country 1. Table 4.6 gives the
losses that the players incur in this case.

Table 4.6 - Costs with asymmetric competitiveness
Aggregate Cost

Nash Pareto (1,2) (1,U ) (2,U )

1 0.2449 0.3479 0.3050 1.1165 0.6461

2 1.3824 0.9283 1.0375 2.1857 1.1306
0.0117 0.0359 0.0029 0.2877 0.2253
0.1153 0.1412 0.1420 0.0919 0.1085

National Cost
Nash Pareto (1,2) (1,U ) (2,U )

1 0.2449 0.3347 0.3050 1.0995 1.2418

2 1.3824 0.9437 1.0375 2.1835 1.1381
0.0524 0.1202 0.0944 0.2898 0.2509
0.1153 0.1382 0.1420 0.0921 0.1083

In both cases no coalition form is internally supported and its emergence is
therefore hard to sustain without any form of other binding element. Coalitions
(1,U ) and (2,U ) are non-sustainable, while in the aggregate case the coalition
(1,2) is externally supported by the CB.

Conclusion

Macroeconomic policy cooperation is a crucial issue in a highly integrated eco-
nomic and political union such as the EU. To study the e ects of policy co-
ordination in a two-country MU model, we compared the optimal policies and
the e ects of five alternative policy regimes under a stylized model: (i) non-
cooperative monetary and fiscal policies, (ii) three partial cooperative schemes
and (iii) full cooperation of monetary and fiscal policies. In contrast to the previ-
ous chapter, we explicitly incorporated into our analysis a strategically behaving
CB and we studied asymmetric cases, in which countries di er in parameters
and policy preferences.
Using numerical examples, we illustrated the sometimes complex e ects that

are produced by the various coalitions. We found that the sustainability of a
certain type of coalition and its implications for the optimal strategies and the
resulting macroeconomic adjustment, is highly sensitive to initial settings of
preferences and the structural model parameters. Cooperation is often e cient
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for the fiscal players and, moreover, we saw that the fiscal players’ coopera-
tion (against the CB) often leads to a Pareto improvement for them, provided
that they are not very asymmetric in preferences, structural characteristics and
bargaining strength. The non-cooperative Nash equilibrium is most likely to
be the outcome when countries are more asymmetric. In most simulations,
full cooperation does not induce a Pareto improvement for the CB, while the
governments’ coalitions imply a considerable loss for the CB compared to the
non-cooperative and full cooperative cases. That implies that the Pareto form is
often non-sustainable. This was also shown theoretically for the symmetric case.

to be feasible in practice.
Considering current European discussions, it is found that the ECB has a

rationale to pursue an institutional design that does not enforce cooperation, so
that a high degree of independence is left to the monetary authority. Therefore,
the ECB will try to promote fixed rules for European policy targets. On the
other hand, governments may pursue a design based on fiscal cooperation, which
leave them independent in interacting their policies with the monetary policy
of the ECB.
The remaining limitations are: (i) the number of countries modelled is too

small to analyze all interesting shocks’ configurations; and (ii) we neglected
interactions of members of an MU with outside countries.

AN MU MODEL WITH ACTIVE MONETARY POLICY

produce suboptimal monetary and fiscal stabilization policies and are unlikely
Cases where the CB cooperates with one government against the other, generally
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Appendix A

1. The non-cooperative case

Let ( ) := ( ), 1( ) := 1( ), 2( ) := 2( ) and 3( ) := ( ). Then, with
:= 4, 1 := 1, 2 := 2 and 3 := 3 the system is described by

˙ ( ) = ( ) + 1 1( ) + 2 2( ) + 3 3( ); (0) = 0

and the performance criterion of player can be rewritten, with

( ) = [ ( ) 1( ) 2( ) 3( )] , as
R
0

( ) ( ) , {1 2 = 3}.

Next, factorize the above mentioned matrices . That is,

=: 1

2

3

where all entries are scalars. Following Algorithm 2.2, the non-cooperative Nash
solution is then found as follows.

Step 1: Calculate the eigenstructure of the matrices

1 : = 1
1

11 1 1
1

11 1

1 + 1
1

11 1 ( 1
1

11 1 )

¸
2 : = 2

1
22 2 2

1
22 2

2 + 2
1

22 2 ( 2
1

22 2 )

¸
and

3 : = 3
1

33 3 3
1

33 3

3 + 3
1

33 3 ( 3
1

33 3 )

¸
Simple calculations show that all these matrices have a stable invariant
graph subspace. So the AREs (2.21) in Chapter 2 have a stabilizing so-
lution (one could also use e.g. Proposition 5.15 in Engwerda (2005a) to
conclude this).

Step 2: Calculate :=
11 1 1

2 22 2

3 3 33

and :=

0 0 0

1 0 0

2 0 0

3 0 0

+ 1

2

3

1
1 1 0 0

2 0 2 0

3 0 0 3

Here := [ 1 2 3] and := [ ] {1 2 3}.
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Step 3: Next, calculate the eigenstructure of . Assume has one negative and
three nonnegative eigenvalues. Then we proceed by calculating an eigen-
vector, , associated with this negative eigenvalue, of . With
:= [ 0 1 2 3] , provided 0 6= 0, the equilibrium strategies are

1( )

2( )

3( )
:= 1

1 + 1 1

2 + 2 2

3 + 3 3

( ), where :=
0

. Using

these equilibrium strategies the resulting system is described by ˙ ( ) =
( ) (0) = 0.

Step 4: Finally, from (2.24), it follows that the involved costs for the players are
(4.17).

2. The cooperative case

To determine the cooperative strategies for this model we consider: :=

1 1 + 2 2 + 3 with 1 + 2 + 3 = 1. Introducing 1 := 1 1, 2 := 2 2

and 3 := 3, then =
R
0
{ ( ) ( )} , where := 1 1+ 2 2+

3 { }.
With the notation of Appendix A.1 the unique equilibrium strategies are then
obtained as follows (see Section (2.4)):

Step 1: Factorize matrix as

¸
, where is a scalar; a 1×3 matrix

and a 3× 3 matrix.

Step 2: Calculate the Hamiltonian matrix :=
( 1 ) 1

+ 1 ( 1 )

¸
.

Step 3: Determine the negative eigenvalue of and its corresponding eigenvec-
tor =: [ 0 1] . Calculate := 1

0

.

Then the unique equilibrium strategies are
1( )

2( )
( )

:= 1( +

) ( ) =: ( ), and the resulting system satisfies ˙( ) = ( ) (0) =

0.

3. Partial coalitions

We will elaborate the (1,U ) coalition. The results for the other cases are ob-
tained similarly by considering the permutation matrix obtained from the ap-
propriate redefined state ( ).
First note that the inverse of the permutation matrix (1 )is (1 ) so that

( ) = (1 )˜( ). Then, with
(1 )

:= (1 ) (1 ), {1 2 } we find

(1 ) := 1 1
(1 )
1 + 2

(1 )
, so that (1 ) =

R
0
{˜ ( ) (1 ) ˜( )}
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Next, introduce 1 := [ 1 3]; 2 := 2 and := [ 1 2].
Then, apply Step 1 and 2 described in the above Appendix A.1 for the two-
player case to find a corresponding matrix .
Determine the negative eigenvalue of . If (1 )is the negative eigenvalue of
this matrix and =: [ 0 1 2] a corresponding eigenvector, then (generi-

cally) an equilibrium strategy is
1( )
( )

2( )
:= 1 1 + 1 1

2 + 2 2

¸
( ) =:

(1 ) ( ), where :=
0

. The resulting system is then ˙( ) = (1 ) ( ) (0)=

0.

Appendix B

The non-cooperative case

Note that for the determination of the optimal strategies the scaling parameters
in the performance criteria are irrelevant in this case. Therefore, we assume
= 1. First, we consider the national performance criterion .

To determine the equilibrium strategies, we have to calculate the eigenvalues
and eigenvectors of the corresponding matrix (see Appendix A.1). By sub-
stitution of the various parameters (with := ) we obtain

:=

2 +
2 +

( + ) ( + ) 2 2 +

Elementary calculations show that the determinant of , , equals 1 ,
where 1 := 2 + + + 2 2. Moreover, 1 equals:

(2 2 + ) + ( + 2( )) ( 2( ) )
( 2( ) ) (2 2 + ) + ( + 2( ))
( + ) ( + ) ( 2 + + )

Consequently, matrix satisfies

=

4 2 1 1
2
1 1

2
1 1 0

2
1 4 + 1 2 1 3 0

2
1 1 3 4 + 1 2 0

2 2
1 1( ) 1 1( ) 1 4

where we used the shorthand notations 2 := 3 + 2 + 2 2

and 3 := 2 + 2. Note that 2 + 3 = ( ) 1 , a relationship
which is useful in elaborating details. The structure of matrix is:

1 =

˜ ˜ ˜ 0
˜ ˜ ˜ 0
˜ ˜ ˜ 0

2˜ ˜ ˜ ˜
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The eigenvalues of 1 are ˜, ˜+ ,̃ 1
2(˜ +

˜+ )̃ + 1
2

q
(˜ ˜ )̃2 + 8˜˜

and 1
2(˜ +

˜+ )̃ + 1
2

q
(˜ ˜ )̃2 + 8˜ .̃ Note that ˜ 0. Given the

parametric restrictions, it is easily verified that if := 1

1

1 (which implies

that 0 ) (˜ + ˜+ )̃ is positive and

:=
1

2
(˜ + ˜+ )̃

1

2

q
(˜ ˜ )̃2 + 8˜˜ 0

Furthermore it follows after some tedious calculations that under this condition
also ˜+ ˜ 0 So, under this assumption there is a unique equilibrium. The

with corresponding eigenvector is:

(˜+ ˜ ) ˜

1
1

2( ˜ ˜ ˜+ ) (˜ )
Substitution of the corresponding parameters from shows that

: =
1

2 1( + ) 1
1

2

q
( 2 4 1(3 ) 1 )2 + 8 2 2

1
2
1

=
1

2
1 { 1( + ) +

q
( 2 4 1(3 ))2 + 8 2 2

1}

Consequently, the eigenvalue of we are looking for is and := 1 = 2 =

2 2

2 4 1(3 ) +
q
( 2 4 1(3 ))2 + 8 2 2

1

Using this, the rest of the claims follow straightforwardly.
Next, consider the aggregate performance criterion .
Substitution of the various parameters into Appendix A.1 shows that, except for
the entries (4,1), (4,2) and (4,3) which are now zero, matrix in step ii) of the
algorithm coincides with the matrix we determined above for the national
performance case. Therefore, it is easily verified that the equilibrium strategies
coincide. As a consequence, the resulting systems coincide too.

The cooperative case

First, we again consider the national performance case. Let := +(1 2 ) .
After substitution of the parameters we see that matrix (see Appendix
A.2) is given by:

=

2 2 ( ) ( ) 0
( ) ( 2 + 2) + 2 ( + )
( ) 2 ( 2 + 2) + ( + )
0 ( + ) ( + ) 2 2 + ( )
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So, with := 4, := 1[ 1 1 0], := 2 2, := ( )[1 1 0]
and

:=
( 2 + 2) + 2 ( + )
2 ( 2 + 2) + ( + )
( + ) ( + ) 2 2 + ( )

we can calculate the Hamiltonian of the system . Since all entries of this
matrix are scalar, it is easily verified that the negative eigenvalue equals :=p

( 1 )2 + 1 ( 1 ) and its corresponding eigenvec-

tor
1

( 1 + )

¸
From this, immediately results. Apart

from the determination of the inverse of things can be calculated straight-
forwardly now. Therefore, we conclude this part of the subsection with the
exposition of matrix 1 (from which the verification of correctness is left to
the reader). Introducing 1 := ( )( + ( + )2 ) + 2 2,

2 := ( 2( )2 2 ( )) and the determinant of , :=

1 , we have

1=
1 + 2 2 ( + )

2 1 + 2 ( + )
( + ) ( + ) ( ( + )2 + )

Next, we consider the aggregate performance case. Let := (1 2 ) . After
substitution of the parameters we see that matrix (see Appendix A.2) is
given by:

2 2 ( ) ( ) 0
( ) ( 2 + 2 + ) + ( + )2 2 + ( + )2 ( + )( + 2 )
( ) 2 + ( + )2 ( 2 + 2 + ) + ( + )2 ( + )( + 2 )
0 ( + )( + 2 ) ( + )( + 2 ) 2 2 + (4 2 + 2 )

From this, the matrices and result in a similar way as in the national
case. Introducing 1 := ( + 2 ) 2 + ( + ( + 2 )( + )2);

2 := 2( +2 )( )2 2 (2 + ( + )2) and := ( +( )2)
the determinant of , , is 2 1 and

1 =
2 + 2 1 2 ( + 2 )( + )

2 2 + 2 1 ( + 2 )( + )
( + 2 )( + ) ( + 2 )( + ) ( + ( + )2( + 2 ))

From this, it is easily verified (using the fact that 1 =
4
( )
2 ) that the

Hamiltonian equals 1
+( )2

"
4

1

2

2

4
( )2

2

2 2
4

#
Analogous to the na-

tional case it follows from this straightforwardly that the negative eigenvalue

is 4

+( )2
and = 4

+ (( )2+ )
2 2

1

.

The coalition form (1,2)

First, we consider again the national case. After substitution of the parameters
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we see that matrix (1 2) (see Appendix A.3) is given by:

(1 2) =
1

2

2 2 ( ) ( ) 0
( ) 2 + 2 + 2 ( + )
( ) 2 2 + 2 + ( + )
0 ( + ) ( + ) 2 2

Consequently,

:=
1

2

2 + 2 + 2 ( + )
2 2 + 2 + ( + )

2 ( + ) 2 ( + ) 4 2 + 2
(4.21)

Using the notation 1 (1 2) := ( + )2 + (2 2 + ) and 2 (1 2) :=
2(

)2 2 , elementary calculations show that the determinant of , , equals
1
4 1 (1 2) (1 2). Moreover,

1 equals:

1

2

1 (1 2) + 2 2 (1 2) 2 2 (1 2)
1
2 (1 2) ( + )

2 2 (1 2) 1 (1 2) + 2 2 (1 2)
1
2 (1 2) ( + )

(1 2) ( + ) (1 2) ( + ) (1 2)( + ( + )2)

Consequently,

=
4

1
2 1 ( ) 1 (1 2)

2
1 1 (1 2) 0

1
4
2

1 (1 2) 4 + 1
2 1 ( ) 1 (1 2) 0

1
2
2

1 (1 2) 1 ( ) 1 (1 2) 4

The eigenvalues of are 4, (1 2) and (1 2), with
2
(1 2) :=

2
4 +

4 1
4
( )+

1

(1 2)

=
2

4

(1 2)

. So, there is always a unique equilibrium. The with

(1 2) corresponding eigenvector is [
(1 2) 4

+2
1
( ) (1 2) (1 2)

2 2

1
2 1] . The

rest of the conclusions follow then immediately.
Next, we consider the aggregate performance case. After substitution of the
parameters in the algorithm described in Appendix A.3 we see that matrix G
coincides with (4.21) except for the last row which is multiplied by a factor
two. Consequently the determinant of , , equals 12 1 (1 2) (1 2). After some
elementary calculations we see that 1 equals:

1 (1 2) + 2 (1 2) 2 (1 2)
1
4 (1 2) ( + )

2 (1 2) 1 (1 2) + 2 (1 2)
1
4 (1 2) ( + )

(1 2) ( + ) (1 2) ( + ) 1
4 (1 2)( + ( + )2)

and matrix satisfies:

=
4 1 ( ) 1 (1 2) 2 2

1 1 (1 2) 0
1
2
2

1 (1 2) 4 + 1 ( ) 1 (1 2) 0
0 0 4

From this it is easily deduced that the only negative eigenvalue (1 2)

coincides with (1 2). Moreover, it is also easily verified that the corresponding
and strategies coincide with the national case.
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Appendix C

Proof of Lemma 2:

i) To show that 5 (1 2), we note that

2
(1 2)

2 = 2
4 + ( )2

2
4 + ( )2

= 2
4

( )2( )

( + ( )2)( + ( )2)

= 0

ii) First note that, using the equality 4( ) = 2 1, can be rewritten
as:

1
2 4( )( + ) + k 4k

q
(12( + )( ) + 2 )2 + 2 ( )2

2( ( ) + )

Consequently,

2 2 = 2
4{

1
2(

2 2)2 + 4

4 2
}+

2
4

( 2 2)
q
(12 (

2 2) + 2 )2 + 2 ( )2

4 2

= : 1 + 2

Since 2 = 0, it is obvious that if 1 in the above expression is negative
also 2 2 = 0. Next, assume that 1 is positive. Then,

2 2 = 0
if and only if 2

2
2
1 = 0. Elementary calculations show that

2
2

2
1 =

4
4

2 2 { ( )2 +
1

4
( 2 2)2 }

=
4
4 ( )3

2 2 {
2

4
(3 + ) ( ( ) 2 )

+
1

4
( )( + )2}

=
4
4 ( )3

2 2 {
1

4
(2 )( (3 2 ) + (2 + ) )

+
1

4
( )( + )2}

Obviously, this last expression is positive, if 3 2 = 0, which concludes
the proof.
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iii) For the non-cooperative case, one can show this result along the lines of
the analysis we performed in Chapter 3. The proof of the other two cases
is found by straightforward di erentiation.

iv)

2 2 =
2
4

+ ( )2

2
4

+ ( )2

=
2
4

+ ( )2 + ( )2
( )2(1 2 )

= 0

2

Proof of Lemma 3:
i) From the cost functional (4.20) we have that

=
1

4

2(0)
{ ( + ( ))2 ( + ( ))2}

Since, = 4
+
2

1

{ } and 4( ) = 2 1 we have

sgn( ) = sgn( (2 1 + ( 4 + )( ))2

(2 1 + ( 4 + )( ))2)

= sgn(( ) ( )2)

= sgn( )

ii) From (4.19) we have that

(1 2) =
1

4

2(0)

(1 2)
{ (1 2)(( + ( ))2 + 2 )

(( + (1 2)( ))2 + 2
(1 2) )}

Using again the facts that = 4
+
2

1

{ (1 2)} and 4( ) = 2 1

we have that sgn( (1 2)) can be rewritten as:

sgn( (1 2)(
2 ( )2 + ( 4 + )2 ) ( 2

(1 2)( )2 + ( 4 + (1 2))
2 )) =

sgn( 2
4 ( (1 2) ) + (( )2 + )( (1 2)

2 2
(1 2))) =

= sgn(( (1 2))(
2
4 + (( )2 + ) (1 2) ))

From Lemma 2.i) we therefore conclude that sgn( (1 2)) = sgn(
2
4

(( )2 + ) (1 2) ). Since 2
(1 2) =

2
4

(1 2)

and 2 = 2
4 , we finally

have

sgn( (1 2)) = sgn( 4
4
2(1

(1 2)
))

= sgn(( )( )2) = 0

which concludes the proof. 2
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Chapter 5

Endogenous Coalition
Formation Concepts

5.1 Introduction

The recent large interest in endogenous coalition formation theory was boosted
by several factors. International agreements among nations are more and more
important in the globalizing economy. Examples of transnational issues range
from economic cooperation, migration liberalization, technological cooperation
and so on, to environmental protection. Especially studies on this last issue
delivered very interesting developments in the endogenous coalition formation
theory.1 The common characteristic of all these problems is that welfare of each
country depends not only on its own actions but also on actions of other nations.
In other words, actions of each agent induce externalities, which can (but does
not have to) deliver strong incentives to cooperate. Apart from international
agreements, endogenous coalition formation theory has been utilized in vari-
ous other important research fields, such as R&D, creation of oligopolies, etc.
Again, the common feature of all these settings are externalities from coalition

welfare.

In order to understand the logic of coalition formation in the presence
the economic literature has followed two main directions:

cooperative games and non-cooperative games. In cooperative game theory,
the focus of analysis lies on the so-called grand coalition of players and on
the characteristic function (i.e. termining the total net
benefits that the grand coalition can share), whereas non-cooperative game
theory focuses on individual agents, who maximize their own welfare, subject
to the individual welfare maximizing behaviour other

1See, for instance, Finus (2001, 2003), Eyckmans and Finus (2003), Carraro and Siniscalco
(1998).
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on we follow this latter approach, assuming that each player (a fiscal player
mize her own

welfare. Moreover, we assume that there is no central body that supervises
coalition formation, which is consistent with the current EU/EMU

design implying that there is no institution which is directly respon-
sible for coordination of macroeconomic policies. Consequently, all the possible
cooperation agreements between di erent agents (countries and the CBs) must
be self-enforcing, i.e. must be profitable for all the signatories.
The central problem of cooperation is free-riding. Two types of free-riding

can be distinguished (see Finus (2003)). The first one relates to the situation
when a player joins an agreement but does not comply with its rules, which
brings her higher profits in relation to her inputs. The second type of free-riding
comes from externalities from coalition formation, which can deliver incentives
for a country to stay outside an agreement but still get profits from it. In this
book, we focus on the latter type of free-riding. Models of coalition formation
that regard this type of free-riding are called the ’new coalition theory’ by Finus
(2003) and they will be discussed in this chapter. For clarity, the first type of
free-riding will be neglected, i.e. it is assumed that binding agreements to
cooperate signed by players (coalitions) are fully enforceable.
Unfortunately, game theory is far from having achieved a well-defined non-

cooperative theory of coalition formation under general assumptions and def-
initions. Therefore, there are several stability concepts and rules of coalition
formation and each combination of them may lead to (a) di erent equilibrium
coalition structure(s). These concepts and rules are based on di erent initial
assumptions and, in our context, can be interpreted as di erent institutional
settings of an MU. In other words, our game-theoretic analysis intends to ex-
amine di erent institutional settings, in which a coordination of monetary and
fiscal policies takes place, and derive from that sound policy recommendations.

5.2 General setting and definitions

Assume that players from the set = {1 2 } take part in a game in which
(possibly multiple) coalitions may be created. A coalition is any non-empty
subset of . Therefore, is a coalition if and 6= . The cardinality
of a coalition is the number of players in this coalition and will be denoted
by | |. If player

Definition 5.1 A coalition structure := { 1 2 } is a partition of the
player set into coalitions; hence, it satisfies:

6= for = 1 2 ; =1 = and = if 6=

CHAPTER 5
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We denote by the set of all possible coalition structures and we abbreviate
a coalition structure by CS.
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Remark 5.1 (Number of coalition structures) The number of all possible
coalition structures is a function of = | | and can be obtained from the Bell
numbers. The Bell number is equal to the number of ways a set of elements
can be partitioned into non-empty subsets. The following Dobinski’s formula is

one way to compute Bell numbers (Comtet (1974)): = 1
P
=0

!

Note that, in particular, coalitions of cardinality one are singletons. They
will also be referred to as trivial coalitions, whereas all the other coalitions,
i.e. those for which | | = 2, will be referred to as non-trivial coalitions. To
simplify the presentation of CSs we will use the following shorthand notation:
[ 1| 2| | ] where is represented by the sequence of players that belong to
this coalition. For example: [123|4|56] stands for {(1,2,3),4,(5,6)}. Sometimes,
to indicate di erent characteristics of players (countries and central banks) we
will denote them by e.g. 1 and . However, to abbreviate notation we will
still use notation in natural numbers while reporting CSs. For instance, for
the set of players defined as := { 1 2 } we will denote a CS made of
one coalition consisting of all the players by [123] Notations [ 1 2 ] and
{( 1 2 )} will also be possible, depending on the context.

Example 5.1 Let = {1 2 3 4} Listing all the possible partitions of the set
into coalitions, we obtain: [1234] [123|4] [124|3] [134|2] [1|234] [12|3|4]

[13|2|4] [14|2|3] [23|1|4] [24|1|3] [1|2|34] [12|34] [13|24] [14|23] [1|2|3|4] In-
deed, using simple recursive software to compute Dobinski’s formula we obtain:

4 = 15 It is very characteristic that the number of possible partitions in-
creases extremely quickly with an increase of . For = | | = 1 2 15,
we have the following numbers of coalitions according to Dobinski’s formula:

1 = 1 2 = 2 3 = 5 4 = 15 5 = 52; 6 = 203 7 = 877 8 = 4140;

9 = 21147 10 = 115975 11 = 678570 12 = 4213597 13 = 27644437;

14 = 190899322 15 = 1382958545

It is clear that an examination of all possible CSs for 10 is a hope-
less task, and the researcher should choose and restrict her attention to the
most probable CSs. One may assume that all the parties, negotiating any in-
ternational settlement, start talks with some pre-assumptions about preferable
coalitions. It is rather unusual to assume that for a high number of players all

in the EU negotiations each player considers 25 ' 4638590332230000000 CSs,
which is not realistic. Consequently, throughout the book for 2 we will study
only those CSs which we consider relevant in our MU setting. We will (usually)
exclude, for instance, the possibility to create a coalition between the CB of an
MU and the central bank of a country which is outside the MU.

Definition 5.2 (Full and reduced set of feasible coalition structures)Let
be the set of feasible coalition structures for the coalition formation game of
= {1 2 } players. Then:

ENDOGENOUS COALITION FORMATION CONCEPTS
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a) If | | = we will call the full set of feasible coalition structures and
denote it by
b) If | | we will call the reduced set of feasible coalition structures

and denote it by
We have If we just use the symbol it means that we do not

make a distinction between and

Note, however, that not all reduced sets of feasible CSs meet the (implicit)
assumption of independence of players. For example, if the coalition formation
game is defined in such a way that the resulting = {[12|3|4] [12|34]}, then
players 1 and 2 are, in fact, forced to play cooperatively. We assume that this
cannot be the case. If such situation occurs players 1 and 2 will be modelled
as one player in the coalition formation game. A direct consequence of this
assumption is that if [12|3|4] then also [1|2|3|4] must belong to ; that is
players 1 and 2 have a possibility not to cooperate. We call this property of the
(possibly reduced) set of feasible coalition structure the independence property.
The formal definition is as follows:

Definition 5.3 (Independence property) Let = { 1 } be the (pos-
sibly reduced) set of feasible coalition structures for the coalition formation
game. has the independence property if for every = { 1 2 1

+1 } = 1 and every non-trivial coalition =
( 1 2 ) (where = 1 ; 5 and 1 2 indicate
arbitrary players creating the coalition ) there exists a coalition struc-
ture = { 1 2 1 ( 1) ( 2) ( ) +1 } that belongs to
6=

Definition 5.4 (Independent coalition structure) oalition structure
from Definition 5.3, will be called the independent coalition structure of w.r.t.

and will be denoted by ( )

There are two special CSs:

1. A CS which consists of only singletons, [1|2| | ], will be called the
non-cooperative CS, or the non-cooperative regime, and will be abbrevi-
ated by .

2. A CS which consists of only one coalition, which is made of all players.
This will be called the full cooperative CS, the full cooperative regime, or
full coalition and will be abbreviated by

All the other CSs will be called partial cooperation CSs (or partial cooper-
ation regimes).

Per-membership partition function In Section 2.6 of Chapter 2 we have
already presented an LQ 3-player game with partial coalitions, where we derived
cooperative and non-cooperative optimal strategies. Having computed these

CHAPTER 5
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optimal strategies for every desired coalition we introduced in Chapter 4 some
coalition formation concepts. We will elaboratenow the in more detail.
In fact, our game can be divided into two stages (is a two-stage game). In
the first stage, all policymakers decide to sign or not the (possibly multiple)
cooperation agreement(s). In the second stage, when coalitions are already
formed, inside each coalition, policymakers act cooperatively by sharing their
loss function in order to maximize the coalitional surplus whereas coalitions
(and/or singletons) compete with each other in a non-cooperative way The
second stage of the game is assumed to have a unique Nash equilibrium for any
division of players into coalitions. Under these assumptions, the second stage

of the game can be reduced to the first stage of the game with known payo s
for every feasible CS. The study of coalition formation consists of the study of

the first stage of the game where the agreement is negotiated (see Yi (1997)).
Following the approach described above, policymakers facing a stabilization

problem(an initial shock) play a two-stage game, in Figure 5.1. In the
first stage ( = 1) — the coalition game — they decide non-cooperatively whether
or not to sign the agreement about policy coordination after a price shock
observed at = 0. In the second stage ( = 2) — the stabilization game — they
play the non-cooperative Nash game, where the policymakers who sign the
agreement play as a single player sharing a common loss function.

Figure 5.1

a price shock is fiscal authorities coalitions and

observed by all negotiate singletons act

policymakers binding agreements non-cooperatively

–—+––––––––—+––––––––—+––B
0 1 2 t

In order to reduce the game to a partition form, we need to assume that
binding agreements can be written, i.e. once all the coalitions are formed,
policymakers cannot deviate in the second stage of the game. In other words, in
the second stage of the game agents belonging to a certain coalition have to play
cooperatively for the whole time horizon until output and price stabilization is
reached. We also assume that a transfer mechanism, which compensates those
agents who may lose by joining (leaving) the coalition (e.g. side-payments), does
not exist. Though this assumption can be removed along the lines of Chapter
4, seems compatible with an MU context, where a transfer mechanism is
di cult to be designed.2

The players’ payo , derived in the second stage of the game, depends on the
particular CS created by the players. In other words, to each CS corresponds

2A transfer mechanism is analyzed in Chapter 3 (see also Casella (1999) and Engwerda et
al. (2002)).
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a payo derived in the second stage of the game. The set of all possible pay-
o vectors will be denoted by and player 0s particular loss in coalition
structure by ( ). Now, we can define the concept of the per-membership
partition function:

Definition 5.5(Per-membershippartition function)Aper-membershippar-
tition function is a mapping : , which associates to each coalition
structure a vector of individual payo s/losses ( ) 3

A per-membership partition function can be defined in terms of payo s or
losses. Throughout the book we will represent the partition function in the
form of a table. For instance, Example 5.2 shows the partition function for a
four-player game with the full set of feasible CSs:

Example 5.2 (Partition function)A partition function for the 4-player coali-
tion formation game:

Table 5.1 Partition function4

1 2 3 4 5

[1234] [123|4] [124|3] [134|2] [1|234]
1 1 2 7 2 3
2 5 2 1 3 4
3 3 1 4 1 11
4 2 4 7 5 4

6 7 8 9 10

[12|3|4] [13|2|4] [14|2|3] [23|1|4] [24|1|3]
1 8 3 3 3 2
2 6 2 1 5 4
3 3 4 9 3 1
4 11 10 3 2 4

11 12 13 14 15

[1|2|34] [12|34] [13|24] [14|23] [1|2|3|4]
1 7 2 3 8 16
2 1 3 4 5 21
3 4 1 11 5 4
4 7 5 4 21 1

Externalities from coalition formation Table 5.1 reports losses; hence,
lower values are preferable to higher values. Looking at Table 5.1, we see that
each player’s loss depends on the particular CS. In other words, it matters for
a player not only in which coalition she participates but also which coalitions
other players create. Consider, for instance, Player 3loss

CSs. We have 3( 6 := [12|3|4]) = 3 and 3( 8 := [14|2|3]) = 9

3Note that values of ( ) are obtained in the second stage of the game; hence, they equal
( ), which are for the first time defined in Chapter 2.
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means that for 3 it is relevant whether 1cooperates with 2 or with 4
Dependence of payo s on the cooperative/non-cooperative decision of the other
player(s) is called an externality from a coalition formation. A partition function
form of a game is a very convenient form to model and study such externalities
from coalition formation. Yi ((1997), p. 202) summarizes that in the following
way: “(...) a partition function (...) assigns a pay-o to each coalition in a
coalition structure as a function of the entire coalition structure, not just the
coalition in question. Thus, an important novelty of these models is that they
can capture the possibilities of externalities across coalitions. In the traditional
characteristic function approach, as in Aumann and Drèze (1974) and Shenoy
(1979), these externalities across coalitions are assumed not to be present.”
The main question, which endogenous coalition formation intends to answer,

is to point out those CSs in the game, which are stable (i.e. are supported by an
assumed equilibrium concept). In Table 5.1 1 prefers to create [1234] 2 is
indi erent between [124|3] [14|2|3] or [1|2|34] 3 is indi erent between [123|4]
[134|2] [24|1|3] or [12|34] and 4 prefers the non-cooperative CS: [1|2|3|4] If we
assume that transfers are impossible, what will be the outcome of negotiations
between players? It is obvious that without any further assumptions about the
rules, the game in Table 5.1 cannot be solved, since every player prefers di erent
CSs. After all, each player could stick to her first-best choice and there would be
no cooperation at all. Does it mean that the outcome would be 15 = [1|2|3|4]?
We cannot come to this conclusion as non-cooperation is also never satisfactory
for 1, 2, and 3. Hence, when the current state of a airs is non-cooperation,
these players would look for another solution, and come back to non-
cooperation, and so on.
There can be two special (extreme) cases of games with externalities - positive

and negative externality games.

Definition 5.6 (Positive/negative externality games) The following three
conditions characterize a positive (negative) externality game:
(a) Assume that coalition structure 0 was created from coalition structure
6= 0 by a merge of certain (possibly also trivial) coalitions that consist of
players, By this merge larger coalitions were created. In the game

of positive (negative) externalities it always holds that all the players who are
not involved in the merge are better (worse) o . More formally, if the per-
membership partition function ( ) is defined in terms of losses: ( 0) 5 ( )
( ( 0) = ( )) for \ .
(b) Members of smaller coalitions are better (worse) o than members of

larger coalitions for any given coalition structure (Finus (2001), p. 287); and
(c) If a member of a certain coalition leaves its coalition to join a larger

or equal-sized coalition , then the other members of the coalition are better
(worse) o .

In short, we have a positive externality game when a creation (a merge) of
some coalitions in a certain CS makes other players, who are not involved in a
merge, better o . For a negative externality game the opposite holds. Exam-
ples of a positive externality are output cartels in oligopoly and public

ENDOGENOUS COALITION FORMATION CONCEPTS
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coalitions (see Yi (1997)), like environmental coalitions. Examples of
negative externalities are Research Joint Ventures between the inventor and
important users of knowledge: the leakage of knowledge is prevented by inter

nalizing the negative e ects of knowledge spillovers from the viewpoint of the
inventor. Another example of a negative externality game is a customs union.
However, it has to be noted that in many games of our interest, coalition

formation creates both negative and positive externalities for non-members.
Such games will be called henceforth mixed externality games.

Definition 5.7 (Mixed externality game) A mixed externality game is a
game which is neither a positive nor a negative externality game.

Example 5.3 The game in Example 5.2 is an example of a mixed externality
game. The reader can verify this by applying both definitions of positive and
negative externalities. For instance, when 1 and 2 form coalition ( 1 2)
player 3 becomes better o , since 3([ 1 2| 3| 4]) = 3 However, if 1 and
4 create coalition ( 1 4), then 3 becomes worse o , since 3([ 1 4| 2| 3])=

9 Clearly, neither the definition of a positive nor a negative externality game
applies.

Each player has an own strategy space Its exact definition depends
on the particular form of the coalition game and will be reported accordingly.
The total strategy space is defined as the product of all players’ strategy spaces,
or := 1 × 2 × × An element of the total strategy space will
be called a strategy vector.

Definition 5.8 (Coalition function) A function that maps each strategy vec-
tor into a CS is called a coalition function and is denoted by ( )
Hence, we have : or = ( ).

Using these concepts we can formalize the notion of a coalition formation
game:

Definition 5.9 (Coalition formation game) A coalition formation game is
characterized by:
- players ,
- strategy vectors ,
- coalition function ( ); and
- payo vectors ( = ( ))
and will be denoted by ( ( )) where = ( )

Note that strategy spaces/vectors and coalition functions imply rules of coali-
tion formation. Sometimes we will be interested in certain characteristics of the
coalition formation game which are independent of payo s but will not be inter-
ested in the particular values of the per-membership partition function. Hence,
we define the following concept of a class of coalition formation games:

CHAPTER 5
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Definition 5.10 (Class of coalition formation games) The class of coali-
tion formation games consists of all the games, which:

1. are based on the same rules of coalition formation (i.e. the same strategy
spaces/vectors and the coalition function), and

2. are played by the same set of players but can be di erent w.r.t. the
specific values ( ) of the per-membership partition function.

The class of coalition formation games will be denoted as ( ( )) or
.

Simultaneous and sequential games A decision to create (a) certain
coalition(s) can be made by players simultaneously or sequentially. Intuitively,
in the simultaneous case, players do not know other players’ decisions while
choosing their own strategy at the moment the game is played.5 On the contrary,
in the sequential games utilized in this book, players at a certain stage of the
game have full information about its history.

Single- and multiple-agreement games Depending on the problem
considered, single-agreement or multiple-agreement assumptions can be made.
In the latter approach it is assumed that in a particular CS there can be more
than one non-trivial coalition. In contrast, the single-agreement approach im-
poses the restriction that only one (non-trivial) coalition may be created. Hence,
the players’ strategy space consists of two decisions: cooperate and not co-
operate, or = {cooperate, not cooperate}, and all the players who decide
not to cooperate play as singletons. Formally, a single-agreement CS can be
represented as: [ ˜| singletons ] where ˜ is a coalition created by the (single)
agreement.

Example 5.4 If all 15 CSs from the previous 4-player Example 5.2 are taken
into account we have a multiple-agreement game, as [12|34] [13|24] [14|23] are
multiple-agreement CSs. However, when these 3 CSs are excluded, we have a
single-agreement game which consist of 12 CSs: [1234] [123|4] [124|3] [134|2]
[1|234] [12|3|4] [13|2|4] [14|2|3] [23|1|4] [24|1|3] [1|2|34] [1|2|3|4]

Single-agreement games were extensively studied in the context of interna-
tional environmental agreements. For instance, the Kyoto protocol was de-
signed as a club, to which each country has a free access. Clearly, this may be
modelled as a single-agreement game. The example above shows that CSs of
single-agreement games are a subset of multiple-agreement CSs. Consequently,
single-agreement games do not have to be discussed separately, but we will study
this approach first due to its relative simplicity.

5While choosing her strategy a player in a simultaneous perfect-information game knows all
the possible strategies of opponents but does not know which exact combination of strategies
will be actually played by them.

ENDOGENOUS COALITION FORMATION CONCEPTS
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Equilibrium Concepts Certain assumptions like single- vs. multiple-
agreement CSs or simultaneous vs. sequential decision making are called rules of
coalition formation. To define an endogenous coalition formation game we have
to list all assumptions on rules of coalition formation in this game. These rules
should be distinguished from equilibrium concepts, which concern the choice of
an optimal strategy of players in the assumed framework (of rules). This dis-
tinction is very important for sound policy recommendations. 6 In the endogenous
coalition formation literature the equilibrium (stable) CSs are often determined
by the following equilibrium concepts: Nash Equilibrium ( ), Strong Nash
Equilibrium, and Coalitional-Proof Nash Equilibrium. All of them may be uti-
lized for games discussed in this chapter; however, we are going to concentrate
on the concept of .7

Definition 5.11 (Stability of a coalition structure) A coalition structure
is said to be stable if there exists a coalition strategy generating

such that for all and for all with
¡ ¢

it holds that
Â where = ( ) and = ( ) In other words, is stable

if and only if it can be supported by an announcement strategy vector that
constitutes a Nash Equilibrium in the coalition formation game.8

We will denote stable coalition structures as , where will be replaced
by the particular name of the game.

5.3 Single-agreement games

5.3.1 External and internal stability

In this section we will discuss in more detail the concepts of internal and external
stability, which already been applied in Chapter 4. We will use the follow
ing simple single-agreement game as an illustration:

6As Finus (2003) writes "for analytical reasons but also to derive sound policy recommen-
dations it is crucial to distinguish between the rules of coalition formation and the equilibrium
concepts applied to determine the outcome in a coalition game".

7For this definition and for detailed discussion of the other two concepts, see Finus and
Rundshagen (2002). Less formally, the occurs if all players have chosen such strategies
that no one player can increase her payo by unilaterally deviating from her chosen strategy.

8By writing that for player Â we mean that the coalition structure is
preferred by a particular player to coalition structure w.r.t. payo s/losses (i.e. ( )
( ) if the per-membership coalition function is defined in terms of payo s or ( ) ( )

if the per-membership coalition function is defined in terms of losses). For the opposite
holds.
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Table 5.2 Losses for a simple coalition formation game

1 2 3 4 5

[123] [12|3] [13|2] [1|23] [1|2|3]
1 1 2 7 2 3
2 5 2 1 3 6
3 3 5 4 1 9

First, consider 1, which is the full cooperative CS, or the full coalition. Each
player considers to leave the full coalition assuming that all the other players do
not change their strategies and do not leave the remaining coalition. It means,
for instance, that a possible CS without 11 is perceived by this player
as a change of the coalition structure from 1 = [123] to 4 = [1|23]. Similarly,
for 2 and 3 the abandonment of the full coalition means a from

1 to 3 = [13|2] and 2 = [12|3] respectively. Would these changes take
place? In fact, 1( 4) 1( 1) 2( 3) 2( 1) and 3( 2) 3( 1),
which means that the abandonment of the full coalition is preferred only by 2,
whereas the other players do not consider it to be profitable. However, we
may conclude that CS 1 cannot be a stable agreement as there is at least one
player (here 2) who would not like to sign it. More precisely, we may say
that 1 is not internally stable, as the instability is caused by players inside the
coalition. Next consider 4 := [1|23] If any of the players 2 or 3 leaves the
coalition (2 3) then 5 emerges. However, both prefer 4 to 5 and, therefore,
this coalition is internally stable. Nevertheless, we see that 1 would prefer to
join coalition (2 3) in order to create the full coalition ( 1). Again, it makes 4

unstable. This kind of instability is called external, since a player from outside
causes instability by joining an existing coalition. Formal definitions of internal
and external stability are the following:

Consider a single-agreement
game ( ( )) with = ( ) and per-membership partition function ( )
defined in terms of losses. A coalition structure := [ ˆ| singletons] is:
(a) internally stable if and only if ([ ˆ|singletons]) 5 ([ ˆ |singletons| ])

for all ˆ; and
(b) externally stable if and only if ([ ˆ|singletons]) ([ ˆ { }|singletons ])

for all singletons.

The above definition of stability coincides with the definition of a stable
cartel provided in the oligopoly literature (see d’Aspremont et al. (1983)). In
other words, when leaving a coalition, each agent assumes that the other agents
belonging to this coalition do not follow her. Therefore, this assumption is
equivalent to the assumption of the Nash conjectures in a simultaneous oligopoly
game where a player assumes no change in the other players’ decision variable
when she modifies her own decision variable.
Some points should be stressed here. First of all, as it has already been said,

players, while considering to change decisions, assume that all the other players
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do stick to their strategies. Second, players are myopic, i.e. they do not look
further than one step ahead. For instance, in Table 5.2 player 2 does not care
whether 4 is stable, when deciding to abandon 1 If this assumption on myopic
behaviour is waived and players anticipate next possible changes, we will have a
game with farsightedness. Third, it is assumed that when considering external
stability, players can freely join a coalition, which is called an open-membership
assumption.
The main drawback of the concepts of internal and external stability pre-

sented above is that they are suitable only for single-agreement games. Conse-
quently, we propose other concepts of CS stability, which can also be utilized
for multiple-agreement games.

5.4 Multiple-agreement games

5.4.1 Simultaneous games - classic setting

Open-membership game

The Open-Membership Game (OMG) was introduced by Yi and Shin (1995).
Players simultaneously make their decisions by announcing a message. Coali-
tions are created by those players who announce the same message. The basic
assumption of the OMG is that insiders cannot exclude outsiders from joining a
coalition (open-membership assumption). Thus, every player is entitled to join
whatever coalition she wants including trivial ones.9

Definition 5.13 (Open-Membership Game) Each player = {1 }
announces a message :=

©
¯ ¯ ¯

ª
10 Players who announce the

same message form a coalition, i.e. the coalition function ( ) maps the
strategy vector := [ 1 ] into a coalition structure :=
{ 1 2 } according to the rule: = { } { | = }

The open-membership game will be denoted by OMG( ( ) ( )) or
by OMG and the class of open-membership games by OMG( ( )) or
by OMG .

9 In fact, due to the open-membership assumption the OMG is very close to the internal
and external stability concepts.

10The cardinality of a strategy space in the OMG is assumed to be equal to or higher
than the number of players, or | | = This assumption is made because, when | | it
would be impossible for players to announce a combination of messages to create a coalition
structure of singletons. Moreover, we assume that 1 = 2 = =

CHAPTER 5



157

Table 5.3 Example of a coalition function for the OMG
2 2 2

¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯
¯

1 3 3 2 4 5 2 5 4

1 ¯
4 2 5 3 1 3 5 2 4

¯
4 5 2 5 4 2 3 3 1

¯ ¯ ¯

3

Example 5.5 Consider a three-player game ( = {1 2 3}) with strategy spaces
defined as =1 2 3 := { ¯ ¯ ¯} Then, 5 CSs can be created out of 3 players
(see e.g. Table 5.2). Table 5.3 presents the coalition function in its strategic
representation and is constructed in the following way. When players simul-
taneously announce 1 = ¯

2 = ¯
3 = ¯ the 2 = {12|3} forms. If the

third player changes her message to 3 = ¯ the 1 = {123} forms, and so
on. Note that there are usually many combinations of players’ actions that sup-
port a certain CS. For instance, 1 is supported by

©
¯ ¯ ¯

ª ©
¯ ¯ ¯

ª
and©

¯ ¯ ¯
ª

Next, assume that the game is characterized by the per-membership partition
function as in Table 5.2. Substituting losses into Table 5.3 we obtain Table 5.4.
Now we can look for an in this game:

Table 5.4 Example of the strategic representation of the OMG11

2 2 2
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

¯ 1 5 3 7 1 4 7 1 4 2 2 5 2 3 1 3 6 9 2 2 5 3 6 9 2 3 1
1 ¯ 2 3 1 2 2 5 3 6 9 7 1 4 1 5 3 7 1 4 3 6 9 2 2 5 2 3 1

¯ 2 3 1 3 6 9 2 2 5 3 6 9 2 3 1 2 2 5 7 1 4 7 1 4 1 5 3
¯ ¯ ¯

3

It is not di cult to show that there is no in the game of Table 5.4. In
other words, for the OMG considered, there are no stable CSs, or =
Note that player’s payo s may be equal in many di erent coalitions. Conse-

quently, to define a game completely we have to characterize player’s preferences
in a situation when indi erent w.r.t. We call this distinction
assumptions.

Definition 5.14 (Distinction assumptions) If a player in her choice is in-
di erent between two di erent coalitions, then we make the following set of
distinction assumptions:

1. A player always prefers a larger coalition to a smaller one (the size
assumption) and

11Per-membership partition function in terms of losses.
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2. If a player is in a non-trivial coalition and has a possibility to alter her
strategy to be in another coalition of equal size, then this player prefers to stay
in the present coalition (the status quo assumption).

While looking for a NE we always compare only pairs of payo s/coalitions.
Hence, the distinction assumptions completely define preferences of a player in
the case when she is indi erent between two coalitions w.r.t. payo s.

Example 5.6 If 1 is indi erent w.r.t. losses between coalitions (1,7,8) and
(1,2), then she prefers (1,7,8) to (1,2) due to the size assumption. If 1 being
in (1,7) is indi erent w.r.t. losses between coalitions (1,7) and (1,2), then she
prefers to stay in (1,7) due to the status quo assumption.

Restricted open-membership game

The main drawback of the OMG is that players cannot play as singletons even
if they wish. For that reason the concept of the Restricted Open-Membership
Game (ROMG), suggested by Bloch (1997) and formalized by Rundshagen
(2002), was introduced which aims to remove this deficiency. Only a slight
modification of the OMG definition is required, i.e. enlargement of player ’s
strategy space by the message that announces her preference of playing non-
cooperatively. Technically, it can be done by enlarging each by a message
{0̄} Hence, when player announces message = {0̄} it means that she wants
to play as a singleton, and nobody else can create a coalition with her.

Definition 5.15 (Restricted -Open Membership Game (ROMG)) Each
player = {1 } announces a message :=

©
¯ ¯ ¯ 0̄

ª
Players who announce the same message form a coalition unless this message is
{0̄}. In this case, at least those players who announced {0̄} play as singletons. A
coalition function ( ) maps the strategy vector := [ 1 ]

into a coalition structure := { 1 2 } according to the rule:
= { } { | = 6= {0̄}}

The restricted open-membership game will be denoted by ROMG( ( )
( )) or by ROMG and the class of restricted open-membership games by ROMG(

( )) or by ROMG

Example 5.7 Consideragain the game from Example 5.5, where to each player’s
strategy space we add a message 0̄. Table 5.5 depicts the strategic representa-
tion for this game. The only is {0̄ 0̄ 0̄}, which supports CS 5, in which
all players play non-cooperatively. Note that it is enough to find one NE that
supports a certain CS to conclude that this CS is stable.
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Table 5.5 Example of the ROMG (strategic representation)12

2 2
¯ ¯ ¯ 0̄ ¯ ¯ ¯ 0̄

¯ 1 5 3 7 1 4 7 1 4 7 1 4 2 2 5 2 3 1 3 6 9 3 6 9
1 ¯ 2 3 1 3 6 9 3 6 9 3 6 9 7 1 4 1 5 3 7 1 4 7 1 4

¯ 2 3 1 2 2 5 3 6 9 3 6 9 3 6 9 2 3 1 2 2 5 3 6 9
0̄ 2 3 1 3 6 9 2 2 5 3 6 9 3 6 9 2 3 1 2 3 1 3 6 9

¯ ¯

3

2 2
¯ ¯ ¯ 0̄ ¯ ¯ ¯ 0̄

¯ 2 2 5 3 6 9 2 3 1 3 6 9 2 2 5 3 6 9 3 6 9 3 6 9
1 ¯ 3 6 9 2 2 5 2 3 1 3 6 9 3 6 9 2 2 5 3 6 9 3 6 9

¯ 7 1 4 7 1 4 1 5 3 7 1 4 3 6 9 3 6 9 2 2 5 3 6 9
0̄ 3 6 9 3 6 9 2 3 1 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9

¯ 0̄
3

The result of the above example is not surprising. In every ROMG a
non-cooperative CS is always stable. It comes from the definition of this game,
where it is assumed that players are not allowed to join singletons. Hence, when
all the players announce message 0̄ no player can unilaterally change the non-
cooperative CS that emerges, since there is no coalition to join. This property of
the ROMG game is visible in Table 5.5 in the bottom-right box, where =
{0̄ 0̄ 0̄} is found. The change of 10 message to any other than 0̄ cannot change
the CS 5 (we move along the last column of the bottom-right box of Table 5.5).
Similarly, the change of 20 message cannot alter the situation (we move along
the last row of the bottom-right box of Table 5.5). Finally, to check the ability
of 3 to successfully change her initial strategy we compare a bottom-right cell
of each of the four boxes. Also here no change of the non-cooperative CS is
possible. Hence, in our example = { 5}
The EMU, established by the Maastricht Treaty ((1991); see Chapter 1),

may be considered as an example of a n (R)OMG.

Exclusive-membership game

The concept of Exclusive-Membership Games (EMG ) was introduced by Hart
and Kurz (1983) and belongs to the class of games with unanimous agreement.
The first definition presented below is of the form proposed by Eyckmans and
Finus (2003) and corresponds to the -game of Hart and Kurz (1983). All the
players simultaneously announce the composition of a coalition they want to
form, under the condition that the player belongs to the coalition which she
announces. More formally = { | }. In particular, it can be a trivial
coalition, i.e. = { } In the -game a coalition is formed by those players who
want to play together, even if not all the players from the proposed coalitions

12Per-membership partition function in terms of losses.
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actually want it. For example, when 1 = 2 = (1 2 3) 3 = (3) 4 = (4 5 6)
and 5 = 6 = (5 6) the outcome is [12|3|4|56] Players 1 and 2 propose the
coalition they both belong to and therefore form it. Player 3 decided to play
non-cooperatively and therefore plays it, as she cannot be forced to cooperation
with players 1 and 2. Player 4 remains a singleton as players 5 and 6 did not
include her to a proposed coalition.

Definition 5.16 (Exclusive-Membership Game ( -version))The strategy
space of a player = {1 } is given by messages that correspond to
all the possible combinations of players forming coalitions of which player is
part of (including trivial ones). More formally: = { | } A coali-

tion function ( )( ) maps a strategy vector := [ 1 ]
into a coalition structure := { 1 2 }, according to the rule:
= { } { | = }

The exclusive-membership game will be denoted by EMG( ( )( ) ( ))

or by EMG( ) and the class of exclusive-membership games by EMG( ( )( ))

or by EMG ( ).

Table 5.6 Example of an EMG( - version, strategic representation)13

2 2
1
2

2
2

3
2

4
2

1
2

2
2

3
2

4
2

1
1 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9

1 2
1 3 6 9 2 2 5 3 6 9 3 6 9 3 6 9 2 2 5 3 6 9 3 6 9
3
1 3 6 9 3 6 9 3 6 9 3 6 9 7 1 4 7 1 4 7 1 4 7 1 4
4
1 3 6 9 3 6 9 3 6 9 2 2 5 3 6 9 3 6 9 3 6 9 2 2 5

1
3

2
3

3

2 2
1
2

2
2

3
2

4
2

1
2

2
2

3
2

4
2

1
1 3 6 9 3 6 9 2 3 1 3 6 9 3 6 9 3 6 9 3 6 9 2 3 1

1 2
1 3 6 9 2 2 5 2 3 1 3 6 9 3 6 9 2 2 5 3 6 9 2 3 1
3
1 3 6 9 3 6 9 2 3 1 3 6 9 3 6 9 3 6 9 3 6 9 2 3 1
4
1 3 6 9 3 6 9 2 3 1 2 2 5 7 1 4 7 1 4 7 1 4 1 5 3

3
3

4
3

3

Example 5.8 Consider again the game from Example 5.5 but define the strat-
egy spaces as:

1 :=
©

1
1 := (1)

2
1 := (1 2)

3
1 := (1 3)

4
1 := (1 2 3)

ª
2 :=

©
1
2 := (2)

2
2 := (1 2)

3
2 := (2 3)

4
2 := (1 2 3)

ª
3 :=

©
1
3 := (3)

2
3 := (1 3)

3
3 := (2 3)

4
3 := (1 2 3)

ª
In Table 5.6 we present the EMG( ) in its strategic form. It is not dif-

ficult to show that there are 8 NEs in this game:14 1 = { 1
1

1
2

1
3}

13Per-membership partition function in terms of losses.
14 In all tables s are in bold.
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2 = { 2
1

2
2

1
3} 3 = { 1

1
1
2

2
3} 4 = { 2

1
2
2

2
3} 5 =

{ 2
1

2
2

3
3} 6 = {

1
1

3
2

3
3} 7 = {

3
1

3
2

3
3} 8 = {

2
1

2
2

4
3}

1 and 3 support CS 5 2 4 5 and 8 support CS 2 6

and 7 support CS 4 Hence, ( ) = { 2 4 5}

For example, the recent accession of 10 new countries to the EU may be
modelled as an EMG( ),15 because when one of the accession countries did
not accept the proposal to create an extended EU of 25 countries, this country
would not be a member of the extended EU. In some real-life situations, parties
which are going to sign an agreement may condition their involvement on the
participation in the proposed ’coalition’ of all other players that the ’coalition’
is actually made of. The Treaty Establishing a Constitution for Europe (2004)
is an example of such an agreement which is in force if and only if it is ratified
by all prospective members. In other words, players do not want to form any
smaller coalition if some of the players drop out from the initial proposal. For
these cases the -game of Hart and Kurz (1983) is useful.

Definition 5.17 (Exclusive-Membership Game ( -version, EMG( )))
The strategy space of a player = {1 } is given by messages that cor-
respond to all the possible combinations of players forming coalitions of which
player takes part (including trivial ones). More formally: = { | } A

coalition function ( )( ) maps a strategy vector :=[ 1 ]
into a coalition structure := { 1 2 }, according to the rule:
= { } { ( ) |

( )
= }

The announced coalitions for the combination 1 = 2 = (1 2 3) 3 = (3)

4 = (4 5 6) and 5 = 6 = (5 6) would lead in an EMG( ) to the following
coalitional structure: [1|2|3|4|56] The coalition (1 2) is not formed as it was
not proposed. Instead, (1 2 3) was proposed but the third player does not want
this coalition.

15With some additional assumptions concerning old 15 EU countries.
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Table 5.7 Example of an EMG( - version, strategic representation)16

2 2
1
2

2
2

3
2

4
2

1
2

2
2

3
2

4
2

1
1 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9

1 2
1 3 6 9 2 2 5 3 6 9 3 6 9 3 6 9 2 2 5 3 6 9 3 6 9
3
1 3 6 9 3 6 9 3 6 9 3 6 9 7 1 4 7 1 4 7 1 4 7 1 4
4
1 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9

1
3

2
3

3

2 2
1
2

2
2

3
2

4
2

1
2

2
2

3
2

4
2

1
1 3 6 9 3 6 9 2 3 1 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9

1 2
1 3 6 9 2 2 5 2 3 1 3 6 9 3 6 9 2 2 5 3 6 9 3 6 9
3
1 3 6 9 3 6 9 2 3 1 3 6 9 3 6 9 3 6 9 3 6 9 3 6 9
4
1 3 6 9 3 6 9 2 3 1 3 6 9 3 6 9 3 6 9 3 6 9 1 5 3

3
3

4
3

3

Example 5.9 Using the strategy spaces defined for the game from Example 5.8
but applying the coalition function from Definition 5.17 we obtain Table 5.7.
It can be shown that there are 1 They support four CSs:

1 2 4 and 5 Hence, ( ) = { 1 2 4 5}

Relations between the OMG, the ROMG and the EMG It can be
shown that the following theorem holds:17

Theorem 5.1

( )

Intuitively, the stability of a CS depends on the number of possible deviations
in each game. In the OMG players can join any other coalition including trivial
ones; hence, the number of possible deviation is the highest. In the ROMG
deviations are more limited since players can announce the message 0̄, that
prevents from joining such players. nally, in the EMG( ) the number of
deviations is the lowest of all three games considered. It is because a player can
join other players if and only if she is in the coalition proposed by these players.
The next property has already been above:

, ( ) and ( )

Intuitively, in the ROMG, the EMG( ) and EMG( ) a CS made of single-
tons is stable since no deviation is possible (see, for instance, Example 5.7).

16Per-membership partition function in terms of losses.
17For the proof of this result see Finus and Rundshagen (2003).
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5.4.2 Simultaneous games - MU setting

As it was mentioned at the beginning of this chapter, even for a relatively low
number of players the full set of feasible CSs can be so big that the analysis
of all of them would be extremely di cult. Moreover, some coalitions are
rather implausible like a coalition between a (relatively) large member of an
MU and a bank of a small outside country. This automatically reduces the
number of CSs taken into account. Consequently, in this book our attention
will (usually) be restricted only to a subset of CSs, which seems to be plausible
and interesting from the policy-recommendation point of view. However, any
restriction on the set of feasible CSs has important consequences on both:

• the definition of the coalition function ( ) and/or

• the stability of CSs.

The latter e ect can be caused by the fact that a lower number of feasible CSs
in the game reduces the number of players’ possibilities to alter their strategies
changing a CS. This result is not in contrast to reality. In the real world, some
coalitions are not feasible and nobody considers them as possible outcomes of
negotiations. This may increase the number of stable CSs.
The influence of the reduced set of feasible CSs on the definition of the

coalition function is more challenging. The aim is to find a coalition function
which results in the desired . Definitions 5.13, 5.15, 5.16 and 5.17 from the
previous section only bo l down to the full set of feasible CSs. Hence, in order
to obtain the OMG, the ROMG, and both - and -versions of EMG, which
result in the (specific) reduced set of feasible coalition structures, we have to
redefine the rules of coalition formation embodied in the coalition function ( )
and strategy spaces For example, in the OMG, every combination of players’
messages is plausible; hence, all partitions of players into coalitions have to be
considered.
Assume that in a five-player application some coalitions are not plausible

and a coalition function should result in the following reduced set of feasible
CSs: = {[12|3|4|5] [1|23|4|5] [1234|5] [1|2|3|4|5]} It is clear that Definition
5.13 of the OMG does not allow to obtain Consider, for instance, the
following combination of strategies

¡
1 = ¯

2 = ¯
3 = ¯

4 = ¯
5 = ¯

¢
Which CS if any is created since there is no full coalition in ? In such a
situation, it could be assumed that players create [1234|5] as this is the largest
possible coalition made by the players with the same message. However, which
CS is reached when the combination of strategies becomes ( 1 = ¯, 2 = ¯,

3 = ¯, 4 = ¯, 5 = ¯)? In the CSs [12|3|4|5] and [1|23|4|5], we can find
as the largest coalitions made by players with the same message the coalitions
(1,2) in the former CS and (2,3) in the latter CS. Hence, the assumption to
create the largest possible coalition made by the players with the same message
does not discriminate enough to obtain a well-defined coalition function (the
same strategy vector leads to two di erent CSs). A way out of this problem in
our example would be the introduction of another assumption, where a player

ENDOGENOUS COALITION FORMATION CONCEPTS
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with a lower index has priority over a player with a higher index. So, for¡
1 = ¯, 2 = ¯, 3 = ¯, 4 = ¯, 5 = ¯

¢
CS [12|3|4|5] emerges, since under

this assumption 1 has priority over 2. However, such a discrimination collides
with the spirit of simultaneous games, where all the players
should be equal (in principle).

Consequently, we propose refinements in the definition of the OMG, the
ROMG and both - and -versions of the EMG which are suitable for our MU
setting. In this book, we exclude the possibility that a central bank cooperates
with partial (possibly trivial) coalitions of fiscal players of whose monetary pol-
icy management this bank is responsible for. This is the central assumption,
which reduces the number of feasible CSs. Moreover, we assume that central
banks cannot cooperate with each other.18 Hence, we have to define rules of
coalition formation, i.e.
such a way that all the desired characteristics of hold.
First, we introduce some additional terminology. We divide a set :=

{1 2 } of players in two subsets: central banks and fiscal players
where superscript in means that bank is responsible for the

monetary policy management for fiscal player (country) and =
= , := | | 5 1 := | | = 1 + = This leads to the

following definition:

Definition 5.18 (Bank jurisdictional set) The set of all the countries for
which a bank is liable is called a bank- jurisdictional set (BJS) and is denoted
by ( ). More formally, ( ) :=

© ª
Clearly, each MU consists of the following set of players { ( ) } In

particular, if bank is responsible for monetary policy management in only one
country, i.e. | ( )| = 1 or ( ) = { }, we say that players from set
{ } constitute a trivial MU. A non-trivial MU consists of the set of players
{ ( ) } such that | ( )| = 2 Formally, to denote a specific MU we will
write MU( ) where is a bank responsible for the monetary policy management
within the MU considered. However, in most of our applications there is only
one non-trivial MU; hence the above more formal notation will be omitted. A
coalition of all fiscal players in an MU( ) is called a full MU fiscal coalition
(or more formally a full MU fiscal coalition) and denoted by ,19 whereas
a coalition of all the fiscal players in a game is called the grand fiscal coalition
(denoted by ). All other coalitions between fiscal players are called partial fiscal
coalitions . When a central bank joins the relevant full fiscal coalition ,
then it becomes a full MU coalition (or more formally a full MU( ) coalition).
For trivial MU( ) a coalition ( ) will be called a full national coalition. If
we talk about players which are members of the particular MU we will refer to
all the other players in the game as to outsiders and to the MU members as to
insiders.

18This assumption can easily be waived in our setting, as it will be shown in Chapter 8.
19Note that the full fiscal coalition is, in fact, the BJS of a central bank of an MU.
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For our (possibly multiple) MU(s) settings we define the specific kind of
reduced set of feasible CSs, which we call the MU-reduced set of feasible CSs.

Definition 5.19 (MU-reduced set of feasible coalition structures)Let
be the set of feasible coalition structures for the class of coalition formation
games ( ( )), in which players from the set can be divided in two
groups: central banks and fiscal players where =

= , = | | 5 1 = | | = 1 and + = Let 0 be the
subset of consisting of only those coalition structures in which every central
bank plays non-cooperatively or is in either the full MU coalition or in the full
national coalition. Then 0 is called the MU-reduced set of feasible coalition
structures and is denoted by

Remark 5.2 The MU-reduced set of feasible coalition structures meets the in-
dependence property.

Example 5.10 Assume that = 4 The central bank (4) is responsible for
monetary policy management in three countries (1,2, and 3). Then, from
Example 5.1 we already know that = {[1234] [123|4] [124|3] [134|2] [1|234]
[12|3|4] [13|2|4] [14|2|3] [23|1|4] [24|1|3] [1|2|34] [1|2|3|4] [12|34] [13|24] [14|23]}
To construct we choose only those in which central bank 4 as 4
plays non-cooperatively or is in the full MU coalition. Consequently, =
{[1|2|3|4] [1234]; [123|4]; [12|3|4]; [13|2|4]; [1|23|4]}

Of course, the exact definition of the MU-reduced set of feasible CSs depends
on the particular MU setting considered. In the MU setting of Chapter 6 we
will utilize the from Example 5.10. In Chapter 7, there will also be one
MU but, additionally, outsiders (countries and corresponding central banks) will
be present in the game. Hence, in this setting we will have one common
for countries in the MU and 1 other s for the countries being
outside the MU. In Chapter 8 we will study the case of two MUs and 2 outside
countries with corresponding central banks, but we will not consider all the CSs
from the set of feasible CSs for brevity.20

Now, we will redefine the OMG, the ROMG and the EMG( ) in such a
way that the resulting set of feasible coalition structures will be

Open-membership game for an MU

The following definition is the MU refinement of Definition 5.13.

Definition 5.20 (Open-Membership Game for an MU) Let the strategy
spaces of both fiscal and monetary players = {1 } (which are de-
fined as in Definition 5.19) be :=

©
¯ ¯ ¯

ª
.21 Each player announces

20The set of feasible CSs in Chapter 8 will not be, in fact, the MU-reduced set of feasible
CSs as defined in Definition 5.19 as we will allow for the existence of a coalition of CBs. Hence,
in Chapter 8 we will not study any of the simultaneous coalition formation mechanisms.

21Note that the cardinality of the players’ strategy space equals the number of fiscal players,
i.e. | | =
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a message. The coalition function ( )( ) maps the strategy vector :=
[ 1 ] to a coalition structure := { 1 2 } in
the following way:

1. If:

(i) all fiscal players who have the same central bank announce the same
message, and
(ii) those messages are the same as the message announced by their central

bank,
then a full MU/national coalition is created (i.e. a coalition consisting of all

fiscal players with the same message and the relevant bank). More formally, if

( )
= and

( )
6= , then a coalition = { } { : ( )}

emerges.

2. All fiscal players, , who did not create full MU/national coalitions
in point 1 and who announce the same message form a coalition, i.e.
= { } { | = }

3. All monetary players who did not create full MU/national coalitions in
point 1 play as singletons.22

OMG( ( )( ) ( ))

or by OMG( ) and the class of open-membership games for an MU by
OMG( ( )( )) or by OMG ( )

It is not di cult to show that the above definition guarantees that the coali-
tion function results in the reduced set of feasible coalition structures and that
this set is the MU-reduced set of feasible coalition structures

¡ ¢
. Ex-

ample 5.11 helps to grasp the di erence between the standard OMG and the
OMG( ).

Example 5.11 Assume that = 4 There are two central banks (B1 and B2)
and two fiscal players (countries C1 and C2). B1 is responsible for monetary
policy management in country 1 and B2 in country 2, or ( 1) := { 1} and

( 2) := { 2}. According to Definition 5.20 we have the following strategy
spaces: 1, 2, 1, 2 :=

©
¯ ¯

ª
. We present the coalition function

( )( ) using the strategic form of the game:

Table 5.8 Example of the coalition function for the OMG( )

2 2 2 2
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

1 ¯
1 3 3 1 2 5 4 2

¯
2 4 5 2 1 3 3 1
¯, ¯ ¯, ¯ ¯ ¯ ¯, ¯

1 2

22Note that, according to this definition, any coalition between banks is impossible.
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where 1 = [ 1 1| 2 2]; 2 = [ 1| 1| 2 2]; 3 = [ 1 1| 2| 2]; 4 =
[ 1 2| 1| 2]; 5 = [ 1| 1| 2| 2]} It is easy to check that = { 1 2

3 4} is the MU-reduced set of feasible coalition structures.
23

Note that there is a slight di erence between the spirit of the standard OMG
and the OMG( ). In the former game 1 cannot enter coalition ( 1 2) and
exclude player 2, whereas in the latter game it is possible, i.e. 2 can exclude
2 from ( 1, 2) and create ( 1, 1). It can be interpreted as a stronger fiscal

players’ preference to cooperate with their central banks.

Restricted open-membership game for an MU

The following definition is the MU refinement of Definition 5.15.

Definition 5.21 (Restricted Open-Membership Game for an MU)With
the notation of Definition 5.19, define the strategy spaces of both fiscal and
monetary players as :=

©
¯ ¯ ¯ 0̄

ª
Each player announces a

message. The coalition function ( )( ) maps a strategy vector :=
[ 1 ] to a coalition structure := { 1 2 } in
the following way:

1. If:

(i) all fiscal players who have the same central bank announce the same
message di erent from {0̄}, and
(ii) those messages are equal to the message announced by their central bank,

then a full MU/national coalition is created (i.e. a coalition consisting of all
fiscal players with the same message and the relevant bank). More formally, if

( )
= and

( )
6= , then a coalition = { } { :

( )} emerges.

2. All fiscal players, , who did not create full MU/national coalitions
in point 1 and who announce the same message di erent from {0̄} form a
coalition, i.e. = { } { | = }

3. All monetary players who did not create full MU/national coalitions in
point 1 play as singletons.

The restricted open-membership game for an MU will be denoted by
ROMG( ( )( ) ( )) or by ROMG( ) and the class of re-

stricted open-membership games for an MU by ROMG( ( )( ))
or by ROMG ( ).

Again, it is not di cult to show that the above definition guarantees that
the coalition function results in the set of feasible coalition structures .

23Refer to Example 5.1, where all the possible partitions of the set = {1 2 3 4} are
listed. Choose there only those CSs in which both CBs play non-cooperatively or are in full
national coalitions.
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Example 5.12 Following the setting of the previous example, we consider now
strategy sets: 1 2 1 2 :=

©
¯ ¯ 0̄

ª
.The coalition function ( )( )

becomes:

Table 5.9 Example of the coalition function for ROMG( )
2 2 2

¯ ¯ 0̄ ¯ ¯ 0̄ ¯ ¯ 0̄
¯

1 3 3 3 1 3 2 5 5

1 ¯
2 4 5 2 5 1 3 3

0̄ 2 5 5 5 2 5 2 5 5
¯, ¯ ¯, ¯ ¯ ¯

1 2

2 2 2
¯ ¯ 0̄ ¯ ¯ 0̄ ¯ ¯ 0̄

¯
4 2 5 3 3 3 4 5 5

1 ¯
3 1 3 5 4 5 3 3 3

0̄ 5 2 5 5 5 5 5 5 5
¯, ¯ ¯,0̄ ¯ 0̄

1 2

2 2 2
¯ ¯ 0̄ ¯ ¯ 0̄ ¯ ¯ 0̄

¯
2 5 5 4 2 5 4 5 5

1 ¯
2 4 5 5 2 5 5 4 5

0̄ 2 5 5 5 2 5 5 5 5

0̄, ¯ 0̄, ¯ 0̄ 0̄

where 1 = [ 1 1| 2 2]; 2 = [ 1| 1| 2 2]; 3 = [ 1 1| 2| 2]; 4 =
[ 1 2| 1| 2] 5 = [ 1| 1| 2| 2]} Hence, we obtain which is the
same as in Example 5.11.

Exclusive-membership game for an MU

The next definition is the MU refinement of Definition 5.16.

Definition 5.22 (Exclusive-Membership Game for MU( -version))Let
fiscal and monetary players be defined as in Definition 5.19. The strategy
space of a fiscal player is given by messages that correspond to all the pos-
sible coalitions between the fiscal players she is part of (including trivial ones)
and also by the full MU/national coalitions with the respective central banks.
More formally: := { | , where consists of only fiscal players,
is the full MU/national coalition of player } The strategy space of monetary
player is given by either the trivial coalition message ( ) or the full
MU/national coalition message ( ( )), i.e. := {( ) ( ( ))} Both

for fiscal and monetary players, coalition function ( )( ) maps the
strategy vector into a coalition structure as follows: = { } { | = }

CHAPTER 5
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with the following exception: a central bank can be a member of a non-trivial
coalition (the full MU/national coalition) if and only if all other members par-
ticipate in this coalition. The exclusive-membership game for MU ( version)

will be denoted by EMG( ( )( ) ( ) ) or by EMG(
) and the class of open-membership games for an MU by EMG(
( )( ) ) or by EMG ( ).

Example 5.13 Consider the EMG( ) with 3 players, where players 1 and
2 are fiscal players and 1 is a monetary player with ( 1) := { 1 2}.

Following the Definition 5.22 we define the players’ strategy spaces as:

1 :=
©

1
1 := ( 1) 2

1 := ( 1 2) 3
1 := ( 1 2 1)

ª
2 :=

©
1
2 := ( 2) 2

2 := ( 1 2) 3
2 := ( 1 2 1)

ª
3 :=

©
1
3 := ( 1) 2

3 := ( 1 2 1)
ª

Table 5.10 presents the coalition function for this game:

Table 5.10 Example of the coalition function for EMG( )

2 2
1
2

2
2

3
2

1
2

2
2

3
2

1
1 1 1 1 1 1 1

1 2
1 1 2 1 1 2 1
3
1 1 1 2 1 1 3

1
3

2
3

where 1 = [1|2|3] 2 = [12|3] 3 = [123] Hence, the resulting reduced set

Also in Definition 5.17 of the EMG( ) a similar change in the definition of
strategy spaces is required.

Definition 5.23 (Exclusive-Membership Game forMU ( -version))Let
fiscal and monetary players and their respective strategy spaces be defined
as in Definition 5.22. Both for fiscal and monetary players, coalition function

( )( ) maps a strategy vector into a coalition structure as follows:

= { } { ( ) |
( )

= } The exclusive-membership game

for MU ( -version) is denoted as EMG( ) and the class of exclusive-

membership games as EMG( ( )( ) ( ) )(or alternatively
by EMG( ) and EMG ( ) ).

Example 5.14 Consider the EMG( ) with 3 players and relevant strategy

spaces as in Example 5.13 oalition function ( )( ) yields:
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2 2
1
2

2
2

3
2

1
2

2
2

3
2

1
1 1 1 1 1 1 1

1 2
1 1 2 1 1 2 1
3
1 1 1 1 1 1 3

1
3

2
3

where 1 = [1|2|3] 2 = [12|3] 3 = [123] Again the resulting reduced set of
feasible coalition structures is The only di erence with Example 5.13 is
for the strategy combination ( 3

1
3
2

1
3 ), which results in 1 (non-cooperative

regime) instead of 2 (partial cooperation). This di erence occurs because in
the EMG( ) the coalition is created if and only if all the players from
the proposed coalition actually propose it. In this case chooses to play non-
cooperatively; hence, 2 does not emerge.

5.4.3 Alternative way to find stable coalition structures in
simultaneous games

In practice, when the number of players increases it is di cult to find the set of
stable CSs in the simultaneous games using their strategic representation. For
instance, in the case of 6 players, 66 = 46 656 for the OMG and 77 = 117 649
for the ROMG combinations of di erent strategies should be examined while
looking for the . However, we can develop more convenient methods to
find stable CSs for our simultaneous games. This will be the subject of this
subsection. We will try to provide the reader with some intuition why and how
calculation speed can be considerably increased for the games in question. A
more formal description of the algorithms to find stable CSs in our simultaneous
games are presented in the Appendix. Now, we will show that it is not necessary
to consider the strategic form of a game to look for stable CSs. To demonstrate
this, the per-membership partition function representation can be utilized. To
grasp the basic idea, consider again the game in Table 5.3, which is reproduced
in Table 5.12 for convenience:

Table 5.12

1 2 3 4 5

[123] [12|3] [13|2] [1|23] [1|2|3]
1 1 2 7 2 3
2 5 2 1 3 6
3 3 5 4 1 9

Informally, it can be said that the occurs when we can find at least
one combination of strategies which is considered to be optimal by every player,
assuming that all the other players stick to their strategies. The CS, which is
supported by an combination of strategies, is stable (see Definition 5.11).
Consequently, we will try to find stable CSs, first by elimination of those CSs,
which are not stable, i.e. for which no such combination of strategies exists.

CHAPTER 5
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Assume that there is a combination of strategies ( 1 2 3) that leads to 1.
Does this combination constitute ? To answer this question consider a
situation of = 1 2 3 First, note that in the OMG, the ROMG, and the
EMG to achieve 1 it must be that: 1 = 2 = 3 This is the only type of
combination of strategies that leads to the first CS. Hence, for instance, any
change of 1’s strategy means that 1 6= ( 2 = 3) Considering 1 in 1

(Table 5.12), we find that any unilateral change of this player’s strategy (i.e.

1 6= ( 2 = 3)) leads to 4. Finding that 1( 1) 1( 4) we conclude that
1 does not want to deviate her strategy; i.e. this player’s current strategy is

optimal (assuming that other players stick to their strategies). Consequently,
1 does not cause instability of 1. However, the situation is di erent for 2

for whom 2( 1) 2( 3). Hence, 2 has an incentive to change her strategy
and we can conclude that 1 is not stable. More formally, there exists 1 6= 1

such that 2( ( 1 2 3)) 2( ( 1 2 3)) Following this logic we could
check all 5 CSs in Table 5.12. In the OMG the CS 2 is not stable as 3 prefers
to change her decision and join 1 and 2 in order to create ( 1 2 3). CS

3 is not stable as 1 wants to leave ( 1 3) and play non-cooperatively in 5

CS 4 is not stable as 1 would like to join 2 and 3 and create ( 1 2 3).
The last CS 5 is not stable because 2 wants to join 3 or 1 and vice versa
for both cases. We see that the result, obtained in a formal way in Example
5.5, is confirmed, i.e. =

To formalize elements of the above analysis, we have to introduce some
definitions and theorems. In the remainder of this section, means either
or .

1 }
be the set of all possible coalition structures for the class of coalition formation
games ( ( )) Then, a coalition structure strategy set (CSSS) is

definedas the set ofall strategy vectors that support , or :=
n

:=[ 1 ] : = ( )
o

Hence, each satisfies:

6= for = 1 2 ; =1 = and = if 6=

The above definition implies the following corollaries:

Corollary 5.1 Assume that = ( 1 ) and that player considers
to change her strategy. Every change of the strategy to 0 6= , such that
0 := [ 1

0 ] 3 [ 1 ] := leads to the same
coalition structure

Corollary 5.2 Assume that = ( 1 ) and that player considers
to change her strategy. Every change of the strategy to 0 6= , such that
0 := [ 1

0 ] 3 [ 1 ] =: leads to a di erent
coalition structure 0, or 0 6= where = ( ) and 0 = ( 0)

Using Corollary 5.2 we can introduce the concept of a deviation:

ENDOGENOUS COALITION FORMATION CONCEPTS
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Definition 5.25 (Full deviation) Assume that = ( 1 ) and that
player considers to change her strategy. A change of the strategy to
0 6= such that 0 := [ 1

0 ] 3 [ 1 ] =:
is called player ’s full deviation from coalition structure (origin CS) to
coalition structure 0 (end CS). A deviation will be denoted by ( 0 0)

Note that a player’s full deviation is independent of the per-membership
partition function ( ) and indicates the possibility to deviate. It does not say
whether the player actually exercises this full deviation. Player will
deviate if and only if 0 Â .

Definition 5.26 (Full deviation set) Let ( ( )) be the class of coali-
tion formation games The set of all possible full deviations of all players
from all coalition structures will be called the full deviation set and will
be denoted by ( ) or .

It is worth underlining that because a deviation set is irrelevant for the per-
membership partition function ( ), each class of the coalition formation games
has its own deviation set.

Example 5.15 For the 3-player OMG in Table 5.12 full deviation set
( = { 1 5}) consists of:

Table 5.13 Example of a full deviation set

1=
¡
1
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 4

¢
+1=

¡
1
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
4 1

¢
2=
¡
1
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 4

¢
+2=

¡
1
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 4

¢
3=
¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 3

¢
+3=

¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 3

¢
4=
¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 3

¢
+4=

¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 3

¢
5=
¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 2

¢
+5=

¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 2

¢
6=
¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 2

¢
+6=

¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
1 2

¢
7=
¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
4 2

¢
+7=

¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
2 4

¢
8=
¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
4 5

¢
+8=

¡
2
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
5 4

¢
9=
¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
4 3

¢
+9=

¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
2 4

¢
10=

¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
4 5

¢
+10=

¡
3
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
5 4

¢
=
¡
1
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
3 5

¢
2 =

¡
1
¡
¯ ¯ ¯

¢ ¡
¯ ¯ ¯

¢
5 3

¢
As the total number of full deviations, 2 , in ( = { 1 5}),

i.e. 2 = ( ) is very high, we do not report all of them. Note that
( = { 1 5}) has an interesting property: each full deviation has

its counterpart full deviation, i.e. the full deviation in the opposite direction.
More formally:

Lemma 5.1 Let be the set of all possible coalition structures and ( ) the
full deviation set for the coalition formation game ( ( )) If there exists
( 0 0 ) , then there also exists
( 0 0 )

CHAPTER 5
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Intuitively, if player can deviate from to 0 by changing her strategy,
she can also deviate in the opposite direction, i.e. from 0 to Next, notice
that many full deviations from Table 5.13 coincide as far as players involved, the
origin CS and the end CS are concerned. What di erentiate them are di erent
strategy vectors that lead to the origin CS and/or the end CS. In fact, each
group of such similar full deviations describes the same deviation
namely from to 0. An actual player’s decision to deviate will be
basedon her payo s inbothCSs considered(in otherwords on the per-membership
partition function). Hence, once we identified the full deviation set, we are no
more interested in strategy vectors that lead both to and to 0 but we focus
on full deviations as such and evaluate feasibility of them in the context of the
per-membership partition function.

Definition 5.27 (Deviation set and deviations) Let ( ) be the full de-
viation set for the class of coalition formation games ( ( ))
Then, =

©
( 0 ) : ( 0 0) for some 0

ª
will be called the deviation set and denoted by ( ) or . The elements of this

set, denoted by 0, will be called deviations.

Example 5.16 For the OMG in Table 5.12 the deviation set is ( )

=

1
1

4 1
2

3 1
3

2 2
1

5 2
2

5 2
3

1

2
1

3 2
2

4 3
1

5 3
2

1 3
3

5 3
1

2

3
3

4 4
1

1 4
2

5 4
3

1 4
2

2 4
3

3

5
1

2 5
1

3 5
2

2 5
2

4 5
3

3 5
3

4

Of course, a deviation set is also symmetric, i.e. if :=
³

0

´
then 0 :=

³
0

´
The following theorem

Theorem 5.2 In coalition formation game ( ( ) ( ))a coalition
structure is stable, i.e. there exists at least one NE that supports if
there is no player , who prefers to deviate from given the deviation set
( ) and the per-membership partition function ( ) In other words, for no

player there exists a ¯
³

0

´
( ) such that 0 Â .

Proof. See Michalak et al. (2005).
Theorem 5.2 says that it is possible to consider the deviation set

to find stable CSs. However, as far as now, we did not manage to reduce the
complexity of the solution, as this set has to be found using a strategic represen
tation of the game. The question is whether it is possible and, if yes, how to
construct the

below, we will present a method of looking for stable CSs
without considering the strategic form of the game in detail. Instead, mainly
the partition form is considered.
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Algorithms to look for stable coalition structures

By definition, each player in the OMG can join another player or a coalition
or leave her current (non-trivial) coalition and play as a singleton. Hence, each
player in each CS has at least one possibility to deviate. More formally:

Corollary 5.3 In each OMG and OMG ( ), for each combination of

and there exists 0 such that :=
³

0

´
Example 5.17 In Table 5.12 we have 3 players and 5 CSs which gives 15
combinations of and . Referring to Example 5.16, we see that there are 24
feasible deviations and every player in any coalition structure has at least one
deviation. Not surprisingly, in 5 players have two deviations as each player
can join one of the other players to create a partial coalition. Also in CSs with
partial coalitions, each player can either decide to play non-cooperatively or join
a singleton, who stays outside the partial coalition.

Using the above analysis we propose a more formal algorithm in the Appen-
dix. The intuition behind it is straightforward from the definition of the OMG:
every player can leave the current (possibly trivial) coalition and join any other
(possibly trivial) one.
Clearly, for the class of MU-coalition formation games as the OMG(| | =

2 ) we have to construct a di erent algorithm. It is caused by the fact
that in the OMG ( ) our special assumptions concerning strategies, coali-
tion function, and (consequently) must be taken into account. Comparing
Algorithm 5.1 to Algorithm 5.2 (see Appendix) the most important di erence
is that in the latter players are no more homogeneous since we have to dis-
criminate between fiscal and monetary players in order to apply to each group
di erent rules of coalition formation (see Definition 5.21). The intuition behind
Algorithm 5.2 is not so straightforward For this reason, we present its main
aspects below.
Consider CS = { 1 2 } := { 1 2 } and player

which belongs to coalition The following five possibilities result:24

1. Player is a central bank playing in as a singleton. Then bank can join
full fiscal coalition if coalitionbelongs to , i.e. if ( ) =: .

Moreover, if there is a coalition in of which ( ) is a subset i.e. if
there is such that ( ) then breaks up this coalition
into ( ) and

( )
and joins ( ). Otherwise, no deviation of

a bank from is possible (Step 5.1 in Algorithm 5.2).

2. Player is a central bank playing in as a member of a full MU( ) coalition,
i.e. := ( ( ) ). Then bank can leave this coalition and play
as a singleton. The remaining (fiscal) players from the full MU( ) coalition
play in a full fiscal MU(i) coalition, i.e. in = ( ) (Step 5.2 in
Algorithm 5.2).

24The correctness of this intuition will be proven in the remaining of this section.
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3. Player is a fiscal player playing in as a member of a non-trivial fiscal
coalition . Then player can leave this coalition and join any other
fiscal (possibly trivial) coalition, she can decide to play as a singleton,
or she can join her CB if and only if ( ) := { }. The remaining
players fo coalition play in coalition (Step 5.3 inAlgorithm 5.2).

4. Player is a fiscal player playing in as a singleton. Then player can join
any other fiscal (possibly trivial) coalition (Step 5.3 in Algorithm 5.2).

5. Player is a fiscal player playing in as a member of a full MU( ) coalition,
i.e. = := ( ( ) ). Then player can leave this coalition and
join any other fiscal(possibly trivial) coalition or she can decide to play
as a singleton. Since central bank cannot be in a coalition with only a
partial coalition of fiscal players from ( ) the remaining players
coalition break up into two coalitions: (i) a trivial coalition ( ), and (ii)
partial coalition of fiscal players . In particular, if is a trivial

MU( ) then = { } (Step 5.4 in Algorithm 5.2).

Is Algorithm 5.2 complete? In other words, does it consider all possible
cases? In fact, one could claim that in the 3-playerOMG( :={ 1 2 }

( ) ) that results in := { 1 := [ 1 2 ] 2 := [ 1 2| ]

3 := [ 1| 2| ]}, there is a feasible situation which is not taken into account
in the above intuition and, hence, in the Algorithm 5.2. More in detail, assume
that 3 =

( )([ 1 = ¯
2 = ¯ = ¯] ) Obviously, player 2

can change her strategy 2 to ¯ and by doing that deviate to [ 1 2 ] =:

1 =
( )([ 1 = ¯

2 = ¯ = ¯] ) Note that such a deviation
is not included in the above intuition as neither in Point 3, nor in Point 4 and
nor in Point 5 a fiscal player can (by a deviation) create a full MU coalition.
Does it mean that Algorithm 5.2 is ill-defined?
Note that the above problem is caused by the assumption that a CB can-

not cooperate with a partial coalition of relevant fiscal players. If we consider
OMG( := { 1 2 } ) instead of OMG( ( ) ),
this problem would not exist as a strategy vector [ 1 = ¯

2 = ¯

= ¯] would support 3 := [ 1 | 2] However, it is not only

the special MU definition of ( ) that can cause a problem of the kind as
described above. Every restriction on or on may have similar e ects, i.e. it
will be no more obvious which deviations are plausible in a given CS unless we
consider the full deviation set. But the analysis of the full deviation set involves
the study of, by far, a lot more possibilities. and this is actually something that
we want to avoid.
To make our argument more transparent, consider the simple game which

illustrates the problem raised above. In the ROMG( := {1 2}), the resulting
set of feasible is = { 1 := [12] 2 := [1|2]} CS 2 can be created
by the following strategy vectors: (1) = [ ¯ ¯] (2) = [ ¯ ¯]

(3) =

[ ¯ 0̄] (4) = [ ¯ 0̄] (5) = [0̄ ¯] (6) = [0̄ ¯] (6) = [0̄ 0̄] In
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OMG( := {1 2}) we do not have to know which strategy vectors actually
created 2 = [1|2] We only know that the messages were di erent and that
each player by changing her strategy could join the other player in order to
create 1 = [12] Now, the situations seem to be much more complicated since,
if 1 = [1|2] is created by (3) = [ ¯ 0̄] then a deviation of 1 from 2 to

1 is impossible because 2 announced message {0̄} and nobody can join her.
Moreover, for strategy vector (6) = [0̄ 0̄] no deviation at all is feasible.
Should we consider all those possibilities? Fortunately, the answer is nega-

tive. It should be stressed again that to prove that a CS is stable it is enough
to show that there is only one strategy vector supporting this CS which con-
stitutes an . It is obvious that in the ROMG( := {1 2}) example, CS

2 is stable since strategy vector
(6) = [0̄ 0̄] is an by definition. In the

remaining of this section we will show that in general only some special com-
binations of strategies have to be taken into account to evaluate whether a CS
is stable or not. Those special combinations are, in fact, the most restrictive
strategy vectors.25 Intuitively, by the most restrictive strategy vectors we mean
such strategy vectors which result in CSs characterized by the lowest number
of feasible deviations of players. We will need the following two definitions:

Definition 5.28 (Coalition Structure Full Deviation Set (CSDS ))The
set of all full deviations in which a certain coalition structure is an origin
coalition structure is called a coalition structure full deviation set (CSDS )
and will be denoted by ( ) Its elements are called full coalition structure
deviations or full -deviations.

Clearly, we have ( ) and =1 ( ) = and ( )
( ) = if 6= and is the total number of CSs in the game.

Definition 5.29 (Coalition Structure Deviation Set (CSDS)) The set of
all deviations in which the origin coalition structure is is called a coalition
structure deviation set (CSDS) and will be denoted by ( ) Its elements are
called coalition structure deviations or -deviations.

Similarly, we have ( ) and =1 ( ) = and ( ) ( ) =
if 6= with defined as before.
Now we will analyze CSDSs in the ROMG looking for a relationship between

a strategy vector that created a certain CS and the number of possible deviations
from this CS. Consider the ROMG( = 2). Let = { 1 2 } and
let two strategy vectors 0 be defined as follows:
(i) case : := [ 1 ] where is a message and some of them may

be {0̄} but 6= {0̄}
(ii) case 0: 0 := [ 0

1
0 ] where 0 is a message and for = 1

1 + 1 we have 0 = but 0 = {0̄}
Hence, strategy vectors and 0 di er only w.r.t. message 0 . We may

say that strategy vector 0 is more restrictive than strategy vector . More-
over, note that the above assumptions (i.e. 0 ) imply that player

25This property is also used, for instance, in Finus and Rundshagen (2003).
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in both cases plays as a singleton; hence, a CS created by these two strat-
egy vectors ( = ( ) = ( 0)) is of the form { 1 2 ( ) }
and 6= 1 1 +1 How does this di erence in strategy vec-
tors influence the composition of the CSDS and the number of its elements in
particular?
From Definition 5.15 of the ROMG and the previous analysis we know that:

1. For both and 0 all the players 1 have a possibility to unilaterally
alter their strategy in such a way that they may join any di erent coalition:

(a) a non-trivial coalition from the set { 1 2 1 +1 } if
such a coalition exists;

(b ) any trivial coalition from the set { 1 2 1 +1 } if
such a coalition exists and is not created by a strategy {0̄}

2. For both and 0 any player 1 1 + 1 , who belongs to a
non-trivial coalition, may alter her strategy and become a singleton.

In other words, the fact, that player ’s initial strategy in the case 0 is {0̄}
does not decrease this player’s number of deviations (which are embodied in
point 1 above). Now, denote all the -deviations defined in points 1 and 2 by
˜ ( ) and ˜ 0 ( ) in cases and 0, respectively We have:

˜ ( ) = ˜ 0 ( ) ; ˜ ( ) ( ) ; and ˜ 0 ( ) ( ) (5.1)

In particular, if all 1 2 1 +1 are singletons created by
messages {0̄} then: ˜ ( ) = ˜ 0 ( ) =
In points 1 and 2, we have not defined all possible deviations in case .

in point 1.b)we did not define a possibility for all the players 1
to unilaterally alter their strategy in such a way that they may join a trivial
coalition := ( ) Again, these new deviations exist only for the case . Denote
them by ˆ ( ) Notice, that this set is never empty, i.e. ˆ ( ) 6= since in
the case every other player can join player who announced 6= {0̄}.
Moreover, ˆ ( ) ( ) and there are no other deviations possible in both
cases considered. Denote all the deviations possible in the case by ˘ ( ) We
have:

˘ ( ) = ˜ ( ) ˆ ( ) (5.2)

Hence, combining (5.1) and (5.2) we obtain the following :

˜ 0 ( = ( 0)) ˘ ( = ( ))

Summarizing, we proved that the number of deviations in case 0 is a subset
of those in case Hence, by mathematical induction we may prove that the
strategy vector from the CSSS, which features the highest number of restrictions
has the lowest number of possible deviations. Moreover, such a set of deviations
is contained in any other set of deviations from this CS. Hence, if the CS is not

ENDOGENOUS COALITION FORMATION CONCEPTS
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stable because there is at least one player who wants to exercise her deviation
in the most restrictive case, then for any other deviation set from a given CS
this deviation will exist and will be exercised by this player. Consequently, in
such a case we can say that there exists no strategy vector constituting an
and the CS considered cannot be stable. On the other hand, to show that a CS
is stable it is su cient to show that this CS is stable for the most restrictive
strategy vector (i.e. no feasible deviation is exercised by any of the players).
Although this analysis was conducted under the assumption of (a) restric-

tion(s) on the open-membership in the ROMG, its conclusions apply to other
games as well, in the standard as in the MU setting.26 The question which
remains to be answered is which strategy vectors (and, hence, deviation sets)
are the most restrictive ones in every game. In the Appendix, we propose some
algorithms to look for the (most restrictive) deviation sets in the ROMG ,
the EMG ( ), the EMG ( ), the ROMG ( ), the EMG ( ), and
the EMG ( ). The intuition for those algorithms is as follows. For the
ROMG we assume that every player who plays as a singleton announced mes-
sage 0̄ Hence, we redefine Algorithm 5.1 in such a way that no player can join
a singleton. While looking for deviations in the EMG ( ) we assume that:
(i) every player who plays as a singleton announced message = ( ) so

that no other player can join player and
(ii) every player in a non-trivial coalition actually announced this coalition

as her strategy, i.e., if in a CS there is a coalition (1 2) it means 1’s and
2’s strategies were 1 = 2 = (1 2) and not, for instance, 1 = 2 =

(1 2 3) (and 3 6= (1 2 3)) This latter strategy combination would also result
in (1 2) but 3 would have a possibility to join (1 2) by changing her strategy
to 30 = (1 2 3) However, by assuming that a coalition (1 2) is created by
1 = 2 = (1 2) we restrict any such deviation, i.e. nobody can join a non-

trivial coalition.
Consequently, in Algorithm 5.5 for EMG ( ):
(a) a singleton player does not deviate since she cannot join any other sin-

gleton or a non-trivial coalition;
(b) player who deviates from non-trivial coalition becomes a singleton.

Remaining players from play in .
In Algorithm 5.7 for EMG ( ) we make the same assumptions as for the

EMG ( ); however, with one exception: after player leaves a non-trivial
coalition then this coalition breaks up and its players play as singletons.
Hence, for every player who belongs to a non-trivial coalition there is only
one deviation, namely from the CS to an independent coalition structure of
w.r.t. , i.e. ( ) (see Definition 5.4).
In theAlgorithms looking for deviation sets inROMG ( ), the EMG ( ),

and the EMG ( ) additionally to the above assumptions for ROMG ,
the EMG ( ), and the EMG ( ) we have to take into account special char-
acteristics of our MU setting. Hence, in the case of ROMG ( ) we follow
Algorithm 5.3 but similar to Algorithm 5.2 we assume that:

26See Michalak et al. (2005).
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1. If player is a central bank playing in as a singleton, then bank
can join t full fiscal coalition if such a coalition belongs to , i.e. if

( ) =: . Moreover, if there is a coalition in to which ( )
belongs to, i.e. if there is such that ( ) then breaks up
this coalition into ( ) and

( )
and joins ( ). Otherwise no

deviation of a bank from is possible.

2. If player is a central bank playing in as a member of a full MU( )
coalition, i.e. := ( ( ) ), then bank can leave this coalition
and play as a singleton. The remaining (fiscal) players from the full ( )
coalition play in a full fiscal (i) coalition, i.e. in = ( ).

3. If player is a fiscal player playing in as a member of a non-trivial fiscal
coalition , then player can either leave this coalition and join any other
non-trivial fiscal coalition, or she can decide to play as a singleton. The
remaining players from coalition .

4. If player is a fiscal player playing in as a singleton, then player can
join any non-trivial fiscal coalition.

5. If a player is a fiscal player who in belongs to a full MU( ) coalition,
i.e. = := ( ( ) ). Then player can leave this coalition
and join any other non-trivial fiscal coalition or she can decide to play
as a singleton. Since central bank cannot be in a coalition with only a
partial coalition of fiscal players from ( ) the remaining players from
coalition break up into two coalitions: (i) a trivial coalition ( ), and
(ii) a partial coalition of fiscal players . In particular, if is a

trivial MU( ) then = .

In Algorithm 5.6 for EMG ( ) we find the most restrictive deviation
sets in the following way:

1. A singleton player does not deviate since she cannot join any other single-

2. Monetary player := who deviates from full MU( ) coalition becomes
a singleton; remaining players from

3. Fiscal player who deviates from non-trivial fiscal coalition becomes
a singleton; remaining players from play in

4. Player who deviates from a full MU( ) coalition, i.e. = :=
( ( ) ), becomes a singleton. Since central bank cannot be in a
coalition with only a partial coalition of fiscal players from ( ) the
remaining players from coalition break up into two coalitions: (i) a
trivial coalition ( ), and (ii) partial coalition of fiscal players . In

particular, if is a trivial MU( ) then = .
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The algorithm for the EMG ( ) is the same as Algorithm 5.7 for the
EMG ( ): after player leaves a non-trivial coalition then this coalition
breaks up and its players play as singletons. Hence, for every player who
belongs to a non-trivial coalition there is only one deviation, namely from
the CS to an independent of w.r.t. , i.e. ( ). Note that it
does not matter whether player is a fiscal authority or a central bank; hence,
the same Algorithm 5.7 can be used for the EMG ( ) and the EMG ( )

5.4.4 Sequential negotiation game

Finally, consider the case that the macroeconomic coordination is built on the
basis of a hierarchical sequential negotiation process (Sequential Negotiation
Game, SNG, see Bloch (1996)). The multi-stage negotiation starts with one
policymaker who proposes a coalition. The order in which the agents can pro-
pose or are being proposed a coalition is given by a rule (i.e. a rule of order).
Each prospective member can accept or reject the proposal in the order de-
termined by this rule. must make
a counter-o er. If all members accept, the coalition is formed and all members
of that coalition withdraw from the negotiations

An equilibrium of the SNG is formed when all agents

ne player after the other
decides to accept an ongoing proposal or rejects and proposes another(possibly
trivial) coalition. These decisions are determined by non-cooperative best-reply
rules, given the coalition structure and the allocation in the previous rounds.

The following example introduces the basic rules of the SNG:

Table 5.1427

1 5 6
2 4 3
3 3 2

Anyplayer can either propose cooperation( )or decide toplaynon-cooperatively
( ). In the game in Table 5.14 there is a degenerated set of feasible CSs
:= { } We assume the standard rule of order ( 1 2 3). 1 is

the first player in the queue. To a game tree.
Hence, the game tree starts from a decision node of 1, which has two
branches - left ( ) and right ( ). If 1 decides to cooperate, coalition
( 1 2 3) becomes an ongoing proposal and the next player in the rule of or-
der, 2, is supposed to make a decision - either to accept or reject the proposal.
In the latter case 2 has to make a counter o er. If 2 accepts the cooperation,
the next player in the queue, 3, also has to choose between cooperation and
non-cooperation. If this player prefers cooperation a coalition proposed by 1
i.e. ( 1 2 3), is accepted by all other players involved (i.e. 2 and 3) and,

27Per-membership function defined in terms of losses.
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therefore, this coalition is created. Then, 1 2 and 3 leave the game. As
there are no other players, the right-hand branch of the game tree is finished
with a terminal node with payo s related to cooperation.

P1

P3

P2

NC

NC 

NC 

NC 

NC NC 

NC NC 

NC 

C

5/4/3 

C

C

  P2

  P3   P1

  P3   P1

  P2
5/4/3 

5/4/3 

6/3/2 

Figure 5.1 Example of game tree for the SNG in Table 5.14

Note that in this very simple setting of two CSs, each player’s decision to
play non-cooperatively automatically leads to . If 1 chooses at the top
decision node to play , she excludes coalition ( 1 2 3) from the plausible
outcomes of the game. Consequently, the next in the queue 2 has to announce

3 analogously. Concerning the rule of order in the book, we will usually
follow the assumption that, if a just-created coalition leaves the game, the next
to move is a player still in the game with the first position in the rule of order.
Consider again Figure 5.1. When 2 decides to play non-cooperatively and
leaves the game, the rule of order of players still in the game is reduced to
( 1, 3). Following our assumption, the next to move is 1 instead of 3
After a creation of the game tree, we can solve the game by backward induc-

tion. In all the left-hand branches of Figure 5.1, players have, in fact, no alter-
native and they follow non-cooperative actions. Consequently, the real choice
is on the right-hand branches. Starting from 3’s right-bottom decision node,
the choice to play non-cooperatively ( ) would bring her a loss 3, whereas
cooperative action ( ) yields a loss 2. Hence, 3 chooses cooperation. Now, we
consider a 2’s move at a decision node in the middle of the right-hand branch.
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This player already knows that 3 at a decision node below agrees to cooperate,
so the action would lead 2 to cooperation. Indeed, 2 chooses as her loss
is lower under cooperation than under non-cooperation. Finally, we consider
the choice of 1 who knows that the left-hand branch leads to non-cooperation
and the right-hand branch to cooperation. 1 chooses non-cooperation as her
loss is lower under The of the game in Table 5.14 is shown in Figure
5.1 with bold arrows
The following set of definitions, that formally characterize the SNG (which

follows the original concept of Bloch (1996)), is based on Finus (2001, p. 304)
with a modification concerning the rule of order.28 We assume that a certain
coalition can be proposed only once e define a rule of orderby a one-to-one
function : {1 2 } For instance, ( ) denotes the player on
the position in the rule of order.

Definition 5.30 (History of the SNG) A history at stage is a list of
all actions taken from stage 0 to 1. Possible actions are coalition o ers,
acceptances and rejections up to stage 1. At any point in the game, a history

determines:

1. a set ( ) of players who have already formed coalitions;

2. a coalition structure ( ) formed by the players in ( );

3. an ongoing proposal (if any) ˆ ;

4. a set of players who has already accepted the proposal (including the
initiator);

5. a list of rejected coalitions z and

6. a player who moves at stage .

Player is called active at stage if it is her turn to move after history
The set of histories at which player is active is denoted by

Definition 5.31 (A player’s (continuation) SNG strategy)Acontinuation
strategy of player is a mapping from to her set of actions, namely:

For \ ( ) (i.e. for all the players who have not created a coalition
and left the game yet) we have:

1. ( ) { \ ( )\z} if ˆ = 0 (A player can propose a coalition
when there is no ongoing proposal. This proposal must be a coalition
containing players who have not left the game yet and it has to be a feasible
coalition). Moreover, if ( ) = { } then +1 := ( ( 1( )+1))\ ( );
else +1 := (( ( 1( ) + 1)) ˆ ) (i.e.: if player proposes to play as
singleton, then the next player tomove is the next player in the rule of
order);

28Finus (2001) calls this game the Sequential Move Unanimity Game (SMUG).
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2. ( ) { } if ˆ 6= 0 (player 0s strategy set consists of
and if there is a non-empty ongoing proposal and if player does

not belong to a set of players who have already accepted the coalition).
Then:

• if ( ) = then z = z ˆ and ˆ := 0 +1 := (if player rejects
the ongoing proposal, then this coalition becomes an element of the list of
rejected coalitions and the ongoing proposal is set to zero; player is the
next in line to submit a proposal);

• if ( ) = and { } = ˆ , then ( ) = ( ) ˆ and +1 :=
(min( 1

¡
\ ( )

¢
)) (if player accepts the ongoing proposal and all

the other players in the proposed coalition have already accepted it, then
these players join the set of players who have already formed coalitions
and withdrew from the game; the next player to propose is the one who
has not left the game and occupies the first position in the rule of order);

• if ( ) = and { } ˆ , { } 6= ˆ then +1 :=

(( ( 1( ) + 1)) ˆ ) (if player accepts the ongoing proposal and not
all the other players in the proposed coalition have accepted it yet, then
player joins the set of players who have already accepted the ongoing
proposal; the next player in turn is the next player in the rule of order
who belongs to the currently proposed coalition).

With these definitions a Sequential Negotiation Game Equilibrium (SNGE)
in the sequential unanimity game SNG can be defined as follows:

Definition 5.32 (Sequential Negotiation Game Equilibrium (SNGE))
An SNGE in a sequential move unanimity game is a subgame-perfect continua-
tion strategy combination ( ) for which ( ( ) ( ))Â (

0

( ) ( ))

for all and = {1 2 }, where is the final stage of the
game.

The assumption that a certain coalition can be proposed only once makes
the original Bloch (1996) game finite and solvable by backward induction. It
means that SNG - in contrast to the myopic OMG, ROMG and EMG - takes
players’ farsightedness into account.29

Example 5.18 Unfortunately, game trees for the game settings utilized in this
book (i.e. a game with five players and nine possible coalition structures) may
have more than 2,000,000 decision nodes. Therefore, as a second example we
present losses for a very simple 3-player game (Country 1, Country 2, CB) and
three feasible coalition structures ( - non-cooperation, - full cooperation,
- fiscal cooperation):

29Farsightedness is a characteristic of the backward-induction solution concept of the game
tree.
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Table 5.15 Example of SNG

Country 1 5 6 2
Country 2 4 3 4
CB 3 2 3

The game tree for the natural order of players [C1,C2,CB] is presented in
Figure 5.2. Solving the game with backward induction leads to the outcome .

Figure 5.2 SNG game tree for the example in Table 5.15
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where :

The distinction assumptions from simultaneous games have to be redefined
for the SNG. First of all, the status quo assumption concerns deviations which
are not present in the SNG. Secondly, the size assumption is insu cient to
distinguish between coalitions in some special cases. Consider, for instance, a
situation, where 1 is the next to make a move and that she is indi erent w.r.t.
losses of four coalitions (1,2), (1,3), (1,8) and (1,7). Clearly, the size assumption
cannot be the only rule, because this does not distinguish between coalitions of
the same size.
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Definition 5.33 (SNG distinction assumptions) If in the SNG a player is
in her choice indi erent between (possibly many) various coalitions, then her
decision is based on the following set of the SNG distinction assumptions:
1. A player always prefers a coalition containing the most important players

according to the rule of order (SNG rank assumption) and
2. If there is more than one coalition satisfying 1., then a player prefers that

coalition which contains the highest number of players (SNG size assumption).

Example 5.19 Assume a natural rule of order, i.e. 1, 2, 3,... If 1 is
indi erent w.r.t. losses between coalitions (1,2) and (1,4), then she prefers (1,2)
to (1,4) due to the SNG rank assumption. If 1, being indi erent w.r.t. losses,
has to choose between (1,2,3), (1,2,3,5), and (1,2,3,6), she prefers (1,2,3,5) to
(1,2,3) due to the SNG size assumption and (1,2,3,5) to (1,2,3,6) due to the
SNG rank assumption.

5.5 Institutional design and equilibrium concepts

In general, two kinds of coordination can be distinguished (Beetsma et al.
(2001)).

1. institutional or ex-ante coordination and

2. policy or ex-post coordination.

This division is related to Figure 5.1. The ex-ante coordination is related
to the institutional framework, the coordination procedures, and the design of
policy rules, whereas ex-post coordination takes place from the current state
of a airs and concerns the actual policy decisions. More in particular, ex-ante
coordination operates through formal binding agreements recognized by the
policymakers as international obligations (e.g. the Maastricht Treaty and the
SGP). By contrast, ex-post coordination has an informal character and refers to
discretionary and ad hoc informal agreements stipulated among the countries.30

The two kinds of coordination are strictly interconnected. In fact, e.g. the SGP
might strongly reduce the room for discretionary coordination of the national
fiscal policies. Similarly, discretionary agreements among the countries might
depend on the design of the European institutions concerning fiscal cooperation
as, e.g. the ECOFIN Council.
Our two-stage approach captures both ex-ante and ex-post coordination.

Ex-ante coordination is described by the institutional setting the

the emerging equilibrium once the rules are fixed. More specifically, in the first

30As it is pointed out by Beetsma et al. (2001), we can think of the Eurogroup, in which the
Finance Ministers of the EMU area discuss fiscal policies in an informal way, as a forum of ex-
post co-ordination. Furthermore, also the ECOFIN Council, notwithstanding its more formal
nature, is characterized by largely-discretionary decisions and can, therefore, be interpreted
as a formal institution where not only formal but also informal agreements take place (see
Chapter 1).
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stage of the endogenous coalition games, di erent negotiation rules can lead
to di erent equilibria. CSs with di erent rules correspond to di erent initial
assumptions that can be interpreted as di erent institutional settings of the
monetary union and can be justified on the basis of economic theory.31 The
rest of this section will discuss the economic interpretation of the negotiation
rules in an MU context.
Di erentassumptions canbemade on stability as open-or exclusive-membership

rules. A particular disadvantage of OMGs is the assumption that each country
can freely join any coalition. In the current EU/EMU-institutional setting there
is no obvious reason why a coalition (or singleton) cannot restrict membership if
the accession of outsiders implies a welfare loss. Consequently, comparing with
OMG and ROMG we may assume that the EMG describes the current state of
art of European institutions better. In fact, the EU itself is an EMG club, as
every single Member State has to agree on the enlargement of the union. How-
ever, already the EMU is an open-membership club, which could be described
by the OMG with only two possible messages in each player’s strategy — to co-
operate (monetary) or not to cooperate. Unanimity in some circumstance can
also some EU problems since it implies a veto power that characterizes
many European decisions, e.g. those about accession of new members. Assum-
ing coalition unanimity means in fact that the whole coalition is assumed to
collapse when one of its members defects. In the EMU context most economic
policy measures should still be decided by all the members through a unanimous
majority.
In modelling other institutions, the assumption of open membership can

be more appropriate. For example, in international trade the accession to
GATT/WTO is in general open to all countries if they obey the rules. The
central characteristic of GATT/WTO negotiations is that they are highly insti-
tutionalized, which make them open due to political reasons. There is a pos-
sibility that a similar institutional reform may be introduced in the EMU/EU,
concerning coordination of fiscal policies. Once the need for macroeconomic
coordination is even more urgent and widely recognized, the member states
can pursue a project of an institutionalized macroeconomic cooperation scheme
based on the rules similar to GATT/WTO negotiations, in which (for political
reason) membership is not exclusive. Such a cooperation could for instance be
initiated by the European Commission and all EU members could be invited to
participate.
Apart from coalition formation rules, an important role in our analysis is

played by the concept of a Nash Equilibrium ( ); hence we list four common
interpretations of an :

1. The self-enforcing agreement is probably the most common interpretation
in which it is assumed that players reach a pre-play agreement about how

bind players so,
no player should have an incentive to deviate from an agreed strategy com-
bination. This condition is met only when each player chooses an optimal

31See Ecchia and Mariotti (1998) for a more general discussion on this methodology.
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strategy (assuming that other players stick to their strategies). Hence,
this agreement must constitute the . However, the main problem with
this interpretation is that, if there are any pre-play negotiations, why they
are not included in the game.32

2. The rationality argument implies that rational players would choose only a
combination of strategies that constitutes an . If an is not chosen,
it means that at least one player is not rational.

3. The social convention interpretation relies to common culture. It is a
combination of strategies that enters people’s minds. In order that this
combination is stable it has to be an .

4. Rational beliefs/expectations say that players build up predictions how
other players would play and use them to optimize own strategies. In this
interpretation an is not a prediction of how the game is played, but
it is a consistent theory of how the game might be played.

The Nash conjectures have also an economic interpretation regarding the in-
stitutional design. Nash conjectures imply a sort of the agents’ myopic behaviour
since agents look only at the immediate consequence of their actions without
forecasting the final implication of their strategies. Several game-theoretical
economists have defined some solution concepts based on the idea of indirect
domination, where players foresee the other ones reactions to their actions by
making rational conjectures about the other players’ behaviour in replying to
their actions, i.e. each policymaker considers how many policymakers will leave
the coalition if she will leave it. In such a case farsighted behaviour is introduced
and di erent conditions for stability are requested. In other words, considering
farsighted behaviour a CS can be an equilibrium of the game even if it vio-
lates the (Nash conjecture) stability condition if this violation leads to a (Nash
conjecture) unstable coalition.
The main di erence between the Nash conjectures and the farsighted be-

haviour lies in the information that players have. In the Nash conjecture it is
assumed that agents cannot communicate whereas in the farsighted behaviour
the opposite occurs. Thus, the Nash conjectures stress a situation in which
either an ’institutional place’, where negotiations can be performed, does not
exist or shocks need quick policy reactions and, therefore, time for consultation
is limited. The farsighted behaviour emphasizes the opposite situation and,
therefore, it is linked to the assumption that a real mechanism of institutional
coordination already exists (e.g. the ECOFIN Council in the EMU). However,
both the above concepts do not capture the possible sequential features of the
negotiation process. These features can be important in emphasizing the hege-
mony of a country or of a block of countries in the negotiation process. This
feature is captured by SNG.
The SNG can be interpreted in two alternative ways.

32Note that not all NE s must be self-enforcing. Aumann (1990) o ered an example in
which an NE need not be self-enforcing.
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1. It can be seen as a structured negotiation process taking place in the
institutionalized body of negotiations.

2. It can describe a spontaneous creation of coalitions emerging from bilateral
or multilateral negotiation.

The first interpretation emphasizes the possible role played by an interna-
tional institution or single leader countries in the negotiation for achieving a
coordination agreement. For instance, in an SNG, one can imagine that the
temporary EU President Country determines the list of proponents among the
Member Country Ministers, and then each minister, according to this list of
order, proposes a coalition to a group of countries. Alternatively, one can as-
sume that the list of order follows the relative power of countries and thus a list
of order based on a relative country hegemony, which often characterizes the
EMU history. It is worth noticing that this interpretation implies an additional
element of heterogeneity among countries.33

The second interpretation assumes that there are no institutionalized nego-
tiations between all the players, but that the SNG describes the spontaneous
creation of coalitions from multilateral negotiations. After a shock is observed,
negotiations start when a country which, for example: (a) has the strongest po-
litical power; or/and (b) is the most a ected by the shock proposes a coalition.
This assumption that some countries are more interested (entitled) to start ne-
gotiations is obviously plausible, even when there is no institutionalized body
for macroeconomic coordination. However, when there is no exogenously given
rule of order, the problem arises with the definition of the sequence of players
who are supposed to move next. Either the game with a probabilistic choice of
the next player in the queue may be utilized or other assumptions should be
made. It is possible to construct the chance-move version of the SNG; however,
it is di cult to apply it in a game with more than three players.34

In this book we utilize the natural rule of order : {1 2 } {1 2 }.
The examples of the rule of order based on the standard deviation of optimal
losses can be found in van Aarle et al. (2005).

33 Indeed, this relative hegemony in the EMU can be exercised by one country, a block of
countries or even by the central bank. All cases can be realistic under di erent points of view.
The European Monetary System, e.g., was driven by the German economic policy and the
same European Unionization process was based on the axis formed by Germany and France.
An interesting application of the SNG is to consider the block of the largest countries as the
leader and the block of the smallest countries as the follower and regarding the common CB
as in a di erent institutional setting (i.e. according to its position in the rule of order, an
hegemonous, a neutral or an accommodating CB). This classification can be seen as a new
dimension in the study of CB independence.

34Finus and Rundshagen (2001) apply such a modification of the Bloch concept 3-player
games. They introduce the following rules that govern the sequence of players who move:
in the ongoing proposal, the player who has the move decides who will be the next player
whether to accept or rejct the proposal. Secondly, at the beginning of the game or when a
coalition has been created the nature (chance-mechanism) chooses the next player to move.
This concept is very appealing for our interpretation for spontanous SNGE negotiations,
however, as it has been mentioned in the text, very di cult to apply in the game of more
than 3 players.
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The crucial element of the Bloch idea is that countries while creating a
coalition make binding agreements and withdraw from the game. Apart from
perfect information and the assumption that a particular coalition can be pro-
posed only once, this is the only important requirement that must be met to
ensure that sequential negotiation of coalitions actually works. It means that
the indispensable institutional framework consists only of creating a mechanism
of making binding agreements of cooperation, when a proposed coalition has
been accepted by all the involved players. If such a mechanism exists, after the
shock is observed, coalitions will be sequentially created, even when there is no
other common body of negotiations.
Finally, two major assumptions of the game concepts should be stressed. As

it was already said, all the presented simultaneous move games are solved with
the -solution concept, which means that players are assumed to behave in a
myopic way. This myopic behaviour assumption is waved when the SNG concept
is considered. Moreover, in all the games we assume perfect information.

5.6 Social optimum and indices

From the policy-recommendation point of view, the most important question
we would like to answer is which mechanism of coalition formation is the most
e ective, i.e. results in the most-desirable CSs from the social perspective. By
social perspective we mean the point of view of a society as a whole, which aims
to maximize the joint welfare of all the players. Since di erent games are based
on di erent initial assumptions and correspond to di erent institutional settings,
we can study how to structure the international policy coordination to enhance
its e ectiveness by comparing them. To setup a comparison-benchmark we
define the concept of a social optimum CS

Definition 5.34 (Social optimum CS) Let = { 1 } be the set of all
possible coalition structures for the coalition formation game ( ( ) ( ))
with per-membership partition function ( ) defined in terms of losses. Then, a

social optimum coalition structure is defined as: := min
=1

X
=1

( ) i.e.

the coalition structure which features the lowest sum of all the players’ losses.
If there is more than one social optimum coalition structure then we talk about
the social optimum coalition structure set (abbreviated by social optimum CS set
and denoted by ).

For the games considered in this book the following theorem holds:

Theorem 5.3 If the second stage of the game is solved by linear-quadratic dif-
ferential games with symmetric bargaining powers and if the full-cooperation
coalition structure belongs to the set of feasible coalition structures, or ,
then this coalition structure belongs to the social optimum coalition structure
set, or
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Proof. Trivial from Chapter 2.
A concept, closely related to the above definition is a welfare index (WIX),

which shows the percentage di erence between the sum of losses in the particular
coalition and the social optimum CS:35

Definition 5.35 The welfare index is defined as:

( ) :=

X
=1

( )_

X
=1

( )

X
=1

( )

100%.36

Of course, we have
¡ ¢

= 0 Note also that is always non-
negative.

In simultaneous games more than one stable CS can be found. This raises the
question how to evaluate CSs w.r.t. welfare using ? Hence, we introduce
the concept of an average welfare index, denoted by and defined as:

:=
1X
=1

where are the welfare indices of all the stable CSs in the game consid-
ered; hence := | | Since we consider all the possible stable CSs to be
equally probable, may be interpreted as the expected in the par-
ticular coalition formation game. In other words, shows the (degree of)
e ectiveness of the given coalition formation game (mechanism).
Moreover, we introduce a coalition formation index ( ):

Definition 5.36 A coalition formation index is defined as:

( ) :=

X
=1

| ( ) ( )|

X
=1

( )

100%.

Intuitively, shows the magnitude of losses’ volatility in a particular CS
w.r.t. the non-cooperative regime ( ), when no non-trivial coalition exists. As
our setting features mixed externalities from coalition formation, the numerator
in Definition 5.36 is a sum of relevant absolute di erences. Clearly, also the
value of this index is always nonnegative.37

35We define all the indices in terms of percentages to avoid (possible) confusion with losses.
36WIX is comparable to the ’degree of externality index’ (DEX) of Eyckmans and Finus

(2003).
37One could also think about another index, which would be used to measure e ects of

coalition formation but in more relative terms than . Note that the index from Definition
5.36 measures the total magnitude of changes in players’ losses w.r.t. the non-cooperative
regime. However, for each player the same change in losses may have a completely di erent
meaning. For instance, if = {1 2} 1 ( ) = 1; 2 ( ) = 100; 1 ( ) = 1

2
; and
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5.7 Appendix

Algorithm 5.1 (OMG(| | = 2 )) Step 1: Let = { 1 } and = 1;
Step 2: Consider CS = { 1 2 } ;
Step 3: Let = 1;
Step 4: Find coalition such that ;
Step 5: If is a full coalition, i.e. = then a new player ’s deviation

to end CS =
©

( )
ª

( 6= ) is found.38 Then:

Go to Step 12.
Step 6: If is a non-trivial coalition then a new player ’s deviation is found.

End CS ( 6= ) is of the form
©

1 2 ( )
ª
;

Step 7: Let = 1;
Step 8: If 6= then consider Merge player with and leave

all the other coalitions in unchanged. A new player ’s deviation is found.
End CS ( 6= ) can have one of the following two forms:
( ) :=

©
1 2 ( )

ª
if is a non-trivial

coalition.
( ) := { 1 2 ( ) } if is a trivial coalition.
Step 9: If then = + 1 Go back to Step 8;
Step 10: If then = + 1 Go back to Step 4;
Step 11: If then = + 1 Go back to Step 2;
Step 12: All deviations have been found. End.

Example 5.20 We will illustrate the functioning of the Algorithm 5.1 on the
first two CSs in the OMG from Table 5.12.39

( 1) Let = 1; hence we consider 1 = [123]; = 1 We find that

=1 = (1 2 3), which is the full coalition. From Step 5 we find the first end
CS =46= which has the form { 1 1

(1)} i.e. 4 = {(1) (2 3)} after
rearranging. As = 3 becomes 2 and, again, we find that = (1 2 3)
and Step 5 follows. The same procedure is applied to the next and the last player

= 3 Till now three deviations have been found
³

1
1

4

´ ³
1

2
3

´
³

1
3

2

´
As = = 3 and = 1 = 5 then becomes 2 and we return

to Step 2.

2 ( ) = 99 then ( ) = 1 4851%. Hence, the value of the index is marginal but the
di erence in 1’s losses is substantial 50% An index which takes this issue into account can
be defined as follows:

( ) := 1

=1

| ( ) ( )|

( )
100% and is called the relative coalition formation

index. However, in our simulations we will use instead of
38 Intuitively, if a CS is a full-coalition CS , then the only possible deviation

of a player is to play as a singleton, as there is no other (partial) coalition or singleton to
join.

39Note that, in fact, obtained reduced deviations are valid for every game from this par-
ticular class of coalition formation OMG s.
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b
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:

certain

If then = + 1 Go back to Step 4;
If = and if then = + 1 Go back to Step 2;
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( 2) Consider 2 = [12|3] which can be also presented in the form { 1 2}
where 1 = (1 2) and 3 = (3)

40 Again = 1 and we find that 1, so = 1.
Since 1 is not the full-coalition we skip Step 5 and follow from Step 6. As 1

is a non-trivial coalition then find the end CS =56= which has the form

{(1) 1 1 2} i.e. 5 = {(1) (2) (3)}. Hence, in Step 6 we find
³

2
1

5

´
and continue with Step 7. Let = 1 Since = we skip Step 8 and proceed
from Step 9. As = 1 = 2 then becomes 2 and we proceed from Step 8
considering 2 = (3). Since 6= we construct the end CS =36= of the form

{ 1 1
( 2 1)} i.e. 3 = {(1 3) (2)} Consequently, we find

³
2

1
3

´
...

etc.
The reader can compare a set of deviations obtained in this example with the

one reported in Example 5.16

Algorithm 5.2 (OMG(| | = 2 )) Step 1: Let := { 1 2

} and = 1;
Step 2: Consider CS = { 1 2 } ;
Step 3: Let player = 1;
Step 4: Find coalition such that player ;
Step 5: Consider player :
Step 5.1: If player is a singleton monetary player then:
Step 5.1.1: Let = 1;
Step 5.1.2: If 6= then consider If is a fiscal coalition, such

that ( ) , then a new player ’s deviation is found. End CS
( 6= ) can have one of the following two forms:
(a){ 1 2 ( ( ) )

( )
} if 6= ( ) ; or

(b) { 1 2 ( ( ) ) } if = ( ).
Step 5.1.3: If then = + 1 Go back to Step 5.1.2;
Step 5.2: If player is a monetary player and is a full MU( ) coalition,

i.e. = ( ( )), then a new player ’s deviation has been found. End CS
( 6= ) is of the form

©
1 2 ( )

ª
.

Step 5.3: If player is a fiscal player and is a (possibly trivial) fiscal
coalition then:
Step 5.3.1: is a non-trivial coalition and a new player ’s deviation is

found. End CS ( 6= ) is of the form
©

1 2 ( )
ª

Step 5.3.2: Let = 1;
Step 5.3.3: If 6= then consider :
(i) If is a (possibly trivial) fiscal coalition then a new player ’s deviation

has been found. An end coalition structure ( 6= ) is of the form©
1 2 ( )

ª
;

(ii) If = { } and central bank is responsible for monetary policy manage-
ment in , i.e. := and if ( ) := { } then a new player ’s deviation has
been found. EndCS ( 6= )is of the form

©
1 2 ( )

1

ª
;

Step 5.3.4: If then = + 1 Go back to Step 5.3.3;

40Note also that = 2
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Step 5.4: If a player is a fiscal player and is a full MU( ) coalition, i.e.:
:= = ( ( )), then:
Step 5.4.1: a new player ’s deviation is found. End ( 6= )

can have one of the following two forms:

(a)
n

1 2 ( ) ( )
o
if | ( ) | = 2

(b)
©

1 2 ( ) ( )
ª
if | ( ) | = { }

Step 5.4.2: Let = 1;
Step 5.4.3: If 6= then consider If is a (possibly trivial) fiscal

coalition then a new player ’s deviation is found. End ( 6= )
can have one of the following two forms:

(a)
n

1 2 ( ) ( )
o
if | ( ) | = 2

(b)
©

1 2 ( ) ( )
ª
if | ( ) | = { }

Step 5.4.4: If then = + 1 Go back to Step 5.4.3;
Step 6: If then = + 1. Go back to Step 4;
Step 7: If then all the possible deviations for have been found;

= + 1 Go back to Step 2;
Step 8: All deviations have been found. End.

Example 5.21 To show the basic di erences with Algorithm 5.1 we will il-
lustrate the functioning of Algorithm 5.2 also on the 3-player game. Assume
the class OMG( := { 1 2 } ( )( ) ) and ( ) :=
{ 1 2}. The resulting set of the MU feasible CSs is = { 1 = [ 1 2 ]

2 = [ 1 2| ] 3 = [ 1| 2| ]}
( 1) Let = 1; hence we consider 1 = [ 1 2 ]; = 1; i.e. is a fiscal

player. We find that =1 = ( 1 2 ) which is the full MU( ) coali-
tion; hence from Step 5.4 we find the first end CS =36= which has the
form {( 1) ( )

1
} i.e. 3 = {( 1) ( 2) ( )} after rearranging.

As = = 1 and = 3 in Step 6 becomes 2 and we go back to Step 4.
Again we find that = 2 =1 = ( 1 2 3) and Step 5.4 follows. For the
second time the end CS is 3 As = = 1 and = 3 in Step 6 becomes
3 and we go back to Step 4. Player = 3 = is a monetary player. We find
that =1 = ( 1 2 ) which is the full MU( ) coalition. In Step 5.2
we find the next end CS =26= which has the form {( ) } i.e.

3 = {( 1 2) ( )} after rearranging. We have found 3 deviations from the

CS 1, i.e.:
³

1
1

3

´ ³
1

2
3

´ ³
1 2

´
As = 1 = 3 in

Step 7 becomes 2.
( 2) 2 = [ 1 2| ]; = 1; i.e. is a fiscal player. We find that

=1 = ( 1 2) which is the full fiscal MU( ) coalition; hence from Step 5.3
we find the first end CS =36= which has the form {( 1)

1
( )}

i.e. 3 = [ 1| 2| ]. In Step 5.3.2 = 1 As = we skip Step 5.3.4. As
= 2 in Step 5.3.4 becomes 2 We go back to Step 5.3.3 find

that 6= but = ( ); hence is not a fiscal coalition and player
cannot join it. In Step 6 becomes 2 and we return to Step 4. Next a similar
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procedure as for = 1 is applied to player = 2. We find one deviation of 2
to end CS 3 = [ 1| 2| ] In Step 6 becomes 3 and we return to Step 4.
We find that = =2 = ( ), i.e. is a singleton monetary player.
In Step 5.1.1 = 1 As 6= we consider ( 1 2) =: 1 2 In fact,
{ 1 2} =: ( = ) 1; hence a new player ’s deviation is found to
an end CS of the form: {( ( ) )}. We can write the end CS 1 in
the more familiar form [ 1 2 ]

Algorithm 5.3 (ROMG(| | = 2 )) Step 1: Let = { 1 }
and = 1;
Step 2: Consider CS = { 1 2 } ;
Step 3: Let = 1;
Step 4: Find coalition such that ;
Step 5: If is a full-coalition, i.e. = then a new player ’s deviation

to end CS =
©

( )
ª

( 6= ) is found.41 Then:
(i) if then = + 1 Go back to Step 4;
(ii) if = and if then = + 1 Go back to Step 2;
(iii) Go to Step 12.
Step 6: If is a non-trivial coalition then you find a new player ’s deviation

is found. End CS ( 6= ) is of the form
©

1 2 ( )
ª
;

Step 7: Let = 1;
Step 8: If 6= then consider If is a non-trivial coalition merge

player with and leave all the other coalitions in unchanged. a new player
’s deviation is found. End CS ( 6= ) can have one of the following
two forms:
(i) :=

©
1 2 ( )

ª
if is a non-trivial

coalition.
(ii) := { 1 2 ( ) } if is a trivial coalition.
Step 9: If then = + 1 Go back to Step 8;
Step 10: If then = + 1 Go back to Step 4;
Step 11: If then = + 1 Go back to Step 2;
Step 12: All deviations have been found. End.

Algorithm 5.4 (ROMG(| | = 2 ( ))) Step 1: Let := { 1

2 } and = 1;
Step 2: Consider CS = { 1 2 } ;
Step 3: Let player = 1;
Step 4: Find coalition such that player ;
Step 5: Consider player :
Step 5.1: If player is a singleton monetary player then:
Step 5.1.1: Let = 1;
Step 5.1.2: If 6= then consider

41 Intuitively, if a considered CS is a full-coalition CS, then the only possible deviation
of a player is to play as a singleton, as there is no other (partial) coalition or singleton to
join.
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(a) If is a non-trivial fiscal coalition, such that ( ) and 6=
( ) then a new player ’s deviation is found. End CS ( 6= )

is of the form { 1 2 ( ( ) )
( )

}.
(b) If is a non-trivial fiscal coalition, such that ( ) = then a

new player ’s deviation is found. End CS ( 6= ) is of the form
{ 1 2 ( ( ) ) }.
Step 5.1.3: If then = + 1 Go back to Step 5.1.2;
Step 5.2: If player is a monetary player and is a full MU( ) coalition,

i.e. = ( ( )) then a new player ’s deviation has been found. End CS
( 6= ) is of the form

©
1 2 ( )

ª
.

Step 5.3: If a player is a fiscal player and is a fiscal coalition then:
Step 5.3.1: If is a non-trivial coalition then a new player ’s deviation is

found. End CS ( 6= ) is of the form
©

1 2 ( )
ª

Step 5.3.2: Let = 1;
Step 5.3.3: If 6= then consider :
(i) If is a non-trivial fiscal coalition then a new player ’s deviation

has been found. End coalition structure ( 6= ) is of the form©
1 2 ( )

1

ª
Step 5.3.4: If then = + 1 Go back to Step 5.3.3;
Step 5.4: If player is a fiscal player and is a full MU( ) coalition, i.e.:

:= = ( ( )) then:
Step 5.4.1: a new player ’s deviation is found. End coalition structure

( 6= ) can have one of the following two forms:

(a)
n

1 2 ( ) ( )
o
if | ( ) | = 2

(b)
©

1 2 ( ) ( )
ª
if | ( ) | = { }

Step 5.4.2: Let = 1;
Step 5.4.3: If 6= then consider
(i) If is a non-trivial fiscal coalition then a new player ’s deviation is

found. a new player ’s deviation is found. End coalition structure
( 6= ) can have one of the following two forms:

(a)
n

1 2 ( ) ( )
o
if | ( ) | = 2

(b)
©

1 2 ( ) ( )
ª
if | ( ) | = { }

Step 5.4.4: If then = + 1 Go back to Step 5.4.3;
Step 6: If then = + 1. Go back to Step 4;
Step 7: If then all the possible deviations for coalition structure have

been found; = + 1 Go back to Step 2;
Step 8: All deviations have been found. End.

Algorithm 5.5 (EMG( ( )( ))) Step 1: Let := { 1 2

} and = 1;
Step 2: Consider the coalition structure = { 1 2 } ;
Step 3: Let player = 1;
Step 4: Find a coalition such that player ;
Step 5: If is a trivial coalition then go to Step 7
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Step 6: If is a non-trivial coalition then a new player ’s deviation is
found. End CS ( 6= ), is of the form

©
1 2 ( )

ª
;

Step 7 If then = + 1. Go back to Step 4;
Step 8 If then all the possible deviations for coalition structure have

been found; = + 1 Go back to Step 2;
Step 9: All deviations have been found. End.

Algorithm 5.6 (EMG( ( )( ) )) Step 1: Let :=
{ 1 2 } and = 1;
Step 2: Consider the coalition structure = { 1 2 } ;
Step 3: Let player = 1;
Step 4: Find a coalition such that player ;
Step 5: If is a trivial coalition then go to Step 8;
Step 6: If is a non-trivial coalition then:
Step 6.1: If is a fiscal coalition then a new player ’s deviation is found.

End CS ( 6= ), is of the form
©

1 2 ( )
ª
;

Step 6.2: If is a full MU coalition with the central bank then a new
player ’s deviation:= is found. End coalition structure ( 6= )
can have one of the following two forms:

(a)
n

1 2 ( ) ( )
o
if | ( ) | = 2

(b)
©

1 2 ( ) ( )
ª
if | ( ) | = { }

Step 7 If then = + 1. Go back to Step 4;
Step 8 If then all the possible deviations for coalition structure have

been found; = + 1 Go back to Step 2;
Step 9: All deviations have been found. End.

Algorithm 5.7(EMG( ( )( )) andEMG( ( )( ) ))

Step 1: Let := { 1 2 }42 and = 1;
Step 2: Consider the coalition structure = { 1 2 } ;
Step 3: Let player = 1;
Step 4: Find a coalition such that player ;
Step 5: If is a trivial coalition then go to Step 7;
Step 6: If is a non-trivial coalition then a new player ’s deviation is

found. End CS ( 6= ), is an independent coalition structure of
w.r.t. , i.e. ( ) ;
Step 7 If then = + 1. Go back to Step 4;
Step 8 If then all the possible deviations for coalition structure have

been found; = + 1 Go back to Step 2;
Step 9: All deviations have been found. End.

42Note that this algorithm can be used to solve any EMG( ) which results in the reduced
set of feasible coalition structures characterized by the independence property.
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Chapter 6

A Multi-Country
Closed-Economy MU Model

6.1 Introduction

In Chapter 4 we analyzed monetary and fiscal policy interactions in a two-
country monetary union (MU). While this setting yields many important in-
sights, it seemsalso interesting to consider an MU with a larger number of par-
ticipants. This chapter, therefore, seeks to generalize the previous analysis by
introducing a multi-country MU model. Moreover, we consider a more general
shock structure which is based on price levels instead of (relative price) com-
petitiveness. Furthermore more general inflation dynamics are introduced, i.e.

literature.1

The emphasis of the analysis is put on the various spillovers in an MU and
their e ects on monetary and fiscal policies. As indicated in Section 1.3 of Chap-
ter 1, the following spillovers might play a crucial role in the analysis via the
’trade channel’, ’pass-through’ hypothesis, ’competitiveness channel’, ’interest
rate channel’, ’exchange rate channel’, and ’fiscal deficit’ channel, respectively:
(i) output spillovers, (ii) price spillovers, (iii) competitiveness spillovers, (iv) in-
terest rate spillovers, (v) exchange rate spillovers, and (vi) fiscal deficit spillovers
via the real interest rate. In this chapter on a multi-country closed-economy MU,
the e ects of all these types of spillovers except type (v) will be analyzed.
The chapter is organized as follows. Section 6.2 provides a small dynamic

problem faced by the fiscal policymakers and the common monetary author-
ity. Section 6.3 analyzes the consequences of an ex-post and an ex-ante pol-
icy coordination in a dynamic framework by studying numerical simulations
of various examples. Three types of shocks are considered:

1Evidence of foreign inflation e ects on the Phillips curve is provided by DiNardo and
Moore (1999). See also Razin and Yuen (2001) and Plasmans et al. (2004).
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the e ects of foreign inflation rates, as suggested by the recent open economies’

macroeconomic model of a multi-country MU and the dynamic stabilization

symmetric shocks,
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anti-symmetric shocks and asymmetric shocks. Moreover, a detailed analysis of
(the e ects of) various above-mentioned spillovers is undertaken. The numerical
analysis is concluded by studying two cases where countries are asymmetric in
their economic structure and bargaining weights in cooperative decision making.

6.2 Model

In this section we further extend our model of Chapter 4 by allowing for =
1 countries (with a corresponding set of fiscal players := {1 2 })

to participate in an MU with a common central bank ( ). The IS curves
(6.1) are not di erent from those of previous chapters, but rewritten in a more
general form since in an -country setting each country has 1 bilateral
trade relations, or for = 1 2 :

( ) = [ ( ) ˙ ( )] + ( ) +
X

( ) +
X

[ ( ) ( )] ;

(6.1)
foreign price spillovers are now added to the original Phillips curves:

˙ ( ) = ( ) +
X

˙ ( ), (0) = 0 (6.2)

The direct output and inflation spillovers are measured by and , respec-
tively. The competitiveness spillovers are given by . The spillovers through
the common interest rate in an MU are determined by and the fiscal deficit
spillovers by the direct e ects of fiscal deficits, . The spillovers from foreign in-
flation on domestic inflation, , reflect the pass-through in the pricing of foreign
goods when sold on domestic markets. Clearly, if the size of these parameters
increases, the e ects from the spillovers increase and the potential benefits from
policy coordination may rise. In the numerical analysis in the next section(s) we
will look in more detail into the e ects of these di erent spillovers and how the
relative importance of these spillovers can be determined. Typically, in most
cases not all spillovers are equally important at the same time.
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aggregate output,2 and and indicate the relative preferences of the
concerning inflation and output of the MU as a whole. Parameter indicates

the relative weight of country in the MU (
P
=1

= 1) The minimization of the

’s loss function w.r.t. ( ) is consistent with the derivation of a standard
monetary policy rule (see e.g. Clarida et al. (1999)), since it results in a linear
function in its arguments.
We transform the structural form model (6.1)-(6.2) to the reduced form

model:3

( )
˙( )

¸
=

¸ ( )
( )
( )

(6.5)

where ( ) is an ( )-dimensional country-ordered vector of output gaps, ˙( ) is
a country-ordered vector of inflation rates, ( ) and ( ) are the price level
and (real) fiscal deficit vectors, respectively. The partitioned matrix :=¸

indicates the elasticities of the real output gap and the infla-

tion rate with respect to price levels and control instruments. The upper part of

2The following two-country example illustrates the procedure of loglinearization. As-
suming that the real output ( ) is in the neighbourhood of the steady-state output the

following approximation holds:
( )

' 1+ ( ). The aggregate-output equation for two coun-

tries is ( ) := 1( )+ 2( ), which is directly rewritten as 1 = 1( )
( )
+ 2( )

( )
and by rules of

loglinearization transformed into 1 ' 1 (1 + 1( ) ( ))+
¯
2 (1 + 2( ) ( )) Sim-

plifying, we obtain: ( ) log ( ) = 1 1( ) + 2 2( ) where 1 := 1 and 2 :=
¯
2

are the relative weights of the countries’ steady-state outputs. Hence, it follows that ( ) is
the aggregate output gap.

3Although the derivation of the reduced form of the model is similar to that in previous
chapters, we report it in order to demonstrate the (impact of the general) notation for 1
countries.
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6.3 Numerical solutions of the model

By analyzing the di erent cases of asymmetries, we may compare some con-
clusions of Buti and Sapir (1998) and Beetsma et al. (2001), but now in a
dynamic and possibly asymmetric model setting. Buti and Sapir (1998) argue
that fiscal coordination is desirable when large symmetric shocks are present,
while Beetsma et al. (2001) argue that fiscal coordination is most desirable
when there are asymmetric shocks, since fiscal authorities can internalize the
economic externalities connected with opposite fiscal policies then.

We consider two di erent settings:

1. Symmetric countries scenario ( 1): all countries are symmetric in the
structural and preference parameters and sizes. However, preferences of
fiscal players are asymmetric w.r.t. preferences of the .

2. Asymmetric countries scenarios ( 2 and 3): in an asymmetric setting
countries are marked by asymmetries in economic structures, policy prefer-
ences or bargaining weights. In particular, we assume that the relatively-
closed country 1 ( 1) faces two relatively open countries 2,3 ( 2, 3)
that are relatively more sensitive to foreign output and price changes. In
addition, we analyze a case where countries are not only asymmetric in
openness but also feature di erent bargaining powers in cooperative de-
cision making ( 3). More specifically, 1 and 2 are assumed to have a

Three di erent types of shocks are analyzed (note that shocks always occur
at = 0 in the form of initial innovations to the state variables): (i) a symmetric
negative supply shock: 0 = [0 01; 0 01; 0 01] , (ii) an asymmetric supply shock
that hits only country 1: 0 = [0 01; 0; 0] ; and (iii) an anti-symmetric supply
shock that hits 1 and 3: 0 = [0 01; 0; 0 01] .
For each case considered we compute and analyze stable equilibria. Our
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greater bargaining power than 3.

aim is to analyze welfare effectiveness of di erent coalition formationmechanisms.

dynamics of the model. More in detail, the matrix
IR × describes the e ects of the domestic fiscal policy on the

domestic real output gaps (main diagonal ments) and those of the foreign
fiscal policies on the domestic real output gaps (o -diagonal elements); the
latter elasticities are called fiscal spillovers. larly, the matrix

IR × describes the e ects of the fiscal policy variables on the inflation
rates. The matrices IR × and IR × indicate

and inflation
rates, respectively. Vectors IR and IR are the semi-elasticities of the
real output gaps and inflation rates w.r.t. the common nominal interest rate.

inflation
output
cities of the

the e ects of
domestic and foreign price levels on the domestic real output gaps

ele

Simi

gaps. The lower part of this matrix indicates the (reduced-form) elasti-

(reduced-form)
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Table 6.1 — Baseline parameters ( {1 2 3} 6= )
= 0 75 = 0 2 = 0 2 = 0 25 = 0 2 = 0 2
= 0 2 = 0 4 = 0 4 = 0 4 = 0 2 = 0 4

This parameterization is based on various empirical studies for the euro area
and will also be used in the next two chapters. Empirical studies suggest that
the interest rate semi-elasticity of output ( ) lies in the range 0.1 to 0.3 (e.g.
Angeloni et al. (2002) find a value of 0.19) and the other spillovers originate
from the instantaneous multiplier of fiscal policy ( ) lying between 0.5 and 1
(European Commission (2001) uses a value of 0.5 in its model), the competi-
tiveness e ect ( ) and the elasticity w.r.t. the foreign output gap ( ), which
are somewhere around 0.1 and 0.3, respectively (Hooper et al. (1998)). Consid-
erable evidence also exists for the property that the output-gap elasticity in the
Phillips curve ( ) is relatively small (Smets (2000) estimates a value of 0.18)
and that there is some e ect from foreign inflation rates ( ) (Laxton et al.
(1998)).
Given the parameters of Table 6.1, the matrix of reduced form coe cients

in this first scenario ( (1) :=
(1) (1) (1)

(1) (1) (1)

¸
) equals (the theoretical

reduced form coe cients are derived in the Appendix):

(1)=

0 3453 0 1727 0 1727 0 9155 0 2680 0 2680 0 3871
0 1727 0 3453 0 1727 0 2680 0 9155 0 2680 0 3871
0 1727 0 1727 0 3453 0 2680 0 2680 0 9155 0 3871
0 1219 0 0360 0 0360 0 2915 0 1566 0 1566 0 1613
0 0360 0 1219 0 0360 0 1566 0 2915 0 1566 0 1613
0 0360 0 0360 0 1219 0 1566 0 1566 0 2915 0 1613

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL

6.3.1 Symmetric baseline model

In the baseline, countries are assumed to be symmetric with respect to all
structural parameters. It is assumed that policymakers’ preferences are not
symmetric. The ’s preferences di er from those of the (identical) national
governments (preference asymmetry). The puts a larger weight on infla-
tion stabilization than on output-gap stabilization. On the other hand, fiscal
players are more concerned with output-gap stabilization than with inflation
(-rate) stabilization. Moreover, the ’s objectives concern aggregate output
and inflation in the MU while the fiscal players are only concerned about own
output and inflation. The baseline parameters used in the simulations are listed
in Table 6.1.

Since (1) and (1) contain only positive o -diagonal elements, the setting is

the domestic fiscal deficit raise foreign output gaps) and negative
fiscal spillovers on the inflation rates (i.e. increases in the domestic

fiscal deficit raise foreign inflation).
tures raise both the domestic real output gaps and inflation rates.

characterized bypositive fiscal spillovers on the real output gaps(i.e.
increases in

Moreover, increases of domesticfiscal expendi-
reduced-form

-formreduced
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Table 6.2 Optimal losses for ( 1 0 )
4

[12|3|4] [13|2|4] [1|23|4]
1 2 4600 2 4665 2 4572 2 4598 2 4598 2 4555
2 2 4600 2 4665 2 4572 2 4598 2 4555 2 4598
3 2 4600 2 4665 2 4572 2 4555 2 4598 2 4598

4 9148 4 8229 4 8781 4 8989 4 8989 4 8989
0 59% 0% 0 22% 0 42% 0 42% 0 42%
0% 0 91% 0 36% 0 17% 0 17% 0 17%

All the fiscal players have symmetric losses in each of the first three regimes
and , which is caused by the symmetry of the model parameters. Since

these players are equal, it does not play a role whether the fiscal players co-
operate or not - losses will be symmetric. Of course, di erent regimes feature
di erent losses but in every single regime each fiscal player influences the others
in exactly the same way and follows exactly the same optimization path. Also
in the partial coalition regimes cooperating players have symmetric losses but
the symmetry is broken for the player who plays as a singleton. The has
di erent losses in the first three regimes as each form of fiscal players’ cooper-
ation is characterized by di erent optimizations. However, the 0s losses in
the partial cooperation regimes [12|3|4],[13|2|4] and [1|23|4] are equal, which is
again caused by the symmetry of the model. This is a good example of exter-
nalities from coalition formation. However, in our symmetric model this kind
of externalities are (relatively) small - the coalition formation index is ac-
cording to Definition 5.36 lower than one percent in all the regimes. The welfare
index in Definition 5.35 is even smaller, so that the overall gains of full
cooperation over other regimes are sizeably lower than one percent.
Figures 6.1 - 6.4 illustrate the macroeconomic adjustments of relevant vari-

ables. The first two figures represent the non-cooperative case and the other
two the full cooperative case.

4All (optimal) losses are multiplied by the factor 107

CHAPTER 6

Common price shock

We first consider the common price shock 0 = [0 01 0 01 0 01] , that hits
the whole MU area (with an equal size). Following the notation from the pre-
vious chapter, indicates the non-cooperative regime, the full coopera-
tion regime, and the set of all the fiscal players. For 3 fiscal players and
one central bank the proposed reduced set of feasible coalition structures is

= { = [ 1| 2| 3| ]; = [ 1 2 3 ]; = [ 1 2 3| ];
[ 1 2| 3| ]; [ 1 3| 2| ]; [ 1| 2 3| ]} This set meets the conditions
in Definition 5.19; hence, it is the MU-reduced set of feasible coalition structures.
Table 6.2 contains (optimal) welfare losses in the form of the per-membership
partition function for the symmetric benchmark scenario and the common price
shock.
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Figure 6.1 Control paths for 1 non-cooperative regime ( )

1

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL

and output for non-cooperative regime ( )Figure 6.2 Optimal paths of prices
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Figure 6.3 Controls’ optimal paths for 1 full cooperation ( )

Figure 6.4 Optimal paths of prices and output for 1 full cooperation ( )

Observing a common price shock and the immediate decline in output, fis-
cal authorities pursue a very mildly expansionary fiscal policy, which is hardly
visible in Figures 6.1 and 6.3. Since the countries are assumed to be symmetric,
they behave in exactly the same way according to this expansionary fiscal pol-

CHAPTER 6
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icy. Next to the fiscal authorities, also the wants to stimulate the economy,
this time by cutting the common nominal interest rate. Note that in the case
of symmetric shocks and symmetric countries, all countries are always a ected
in the same manner by the monetary policy.
We observe that the di erences between the cooperative and non-cooperative

cases are pretty small for a common price shock, so that in this symmetric
benchmark scenario the benefits from coordination between fiscal players are
also small. It appears that output gaps and prices adjust practically in the
same manner. Policy strategies, however, are somewhat di erent. In the non-
cooperative regime, in fact, fiscal authorities tend to neutralize the e ects of
fiscal policies on competitiveness, whereas the tends to neutralize the de-
flationary and recessive e ects of fiscal policies.5

In the above analysis we have mainly discussed ex-post policy coordination.
However, the complex situation which emerged in Table 6.2 suggests that also
di erent forms of ex-ante coordination should be studied. Table 6.3 presents
stable coalition structures (CSs) of all the coalition formation games considered
for the per-membership partition function in Table 6.2.

Table 6.3 Stable CSs for ( 1 0 )

( 1 0 ) Stable CSs
[12|3|4];[13|2|4];[1|23|4] 0 42%

;[12|3|4];[13|2|4];[1|23|4] 0 46%
( ) ;[12|3|4];[13|2|4];[1|23|4] 0 46%
( ) ; ;[12|3|4];[13|2|4];[1|23|4] 0 41%

[1|23|4] 0 42%

The definition of di erent games and relevant algorithms to derive stable CSs
(or regimes) can be found in Chapter 5, Subsections 5.4.2, 5.4.3, and 5.4.4. The
regimes and are not equilibria in the OMG, which confirms our first
observations. Although the welfare index in Table 6.2 shows that is the
social optimum, the optimization of all the MU losses in this full MU coalition
have been made at the expense of fiscal players for whom full cooperation became
the least preferred regime. In fact, the is the only player who benefits from
but its gains are sizeable enough to completely set o increases in the losses

of fiscal players and still this regime is the social optimum. It is the least-
preferred CS by all the fiscal players; hence, it cannot be an equilibrium in
any of the games considered. The fiscal coalition is not stable since the
has an incentive to join this coalition and, moreover, each fiscal player has an
incentive to deviate (in order to play as a singleton when the other two fiscal
players cooperate in a partial coalition). Similarly, is not an equilibrium as
all the fiscal players prefer to create partial coalitions, which are, consequently,
the OMG equilibria. Note that the stability of the regimes [12|3|4], [13|2|4]

5With a (symmetric) negative price shock ( 0 = [0 01 0 01 0 01] ), fiscal policy is ex-
pansionary (a deficit) and monetary policy is also expansionary (a cut in the interest rate),

while with a (symmetric) positive price shock ( 0 = [ 0 01 0 01 0 01] ), we have the same
(optimal) losses but with opposite policies: restrictive fiscal and monetary policies.

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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and [1|23|4] is due to distinction assumptions (see Definition 5.14). Whenever
a fiscal player chooses between two partial coalitions and losses of this player in
both CSs considered are equal, then this player prefers to stay in the current
coalition. For instance, 1 could deviate from regime [12|3|4] to regime [13|2|4],
but losses are equal and it prefers to stay in the present coalition. In the ROMG,
the stability of partial coalitions has also another explanation. A deviation of
1 is not feasible since 3 plays as a singleton and does not want to join (to

build or ). Moreover, in the ROMG, the non-cooperative regime is stable
by definition.
The EMG( ) features the same set of stable CSs as the ROMG. In fact, fiscal

players prefer to deviate from both and in order to play non-cooperatively
in a partial-coalition setting. All the other CSs are stable. In the EMG( ),
where, in contrast to the EMG( ), the creation of a coalition requires a common
consent of all players involved, also fiscal cooperation becomes stable because if
any country deviates, then breaks up and players end up in a non-cooperative
regime, which is worse than . However, for the fiscal players, regime is still
worse than ; consequently, cannot be stable in the EMG( ). Finally, it
should be noted that the high number of stable CSs in the EMG( ) provides us
with little information which CS would be actually played.
It is impossible to visualize a game tree for the SNG. Why does CS [1|23|4]

but not any other partial coalition? To answer this question we have
to look at the assumed order of players, i.e. 1 2 3 , and the relevant
part of the game tree which is presented in Figure 6.5.

Figure 6.5. The fragment of the SNGgame tree for ( 1 0 ) for a natural rule of order

1 is entitled to propose a coalition or leave the game to play non-cooperatively.
In fact, each fiscal player mostly prefers to play non-cooperatively, but only when
both other fiscal players create a partial coalition. Indeed, 1 knows that if it
proposes to play as a singleton, then 2 and 3 will decide to create a partial
coalition. It is caused by the fact that 1’s decision to play as a singleton (pro-
posal ( 1)) and to leave the game reduces the set of feasible coalitions, which
player 2 can propose (as being the next player in the rule of order). It hap-
pens because no coalition including 1 is now feasible. Hence, 2 can propose

CHAPTER 6
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only (2,3) or can decide to play non-cooperatively by announcing ( 2). This
player prefers, of course, to create the former regime. What would happen if
1 decided to propose , , (1 2)? The next player in turn, i.e. 2, would

reject this proposal and leave the game since 2 also knows that it would lead
to partial cooperation between 1 and 3 Following the same logic, an initial
proposal of 1 to 3 to create a coalition would end up in the regime [12|3|4],
which is less preferred by 1. The conclusion is that the rule of order enables
the first player to leave the game and, by that, to force both other players to
play cooperatively, which leads to the most preferred regime of 1.

The last column of Table 6.3 presents the average , i.e. If we
assume that e ectiveness is measured by a relative deviation of welfare from
the social optimum, this index shows the average e ectiveness of each coalition
formation mechanism from the point of view of the MU as a whole. We find
that in Table 6.3 the most-e cient game equilibria are the OMG and the SNG.
The EMG( ) is characterized by a lower but, as it was mentioned before,
there are too many stable CSs to derive a fruitful insight.

Note that the above analysis matches the case studied by Buti and Sapir
(1998), where a common (price) shock is applied. The results confirm their
conclusion that, in the case of a common symmetric shock, fiscal coordination
emerges as an equilibrium but that the gains of coordination are likely to be
relatively small then.

Asymmetric shock

Asymmetric shocks play an important role in the analysis of an MU: how e.g.
should countries react in an MU if hit by asymmetric shocks and being restricted
by fiscal stringency requirements? Policy coordination seems a potential strong
instrument to alleviate the adjustment burden individual countries face when
dealing with asymmetric shocks. On the other hand, policy coordination -
despite these potential sizeable benefits- may be more di cult to implement as
countries are more divergent and countries that are not a ected by the asym-
metric shocks may lose from policy coordination, creating strong dilemmas for
policymakers in an MU.

Consider an asymmetric shock hitting 1: 0 = [0 01; 0; 0] . In our sym-
metric baseline scenario this leads to a number of interesting outcomes. Table
6.4 provides the welfare losses produced by the asymmetric shock to 1.

Table 6.4. Optimal losses for ( 1 0 )

[12|3|4] [13|2|4] [1|23|4]
1 73 7731 68 3581 68 5625 67 1665 67 1665 79 0785
2 17 7538 16 7086 16 6049 18 6978 19 1054 17 6972
3 17 7538 16 7086 16 6049 19 1054 18 6978 17 6972

0 5461 0 5359 0 5420 0 5216 0 5216 0 7909
7 35% 0% 0 003% 3 11% 3 11% 12 67%
0% 6 843% 8 840% 8 13% 8 13% 5 16%

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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First, observe that fiscal players’ losses are much higher than in the previous
example with a symmetric shock, but that the features much lower losses.
Full cooperation results in significant welfare gains for all the players, even
though it is for none of the players the most preferred outcome. Figure 6.1
gives the controls’ e ects, produced by the asymmetric shocks with dotted lines.
1 implements an expansionary fiscal policy to stabilize output, which declined

immediately after the negative price shock. The improved competitiveness of 2
and 3 vis-à-vis 1 increases their output at the cost of 1. Accordingly, they
implement restrictive fiscal policies, which, however, are delaying the recovery
in 1. Under coordination, therefore, 2 and 3 have a less restrictive fiscal
policy. Some of the inflation in 1 is transmitted to 2 and 3. As to be
expected, the monetary policy of the is not much a ected by an asymmetric
shock in one country. Also the has small gains if at least some form of policy
coordination can be implemented, with the exception of the case where the two
non-a ected countries are cooperating.
Table 6.5 presents stable CSs of the coalition formation games for the sym-

metric scenario under an asymmetric shock:

Table 6.5 Stable CSs for ( 1 0 )

( 1 0 ) Stable CSs
0%

, 3 67%
( ) , , [1|23|4] 5 00%
( ) , , [1|23|4] 5 00%

0 003%

The full cooperative regime is stable in the OMG and, hence, in the ROMG
and the EMG( ). This is easily seen as no player wants to deviate unilater-
ally from . In the EMG( ) also and [1|23|4] become stable since the
cannot join this fiscal coalition and 1 cannot join the partial coalition (2,3)
due to exclusive-membership assumption. In this example the ( ) =

( ) coincide but it should be stressed that this does not have to be

We will again have a closer look to the result of the SNG. 1 mostly prefers
the partial coalitions (1,2) and (1,3). 2 and 3 can reject these proposals,
respectively, and can propose or , which they prefer to partial coalitions
with 1. As they obtain lower (optimal) losses in fiscal cooperation they would
like to end up in , whereas 1 would like to end up in if partial cooperation

(a) Assume 1 proposes (1,2). 2 rejects this coalition and proposes , which
is accepted by 3 but rejected by 1, which prefers to and the game
finishes in as is no more feasible (because it is already proposed and
rejected). Hence, 2, receiving the proposal (1,2), has to think about the
way to end up in , and not in To achieve this, 2, after rejecting (1,2),
does not propose , but proposes The first to react is 1 It can either
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necessarily the case in other examples.

is rejected. What does 1 propose? It has the following four possibilities:
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accept , propose or (1,3). If it accepts , it is rejected by 3 and
is proposed and accepted. If it proposes , it is just accepted. If it rejects
and proposes (1,3), then 3 rejects (1,3) and proposes Hence, after

an initial proposal of (1,2) by 1, the fiscal coalition always emerges.

(b) Assume 1 proposes (1,3). The story follows the same logic as in (a).
3, after rejecting (1,3), proposes in spite of the fact that it wants to

have this coalition rejected. But 3 knows that will be rejected by
2 because they have a common interest to create Hence, after this

proposal, 1 is the first player to react. If it accepts , it is rejected by
2 and is proposed and accepted. If 1 proposes , it is just accepted.

If it proposes (1,2), then 2 rejects this coalition and proposes , which
is accepted.

(c) Assume 1 proposes Then it is just accepted by 2 and 3.

(d) Assume 1 proposes Then 2 rejects it and proposes , which is ac-
cepted. 1 could reject and propose a partial cooperation to any of
the fiscal players, but it would be rejected as 2 and 3 prefer not to
cooperate in a partial coalition.

Hence, all the possible proposals of 1 lead to , in spite of the fact that 1
is the first in the rule of order and prefers mostly a partial coalition. This analy-
sis illustrates a very interesting (strategic) characteristic of the SNG. Whenever
there are two coalitions (say ( 1 2) and ( 1 2 3)) in which two subse-
quent players in the rule of order (say 1 and 2) take part, and if:
(i) 1 prefers ( 1 2) to ( 1 2 3) and she prefers both these coalitions

to all other coalitions/CSs in the game, and
(ii) 2 prefers ( 1 2 3) to ( 1 2) and she prefers both these coalitions

to all other coalitions/CSs in the game
then (ceteris paribus) the more power has 2, in spite of the fact that she

is the second in the rule of order. This power comes from our assumption
that a coalition, once rejected, cannot be proposed for the second time. Hence,
2 can reject the proposal of 1 and, by that, narrow the set of coalitions

she can take part in. This power can be called the power to reject. This power
has been extensively used in the previous example. We leave the analysis
what would happen if the rule of order was changed to ( 2, 1, 3, ) to the
reader.
Concerning the e ectiveness it comes out that OMG mechanisms are the

most e cient ones from the point of view of the MU as a whole. With the SNG
we achieve just a slightly less e cient outcome.

Anti-symmetric shock

The analysis of symmetric and asymmetric shocks provided already a number
of insights about the e ects of policy coordination. Now we turn our interest
on the final type of shock, an anti-symmetric shock. We consider a price shock

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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that a ects the prices in 1 and 3 in an opposite manner (an anti-symmetric

country-specific shock, 0 = [0 01 0 0 01] ). The resulting losses for the
various regimes are reported in Table 6.6.

Table 6.6. Optimal losses for ( 1 0 )
[12|3|4] [13|2|4] [1|23|4]

1 162 6911 151 4297 151 4297 148 6954 151 4297 174 7063
2 0 0000 0 0000 0 0000 8 0995 0 0000 8 0995
3 162 6911 151 4297 151 4297 174 7063 151 4297 148 6954

0 0000 0 0000 0 0000 0 3018 0 0000 0 3018
7 44% 0% 0% 9 56% 0% 9 56%
0% 6 92% 6 92% 10 58% 6 92% 10 58%

The most evident feature of Table 6.6 is that there are no di erences between
the grand coalition , the fiscal coalition and the partial fiscal cooperation
CS [13|2|4]. This occurs because the fiscal policy of the first country is exactly
o set by the fiscal policy of the third country, due to the model symmetry and
the preference symmetry among fiscal authorities.6 More in detail, in regimes
where 1 and 3 are either both in the same coalition or both outside, due to
the equal sizes of the perfectly opposite shocks, the and 2 do not a ect
the adjustment dynamics in the MU since they are not a ected by the anti-
symmetric shock. Hence, because of the perfect structural symmetry of the
model, 2 and the are not a ected at all by the anti-symmetric shocks in
1 and 3.
In case the would react, this would a ect all three countries in a di erent

manner and would clearly a ect the adjustment dynamics of the MU. Something
similar could be said of 2: if it would react, it would a ect 1 and 3 in a
di erent way as they are facing di erent initial conditions, even though they
are symmetric in all other respects. This ’neutrality’ of the and 2 changes
when partial fiscal coalitions with 2 are formed, even in this symmetric setting.
With the partial fiscal coalitions (1 2) and (2 3) all the players, including the

, are directly a ected in their optimal policies and losses. Clearly, from the
perspective of 2 it is not beneficial to enter a coalition with 1 or 3, which
are hit by the shock, since in a cooperative arrangement 2’s policies will be
partly directed at the problems in the other country.
Figure 6.1 shows the paths of the control variables after this anti-symmetric

the countries involved and tend to compensate the e ects of the policymakers’
actions. Therefore, cooperation helps in reducing the losses from

(restrictive) fiscal policies: in the cooperative case 1 has a smaller deficit
and 3 a smaller surplus than in the non-cooperative case. In this way
negative fiscal externalities are internalized and, therefore, partially reduced.

The anti-symmetric shock analyzed in Table 6.6 is also Beetsma
et al.

6 See Chapter 4 for a more detailed description of this mechanism in a two-country model.
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neutralizing e ect inshock with dashed lines. Anti-symmetric shocks have a

too expansio-
nary

(2001) who find that fiscal coordination is desirable.
studied by
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We confirm their result that fiscal authorities internalize the negative e ects of
opposite policies with coordination. But, we also find that, in this symmetric
setting, no further gains are associated with full cooperation , which is con-
firmed by Figure 6.1 (there are no more e ects that can be internalized by the
fiscal policy of 2 and/or the monetary policy of the ).
Table 6.7 presents stable CSs of the various coalition formation games:

Table 6.7 Stable CSs for ( 1 0 )

( 1 0 ) Stable CSs
0%

, 3 72%
( ) , , [13|2|4] 1 86%
( ) , , ,[13|2|4] 1 86%

0%

Coalitions including both 1 and 3 are clearly candidates for stable equi-
libria of the games since the first-best strategy for 1 occurs for CS [12|3|4],
which is not stable since 3 wants to join, and the first-best strategies for 3
occur within these coalitions with 1 and 3. In fact, in the OMG the full
cooperative regime is stable. However, the regimes [13|2|4] and are not
stable since the players 2 and the , being indi erent w.r.t. losses, want to
join larger coalitions (see Definition 5.14). As already suggested the partial
coalitions [12|3|4] and [1|23|4] are not stable as singleton fiscal players want to
join them to create the more preferred regime Consequently, must be sta-
ble in the EMG( ) as no player wants to unilaterally leave this coalition as it
would lead to partial coalitions. Also [13|2|4] is stable in the EMG( ) as 1
and 3 do not want to break this coalition and play as in the non-cooperative
regime. A similar reasoning applies to the EMG( ) when assuming that a coali-
tion considered breaks up when a player deviates. Clearly, full MU cooperation
is stable in the SNG due to SNG distinction assumptions in Definition 5.14.
From the welfare point of view the most e ective games are the OMG and

the SNG, which result only in . Other coordination mechanisms, apart from
, and [13|2|4] which are social optima, support also ; hence, cannot be

optimal compared to the OMG and the SNG.
Concluding, the above examples seem to advocate a need for coordination

even though the welfare gains are in most cases limited in size. First, when a
common price shock is considered in our symmetric setting, fiscal coordination of
policies is required to internalize the externalities arising from excessive deficits.
However, when the joins this fiscal coalition the joint optimization is not
profitable for the fiscal players. Second, in the case of asymmetric shocks, exter-
nalities from coalition formation increase considerably; hence, players’ interests
become more diverse. On the other hand, they have often much more to gain
from cooperation than under a symmetric shock. Third, when anti-symmetric
country-specific shocks occur, coordination needs become weaker since there is
no di erence between the full MU coalition, the full fiscal coalition and the par-
tial coalition of those countries which are hit by the (perfectly) anti-symmetric
shock.

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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6.3.2 The role of spillovers

Having analyzed the three types of shocks and their implications for policy
coordination in the baseline configuration, it is now of interest to analyze in
more detail the implications of various types of spillovers. To do so, we confront
in this section the outcomes of the symmetric baseline scenario outlined above
with a number of alternative scenarios listed in Table 6.8.

Table 6.8 Alternative scenarios

No. Sc. Parameters Description
1. 1 Parameters as in Table 6.1 baseline
2. 1 no-policy regime
3. 1 = 0 no inflation spillovers
4. 1 = 0 no output spillovers
5. 1 = 0 no competitiveness spillovers
6. 1 = 0 no interest rate spillovers
7. 1 = = = = 0 autarky
8. 1 1 + 1 autarky plus no-policy regime
9. 1 = 0 no inflation stabilization objective
10. 1 = 0 no output stabilization objective

Scenario 1 is a ’no-policy’ scenario: by letting welfare losses from active
stabilization go to infinity for all players, this regime has no policy interven-
tions at all (all equilibrium paths have been put at zero) and, therefore, all
policy regimes will coincide. All other parameters are as in the baseline. Sce-
nario 1 features no direct inflation spillovers. Scenario 1 has no direct
output spillovers. In scenario 1 there is no competitiveness e ect. Scenario

1 turns o the interest rate channel in the MU to isolate the e ects from
monetary policy, so that the analysis becomes relatively similar to the one of
Chapter 3. Scenario 1 combines scenarios 1 1 , implying that the

Scenario 1 in addition
shuts o all policy interventions. In scenario 1 , the contribution from out-
put stabilization is isolated by assuming that policymakers no longer have an
inflation stabilization objective. In scenario 1 on the other hand, policymak-
ers no longer have an output stabilization objective. Tables 6.9, 6.10 and 6.11
contain outcomes of numerical simulations in all alternative scenarios for the
non-cooperative regime.7

7

losses a shock symmetry is much more important than externalities from a coalition formation.
Hence, we may expect that also changes in the model parameters will be relatively more

changes we can restrict our attention to the non-cooperative regime ( ).
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MU basically consists of three autarkic economies.

influential than externalities from a coalition formation. Hence, to grasp main e ects of those

Please note that externality indices in the symmetric benchmark model show that for
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Table 6.9 Symmetric price shock 0 = [0 01 0 01 0 01]

1 1 1 1 1

1 2 4600 2 5000 2 4853 2 4769 2 4602
2 2 4600 2 5000 2 4853 2 4769 2 4602
3 2 4600 2 5000 2 4853 2 4769 2 4602

4 9148 5 0000 4 9654 4 9498 4 9162
max( ) 0 59% 0% 0 17% 0 52% 0 61%
max( ) 0 91% 0% 0 31% 0 55% 0 91%

1 1 1 1 1

1 2 4728 2 4930 2 5000 0 0000 2 5000
2 2 4728 2 4930 2 5000 0 0000 2 5000
3 2 4728 2 4930 2 5000 0 0000 2 5000

4 9261 4 9734 5 0000 0 0000 5 0000
max( ) 0 69% 0 58% 0% 0% 0%
max( ) 0 83% 0 17% 0% 0% 0%

First, compare the no-policy scenario 1 with the baseline scenario 1.
If players do not use their instruments losses increase (for all three shocks).
Clearly, players use their instruments to internalize economic externalities and
reduce losses. If policy instruments are abandoned, then there are no policy-
induced economic externalities and we can determine the spillovers’ e ects of this
unconstrained, no policy regime. In a way these are natural’ e ects of spillovers
in the open MU setting: they represent the spillovers’ e ects that result in case
there is no stabilization policy at all. Consequently, we can consider losses
in Tables 6.9 - 6.11, column 1 as the unconstrained e ects of spillovers.8

Looking at it in a di erent way, we can argue that there are positive e ects
from allowing policymakers being flexible: entirely
fixed at level 0, losses are higher for all players in all cases than in the baseline
with a certain degree of policy flexibility.
The next column in Tables 6.9 - 6.11, i.e. 1 , contains losses in the absence

of price spillovers. Comparing to 1 we see that for the symmetric shock case
losses are a bit higher for all players, suggesting that there are small but positive
externalities under symmetric shocks. In the asymmetric shock losses are lower
for the fiscal players and higher for the . In case of the anti-symmetric shock,
2 and the are not involved in the game as before. The countries hit by

the anti-symmetric shock have lower losses suggesting that in this case the price
spillovers impose significant negative externalities from the point of view of the
fiscal players.

8 In this section when we describe spillovers in a scenario, we consider respective columns
in Tables 6.9, 6.10 and 6.11 jointly.
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Table 6.10 Asymmetric price shock 0 = [0 01 0 0]

1 1 1 1 1

1 73 7731 80 9898 66 4293 83 9276 2 4848
2 17 7538 19 1899 15 7502 20 0830 0 0008
3 17 7538 19 1899 15 7502 20 0830 0 0008

0 5461 0 5556 0 5517 0 5500 0 5462
max( ) 12 66% 0% 10 76% 1 77% 0 39%
max( ) 8 13% 0% 7 12% 1 47% 0 98%

1 1 1 1 1

1 69 9326 2 4930 2 5000 75 5150 5 4748
2 16 6285 0 0000 0 0000 18 8787 0 3112
3 16 6285 0 0000 0 0000 18 8787 0 3112

0 5473 0 5526 0 5556 0 0000 0 5556
max( ) 9 24% 0 03% 0% 0% 0%
max( ) 6 67% 0 07% 0% 0% 0%

Compared to the baseline, the no-output spillover case, 1 , features higher

positive externalities from output spillovers.
In case of symmetric shocks and symmetric countries the spillovers from

competitiveness essentially do not matter as 1 shows. Spillovers from com-
petitiveness are, on the other hand, very important in the case of asymmetric
and anti-symmetric shocks. If there are no spillovers through this channel,
welfare losses are much lower for the countries that are hit by asymmetric and
anti-symmetric shocks; an indication that there are strong negative externalities
for these countries coming through this channel.

Table 6.11 Anti-asymmetric price shock 0 - = [0 01 0 0 01]
NC 1 1 1 1 1

1 162 6911 177 8044 145 6518 184 9018 2 4994
2 0 0000 0 0000 0 0000 0 0000 0 0000
3 162 6911 177 8044 145 6518 184 9018 2 4994

0 0000 0 0000 0 0000 0 0000 0 0000
max( ) 9 56% 0% 8 15% 1 32% 0 18%
max( ) 10 56% 0% 9 47% 1 90% 0 22%

1 1 1 1 1

1 69 9326 2 4930 2 5000 75 5150 5 4748
2 16 6285 0 0000 0 0000 18 8787 0 3112
3 16 6285 0 0000 0 0000 18 8787 0 3112

0 5473 0 5526 0 5556 0 0000 0 5556
max( ) 6 97% 0% 0% 0% 0%
max( ) 8 72% 0% 0% 0% 0%

The e ects of the interest rate spillovers, 1 , on the other hand, are similar
to the case of the foreign price spillovers. In the case of symmetric shocks there
are small positive externalities and there are larger negative externalities to the

CHAPTER 6

losses for all players for all types of shocks, implying that there are in all cases
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fiscal players in case of asymmetric and anti-symmetric shocks. In case of the
anti-symmetric shock, 2 and the are not a ected.
The total set of spillovers resulting from openness in an MU are analyzed in

1 . Since it is a mixture of the e ects of 1 till 1 , we do not know a priori
the directions of the externalities, except for the symmetric case where we find
that openness implies (small) positive externalities: more open economies have
lower welfare losses in case of symmetric shocks. Adjustment is enhanced by
the openness making the open economy in our framework always perform better
than the equivalent closed economy in case of symmetric shocks. However, note
that the e ects remain small. In case of asymmetric and anti-symmetric shocks,
the negative spillovers dominate for the countries experiencing the shocks: they
would have been better o if their economies were not open to the other countries
of the MU and they were not subject to the common interest rate regime.
In a way, these are results that are strongly related to the OCA theory: if
countries are more (less) open and experience a high (low) degree of symmetric
shocks, they are more (less) likely to represent an OCA. Clearly dominating -in a
quantitative sense- are in this case the spillovers resulting from competitiveness
in an MU. This underlines why the study of this channel is so important and
will therefore be the subject of study throughout this book. Taking out policy in
the closed-economy regime in 1 has much less e ects as in the open economy.
A that has no inflation stabilization objective, 1 , imposes positive

externalities in case of asymmetric and anti-symmetric shocks as it will react
more strongly to the output e ects produced by the shocks, which will be ben-
eficial to stabilize the output of all countries: monetary and fiscal policies will
then reinforce each other rather than counteract each other as in the baseline
regime where monetary and fiscal authorities have asymmetric preferences in
terms of output and inflation objectives.
A that is a strict inflation targeter 1 , is posing significant positive

externalities on the fiscal players in the case of asymmetric and anti-symmetric
shocks: they are in that case better of with this that is a strict inflation
targeter than with the flexible inflation targeter in the baseline. On the other
hand, in case of symmetric shocks there are small negative externalities from
the strict inflation targeting by the .

6.3.3 Structural asymmetric setting

So far, Subsection 6.3.1 has analyzed the case of symmetric countries. Like

asymmetric in their structural parameters. There, it was seen that asymmetries
are likely to reduce the possibilities that sustainable coalitions arise: in case of
asymmetries countries react di erently to changing macroeconomic conditions
and di er in the optimal policy adjustments. It is interesting to verify whether
increasing the number of countries may cause additional insights on the setting
of asymmetric countries. We consider the example presented in Table 6.12
that can be interpreted as a setup, where a relatively-closed 1 faces two open
countries 2 and 3, which are more sensitive to foreign output and price

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL

in Chapter 4, it may be interesting to also look at the case where countries are
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changes.

Table 6.12 An example of a structural asymmetric setting

1 = 0 75 12 = 0 1 1 = 0 2 1 = 0 25 12 = 0 1 12 = 0

2 = 0 75 13 = 0 1 2 = 0 2 2 = 0 25 13 = 0 1 13 = 0

3 = 0 75 21 = 0 3 3 = 0 2 3 = 0 25 21 = 0 3 21 = 0 3

23 = 0 3 23 = 0 3 23 = 0 3

31 = 0 3 31 = 0 3 31 = 0 3

32 = 0 3 32 = 0 3 32 = 0 3

The asymmetries imply that spillovers are no longer symmetric across the
MU. This is also seen in matrix (2), which corresponds to the (semi-)elasticities
in Table 6.12. It features asymmetric positive fiscal spillovers for output gaps
and negative fiscal spillovers for inflation rates and, similarly, asymmetric nega-
tive (foreign) price spillovers for (domestic) output gaps and negative.(foreign)
price spillovers for (domestic) inflation rates. Also the semi-elasticities of the
output gaps and inflation rates w.r.t. the common nominal interest rate are
asymmetric between, on the one hand, 1 and, on the other hand, 2 and 3.

(2) =

0 1233 0 0617 0 0617 0 8847 0 1408 0 1408 0 311
0 4142 0 5638 0 1496 0 4524 0 9658 0 3713 0 4772
0 4142 0 1496 0 5638 0 4524 0 3713 0 9658 0 4772
0 0808 0 0154 0 0154 0 2212 0 0352 0 0352 0 0777
0 1347 0 186 0 0012 0 2564 0 311 0 1967 0 2038
0 1347 0 0012 0 186 0 2564 0 1967 0 311 0 2038

In such a context we consider the following country-specific (initial) price

0 2 = [0 01; 0 0075; 0 005] .9 The resulting optimal losses for this
asymmetric scenario 2 are described in Table 6.13.

Table 6.13 Optimal losses for ( 2 0 2)
[12|3|4] [13|2|4] [1|23|4]

1 4 2544 6 0294 5 6854 4 2058 5 5168 4 5258
2 1 8150 1 7105 1 8143 1 7756 1 5502 2 5561
3 23 2730 18 8049 19 8800 23 0975 20 5289 22 1761

3 1998 3 2611 2 8511 3 1743 2 9223 3 0087
9 18% 0% 1 43% 8 21% 2 39% 8 26%
0% 19 69% 15 90% 0 88% 13 98% 7 07%

In Table 6.13 3 has by far the highest losses in all regimes, whereas 2
has the lowest. As 2 and 3 are identical, an explanation of these outcomes

9Note that not only this price shock is completely di erent from the 0 but that also
various structural asymmetries were introduced. Hence, the result of these simulations cannot
be directly compared with those for the previous asymmetric shock. However, in Table 6.11
we did a comparison of the model with structural asymmetries with the original asymmetric
price shock 0

CHAPTER 6
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is to be found in the asymmetry of the initial price shocks and the di erent
adjustment dynamics produced by them. Due to the assumed country-specific

3.

is an inflation importer. Moreover, the common monetary policy is based on
an aggregate macroeconomic variable, hence, it tends to stabilize the average.
Therefore, its policy is more in line with the situation in 2, because in this
country an initial increase in prices equals the average of the (asymmetric)
shock 0 2. Moreover, for 2 spillovers and economic externalities from 1
and 3 tend to compensate each other to a large extent (for instance, 2 has
a less comparative price disadvantage w.r.t. 1 and a more comparative price
disadvantage w.r.t. 3). Consequently, this player features the lowest losses
in spite of the fact that its shock is larger than the shock incurred by 3.
2 features the highest losses in a partial fiscal coalition with 3, because its

policies are partly determined by the conditions in 3 and is less in line with
the ’s objectives.

Figures 6.6 and 6.7 display the (optimal) adjustments of controls, prices and
outputs in the non-cooperative and [12|3|4] regimes. Under non-cooperation,
1 has an expansionary policy since its output declines due to the unfavourable

terms of trade and highest price shock, whereas 3 pursues a comparatively very
restrictive fiscal policy, as an inflation importer. 2’s fiscal policy is somewhere
in between that of 1 and 3; hence, it is close to the 0 axis. This confirms our
presumptions that (indirect) fiscal spillovers and resulting economic externalities
from 1 and 3 set o each other in the case of 2 This situation is somehow
comparable to the anti-symmetric shock 0 and the symmetric model in 1 in
which e ects of foreign spillovers and economic externalities in case of symmetric
CSs did not exist as they perfectly set o each other.

The monetary policy of the is restrictive to counteract the inflation
in the aggregate MU economy. The inflation and output drops are largest in
1, also substantial in 2 whereas 3 experiences an increase in output as

the positive competitiveness e ects dominate the negative e ects from the price
shock and the negative output spillovers from 1 and 2.

On the same graph the optimal paths for the [12|3|4] regime were plotted (in
dashed lines). Partial fiscal cooperation between 1 and 2 leads in the non-
cooperative regime to more moderate stabilization policies in both countries.
The influence of the formation of coalition (1,2) on the optimal control paths
of the external players 3 and the is not visible. Moreover, there is no
(noticeable) di erence between the non-cooperative regime and [12|3|4] in Figure
6.7, i.e. the cooperation between 1 and 2 does not substantially a ect the
output gaps and price adjustments. Hence, lower losses of both players are
caused by internalization of mutual fiscal externalities.

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL

(initial) price shocks 1has a comparative price disadvantage w.r.t. 2 and
This causes a relatively high instability in output gap, especially for 3, which



218

Figure 6.6 Optimal paths of controls for ( 2 0 2) , regimes and [12|3|4]

Figure 6.7Optimal paths of prices and output for ( 2 0 2) , regimes and [12|3|4].
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2 0 2)

( 2 0 2) Stable CSs

9 18%
( ) ;[12|3|4] 8 69%
( ) ;[12|3|4] 8 69%

[12|3|4] 8 21%

There are no stable non-trivial CSs in the open-membership games, whereas
stable exclusive-membership games lead to [12|3|4] and to the trivial ; the
partial coalition is stable since both 1 and 2 prefer this regime to the non-
cooperative regime. So, the small number of stable CSs indicate that in this
asymmetric setting, the interests of players are very diverse.
CS [12|3|4] emerges also in the SNG, which is the most-e cient coalition

formation mechanism from the MU-welfare point of view. In this example,
another interesting characteristic of sequential negotiations can be observed.
In Table 6.13 1 prefers mostly [12|3|4]; then, it is obvious that it likes to
propose it. Why does 2 accept this proposal, if it would prefer to play in
or be as a singleton in [13|2|4]? The answer is that both these latter CSs

will not be accepted. is the worst possible outcome for the and [13|2|4]
is one of the worst outcomes for 1. In contrast to the previous example,
2 cannot direct the sequential game in the desired direction because in no

situation the and 1 can be forced to accept. Clearly, the never wants
to cooperate since its loss in is the highest. To put it di erently, if the
plays non-cooperatively, no matter which strategy the other players will pursue,
it is better o than in . Also 1 never accepts (1,3) as it would prefer to
play non-cooperatively (no matter what the other players do) than to be in this
partial coalition. Clearly, the highest loss of a player as a singleton throughout
all the CSs is an SNG threat point for 1. This player is not going to accept
any proposal that yields a higher loss than the SNG threat point. 1’s threat
point is 1([1|23|4]) = 4 5258.10 Any proposal to create a coalition in which

1( ) 4 5258 will not be accepted by this player as she can get at least the
value of this threat point by non-cooperating no matter what other players do.

3 1998 respectively.

6.3.4 Structural asymmetric setting with asymmetric bar-
gaining power

In the next example we consider again the same structural asymmetric setting,
but this time also with players’ bargaining power asymmetry in the various
coalitions. We denote this scenario by 3. It is assumed that 3 has always a

10Note that ( ) is a per-membership partition function defined in Chapter 5 (Definition
5.5).
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Threat points for the other players 2 3 and are 1 8150, 23 2730, and
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lower bargaining power when it cooperates with the (an)other policymaker(s).11

More in detail, 3 is assumed to have a bargaining power equal to 3 =
1
5 in

the grand coalition regime (while the other players share the rest, i.e. each of

them has a bargaining power equal to 1 2 =
(1 1

5 )
3 ), 3’s bargaining power

is assumed to be equal to 1
4 in the fiscal cooperation regime (others

3
8), and

it is assumed to be equal to 1
3 when this country cooperates with only one of

the other countries (23). Moreover, the power asymmetry is also reflected in the
’s loss function where 3’s weight is assumed to be 3 =

1
4 and weights

of the other countries are equal: 1 = 2 =
3
8 , which means that the is

relatively more concerned about the inflation and output in 1 and 2. In such
a context we consider again asymmetric price shock 0 = [0 01; 0; 0] .
The resulting (optimal) losses are described in Table 6.15 (lower part). For

convenience, in the upper part we report again losses for the symmetric bench-
mark model ( 1) under the initial asymmetric price shocks 0 from Table
6.4 and we additionally present losses for the structural asymmetric model 2

under the same asymmetric shock ( 0 , in the middle part).

Table 6.15 Optimal losses for ( 1- 3 0 )
( 1 0 ) [12|3|4] [13|2|4] [1|23|4]
1 73 7731 68 3581 68 5625 67 1665 67 1665 79 0785
2 17 7538 16 7086 16 6049 18 6978 19 1054 17 6972
3 17 7538 16 7086 16 6049 19 1054 18 6978 17 6972

0 5461 0 5359 0 5420 0 5216 0 5216 0 7909
7 35% 0% 0 003% 3 11% 3 11% 12 67%
0% 6 843% 8 840% 8 13% 8 13% 5 16%

( 2 0 ) [12|3|4] [13|2|4] [1|23|4]
1 14 5124 29 3021 25 7977 17 2511 17 2511 16 4875
2 55 6306 38 8044 43 5807 48 5603 50 0623 55 5258
3 55 6306 38 8044 43 5807 50 0623 48 5603 55 5258

6 8193 5 6538 2 6664 4 8511 4 8511 4 9084
17 79% 0% 2 72% 7 25% 7 25% 17 66%

0% 37 41% 29 82% 13 08% 13 08% 3 09%

( 3 0 ) [12|3|4] [13|2|4] [1|23|4]
1 14 5124 26 8828 22 6794 17 2511 14 3862 17 0198
2 55 6306 39 7098 44 2456 48 5603 54 2682 51 1274
3 55 6306 41 3574 46 3850 50 0623 52 1545 62 7278

6 8193 4 9473 3 0921 4 8511 6 3503 4 4804
17 45% 0% 3 10% 6 93% 12 63% 19 89%

0% 33 51% 24 53% 13 08% 4 10% 12 40%

The reader may easily analyze the influence of model asymmetry on the
players’ losses by comparing the upper and middle parts of Table 6.15. In

11The bargaining power of a country can be assumed to be an increasing function of its
relative size (e.g. the share of its GDP with respect to the aggregate GDP of the EMU; see
before in Chapters 2-4).
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fact, the middle part of Table 6.15 shows that the structural asymmetries in
the model have a tremendous impact on the magnitude and distribution of
losses. In ( 1 0 ) 1 which is hit by an asymmetric shock, experienced by
far the highest losses, while other countries in the MU are in a comparatively
better situation as they do not su er from the (asymmetric) shock. However,
in the asymmetric setting in which 2 and 3 become inflation importers, the
situation changes dramatically. Now, losses of 2 and 3 are (much) higher
than those of 1. This happens in spite of the fact that the shock 0 hits
only 1 but not other countries, which is another indication how important are
output, price and competitiveness spillovers in our model. They vastly enhance
the volatility of 2 and 3’s outputs and prices, increasing their losses and at
the same time increasing the ’s loss, which is by far much higher in ( 2 0 )
than in ( 1 0 )

It should also be noted that the asymmetry of the model considerably in-
creased the maximum value of - from 12 67% in ( 1 0 ) to 17 79% in
( 2 0 ) and to 19 89% in ( 3 0 ) It indicates that coordination may bring

players. Table 6.16 presents results of the coalition formation games for ( 3 )

Table 6.16. Stable CSs ( 3 0 )

( 2 0 2) Stable CSs

17 45%
( ) ;[13|2|4] 15 04%
( ) ;[13|2|4] 15 04%

[13|2|4] 12 63%

Interests of players are so diverse that in the first two simultaneous games
there are no stable CSs (except for in the ROMG). All the other mechanisms

first-best choice for 1 but it is certainly not the first-best choice for 3
How is the sequential game played in this case? 1 can propose or but, then,
these CSs would be immediately accepted as 2 3 and obtain lower losses

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL

a lot of advantages, but can be hard to emerge due to opposite interests of

result in[13|2|4] It is not di cult to guess how this CS emerges in the SNG. [13|2|4]
is the

By comparing the middle and the lower parts of Table 6.15, we
the influence of asymmetric bargaining power on losses. First, note

that there is no di erence between the non-cooperative regime in ( 3 0 ) and
( 2 0 ) since the asymmetric bargaining power does not play a role in this CS
made of singletons. Moreover, since both 1 and 2 are equally powerful, there
is no di erence between losses in regime [12|3|4] for ( 2 0 ) and ( 3 0 )
Second, 1, which is more powerful than 3 is better o in every CS except
for [1|23|4]. Also 2 has a higher bargaining power in ( 3 0 ) but its losses
increase compared to ( 2 0 ) It means that in this case structural asymmetry
is amplified by power asymmetry. In other words, 1 being less fragile to
international spillovers, is able to take advantage of its bargaining power in a
much more e cient way than open 2.

investi-
gate
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in these CSs than in the expected [13|2|4] It means that, as the first move, 1
just proposes coalition (1,3). Why then 3 does not reject it and exclude this
CS from the game? The SNG threat point of 1 that equals 17 0198 is the
answer. If (1,3) is rejected then 1 plays non-cooperatively and that costs 3
either 3( ) = 55 6306 or 3([1|23|4]) = 62 7278. Hence, 3 immediately
agrees to the proposal of 1 and [13|2|4] is created. Again, the most e cient
coalition formation mechanism is the SNG.

6.4 Concluding remarks

In this chapter we have studied the institutional design of the coordination of
macroeconomic stabilization policies within a three-country MU and its conse-
quences on macroeconomic outcomes and policies. We have taken into account
both ex-ante and ex-post coordination. Ex-ante coordination is related to the
institutional framework, the coordination procedure, and the design of policy
rules within an MU, whereas ex-post coordination takes place from the cur-
rent state of a airs and concerns the actual policy decisions of the national
governments and the . In our simulations di erent kinds of spillovers and
asymmetries have been considered since fiscal policy coordination is strongly
connected with the resulting economic externalities and asymmetries that are
present in the economy. The following extensions of the setting in Chapter 4
should be stressed:

From the simulations some more general conclusions can be drawn when
several symmetries (but not all) are assumed. In the case of a common shock
and symmetric countries the main result, which can be derived from our model,
is that fiscal coordination is better for fiscal players than full coordination (with
the CB), but because of the existence of free-riding incentives for each fiscal
player from the coalition it is hardly sustainable. Hence, it is most proba-
ble that partial coalitions between fiscal players emerge; however, this outcome
is suboptimal from the total welfare point of view w.r.t. both and . For
a country-specific (asymmetric) shock, it appears that full policy coordination
may be sometimes sustainable. This result is somehow in contrast to findings of
Chapter 4 and the intuition that asymmetry of the shock makes a cooperation
less probable since players have diverse interests. In case of an anti-symmetric
shock, only the cooperation of a ected countries is needed and full or fiscal co-
operation is not associated with any extra gains in the policymakers’ welfare.
These results add new features to the debate between Buti and Sapir (1998)
and Beetsma et al. (2001) on the e ects of coordination in the presence of
di erent types of shocks. Fiscal coordination can be deficient in the case of a
common shock (as suggested by Beetsma et al. (2001)). In this situation the
coordination among all policymakers improves the performance. However both
regimes are hardly sustainable, as already mentioned. The same conclusion
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can be drawn when model asymmetries come into play, since players have very
specific preferences concerning cooperation and often partial coalitions emerge.
An interesting result comes from the analysis of the asymmetric model and the
bargaining power scenario. First of all, asymmetry of the model (hence, real eco-
nomic conditions) is more important than asymmetry of (political) power. Since
players have only limited influence on the economies, mainly model asymme-
tries drive the stabilization process, whereas bargaining power is less important.
Consequently, it is not surprising that an advantageous bargaining power en-
hances the e ects of structural asymmetries in our model as it was shown in the
last example.
Regarding the analysis of di erent coordination mechanisms in the present

four-player setting, we can derive some more general conclusions and observa-
tions. As expected, the more restrictive is a membership rule, the more stable
CSs can be found. More in detail, both the OMG and the ROMG did not
produce any stable CSs, when structural (and also bargaining power) asymme-
tries were considered. However, it should be noted that not all the asymme-
tries make the above mechanisms unproductive. In the case of the asymmetric
shock/symmetric model they led to the socially-optimal outcome The inter-
esting observation is that from the welfare point of view sequential unanimous
agreement coordination mechanisms (the SNG) is very often more e ective than
the exclusive-membership rule in the EMGs.12 Especially, the EMG( ) can be
compared to the SNG w.r.t. some coalition formation rules, as in both games
unanimous consent of players is required to create a coalition structure. Hence,
it could be argued that sequential negotiations with the unanimous/exclusive-
membership rule is more e ective than simultaneous coalition formation. How-
ever, this observation cannot be generalized because of two reasons:

1. In the simultaneous games we assumed myopic behaviour of players whereas
in the SNG players are farsighted.

2. The comparatively low number of fiscal players and CSs causes that there
are many in the EMG; hence, welfare analysis, which has to be based
on the average of welfare indices, has to be interpreted with caution.

To a large extent, the second impediment will be removed in the next chap-
ter, in which we introduce exchange rates allowing for the existence of outside
players and (possibly multiple) MUs.

12Compare relevant in Tables 6.3, 6.5, 6.7, 6.10 and 6.12.

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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6.5 Appendix

Defining matrices :=

1 0 0
0 2 0

0 0

, :=

1 0 0
0 2 0

0 0

, :=

0 12 1

21 0 2

1 2 0

, :=

1 0 0
0 2 0

0 0

, :=

0 12 1

21 0 2

1 2 0

,

:=

X
1

1 12 1

21

X
2

2 2

1 2

X , and :=

1
1
1

1

, the

structural form of the model can be rewritten as:½
( ) = ( ) + ( ) + ˙( ) + ( ) + ( )
˙( ) = ( ) + ˙( ) (0) = 0

Therefore, by solving the inflation equation, ˙( ) = ( )
1

( ), and
plugging this result in the output-gap equation, we get:

( ) = ( ) + ( ) + ( ) 1 ( ) + ( ) + ( ),

from which we obtain the reduced form for the real output gaps:

( ) =
³

( ) 1
´ 1 ¡

( ) + ( ) + ( )
¢

and for the inflation rates:

˙( ) = ( ) 1
³

( ) 1
´ 1 ¡

( ) + ( ) + ( )
¢

Rearranging yields:

( )
˙( )

¸
=

( )
( )
( )

=

¸ ( )
( )
( )

CHAPTER 6
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where:

:=
³

( ) 1
´ 1

:=
³

( )
1

´ 1

:=
³

( )
1

´ 1

:= ( ) 1
³

( ) 1
´ 1

:= ( ) 1
³

( ) 1
´ 1

:= ( )
1
³

( )
1

´ 1

we can rewrite the reduced-form equations for real outputs as:

1( ) =: 1 ( )

( ) =: ( )
˙1( ) =: +1 ( )

˙ ( ) =: 2 ( )

where is the row of matrix and ( ) :=
£
1( ) 2( ) ( ) 1( )

2( ) ( ) ( )
¤
.Thus, government ’s loss function becomes:

where IR2 +1 is a vector with all entries equal to zero, except for entry
that is equal to one.
Similarly, we can rewrite the CB’s loss function as:

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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The basic algorithm to derive the game solutions

Similar to the computations in Chapter 2, the algorithm is described by the
following 5 steps.

1. Factorize matrices for any country or the central bank ( = 1 2 )
as

=

1 2 3 ( 1)

1 1 11[ ] 12[ ] 1( 2)[ ] 1( 1)[ ] 1 [ ]

2 11[ ] 2 22[ ] 2( 2)[ ] 2( 1)[ ] 2 [ ]

3 12[ ] 22[ ] 3 3( 2)[ ] 3( 1)[ ] 3 [ ]

( 1) 1( 2)[ ] 2( 2)[ ] ( 1) ( 1)( 1)[ ] ( 1) [

1( 1)[ ] 2( 1)[ ] 3( 1)[ ] ( 1)( 1)[ ] [ ]

1 [ ] 2 [ ] 3 [ ] ( 1) [ ] [ ]

for { }, where IR × , IR ×1, while for { }
and the other coe cients are scalars.

2. Compute the following matrices:

:=

11 11[1] 1( 1)[1] 1 [1]

[2] 22 2( 1)[ ] 2 [ ]

2 [ ] 2( 1)[ ] [ ]

1 [ ] 1( 1)[ ] [ ]

1 :=

0 0 0 0

1 0 0 0

2 0 0 0

0 0 0
0 0 0

2 :=

1 2

11 21 1 1

12 22 2 2

1 2

1 2

CHAPTER 6



227

3 :=

11 1 0 0 0

22 0 2 0 0

0 0 0

0 0

where is the column of matrix . Then, we can define the following
matrix:

: = 1 + 2
1

3

4. After computing the eigenstructure of , take positive eigenvalues
and the corresponding eigenvectors to write the following expression:13

1

2 :=
¡

1 2

¢
:= IR ( +2)×

from which we can derive the optimal controls:

1( )

2( )

( )
( )

= 1

11 + 1 1

22 + 2 2

+

+ +1

=:

where := 1 for { }.

5. Rewrite the policymakers’ cost functions14 and the dynamics of the model

as ( ) = 1
2

R
0

¡ ¢ ¶¸
( ) and ˙( ) = ( + ( ) ) ( ) =:

( ), respectively. The problem is then solved by considering:

= 0
˜

0

13Notice that matrix coincides up to a minus sign with the corresponding matrix in
Chapter 2. If matrix has more than positive eigenvalues multiple equilibria arise, whereas
if this matrix has less than positive eigenvalues no equilibrium exists (for more details see
Engwerda (2005a)).

14For reasons of convenience, we assume that 0 = 0 and is equal to zero. Assuming
di erent from zero, the model could easily be solved following the procedure used here after

a simple transformation of variables, i.e. transforming ( ) into
1

2 ( ) and substituting
by 1

2
where IR × is a diagonal matrix with ones on the main diagonal (see

Chapter 2).

MULTI-COUNTRY CLOSED-ECONOMY MU MODEL
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where ˜ solves the following Lyapunov equation (for { }):

˜ + ˜ +
1

2

¡ ¢ ¶
= 0

Cooperative solutions are achieved by using the same algorithm, but consid-
ering the minimization of joint optimal losses.15

15For more details, see Chapters 3 and 4.
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Chapter 7

Accession to a Monetary
Union

7.1 Introduction

In Chapter 6 the multi-country MU setting was analyzed. It was shown that
many basic insights of the 2-country MU model of Chapters 3 and 4 carry over to
a multi-country setting and that at the same time a multi-country MU features
many new issues. These new issues were, in particular, related to the strongly
increased number of interactions and economic externalities and the more com-
plicated patterns in policy coordination due to the numerous opportunities of
coalition formation. However, Chapter 6 did not address the questions why and
when countries decide to participate (or not to participate) in an MU. Yet, this
question seems of crucial importance in understanding the actual design and
functioning of MUs.

This chapter wants to look more closely at such a decision by countries to
participate (or not) in MUs. The accession to an MU raises several additional
interesting and important questions. For example, what are the consequences for
the accession countries and is the accession beneficial for the acceding countries
and the current MU members? How does the accession of new members a ect
the monetary policy of the CB? How does the accession a ect the coordination
of fiscal policies? Is there any e ect of accession on the interaction between the
MU and the rest of the world?

Such questions are in many ways related to more fundamental questions on
(i) the degree to which the MU constitutes an optimal currency area (OCA)
before and after accession, and (ii) the e ects of accession on the institutional
framework in which decision making about macroeconomic policies in the MU
takes place. In order to properly assess the e ects of an enlargement of an MU,
our analysis suggests that both aspects should be studied within one framework.

This chapter attempts to shed some more light on the questions raised above.
It studies the economic and coalition formation externalities and the institu-

229
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tional design of the coordination of macroeconomic stabilization policies in the
MU and the e ects of accession of new members to the MU. In fact, we consider
accession to the MU from the perspective of the more general issue of inter-
national policy cooperation. More in detail, not only the policy-coordination
issues inside the MU and between the MU and non-MU countries are analyzed,
but also the e ects of the accession of additional countries to the MU and under
which conditions such an accession is beneficial for the acceding countries and
for existing members. These important questions can be addressed in a rela-
tively straightforward manner in our approach. The OCA issues are approached
in our analysis by a detailed study of the e ects that comparable shocks pro-
duce in the pre-accession phase and the post-accession phase, respectively. The

cession to the MU by new members. In this way we can also directly calculate
the net benefits of accession for all players in the model.
As a specific example, consider the fourth enlargement of the EU on May

1, 2004, which is by any standard the most pervasive and diverse of all EU
enlargements in history.1 To enter the EU, the ten acceding countries had to
fulfil a set of entrance conditions, the so-called Copenhagen criteria. In order
to cope with such an enlargement of an unprecedented scale, the Treaty of Nice
(2002) initiated a process of complete institutional redesign in the EU. Among
many other obligations, the acceding countries also committed themselves to
join the EMU as soon as they have fulfilled the entry conditions laid down in
the Treaty of Maastricht. These so-called Maastricht Criteria (EU, 1992, article
109 j (1)) provide convergence criteria in terms of inflation, interest rates, debt
and deficits for the countries to qualify for entrance into the EMU.2 Depending
on the amount of e ort that countries invest in complying with these entrance
criteria, there is a certain degree of freedom in choosing the exact point in time
at which to enter. In the fastest track countries would complyimmediately
and enter the euro-area in the second half of 2006.3 But Bohn (2004) rightly
asserts regarding the prospective acceding countries: ”However, care must be
taken to avoid recession or overheating e ects, in case interest and exchange
rate impulses reinforce one another (instead of exhibiting trade-o e ects). The

1The earlier enlargements in 1981-86 and in 1995 involved only three countries each. The
2004 enlargement has raised the EU population to about 480 million people from the 375
million in the EU-15 countries.

2For example, Hughes Hallett and McAdam (1997) and von Hagen and Lutz (1996) in-
vestigated the macroeconomic repercussions of implementing the fiscal convergence criteria of
the Maastricht Treaty in the EMU-12.

3According to the Maastricht Treaty a candidate country should participate in the Ex-
change Rate Mechanism II (ERM II) without major tensions in the foreign exchange market.
ERM II replaced the ERM of the European Monetary System created in 1979. ERM II was
established in 1997 with the resolution of the European Council in order to link the currencies
of the EU-member states outside the euro area and the euro. Like ERM I, ERM II is also
a multilateral exchange rate arrangement with a fixed, but adjustable, central parity and a
fluctuation band around it. Countries participating in ERM II peg their exchange rates to
the euro, allowing for fluctuations within a symmetric band of 15 percent on each side of
the central parity. Interventions at the margins are automatic, unless they conflict with the
primary objective of price stability in the euro area.

CHAPTER 7
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right timing for joining a monetary union is crucial, if policymakers want to
make sure that conditions are advantageous for all countries involved.”
Moreover, it is very unlikely that a single strategy could be recommended

to all acceding countries regarding macroeconomic stabilization on the road to
the euro. Arguments in favour of adopting the euro as early as possible in-
clude a smaller financial risk due to the elimination of a currency mismatch
in the balance sheets of banks and firms, interest rate convergence and overall
gains in monetary credibility. Arguments for a slower pace to the euro include
the need to remove financial distortions, creating moral hazard and, therefore,
raising the country’s default risk, easier relative-price adjustment without the
need of costly nominal wage and price adjustments and the need to make fis-
cal and financial policy sustainable and compatible with a fixed exchange rate
before participation in the EMU. The European Economic Advisory Group at
CESifo recommends in its 2004 Report on the European Economy (p. 135)
that: ”Delaying participation in ERM II is a realistic option for countries that
are currently unable to sustain hard pegs and have large domestic imbalances.
The magnitude of domestic imbalances varies considerably across countries, so
that ERM entry may be desirable at di erent times. Yet in all cases, the pol-
icy priority is achieving a sustainable fiscal situation and stabilizing inflation
at the correct relative prices, a task that requires both institutional and policy
reforms.”4

As concerning the OCA questions,5 several studies have analyzed whether
the accession countries may form an OCA with the current euro-area. In terms
of trade interdependence and business-cycle convergence with the E(M)U, the
accession countries reach comparable scores like current member countries (see
e.g. Boone and Maurel (1999)). On the other hand, the degree of symmetry of
shocks is generally found to be lower (see e.g. Fidrmuc and Korhonen (2003)).
The latter finding may be problematic in the sense that the accession countries
by acceding to the euro-area give up national monetary policy independence and,
in particular, the possibility of the exchange-rate adjustment vis-à-vis the euro-
area in case they experience asymmetric shocks. Upon accession, their monetary
policy will be set by the ECB. In addition, the accession countries will adopt the
fiscal policy cooperation and surveillance procedures of the Stability and Growth
Pact (SGP). During the recent years, monetary policy in the accession countries
have displayed a large variation ranging from very strict euro pegging in the form
of a currency board in small accession countries such as Estonia to informal euro-
target zones in larger accession countries like Poland (see European Parliament
(1999) for a detailed account). As a consequence of fixed bilateral exchange
rates, asymmetric shocks have long been seen as the major problem for the
EMU (see Favero et al. (2000)). It is generally argued that such shocks can
be coped by structural reforms that have been advocated to improve flexibility
on product and labour markets. However, an alternative way resides in the
adoption of coordinated policies among EU countries.

4 real
options approach in the very near future.

5 See also Subsection 1.4.2 in Chapter 1.

ACCESSION TO A MONETARY UNION

To provide an adequate analysis of this timing issue we want to consider a strategic
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As regarding the e ects of accession on institutions and macroeconomic poli-
cies in the euro-area context, there is even less clarity. In particular, an accession
will change the institutional framework in which macroeconomic policy design
and cooperation is situated, this in the first place for the acceding countries
but even for the existing euro-area countries and for the non-acceding non-euro-
area countries. It is more than likely that various forms of policy cooperation

that they are no longer e cient from the policymaker’s point of view. Similarly,
forms of policy cooperation that were non-existing before accession may become
very relevant once accession occurs.
This chapter is structured as follows: Section 7.2 provides a multiple-country

dynamic macroeconomic model that underlies the analysis. It also treats the
Section 7.3

analyzes the policy-coordination issues that arise in an MU. In particular, we
focus on the institutional setup and cooperative mechanisms in the MU. Section

7.2 The basic economic framework

Our analytical framework is presented in its most general form, from which
various specific settings can directly be chosen, e.g. by varying the number of
countries andMUs and types of policy cooperation.

where players from the set interact. They can be
divided in two groups: countries ( ) and central banks ( with
= ). Considering Definition 5.18 about a bank- jurisdictional set, we

describe each economy , i.e. each economy for which central bank is liable,
by an aggregate demand/IS curve and an aggregate supply curve which are
direct extensions of the closed-economy MU model (6.1)-(6.2) of the previous
chapter.

The nominal exchange rates are added to the IS curves (6.1), i.e.:6

( ) =
£

( ) ˙ ( )
¤
+ ( ) + (7.1)X

( ) +
X £

( ) + ( ) ( )
¤

Nominal exchange rates, adjusted for relative prices, measure the interna-
tional competitiveness of the economy and are determined according to the un-
covered interest-rate parity (UIP) hypothesis, so that nominal exchange rates
adjust to corresponding interest-rate di erentials:

6As is conventional, nominal exchange rates are measured as the (logarithmic) price of
one unit of foreign currency, expressed in domestic currency.
Notice also that we switched to a notation for country and not country , in order to

prevent any confusion with the nominal interest rates in this most general setting.

CHAPTER 7

that were active before accession will no longer be pursued after accession, given

case where an MU between a subset of countries is introduced.

Section 7.5 illustrate the main aspects of ourapproach.
7.4 studies the accession to the MU by non-members. Numerical simulat

L
ions in

Again, we consider the setting
developed in Chapter 5,

ast section concludes.
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( ) = ( ) 0 ( ), (0) = 0 (7.2)

where the foreign currency of the nominal exchange rate is under the jurisdic-
tion of central bank 0 6= and where ( ) is the nominal interest rate valid
for country at time .7 The initial values of the exchange rates represent
(initial) level shocks that hit the exchange rate at time zero, reflecting e.g. (ini-
tial) shocks in international financial markets, etc. In an open-MU setting, the
external exchange rate of the MU with non-MU countries becomes a new shock
absorber viz. the transmission mechanism of monetary policy.
Equations (7.3) are open-economy Phillips curves, where nominal exchange-

rate changes are added to (6.2):

˙ ( ) = ( ) +
X

( ( ) + ˙ ( )), (0) = 0 (7.3)

In this Phillips relationship, the inflation rates of the other countries play a role
reflecting the e ects of ’pass-through’ of foreign inflation on domestic currency.
As before, in accordance with our short-run stabilization focus, the e ective-
ness of fiscal policy is limited to its transitory impact on output through the
induced stimulus of aggregate demand. In this more general open-economy
setting, monetary policy a ects output not only via the interest-rate channel
but also through the exchange-rate channel (i.e. via influencing international
competitiveness).
Loss functions of fiscal and monetary players are defined in a way similar to

previous chapters, i.e. for country and (central) bank and for MU
:

7 If there is only one non-trivial MU (with countries) involved in the model and if the
currency of this MU is the currency in which the exchange rates of the non-MU countries
are expressed, we can simply rewrite the UIP hypothesis (7.2) as: ( ) = ( ) ( ),
(0) = 0 ( = 1 2 + 1), where ( ) is the common nominal interest rate in the

MU.
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where ¯ ( ) and ¯ ( ) are average prices and output in MU defined as ¯ ( ) :=P
=1 ˙ ( ) and ¯ ( ):=

P
=1 ( ) with being the

number of countries and the weight of country in the MU aggregate.
Policymakers, who are responsible for monetary management in only one

country (i.e. are central banks of a trivial MU), feature the following form of
loss functions:

(7.6)

which is, in fact, equation (7.5) for a single country, which can be seen as a
single-country monetary area (i.e. a trivial MU).

Theoretically speaking, any subset of the countries in the model could
decide to form an MU, there could be several MUs at the same time, there
could exist none at all or there could exist just one containing either a subset of
countries or all the countries, in which case we would have one world currency.
Since this chapter analyzes the problem of accession of one or more countries to
a single MU, we concentrate on the situation that the set contains only one
element (see last footnote).
fiscal policy cooperation among countries divided over possibly more than one
MU in the next chapter, we will extend the application of the model to multiple
MUs there.
The OCA theory studies the costs and benefits of MUs for its participants.

In particular, the OCA problem of MUs is related to the incidence of asymmetric
shocks and asymmetric transmissions of shocks. In particular, the question is
asked under which conditions a country that experiences an asymmetric shock
may itselfimprove from being inside or outside an MU. Participating in an MU
implies the loss of the exchange-rate adjustment towards other participating
countries and the loss of an independent monetary policy as policy instruments.
In addition, participation may imply the need to comply with fiscal and other
policy restrictions; think in particular of the SGP requirements in the EMU
context. In fact, the e ects of fiscal-stringency requirements were studied in
Chapter 3. On the other hand, alternative stabilizing mechanisms may replace
the role of the exchange-rate adjustment and there may be sizeable benefits
from participation to the MU that will compensate the costs. The OCA theory
suggests that countries will establish an MU as soon as benefits start to outweigh
costs. In the EMU context, the OCA aspect has received a lot of attention. A
detailed survey of this literature is found in Buti and Sapir (1998) and the
problem is also discussed in Subsection 1.4.2 of Chapter 1.
A way to assess these OCA issues in a theoretical framework like ours, is to

compare the e ects of an asymmetric shock in a country, when it continues its
independent monetary policy, with the e ects of the same shock when it has

analyzing
the e ects of accession to the MU by new members.
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enteredanMU. In fact, we will apply this concept in Section 7.4, while
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As shown in Appendix A to this chapter, the structural-form model (7.1)-
(7.3) can be transformed for one MU into the following reduced-form model
(which is a direct extension of the reduced form (6.5) of the previous chapter;
see Appendix A):

( )
˙( )
˙( )

=

¸ ( )
( )
( )
( )

(7.7)

where ( ), ( ) and ( ) are the country-ordered vectors of outputs, prices,
and net-government expenditures, respectively, and ( ) and ( ) are the mixed
MU/country-ordered vectors of exchange rates and interest rates.8 The par-

titioned matrix :=

¸
elasticities of

the price levels and control instruments with respect to the real output gap and
inflation. The upper part of matrix IR (2 + )×(2 +2 )

indicates the elasticitieswith respect to the price and exchange-rate dynamics
of the model. Matrix is crucial in the analysis of the spillovers. More in
detail, matrix IR × describes the e ects of the domestic fiscal policy
on the domestic real output gaps (diagonal elements) and those of the foreign
fiscal policies on the domestic real output gaps (o -diagonal elements), i.e. fiscal

spillovers. Similarly, matrix IR ( + )× describes the e ects of fiscal pol-
icy on the price and exchange-rate dynamics. Matrices IR ×( + ) and

IR ( + )×( + ) indicate the e ects of price levels and exchange rates on
the domestic real output gaps and price and exchange-rate dynamics, respec-
tively. Matrices IR × and IR( + )× are the semi-elasticities
of the nominal interest rates on real output gaps and price and exchange-rate
dynamics, respectively.

7.3 International economic interdependencies

In the case of the EMU, there are not only aspects of coordination of mone-
tary and fiscal policy between the euro-area and the non-euro area countries
(external coordination), but also important internal policy-coordination issues.
Internal policy coordination in the EMU concerns: (i) fiscal policy coordination,
in particular the coordination of the fiscal policies of individual countries in the

and Brociner (1994) and Beetsma et al. (2001) on fiscal policy coordination in
the EMU). (ii) monetary and fiscal policy coordination, in particular the mix

ECB (see e.g. Hughes Hallett and Ma (1996), Issing (1999), and Bini Smaghi
and Casini (2000)).

8The dimension of all vectors but ( ) and ( ) is . The dimension of the vectors ( )
and ( ) is equal to the number of existing central banks

ACCESSION TO A MONETARY UNION

indicates the (reduced-form)

indicates the instan-
taneous elasticities with respect to the real output gaps. The lower part of the ma-
trix

of the fiscal policies in the EMU and the monetary policy implemented by the

logarithmic

context of the Broad Economic Policy Guidelines and the SGP (see e.g. Levine

exchange rate of the anchor country is 0 .)
(by definition the
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An important aspect concerns the actions of the ECB, which can neutralize
the e ects of fiscal cooperation if its targets are opposed to those of the na-
tional governments (see e.g. Beetsma and Bovenberg (1998) and Acocella and
Di Bartolomeo (2001)). The sign and size of fiscal spillovers are particularly
important as they partially determine how large economic externalities are (in
absolute terms) and whether coordination should lead to a more expansionary
or more restrictive fiscal stance in the Member States (Beetsma et al. (2001),
pp. 4-5).
In the model spillovers are described by the matrix involved in (7.7).

Therefore, this matrix is crucial to understand the interplay of the national
governments as well as the interplay between these and the ECB. In fact, the
matrix describes the e ects of the policies, not only on the domestic outcomes,
but also on the real output gaps, inflation rates and exchange-rate devaluations
in the other countries. Both types of spillovers are relevant in order to evaluate
the impact of coordination. Furthermore, also the initial shock structure has
to be taken into account. Actually, each policymaker reacts to an initial shock.
However, the policy actions also a ect the other countries and imply a feedback
from them. This feedback will be determined by the e ects of the monetary and
fiscal policies from the other countries and these e ects are captured by matrix
as well.

7.4 General aspects of accession

The question arises what are the e ects of the accession of additional countries
to the MU and under which conditions such an accession is beneficial for the
acceding countries and for existing members. The correct way to measure and
evaluate accession e ects (on macroeconomic adjustment, policy formation and
cooperation, and the resulting welfare losses) is by comparing identical situations

The net e ects can then be attributed solely to the accession. Calculating
welfare gains/losses and graphs of the situation without and with enlargement
immediately provides the accession e ects and this can be done, not only for the
acceding countries, but also for the countries that were already participating in
the MU and for the countries that do not accede at all.
We would expect that outsiders would like to accede if they are better o in

the MU than staying outside. Similarly, we could expect that current member
states agree to an MU enlargement if it makes them better o . Enlarging the
MU when countries are asymmetric is likely to make it more heterogeneous. To

-apart froma symmet-
ric baseline for reference purposes- cases where the acceding countries are

These important issues can be addressed in a relatively straightforward man-
ner in our approach. In our model, acceding the MU implies that for an acces-
sion country: (i)
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(in terms of shocks, structures, and preferences) under two scenarios: (i) before
accession (called ‘pre-accession’) and (ii) after accession (called post-accession’).‘

di erent from the existing members, e.g. in shocks, structure, preferences, etc.

study this feature and assess its consequences, we needalso

exchange rate adjustments vis-à-vis countries that already parti-
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(ii) its monetary policy is now set by
the common CB, the monetary policy of which maynot be optimal for the

country because (a) it targets aggregate MU output and inflation and (b) it
may have di erent preferences as reflected in the values of and ;
(iii) participating in

necessary adoption of fiscal-stringency measures like
a higher value of when a country enters the MU;

For the common CB, the accession of additional countries implies that: (i)
there is a redefinition of the aggregate target variables; this by itself may already
induce changes in optimal policymaking; (ii) its preferences may change if the
acceding countries have di erent preferences as reflected in the values of

tion formation process) in which the common CB operates have changed: the
number of fiscal players in the MU increases and the number of outside mone-
tary and fiscal players decreases. The adjustment dynamics from exchange-rate
adjustment are changed.

For the (fiscal players of) existing member countries, the accession implies:
(i) changes in the policy reactions of the acceding countries and the common CB
because of the reasons given above; (ii) the strategic configurations (coalition
formation process) in which they operate have changed: the number of other
fiscal players in the MU increases, while the number of outside monetary and
fiscal players decreases.

Assuming that the economic structure is not a ected by acceding the MU,
we can determine the welfare e ects of accession for (i) the acceding countries,
(ii) the existing members by comparing losses under the no-accession scenario

bility of accession would imply that both the acceding country and the existing
member countries would not lose from the accession.

Given all the e ects listed above it is, therefore, even in our highly-stylized
model, by no means clear under which conditions the accession is likely to occur.
The loss of exchange-rate and interest-rate flexibility is likely to entail negative
costs for the acceding country, as does the possible increase in fiscal conser-
vatism stemming from SGP-alike requirements. On the other hand, the change
in the institutional settings, as reflected in the enhanced strategic position and
coalition formation possibilities, may benefit the accession countries. The nu-
merical analysis in the next section will elaborate on these insights about the
net e ects of accession.

ACCESSION TO A MONETARY UNION

cipate ;in the MU are no longer possible
acced-

ing

the
SGP; this would imply

and ; this will a ect policymaking; (iii) the strategic configurations (coali-

and the accession scenario, assuming similara shock scenario. Incentive compati-

(iv) participation changes the strategic settings in the game and the possibili-
ties for cooperation of policies for both acceding countries and existing member
states.

the MU could require that fiscal flexibility is more con-
strained because of the
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7.5 Numerical solutions of the model

7.5.1 General setup

In our model di erent forms of asymmetry can be considered: countries may
have asymmetric structural model parameters (model asymmetry), policymak-
ers may have di erent preferences and di erent bargaining powers (preference
asymmetry and bargaining-power asymmetry) and, finally, shocks may asym-
metrically hit countries (shock asymmetry).

Our analysis considers a setting of 5 countries: countries 1 and 2 are already
forming an MU at the beginning of the planning period (pre-accession stage).
Countries 3 and 4 are initially outside the MU but country 3 considers the pos-
sibility to also enter the MU, already encompassing countries 1 and 2. Country
5 is never considering to enter the MU, whether enlarged or not. Therefore,
there are 5 fiscal authorities (denoted as 1 5) and 4 monetary authorities
(denoted as 3 4 5), initially. We assume that 5 is not entering
in partial coalitions with other countries and is mostly focussed on its internal
coordination problem in cooperation with its 5. In that sense, it is assumed
to be a reference/outside country. We will then consider the consequences of
the accession of 3 on all players. This will be called the post-accession stage.
Out of all possible coalition structures (CSs) , we choose 37 CSs at the

pre-accession stage and 27 CSs at the post-accession stage. The first three
CSs and the last two of both pre- and post-accession stages are reported as
they are interesting reference points for comparison. In 1- 3, players 5 and

5 play as singletons. However, in all the other CSs, but 36 and 37, they
play as a full national coalition { 5 5}, which is an assumption in our
simulation made in order to decrease the number of possible CSs. All coalition
formation computations will be made only for 4 35 at the pre-accession stage
and for 41- 62 at the post-accession stage. Both sets, i.e. { 4 35} and
{ 41 62} constitute the MU-reduced set of feasible CSs (see Definition 5.19
in Chapter 5). We assumed that the fiscal players 1, 2, 3 and 4 can freely
cooperate with each other, forming whatever coalition. We will refer to players
1, 2, and 3, 4, 3, 4 as to insiders and outsiders, respectively,

at the pre-accession stage, and to 1, 2, 3, as to insiders in the post-
accession stage. Coalitions { 1, 2} and { 3, 4} at the pre-accession stage are
called a full fiscal coalition of insiders and outsiders, respectively. The coalition
{ 1, 2, 3, 4} is called the grand fiscal coalition. At the post-accession stage

CHAPTER 7

{ 1, 2, 3} is the full fiscal coalition of insiders, whereas there is no full fiscal
coalition of outsiders. All coalitions, like { 1, 3} or { 2, 4}, are called partial
fiscal coalitions. The can form a coalition only with all countries that belong
to the MU and this coalition is called the full coalition. For outsiders, we refer
to their coalitions with the own central banks as to full national coalitions
(e.g. { 4, 4}). All CSs considered are listed in Table 7.1. The relevant
37 CSs of the pre-accession stage are listed in the upper part of Table 7.1
and in the lower part the 27 post-accession CSs appear. Often one can find
a natural correspondence between certain CSs before and after accession. The
basic di erence consists in taking over the activities of 3 by the of the
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MU upon accession (at the post-accession stage 3 ceases to exist). From
now on, we will refer to the i th CS by , where = 1 64

Table 7.1 Pre- and post- accession coalition structures

We consider three di erent scenarios:

ACCESSION TO A MONETARY UNION
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1. The benchmark scenario with a symmetric economic structure ( 1) - the
MU consists of two countries, 1 and 2, while there is one accession
country, 3, one non-accession country, 4, and an additional country,
5. All countries are assumed to be symmetric in the structural and

preference parameters and sizes. However, preferences of fiscal players
are asymmetric w.r.t. preferences of central banks. The following set of
parameters underlies this baseline case: = 0 2 = 0 75 = 0 1

= 0 1 = 0 25 = 0 1 = 0 2 = 0 4 = = =

0 4 = = 0 4 = = 0 2 = 0 5 = 0 10

2. An asymmetric structural scenario ( 2) - in this example, we consider a
situation where the countries are marked by asymmetries in the economic
structure and in policy preferences. Simplifying, these asymmetries may
be interpreted in terms of the size of the country.10 In particular, we
assume that, compared with the symmetric baseline scenario:

(i) 1 is two times bigger than 2 and the accession country 3 and of
an equal size as 4 and 5 Hence, we assume the following parameter
values for the matrices defined in Appendix A, which are direct
extensions of those from Chapter 6:11

:= :=

0 1 15 1 15 2 15 2 15
4 35 0 2 35 4 35 4 35
4 35 2 35 0 4 35 4 35
2 15 1 15 1 15 0 2 15
2 15 1 15 1 15 2 15 0

and

:=

4 10 1 15 1 15 2 15 2 15
4 35 4 10 2 35 4 35 4 35
4 35 2 35 4 10 4 35 4 35
2 15 1 15 1 15 4 10 2 15
2 15 1 15 1 15 2 15 4 10

Because 1 and 2 have a di erent size, 1 is more concerned with
the economic performance in 1 than in 2, implying that countries’
weights in 1’s loss function are asymmetric: 1 = 2 3 2 = 1 3
before accession and 1 = 1 2 2 = 1 4 3 = 1 4 after accession.

(ii) 4 has a less conservative central bank, 4 = 0 2 and 4 = 0 4;
hence, they coincide with the preferences of the fiscal authorities in 4.

CHAPTER 7

10Both small and big countries can be either relatively open or relatively closed. A relatively

relatively open but small country. Hence, the interpretation of our direct

spillover parameters , , is not straightforward. They represent the mixed e ects
of size and openness.

value of a spillover parameter indicates openness or that countries di er
in size but are equally open. In the latter case the value of a spillover parameter shows relative
size of a country. In this chapter and in the remaining of thebook we will follow this interpretation.

11The o -diagonal elements of these matrices are the direct spillovers. Similarly to Chapter
6, all rows of the o -diagonal elements add to 0 4

nels more than a

To have a clear interpretation we may assume either that countries are
of equal size and the

closed but big countrymay still a ectother countries viadirect(or structural form) spillover chan-
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3. An asymmetric structural scenario with asymmetric bargaining power
( 3), where we add asymmetric bargaining power to the previous case.
More specifically, 1 is assumed to have a two times higher bargaining
power than 2 and 3 in both pre- and post-accession stages and the
same bargaining power as 4, while 4 has a three times higher bargain-
ing power than 4. The exact definition of is provided in Appendix
B.

Note that scenario 3 is the most realistic one, since structural asymmetries
are accompanied by corresponding bargaining power asymmetries (so that a
larger country has a larger bargaining power).
Three di erent types of shocks are analyzed (shocks always occur at = 0 in

the form of initial innovations to the state variables): (i) a symmetric (negative)
supply shock: 0 = [0 01; 0 01; 0 01; 0 01; 0 01 0 0 0 0] , (ii) an asymmetric
(negative) supply shock that hits only 3: 0 = [0; 0; 0 01; 0; 0; 0; 0; 0; 0] , and
(iii) an asymmetric exchange-rate shock that hits 5: 0 =[0; 0; 0; 0; 0; 0; 0; 0; 0 01]

in the pre-accession stage. In the post-accession stage, these shocks are defined
as 0 = [0 01; 0 01; 0 01; 0 01; 0 01 0 0 0] , (ii) 0 = [0; 0; 0 01; 0; 0; 0; 0; 0] ,
and (iii) 0 = [0; 0; 0; 0; 0; 0; 0; 0 1]
Note that 1 in both post- and pre-accession stages is designed in such a

way that the model’s results can be directly compared to the relevant results
obtained in Chapter 6. More in detail, in the previous 3-country setting, each
country has 2 bilateral trade relations and the values of direct price, output and
competitiveness spillovers were set to 0 2 in the symmetric benchmark scenario.
Clearly, the total value of one kind of (direct) spillovers received by each country
equalled 0 4 (as the model equations are linear). In the present setting each
of 5 countries has 4 bilateral trade relations and all direct price, output and
competitiveness spillover parameters are set to 0 1. Hence, the total value of
spillovers is the same as in Chapter 6.
For clarity and in order to save space, we will characterize the pre- and post-

accession scenarios by providing a superscript and , respectively (i.e., 1

2 3 1 2 3 ).

7.5.2 Pre-accession stage, symmetric model

Tables 7.2, 7.3, and 7.4 report (optimal) losses for a symmetric model in the
pre-accession stage under 0 0 , respectively.

12 As all the coalition
formation games in this chapter will be played between 4 and 35 in the pre-
accession stage and between 41 and 62 in the post-accession stage, we assumed
that both CSs 4 and 41 of the form [ | 5 5] are the baseline in
the computations of the coalition formation index . Also, while looking for
the social optimum CS(s), only CSs from 4 to 35 and from 41 to 62 are
taken into account.

12For tables with losses for asymmetric scenarios 2 3 and 2 3 see
www.ua.ac.be/joseph.plasmans.
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Table 7.2 - Optimal losses for ( 1 0 )

1 2 3 4 5 6 7 8 9 10

C1 0.2462 0.2462 0.2487 0.2461 0.2465 0.2465 0.2475 0.2461 0.2482 0.2480 

C2 0.2462 0.2462 0.2487 0.2461 0.2465 0.2465 0.2475 0.2461 0.2482 0.2480 

CB 0.4926 0.4915 0.4871 0.4905 0.4889 0.4889 0.4881 0.4900 0.4868 0.4881 

C3 0.2462 0.2460 0.2465 0.2460 0.2484 0.2462 0.2479 0.2460 0.2474 0.2479 

CB3 0.4926 0.4919 0.4889 0.4905 0.4870 0.4889 0.4863 0.4897 0.4883 0.4879 

C4 0.2462 0.2460 0.2465 0.2460 0.2462 0.2484 0.2479 0.2460 0.2474 0.2492 

CB4 0.4926 0.4919 0.4889 0.4905 0.4889 0.4870 0.4863 0.4897 0.4883 0.4891 

C5 0.2462 0.2460 0.2465 0.2490 0.2484 0.2484 0.2479 0.2488 0.2480 0.2479 

CB5 0.4926 0.4919 0.4889 0.4885 0.4870 0.4870 0.4863 0.4880 0.4867 0.4879 

WIX - - - 0.36% 0.22% 0.22% 0.18% 0.27% 0.31% 0.46% 

CFI 0.28% 0.16% 0.52% 0.00% 0.41% 0.41% 0.71% 0.09% 0.62% 0.62% 

11 12 13 14 15 16 17 18 19 20

C1 0.2480 0.2480 0.2481 0.2461 0.2465 0.2465 0.2475 0.2461 0.2462 0.2465 

C2 0.2480 0.2480 0.2481 0.2461 0.2465 0.2465 0.2475 0.2461 0.2462 0.2465 

CB 0.4881 0.4921 0.4867 0.4898 0.4885 0.4885 0.4879 0.4893 0.4887 0.4878 

C3 0.2492 0.2481 0.2474 0.2459 0.2483 0.2462 0.2478 0.2459 0.2460 0.2462 

CB3 0.4891 0.4918 0.4881 0.4900 0.4867 0.4886 0.4862 0.4892 0.4887 0.4877 

C4 0.2479 0.2481 0.2474 0.2459 0.2462 0.2483 0.2478 0.2459 0.2458 0.2480 

CB4 0.4879 0.4918 0.4881 0.4900 0.4886 0.4867 0.4862 0.4892 0.4891 0.4863 

C5 0.2479 0.2481 0.2479 0.2488 0.2483 0.2483 0.2478 0.2486 0.2484 0.2480 

CB5 0.4879 0.4918 0.4866 0.4880 0.4867 0.4867 0.4862 0.4876 0.4872 0.4863 

WIX 0.46% 0.85% 0.29% 0.28% 0.17% 0.17% 0.16% 0.20% 0.15% 0.09% 

CFI 0.62% 0.49% 0.63% 0.08% 0.44% 0.44% 0.72% 0.17% 0.22% 0.52% 

21 22 23 24 25 26 27 28 29 20

C1 0.2462 0.2465 0.2460 0.2464 0.2462 0.2465 0.2462 0.2465 0.2460 0.2464 

C2 0.2460 0.2464 0.2462 0.2465 0.2462 0.2465 0.2460 0.2464 0.2462 0.2465 

CB 0.4899 0.4885 0.4899 0.4885 0.4887 0.4878 0.4899 0.4885 0.4899 0.4885 

C3 0.2460 0.2462 0.2460 0.2462 0.2458 0.2480 0.2459 0.2482 0.2459 0.2482 

CB3 0.4897 0.4884 0.4897 0.4884 0.4891 0.4863 0.4900 0.4867 0.4900 0.4867 

C4 0.2459 0.2482 0.2459 0.2482 0.2460 0.2462 0.2460 0.2462 0.2460 0.2462 

CB4 0.4900 0.4867 0.4900 0.4867 0.4887 0.4877 0.4897 0.4884 0.4897 0.4884 

C5 0.2488 0.2482 0.2488 0.2482 0.2484 0.2480 0.2488 0.2482 0.2488 0.2482 

CB5 0.4880 0.4867 0.4880 0.4867 0.4872 0.4863 0.4880 0.4867 0.4880 0.4867 

WIX  0.28% 0.17% 0.28% 0.17% 0.15% 0.09% 0.28% 0.17% 0.28% 0.17% 

CFI 0.09% 0.45% 0.09% 0.45% 0.22% 0.52% 0.09% 0.45% 0.09% 0.45% 

31 32 33 34 35 36 37

C1 0.2462 0.2461 0.2462 0.2459 0.2461 0.2461 0.2498

C2 0.2462 0.2461 0.2459 0.2462 0.2461 0.2461 0.2498

CB 0.4876 0.4893 0.4889 0.4889 0.4893 0.4871 0.4775

C3 0.2459 0.2459 0.2460 0.2460 0.2459 0.2459 0.2493

CB3 0.4876 0.4893 0.4886 0.4886 0.4893 0.4870 0.4768

C4 0.2459 0.2459 0.2460 0.2460 0.2459 0.2459 0.2493

CB4 0.4876 0.4893 0.4886 0.4886 0.4893 0.4870 0.4768

C5 0.2480 0.2486 0.2484 0.2484 0.2486 0.2459 0.2493

CB5 0.4863 0.4876 0.4872 0.4872 0.4876 0.4870 0.4768

WIX 0.00% 0.20% 0.14% 0.14% 0.20% - - 

CFI 0.37% 0.16% 0.24% 0.24% 0.16% 0.44% 2.22%
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Table 7.3 - Optimal losses for ( 1 0 )

1 2 3 4 5 6 7 8 9 10

C1 0.1737 0.1771 0.1027 0.1774 0.1677 0.1829 0.1689 0.1902 0.1005 0.1126 

C2 0.1737 0.1771 0.1027 0.1774 0.1677 0.1829 0.1689 0.1902 0.1005 0.1126 

CB 0.0950 0.0817 0.1492 0.0981 0.0913 0.1029 0.0920 0.1066 0.1626 0.1325 

C3 3.0099 3.0397 2.9541 3.0050 2.3910 2.9976 2.4046 2.9187 2.9419 2.4060 

CB3 2.3515 2.3749 2.2884 2.3407 2.4713 2.3276 2.4544 2.3537 2.2694 2.3805 

C4 0.1643 0.1572 0.1831 0.1660 0.1631 0.1207 0.1339 0.1805 0.1906 0.1760 

CB4 0.0956 0.0905 0.1169 0.0987 0.0918 0.1128 0.0957 0.1516 0.1275 0.1051 

C5 0.1643 0.1572 0.1831 0.1233 0.1381 0.1207 0.1339 0.1305 0.1225 0.1329 

CB5 0.0956 0.0905 0.1169 0.1063 0.0935 0.1128 0.0957 0.1157 0.1418 0.1123 

WIX - - - 12.64% 2.99% 11.97% 2.52% 13.16% 9.47% 0.78% 

CFI 0.51% 1.70% 5.59% 0.00% 12.88% 1.58% 12.74% 3.31% 6.70% 13.51% 

11 12 13 14 15 16 17 18 19 20

C1 0.0988 0.1092 0.1062 0.1809 0.1701 0.1865 0.1714 0.1943 0.1844 0.1893 

C2 0.0988 0.1092 0.1062 0.1809 0.1701 0.1865 0.1714 0.1943 0.1844 0.1893 

CB 0.1812 0.1427 0.1754 0.0842 0.0789 0.0881 0.0792 0.0916 0.1384 0.1424 

C3 2.9268 2.4195 2.8538 3.0354 2.4105 3.0289 2.4239 2.9500 2.8761 2.8684 

CB3 2.2471 2.3501 2.2892 2.3654 2.4956 2.3538 2.4804 2.3778 2.3971 2.3886 

C4 0.1219 0.1301 0.2017 0.1586 0.1566 0.1162 0.1294 0.1740 0.1793 0.1291 

CB4 0.1599 0.1223 0.1808 0.0931 0.0875 0.1057 0.0905 0.1452 0.1086 0.1236 

C5 0.1219 0.1301 0.1297 0.1187 0.1335 0.1162 0.1294 0.1257 0.1318 0.1291 

CB5 0.1599 0.1223 0.1534 0.1001 0.0889 0.1057 0.0905 0.1090 0.1171 0.1236 

WIX 8.39% 0.00% 9.85% 13.29% 3.46% 12.68% 3.03% 13.82% 12.73% 12.03% 

CFI 8.53% 13.77% 8.91% 1.47% 13.26% 2.01% 13.14% 3.08% 4.33% 5.18% 

21 22 23 24 25 26 27 28 29 20

C1 0.1994 0.2042 0.1807 0.1864 0.1789 0.1683 0.1783 0.1684 0.1713 0.1622 

C2 0.1807 0.1864 0.1994 0.2042 0.1789 0.1683 0.1713 0.1622 0.1783 0.1684 

CB 0.1271 0.1320 0.1271 0.1320 0.0697 0.0663 0.0886 0.0831 0.0886 0.0831 

C3 2.9171 2.9089 2.9171 2.9089 3.0873 2.4441 3.0348 2.4103 3.0348 2.4103 

CB3 2.3575 2.3462 2.3575 2.3462 2.4072 2.5369 2.3647 2.4951 2.3647 2.4951 

C4 0.1770 0.1276 0.1770 0.1276 0.1702 0.1650 0.1701 0.1658 0.1701 0.1658 

CB4 0.1070 0.1224 0.1070 0.1224 0.0698 0.0665 0.0849 0.0794 0.0849 0.0794 

C5 0.1303 0.1276 0.1303 0.1276 0.1112 0.1258 0.1188 0.1335 0.1188 0.1335 

CB5 0.1154 0.1224 0.1154 0.1224 0.0902 0.0813 0.1003 0.0889 0.1003 0.0889 

WIX  12.68% 11.98% 12.68% 11.98% 14.47% 4.32% 13.18% 3.37% 13.18% 3.37% 

CFI 2.94% 3.85% 2.94% 3.85% 3.52% 13.86% 1.46% 13.32% 1.46% 13.32% 

31 32 33 34 35 36 37

C1 0.1775 0.1819 0.1908 0.1859 0.1940 0.1669 0.0908

C2 0.1775 0.1940 0.1859 0.1908 0.1819 0.1669 0.0908

CB 0.1239 0.1162 0.1230 0.1230 0.1162 0.1070 0.1892

C3 2.8707 2.9472 2.8764 2.8764 2.9472 2.8941 2.0675

CB3 2.4514 2.3807 2.3951 2.3951 2.3807 2.5172 2.5484

C4 0.1662 0.1815 0.1728 0.1728 0.1815 0.1579 0.1167

CB4 0.1241 0.0925 0.1392 0.1392 0.0925 0.1072 0.1520

C5 0.1292 0.1256 0.1319 0.1319 0.1256 0.1579 0.1167

CB5 0.1133 0.1090 0.1174 0.1174 0.1090 0.1072 0.1520

WIX 13.16% 13.21% 13.01% 13.01% 13.21% - - 

CFI 4.89% 2.62% 4.57% 4.57% 2.62% 5.51% 24.94%
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Table 7.4 - Optimal losses for ( 1 0 )

1 2 3 4 5 6 7 8 9 10

C1 0.1740 0.1774 0.1020 0.1651 0.1649 0.1649 0.1659 0.1587 0.1152 0.1114 

C2 0.1740 0.1774 0.1020 0.1651 0.1649 0.1649 0.1659 0.1587 0.1152 0.1114 

CB 0.0957 0.0822 0.1511 0.0895 0.0889 0.0889 0.0894 0.0857 0.1222 0.1281 

C3 0.1642 0.1571 0.1835 0.1620 0.1367 0.1606 0.1325 0.1643 0.1702 0.1315 

CB3 0.0963 0.0911 0.1186 0.0899 0.0909 0.0893 0.0927 0.0781 0.0972 0.1082 

C4 0.1642 0.1571 0.1835 0.1620 0.1606 0.1367 0.1325 0.1643 0.1702 0.1728 

CB4 0.0963 0.0911 0.1186 0.0899 0.0893 0.0909 0.0927 0.0781 0.0972 0.1013 

C5 2.6688 2.6980 2.6074 1.9679 1.9810 1.9810 1.9934 1.9862 1.9812 1.9934 

CB5 1.5827 1.6043 1.5147 1.7802 1.7645 1.7645 1.7458 1.8003 1.6971 1.6697 

WIX - - - 14.77% 11.39% 11.39% 8.34% 10.34% 10.31% 7.49% 

CFI 4.46% 4.75% 31.20% 0.00% 3.16% 3.16% 7.18% 4.87% 17.73% 23.51% 

11 12 13 14 15 16 17 18 19 20

C1 0.1114 0.1081 0.1115 0.1673 0.1672 0.1672 0.1683 0.1609 0.1658 0.1655 

C2 0.1114 0.1081 0.1115 0.1673 0.1672 0.1672 0.1683 0.1609 0.1658 0.1655 

CB 0.1281 0.1375 0.1155 0.0776 0.0768 0.0768 0.0769 0.0744 0.0656 0.0646 

C3 0.1728 0.1287 0.1730 0.1558 0.1321 0.1543 0.1281 0.1581 0.1635 0.1624 

CB3 0.1013 0.1173 0.0836 0.0860 0.0864 0.0853 0.0878 0.0748 0.0657 0.0648 

C4 0.1315 0.1287 0.1730 0.1558 0.1543 0.1321 0.1281 0.1581 0.1455 0.1245 

CB4 0.1082 0.1173 0.0836 0.0860 0.0853 0.0864 0.0878 0.0748 0.0797 0.0793 

C5 1.9934 2.0053 1.9995 1.9864 1.9993 1.9993 2.0115 2.0041 2.0184 2.0309 

CB5 1.6697 1.6367 1.7231 1.8009 1.7866 1.7866 1.7697 1.8199 1.8365 1.8244 

WIX 7.49% 5.11% 5.86% 11.34% 8.05% 8.05% 5.06% 7.13% 5.84% 2.74% 

CFI 23.51% 30.69% 18.18% 3.94% 6.75% 6.75% 9.82% 6.66% 8.41% 10.74% 

21 22 23 24 25 26 27 28 29 20

C1 0.1659 0.1656 0.1599 0.1595 0.1658 0.1655 0.1659 0.1656 0.1599 0.1595 

C2 0.1599 0.1595 0.1659 0.1656 0.1658 0.1655 0.1599 0.1595 0.1659 0.1656 

CB 0.0817 0.0809 0.0817 0.0809 0.0656 0.0646 0.0817 0.0809 0.0817 0.0809 

C3 0.1644 0.1632 0.1644 0.1632 0.1455 0.1245 0.1558 0.1322 0.1558 0.1322 

CB3 0.0780 0.0773 0.0780 0.0773 0.0797 0.0793 0.0861 0.0865 0.0861 0.0865 

C4 0.1558 0.1322 0.1558 0.1322 0.1635 0.1624 0.1644 0.1632 0.1644 0.1632 

CB4 0.0861 0.0865 0.0861 0.0865 0.0657 0.0648 0.0780 0.0773 0.0780 0.0773 

C5 1.9863 1.9992 1.9863 1.9992 2.0184 2.0309 1.9863 1.9992 1.9863 1.9992 

CB5 1.8006 1.7862 1.8006 1.7862 1.8365 1.8244 1.8006 1.7862 1.8006 1.7862 

WIX  10.83% 7.54% 10.83% 7.54% 5.84% 2.74% 10.83% 7.54% 10.83% 7.54% 

CFI 4.13% 6.68% 4.13% 6.68% 8.41% 10.74% 4.13% 6.68% 4.13% 6.68% 

31 32 33 34 35 36 37

C1 0.1610 0.1607 0.1634 0.1500 0.1607 0.1664 0.0875

C2 0.1610 0.1607 0.1500 0.1634 0.1607 0.1664 0.0875

CB 0.0545 0.0745 0.0724 0.0724 0.0745 0.1057 0.1872

C3 0.1594 0.1582 0.1633 0.1633 0.1582 0.1574 0.1137

CB3 0.0546 0.0747 0.0659 0.0659 0.0747 0.1059 0.1493

C4 0.1594 0.1582 0.1633 0.1633 0.1582 0.1574 0.1137

CB4 0.0546 0.0747 0.0659 0.0659 0.0747 0.1059 0.1493

C5 2.0596 2.0041 2.0182 2.0182 2.0041 2.5594 1.6952

CB5 1.8812 1.8199 1.8359 1.8359 1.8199 1.7473 1.8083

WIX 0.00% 7.12% 4.95% 4.95% 7.12% - - 

CFI 12.87% 6.67% 9.16% 9.16% 6.67% 6.50% 50.72%

The consequences of a symmetric shock in the symmetric model in the pre-
accession stage are found in Table 7.2. The di erences in (optimal) losses be-
tween the di erent CSs are relatively small as indicated by the small values of

, suggesting that policy coordination is of limited importance in the case of
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symmetric shocks and in the presence of symmetric countries.13 The di erences
between being inside or outside the MU are essentially negligible in all regimes,
so that it is practically irrelevant for countries if they are inside or outside the
MU in this symmetric setting. It is worth analyzing the fully non-cooperative
regime 1 in Table 7.2. Losses of all fiscal players seems to be the same in
Table 7.2, however, we expect that they may di er, due to the asymmetry of
our setting. The model is symmetric w.r.t. all the structural and preference
parameters, but there is an asymmetry in the interest rates, because the insid-
ers are subject to the common interest rate set by the while outsider have
their own national . This expected di erence between the fiscal insiders and
outsiders and between and 3 4 and 5 is visible in Table 7.C.1
in Appendix C, where losses are reported with better precision. Clearly, the
interest rate of di ers from those set by other central banks. Moreover,
notice that losses of countries are in general much lower than losses of central
banks. It can indicate

deficit.14

Losses in Table 7.2 for ( 1 0 ) are comparable to losses in Table 6.2 for
( 1 0 ) In fact, the di erences in losses are reasonably small. These di er-
ences are caused by the fact that, now, there are a few central banks in the game.
Depending on whether a central bank is responsible for one or more players, its
interest rate (and indirectly also the exchange rate) policy di ers. The welfare
index shows that, in almost all CSs, the welfare losses compared to the
social optimum CS are below one percent.15 Hence, the practical value of
policy coordination is rather limited. The most-e cient outcome from the social
point of view is reached for 31 and the second-best one in 20

Table 7.3 presents the (optimal) losses in the various CSs in the case of an
asymmetric shock hitting 3. Clearly, outcomes are di erent from the sym-
metric shock case. There is much more dispersion and many regimes entail
substantial gains from the worst performing ( 25). In contrast to the symmet-
ric model, full cooperation of all the players (including 5 and 5) is not an
e cient outcome from the social perspective point of view. Now, CS 12 is a
social optimum, i.e. 12

The exchange rate shock to the currency of 5 in Table 7.4 works similarly
to the anti-symmetric shock analyzed in Chapters 3, 4, and 6: the depreciation
of the currency of 5 raises its competitiveness vis-à-vis the other countries.
At the same time it increases inflation in 5 and reduces inflation in the other
countries, therefore, this pass-through e ect will start to mitigate the initial
competitiveness e ects. The e ects are felt much stronger in 5 as the exchange
rate shock implies that it initially depreciates against all other countries, whereas
from the perspective of the other countries, they only initially appreciate vis-à-

13 See also a similar observation for the symmetric base scenario in Chapter 6.
14Note the perfect anti-symmetry between preferences of countries and central banks w.r.t.

inflation and output gap.
15Note that in computations of in this chapter, losses of 5 and 5 were omitted.
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gains in many cases from coordination so that externalities are large.

Externalities from coalition formation

In Chapter 6 we studied in detail di erent kinds of spillovers. In contrast, in
this chapter we will focus more on externalities from coalition formation. Table
7.5 shows how the formation of some di erent types of pre-accession coalitions,
both by insiders and outsiders, a ects di erent players. A plus sign implies
a positive impact (lower losses) and a negative sign a negative impact (higher
losses). Hence, we can say that for players, who do not take part in a coalition,
Table 7.5 presents externalities from coalition formation.16

Table 7.5 Example of externalities and impact of coalition formation ( 1 0 )

 ACTION C1 C2 CB C3 C4 CB3 CB4 

(1) Remaining players play as singletons 

form fiscal coalition 14 vs. 4 - + + + 

I
N

S
I
D

E
R

S
 

form full coalition 9 vs. 4 - + - + 

form fiscal coalition  8 vs. 4 + + + + 

1 outsider forms full coalition 5 vs. 4 - + - + 

O
U

T
S

I
D

E

R
S

 

2 outsiders form full coalitions 7 vs. 4 - + - + 

(2) Remaining players are in coalition(s) 

form fiscal coalition 17 vs. 7 - + + + 

I
N

S
I
D

E
R

S
 

form full coalition 12 vs. 7 - - - - 

form fiscal coalition 13 vs. 9 + + - +

1 outsider forms full coalition 10 vs. 9 + - - +/- 

O
U

T
S

I
D

E

R
S

 

2 outsiders form full coalitions 12 vs. 9 + - - -

The first observation is that the game considered is a mixed externality game
(see Definition 5.7). Players who do not take part in a merge in some CSs are
worse o and in others better o . For instance, when fiscal insiders (i.e. 1
and 2) form a fiscal coalition, then all the other players in the game (i.e.

3 4 3 and 4) are better o as depicted in the first line of Table
7.5. However, when all the players of the MU create a full MU coalition ( 1
2 ), fiscal outsiders, 3 and 4, are worse o , but monetary outsiders,
3 and 4, are better o . This situation is depicted in the second line of

Table 7.5. Concluding, it is neither a positive nor a negative externality game,
i.e. it is a mixed externality game.
In general, by analyzing the impact of the creation of di erent coalitions on

the players’ losses in the game, we may provide first hints on the stability of
CSs in some of the coalition formation games. For instance, it is clear from
Table 7.5 that neither 9 nor 14 can be stable in any of the games, since

16Due to space limitations we had to restrict the presentation of losses in the tables to four
decimals. Since, many of the results in Table 7.5 require a greater precision, we present losses
for ( 1, 0 ) again in the Appendix C but with six decimals precision (Table.7.C.1).

CHAPTER 7

vis 5. Also in this ’quasi’-anti-symmetric shock, there are very large welfare



247

fiscal insiders would prefer non-cooperation in 4 over a fiscal coalition and a
full MU coalition. Also the creation of a full national coalition by an outsider
(i.e. 5) is not possible for the same reason - fiscal players 3 and 4 get
worse o . Similarly, when both outsiders form two full national coalitions (i.e.

7). However, when outsiders decide to pursue a fiscal cooperation between
each other, all the players in the game gain. This result indicates that CS 8

is stable in the EMG( ) and the EMG( ) (see Definitions 5.22 and 5.23 in
Chapter 5), as 3 and 4 do not want to deviate from this CS by playing as
singletons. However, this condition is not su cient to conclude that 8 is stable
in the OMG and the ROMG since it must be checked whether other players
do not want to deviate from this CS by creating a two-player coalition (in the
OMG) or by joining coalition ( 3 4) (in the OMG and the ROMG). In both
versions of the EMG such a move does not have to be considered; hence 8 is
stable in these games.17

When the outsiders are in a coalition and the insiders form a fiscal coalition
( 17 in the lower part of Table 7.5), then the outsiders are better o . This
indicates that CS 7 might be (but does not have to be) stable. We can only
conclude that 1 and 2 do not want to deviate from this CS. However, when we
examine the di erence between 7 and 6, it becomes obvious that the former
CS cannot be stable since 3 has an incentive to deviate to the latter CS. When
the outsiders form di erent coalitions and the insiders already cooperate (last
three rows of Table 7.5) then fiscal outsiders are never better o . Hence, such a
deviation is not feasible. Again, it can (but does not have to) indicate that the
CS in which the insiders cooperate and the outsiders do not, are stable in the
OMG game. In fact, 9 is such a CS, but we already showed above that this
CS cannot be stable as the fiscal insiders lose compared to the non-cooperative
regime, rather they would prefer to deviate.
The more general conclusion from Table 7.5 is that in our setting, singletons

may absorb externalities from coalition formation in a di erent way as coalitions.

7.5.3 Post-accession stage, symmetric model

Table 7.6 provides losses for a symmetric shock in the post-accession stage.
Results can be directly compared to Table 7.2 for the pre-accession stage. Ac-
cession of 3 leads to only marginal changes in the case of symmetric shocks.
As before, di erences between CSs are small under symmetric shocks after ac-
cession, suggesting that in the case of symmetric shocks accession has no sub-
stantive e ects, neither for the accession countries nor for the existing members.
Results are di erent for the asymmetric-shock case in the post-accession

stage found in Table 7.7. With 3 now inside the MU, there are more exter-
nalities to the old members via the common monetary policy. 3 loses w.r.t.

17This result can be found in Table 7.11.
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the pre-accession regimes, where it still could coordinate with its old CB. Under
MU, it has a new CB but one that is far less receptive to asymmetric shocks to
3. From the perspective of 3, it raises doubts whether accession to the MU

is an optimal choice in the presence of a high degree of asymmetry of its shocks.
This example is therefore an indirect indication for the OCA problem, which is
(could be) inherent to a decision to enter an MU.

Table 7.6 - Optimal losses for ( 1 , 0 )

38 39 40 41 42 43 44 45 46

C1 0.2462 0.2462 0.2486 0.2461 0.2465 0.2483 0.2483 0.2461 0.2465

C2 0.2462 0.2462 0.2486 0.2461 0.2465 0.2483 0.2483 0.2461 0.2465

C3 0.2462 0.2460 0.2486 0.2461 0.2465 0.2483 0.2483 0.2461 0.2465

CB 0.4926 0.4917 0.4864 0.4906 0.4890 0.4880 0.4923 0.4889 0.4879

C4 0.2462 0.2460 0.2475 0.2459 0.2483 0.2495 0.2480 0.2456 0.2479

CB4 0.4926 0.4919 0.4880 0.4905 0.4869 0.4891 0.4922 0.4892 0.4862

C5 0.2462 0.2460 0.2475 0.2490 0.2483 0.2477 0.2480 0.2484 0.2479

CB5 0.4926 0.4919 0.4880 0.4885 0.4869 0.4880 0.4922 0.4872 0.4862

WIX - - - 0.30% 0.20% 0.61% 0.91% 0.13% 0.10%

CFI 0.24% 0.15% 0.80% 0.00% 0.45% 0.71% 0.61% 0.17% 0.52%

47 48 49 50 51 52 53 54 55

C1 0.2461 0.2465 0.2460 0.2464 0.2461 0.2465 0.2462 0.2460 0.2460

C2 0.2461 0.2465 0.2461 0.2465 0.2460 0.2464 0.2460 0.2462 0.2460

C3 0.2460 0.2464 0.2461 0.2465 0.2461 0.2465 0.2460 0.2460 0.2462

CB 0.4900 0.4886 0.4900 0.4886 0.4900 0.4886 0.4900 0.4900 0.4900

C4 0.2458 0.2482 0.2458 0.2482 0.2458 0.2482 0.2459 0.2459 0.2459

CB4 0.4900 0.4866 0.4900 0.4866 0.4900 0.4866 0.4897 0.4897 0.4897

C5 0.2488 0.2482 0.2488 0.2482 0.2488 0.2482 0.2488 0.2488 0.2488

CB5 0.4880 0.4866 0.4880 0.4866 0.4880 0.4866 0.4880 0.4880 0.4880

WIX 0.23% 0.16% 0.23% 0.16% 0.23% 0.16% 0.22% 0.22% 0.22%

CFI 0.07% 0.47% 0.07% 0.47% 0.07% 0.47% 0.09% 0.09% 0.09%

56 57 58 59 60 61 62 63 64

C1 0.2460 0.2460 0.2461 0.2462 0.2462 0.2459 0.2461 0.2461 0.2483

C2 0.2460 0.2461 0.2460 0.2462 0.2459 0.2462 0.2461 0.2461 0.2483

C3 0.2461 0.2460 0.2460 0.2459 0.2462 0.2462 0.2461 0.2461 0.2483

CB 0.4894 0.4894 0.4894 0.4890 0.4890 0.4890 0.4878 0.4872 0.4792

C4 0.2458 0.2458 0.2458 0.2458 0.2458 0.2458 0.2457 0.2457 0.2481

CB4 0.4893 0.4893 0.4893 0.4887 0.4887 0.4887 0.4876 0.4871 0.4785

C5 0.2486 0.2486 0.2486 0.2484 0.2484 0.2484 0.2480 0.2457 0.2481

CB5 0.4876 0.4876 0.4876 0.4872 0.4872 0.4872 0.4863 0.4871 0.4785

WIX 0.16% 0.16% 0.16% 0.11% 0.11% 0.11% 0.00% - - 

CFI 0.14% 0.14% 0.14% 0.20% 0.20% 0.20% 0.31% 0.36% 1.64%
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Table 7.7 - Optimal losses for ( 1 , 0 )

38 39 40 41 42 43 44 45 46

C1 0.8846 0.9020 1.0552 0.9121 0.9446 1.0630 1.0731 0.9236 0.9545 

C2 0.8846 0.9020 1.0552 0.9121 0.9446 1.0630 1.0731 0.9236 0.9545 

C3 7.0742 7.1785 6.4189 7.0122 6.9413 6.4087 6.3947 6.7798 6.7115 

CB 0.1110 0.1358 0.1444 0.1104 0.1103 0.1400 0.1355 0.0965 0.0973 

C4 0.1706 0.1569 0.1564 0.1725 0.1218 0.1559 0.1255 0.1865 0.1306 

CB4 0.1020 0.0879 0.0879 0.1054 0.1210 0.0888 0.0954 0.1159 0.1322 

C5 0.1706 0.1569 0.1564 0.1243 0.1218 0.1295 0.1255 0.1332 0.1306 

CB5 0.1020 0.0879 0.0879 0.1144 0.1210 0.0912 0.0954 0.1259 0.1322 

WIX - - - 3.68% 3.22% 0.25% 0.00% 1.45% 0.94% 

CFI 1.33% 2.65% 10.27% 0.00% 2.19% 10.49% 11.08% 3.19% 5.07% 

47 48 49 50 51 52 53 54 55 

C1 0.9262 0.9547 0.9502 0.9857 0.9795 1.0119 0.8761 0.8635 1.0126 

C2 0.9262 0.9547 0.9795 1.0119 0.9502 0.9857 0.8635 0.8761 1.0126 

C3 7.1253 7.0645 6.8055 6.7303 6.8055 6.7303 7.1381 7.1381 6.7187 

CB 0.1347 0.1339 0.0934 0.0943 0.0934 0.0943 0.1211 0.1211 0.1015 

C4 0.1579 0.1149 0.1883 0.1304 0.1883 0.1304 0.2112 0.2112 0.2598 

CB4 0.0900 0.1018 0.1204 0.1385 0.1204 0.1385 0.0749 0.0749 0.2083 

C5 0.1174 0.1149 0.1329 0.1304 0.1329 0.1304 0.1184 0.1184 0.1347 

CB5 0.0973 0.1018 0.1309 0.1385 0.1309 0.1385 0.1021 0.1021 0.1396 

WIX 5.20% 4.80% 2.70% 2.18% 2.70% 2.18% 4.35% 4.35% 4.68% 

CFI 2.12% 2.41% 3.90% 5.93% 3.90% 5.93% 3.15% 3.15% 7.52% 

56 57 58 59 60 61 62 63 64

C1 1.0306 0.9347 0.9144 0.8552 0.9935 0.9914 0.9135 0.8723 1.0957 

C2 1.0306 0.9144 0.9347 0.8552 0.9914 0.9935 0.9135 0.8723 1.0957 

C3 6.8330 6.9312 6.9312 7.3420 6.6818 6.6818 6.7807 6.8749 6.3081 

CB 0.1220 0.1017 0.1017 0.1568 0.0952 0.0952 0.1046 0.1141 0.1983 

C4 0.2534 0.2304 0.2304 0.2544 0.1951 0.1951 0.1726 0.1642 0.1020 

CB4 0.1860 0.0869 0.0869 0.0461 0.1741 0.1741 0.1325 0.1151 0.0822 

C5 0.1270 0.1267 0.1267 0.1085 0.1359 0.1359 0.1307 0.1642 0.1020 

CB5 0.1181 0.1171 0.1171 0.0814 0.1394 0.1394 0.1221 0.1151 0.0822 

WIX 6.28% 3.39% 3.39% 6.88% 2.63% 2.63% 1.35% - - 

CFI 6.39% 2.07% 2.07% 6.84% 6.48% 6.48% 2.90% 2.59% 13.58% 

Table 7.8 concerns an exchange-rate shock to the currency of 5 in the
post-accession stage. All fiscal policymakers prefer full monetary and fiscal
coordination 64 as in this way they get more influence on the monetary players,
who can exert direct control on the exchange-rate dynamics in the presence of
UIP hypothesis. The fiscal players lack this ability. For the CBs, however,
coordination with the fiscal authorities involves large losses when compared
to their preferred arrangements. This was also the case in the pre-accession
phase in Table 7.4. Also in the post-accession stage, we observe substantial
di erences in the welfare and coalition formation indices across the di erent
CSs, indicating that there are significant welfare e ects and externalities from
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di erent cooperative arrangements.

Table 7.8 - Optimal losses for ( 1 , 0 )

38 39 40 41 42 43 44 45 46

C1 0.1802 0.1820 0.0957 0.1672 0.1675 0.1055 0.1027 0.1675 0.1677 

C2 0.1802 0.1820 0.0957 0.1672 0.1675 0.1055 0.1027 0.1675 0.1677 

C3 0.1802 0.1745 0.0957 0.1672 0.1675 0.1055 0.1027 0.1675 0.1677 

CB 0.0914 0.0810 0.1889 0.0884 0.0872 0.1531 0.1642 0.0646 0.0632 

C4 0.1600 0.1533 0.2023 0.1607 0.1366 0.1838 0.1304 0.1445 0.1244 

CB4 0.0921 0.0872 0.1418 0.0890 0.0889 0.1112 0.1323 0.0790 0.0778 

C5 2.6869 2.7157 2.5678 1.9695 1.9829 1.9896 2.0028 2.0200 2.0329 

CB5 1.6015 1.6227 1.4707 1.7902 1.7783 1.6245 1.5913 1.8454 1.8365 

WIX - - - 14.24% 10.91% 4.02% 0.00% 7.57% 4.56% 

CFI 5.47% 6.39% 48.75% 0.00% 3.13% 35.16% 40.83% 6.07% 8.84% 

47 48 49 50 51 52 53 54 55

C1 0.1683 0.1686 0.1622 0.1623 0.1683 0.1686 0.1673 0.1613 0.1613 

C2 0.1683 0.1686 0.1683 0.1686 0.1622 0.1623 0.1613 0.1673 0.1613 

C3 0.1622 0.1623 0.1683 0.1686 0.1683 0.1686 0.1613 0.1613 0.1673 

CB 0.0792 0.0779 0.0792 0.0779 0.0792 0.0779 0.0820 0.0820 0.0820 

C4 0.1546 0.1321 0.1546 0.1321 0.1546 0.1321 0.1633 0.1633 0.1633 

CB4 0.0853 0.0847 0.0853 0.0847 0.0853 0.0847 0.0772 0.0772 0.0772 

C5 1.9879 2.0012 1.9879 2.0012 1.9879 2.0012 1.9878 1.9878 1.9878 

CB5 1.8103 1.7996 1.8103 1.7996 1.8103 1.7996 1.8097 1.8097 1.8097 

WIX 11.29% 8.07% 11.29% 8.07% 11.29% 8.07% 10.54% 10.54% 10.54% 

CFI 3.13% 6.09% 3.13% 6.09% 3.13% 6.09% 3.88% 3.88% 3.88% 

56 57 58 59 60 61 62 63 64

C1 0.1625 0.1625 0.1623 0.1657 0.1657 0.1522 0.1623 0.1719 0.0784 

C2 0.1625 0.1623 0.1625 0.1657 0.1522 0.1657 0.1623 0.1719 0.0784 

C3 0.1623 0.1625 0.1625 0.1522 0.1657 0.1657 0.1623 0.1719 0.0784 

CB 0.0735 0.0735 0.0735 0.0693 0.0693 0.0693 0.0538 0.1007 0.2892 

C4 0.1572 0.1572 0.1572 0.1626 0.1626 0.1626 0.1589 0.1532 0.1242 

CB4 0.0740 0.0740 0.0740 0.0652 0.0652 0.0652 0.0541 0.1007 0.2068 

C5 2.0057 2.0057 2.0057 2.0197 2.0197 2.0197 2.0609 2.5773 1.6713 

CB5 1.8288 1.8288 1.8288 1.8442 1.8442 1.8442 1.8882 1.7704 1.6529 

WIX 7.78% 7.78% 7.78% 6.23% 6.23% 6.23% 2.54% - - 

CFI 5.66% 5.66% 5.66% 7.47% 7.47% 7.47% 10.24% 5.43% 74.03% 

Externalities from coalition formation

Table 7.9 presents (some) externalities for ( 1 0 )
18 The obtained pattern is

similar to that in pre-accession Table 7.5. When the fiscal insiders create a (full)
fiscal coalition, then they are worse o and the outsiders are better o , exactly

18The losses for ( 1 0 ) are presented with a greater precision in Table 7.C.2. See also
footnote 16).
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as in the pre-accession stage. When two fiscal insiders merge to form a partial
fiscal coalition, then they again lose but the other fiscal player in the MU gains.
Similarly to Table 7.5, in Table 7.9 we see that when the outsider forms the full
national coalition with respective CB all the fiscal players considered ( 1 2
3 4) are worse o and CBs are better o . When 4 and 4 play in a

coalition and countries of an MU form a (full) fiscal coalition, then the latter
players lose and all the other players in the game gain.

Table 7.9 Example of externalities and impact of coalition formation ( 1 0 )

 ACTION C1 C2 C3 CB C4  CB4 

(1) Remaining players play as singletons 

form fiscal coalition 

form partial fiscal coalition 

45 vs. 41

47 vs. 41

 -      -     - 

 -      -    + 

+

+

+

+

+

+

I
N

S
I
D

E
R

S

form full coalition 43 vs. 41  -      -     - + -  + 

form fiscal coalition  not relevant X X X X 

1 outsider forms full coalition 42 vs. 41  -     -    - + - + 

O
U

T
S

I
D

E

R
S

 

2 outsiders form full coalitions not relevant X X X X 

(2) Remaining players are in coalition(s) 

form fiscal coalition 46 vs. 42 -      -      - + + + 

I
N

S
I

D
E

R

S

form full coalition 44 vs. 42 -      -      - - + - 

Outsiders form full coalition 44 vs. 43 -      -      - -  + - 

In the last two lines of Table 7.9 we observe a (slightly) di erent pattern of
externalities than in Table 7.5. When 4 and 4 play in a coalition and a
full MU coalition is created, the outside country 4 gains in the post-accession
stage, whereas in the pre-accession stage it loses. Hence, we see that spillovers
from other countries to 4 depend on whether 3 is in the MU or not. Finally,
when the full MU coalition already exists and full national coalition between 4
and 4 is created, in contrast to Table 7.5 fiscal players of an MU are worse
o and 4 is better o .

7.5.4 Asymmetry in the model

For reasons of brevity we do not report all the losses for asymmetric scenarios
( 2 3 2 3 ). To give a flavour of consequences of model and bargaining-
power asymmetries we list in Table 7.15 optimal losses for all the combinations of
scenarios and shocks in two regimes: 12 = [ 1 2 | 3 3| 4 4| 5 5]
and 44 = [ 1 2 3 | 4 4| 5 5] These CSs were chosen because of
two reasons. First, they can be directly compared with each other and second,
they are characterized by a high degree of players’ cooperation, which will show
the e ects of the bargaining power asymmetries in 3 and 3 .
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Table 7.10 Losses for CSs 12 and 44 in all combinations of scenarios and
shocks

Comparing ( 2 0 ) to ( 1 0 ) we see the e ects of the model
asymmetries in case of a symmetric shock. Di erences are limited both in the
pre- and post accession cases. The large country 1 has higher losses than the
smaller country 2 whereas in the symmetric scenario losses were identical. 3
and 4 also incur lower losses than in the benchmark.
The importance of model asymmetries is more profound in case of asymmet-

ric shocks as a comparison of ( 2 0 ) to ( 1 0 ) suggests. Similarly,
the asymmetries have substantial consequences in case of the exchange rate

shock as ( 2 0 ) to ( 1 0 ). Note also, that in 1 -with the ex-
ception of 3 3 5 and 5-, the exchange rate shock leads to rather
similar e ects as the asymmetric shock.
These results on the role of asymmetries apply to both the pre- and post-

accession cases. The e ects from accession (of 3) itself are found from a
comparison of the upper (pre-accession, ) and lower (post-accession, )
parts of Table 7.10. In case of the symmetric shock, the e ects are rather small.
The most striking are the e ects of an asymmetric price shock that hits 3.
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Before and after the accession losses of this country are very high compared to
losses of other players. Moreover, as pointed out in previous tables, the costs
incurred by 3 at the pre-accession stage is much lower than those at the post-

point but the real issue at stake are asymmetric shocks since their influence is
the highest.
also means sharing a common interest rate in an MU) is a big burden to the
economy hit by an asymmetric shock.
If the structure of 3’s economy di ers more from the economic structure of

the existing MU countries and there is a higher risk of an asymmetric shock, it
becomes less likely that the MU will be enlarged and it is in the interest of both
current and prospective members of the MU that the enlargement is postponed
until a larger degree of economic convergence is achieved. These findings are in
line with conclusions of the OCA theory.

7.5.5 Stable coalition structures

Table 7.11 gives the stable CSs for all three scenarios and three types of shocks
in the 4 simultaneous coalition formation mechanisms. As 5 and 5 are
always in coalition they do not take part in the coalition formation game and
are omitted. Note that in the ROMG coalition structures 4 and 41 are stable
by definition because, after excluding 5 and 5 they are the non-cooperative
regimes. Stable CSs in Table 7.11 were found using the algorithms from Chapter
5.

Table 7.11 Stable coalition structures in the pre-accession stage

The first and the most important observation is that there are relatively
few stable CSs compared to the previous chapter. In other words, introducing
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exchange rates and extra players dramatically changed the situation. Now, in
the game of seven players stable CSs are very seldom. For instance, in the case
of the asymmetric exchange rate shock, 0 , there is only one non-trivial stable
CSs (in the EMG( ), 1 ). Second, note that there are no stable CSs in the
OMG at all, even for the symmetric scenario and the symmetric shock. This
contrasts to the outcomes in Chapter 6 where in some cases the OMG resulted
in the full coalition as a stable CS. In the present, richer and more realistic
setting this is not the case. Third, as expected, all the CSs that are stable in
the ROMG are also stable in the EMG( ) (see Theorem 5.1). In contrast, CSs
which are stable in the EMG( ) are not necessarily stable in the EMG( ) as,
due to di erent rules of coalition formation, a set of deviations in the former
type of game does not have to be the subset of a set of deviations in the latter
game and vice versa. Such a situation occurs, for instance, in ( 1 0 ) and
( 1 0 ).
It is interesting to investigate the coalitional e ects of the special assump-

tions made in our MU setting concerning the priority of central banks in the
OMG and the ROMG to create a coalition with their respective bank juris-
dictional sets. In ( 1 0 ) no fiscal player wants to unilaterally leave the full
fiscal coalition ( 1 2 3 4) in the ROMG. However the 4 breaks up this
regime since its loss in 20 is lower than in 31. In contrast, 31 is stable in the
EMG( ) as such a deviation of the 4 is not possible in this game. However,
this CS is not stable in the EMG( ). It is caused by the fact that any deviation
of a fiscal player from 31 leads to 4 and this latter CS is preferred by both
1 and 2
Looking from a broader perspective at Table 7.11 we see that, except for

4, there are 4 di erent CSs which appear to be stable under various coalition
formation mechanisms in the pre-accession stage:

6 = [ 1| 2| | 3| 3| 4 4| 5 5]

8 = [ 1| 2| | 3 4| 3| 4| 5 5]

31 = [ 1 2 3 4| | 3| 4| 5 5]

33 = [ 1 3 4| 2| | 3| 4| 5 5]

Note that three out of these four CSs consist of only the partial or full fiscal
coalitions: ( 3 4) ( 1 2 3 4) and ( 1 3 4) .19 There is only one
national MU coalition in the set of stable CSs. In other words, fiscal players
prefer rather to cooperate with other fiscal players than with own central banks
and/or vice versa. In 7 cases out of 10 when a cooperation emerges in Table 7.11
players choose fiscal coalitions. Hence, we may pose a more general hypothesis
that partial or full fiscal cooperation has higher chances to emerge than full
MU/national arrangements. It is interesting to see whether the situation after
the enlargement of the union will confirm the above outcome. Stable coalition
structures in the post-accession stage are listed in Table 7.12.

19Apart from coalition ( 5 5) which is not considered in our games.
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Table 7.12 Stable coalition structures in the post-accession stage

Except for non-cooperative regime 41 also in the post-accession stage there
are 4 di erent CSs which are stable under various coalition formation mecha-
nisms:

42 = [ 1| 2| 3| | 4 4| 5 5]

45 = [ 1 2 3| | 4| 4| 5 5]

60 = [ 1 3 4| 2| | 4| 5 5]

62 = [ 1 2 3 4| | 4| 5 5]

Similarly to the pre-accession stage only in 42 we find that 4 cooperates
with 4. Three other CSs listed above, consist of only partial or full fiscal
coalitions: ( 1 2 3) ( 1 2 3 4) and ( 1 3 4). Note that two of
these coalitions also occurred in the pre-accession stage. Moreover, one can find
a natural correspondence between the stable CSs, i.e., 42 corresponds to 6;

60 to 33; and 62 to 31. There is no natural correspondence only between

45 and 8 Furthermore, note that the pattern of stable CSs in Table 7.12 is
very similar to the pattern in Table 7.11:

1. For the symmetric shock, 0 in the post-accession stage (third column
of Table 7.12) there is no stable CS in any game (except for trivial 41).
In the pre-accession stage only CS 8 is stable in the symmetric scenario
( 1 0 ) in both EMGs;

2. For the asymmetric price shock, 0 , the results in Tables 7.12 and 7.11
(fourth columns) coincide (except for 45 in the EMG( ) in ( 1 0 )
and ( 3 0 ));
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3. For the asymmetric exchange rate shock, 0 , the results in Table 7.12
(last column) are also very similar to the results in Table 7.11. The only
di erence is CS 42 which appears to be stable in the symmetric scenario

1 in all the games.

Consequently, we conclude that within the framework of our setting: (i) in
an asymmetric price shock hitting an acces-

sion country, the CS, in which fiscal outsiders cooperate with their monetary
authorities, is likely to emerge; (ii) when asymmetries in bargaining power ( 3

and 3 ) are introduced full fiscal coalitions or partial fiscal coalitions are likely

to emerge in the ROMG and the EMG( ) for 0 ; (iii) the full fiscal coalition

emerges in the EMG( ) for ( 1 0 ).
The above results suggest that our results of coalition formation analysis

are quite robust. From the fact that CSs with only fiscal coalitions emerge
more often than CSs with a national coalition ( 6 or 42), we conclude that,
irrespective of monetary arrangements (a smaller or larger MU), fiscal players
prefer fiscal coalitions over cooperation with the monetary authorities. This
can (very probably) be explained by the opposite fiscal and monetary players’
preferences about inflation and output (gap) stabilization. We can compare this
result with our findings from Chapter 6. There, either a partial or full fiscal
cooperation but not full MU cooperation emerged in the simultaneous coalition
formation mechanisms under ( 1 0 ) ( 2 0 2) and ( 2 0 2) (see Tables
6.3, 6.10 and 6.14). However, in two other cases ( 1 0 ) and ( 1 0 ) the
full MU cooperation is supported (see Tables 6.5 and 6.7). Note however, that
the open-economy setting in the present chapter is much richer and closer to
reality; hence its conclusions are superior to Chapter 6.
To compare the e ectiveness (in the sense of social welfare) of simultaneous

coalition formation mechanisms the average value of the welfare index ( )
throughout all the combinations of scenarios and shocks was computed. The

average values (denoted by and ) were computed for all the CSs
that take part in the game in the pre- and post-accession stages ( 4 35 and

41 62, respectively). Then, the average values of were computed only

for stable CSs in each game and in both stages (denoted as ( ) and

( )). These averages are defined as follows:

:=
1 X

( )
( )

(7.8)

where ( ) := { 4 35};
( ) := { 41 62} and is the cardinality

of the sets ( ) or ( ), i.e. := | ( )| = 32 in the pre-accession
stage and := | ( )| = 22 in the post-accession stage, and

( ) :=
1 X

( )
¯

(7.9)
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where ¯ := {all stable CSs for game in all scenarios/shocks}20 either in
the pre- or post-accession stage and is the cardinality of sets ¯ or ¯ ,

i.e. = |¯ | or = |¯ | Note that can be interpreted as the

expected throughout all scenarios and shocks and ( ) as the
expected of the coalition formation mechanism .

Table 7.13 E ectiveness of simultaneous coalition formation mechanisms

Index ( ) ( )
6 1105% 6 4666% 2 9731% 2 6050%

Index ( ) ( )

9 8153% 9 1567% 0 0423% 1 1981%
( ) 9 5712% 10 1547% 0 0752% 1 2704%
( ) 7 9452% 9 3584% 1 1729% 0 5136%

The average values of obtained in stable CSs in (all the games through-

out all the scenarios/shocks), i.e. for the pre-accession stage and

for the post-accession stage, are above the average values of

for all the CSs (throughout all the scenarios/shocks), i.e. and ,
respectively. This suggests that our simultaneous coalition formation mecha-
nisms are not e ective from the social point of view in the considered setting, as
(on average) they result in higher losses than the expected total loss of players.
The question arises why we compare the expected loss from coalition formation
mechanisms with the average loss throughout all CSs, and not with the aver-
age loss obtained in the non-cooperative regimes. It could be argued that if
coalition formation mechanisms are not present players play non-cooperatively.
However, we assume that if no (institutionalized) mechanism is present, then
players are still able to pursue cooperative strategies informally. Hence, in our
approach the non-cooperative regime is not the natural benchmark for compar-
ison of e ectiveness of coalition formation mechanisms. does not have to
be an equilibrium even when no mechanism is present.
Average values are informative but they do not show what is the disper-

sion of between di erent CSs. A higher dispersion of welfare indices for
stable CSs than for all CSs would mean that, in addition to lower averages,
coordination mechanisms may result in substantially worse (or substantially
better) outcomes than no coordination. For risk-averse players such a volatil-
ity would be undesirable. The dispersion of is measured by a simple
standard deviation formula in the following way. First, the standard deviation

puted. Then, the average value of the standard deviations of for the whole
game is calculated ( ( ) and ( ) in the pre- and post-accession

20Note that certain CSs in this set may be repeated.
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stages, respectively). A similar method is used to compute the standard devi-

ation of for stable CSs (i.e. ( ) ( ) and ( ) ( )),
where, of course, only stable CSs are taken into account. Note that in many
cases (( ) ( )) for a particular scenario/shock and coalition forma-
tion mechanism equals zero. This is caused by the fact that in many cases
only one CS is stable, i.e. the regime (see Tables 7.11 and 7.12). Table 7.13
shows that, on average, the dispersion of losses between stable CSs is (much)
lower than between all the CSs in a given scenario/shock combination. Hence,
we may conclude that, although coalition formation mechanisms are on average
less e ective from the social point of view than no-institutionalized negotiations,
they provide the players as a whole with a less volatile loss.

E ectiveness of the di erent coalition formation mechanisms gives mixed
results. In the pre-accession stage we see that the higher the degree of unanimity
in the coalition formation mechanism is, the better is the expected outcome of
simultaneous negotiations from the social point of view. This result follows
basic intuition that the outcome which is obtained due to consent of all the
players involved should be more closer to the optimum (in fact, this was one
of the observations from Chapter 6 concerning the (also unanimous) SNG, see

Section 6.4). However, in the post-accession stage, for the EMG( )

is the highest and for the EMG( ) is still higher than for the
ROMG. To investigate this issue further a larger game should be constructed
with a higher number of fiscal players (e.g. = 6). It is possible, that the
EMG( ) becomes more e ective than the ROMG and the EMG( ) when the
number of players involved in the game increases.

7.5.6 E ects of accession

To obtain further insights on the e ects of di erent scenarios we use some simple
statistical methods. It is interesting to see what are for a particular player

the average (optimal) losses over all CSs. More formally, the average value ˆ

is defined as follows. For := { 4 2 35} in the pre-accession stage

ˆ := 1
32

35P
=4

ˆ ( ) and for := { 41 2 62} in the post-accession stage

ˆ := 1
22

62P
=41

ˆ ( ) where ˆ ( ) is an optimal loss of a player in CS .

We compute ˆ for every player = 1 2 5 in every shock/scenario
combination in the pre-accession and post-accession stage. These results are
reported in Table 7.14:
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Table 7.14 - Average value of losses in pre- and post-accession cases

Since Table 7.14 reports average (optimal) losses it shows at hand many
characteristics of our model. First of all, they provide a picture of di erent
shocks and scenarios’ e ects on players’ losses. Obviously, in ( 1 0 ) losses of
1 and 2 and 3 and 4 are symmetric since economic spillovers and resulting

economic externalities influence them symmetrically. Naturally, this symmetry
breaks up under the asymmetric shocks 0 and 0 and in the asymmetric
scenarios 2 and 3 . The same holds in the post-accession stage.

Comparing 2 to 1 and 3 to 2 we see that structural asym-
metries have a larger impact on players’ losses than bargaining power asymme-
tries. This was also our conclusion from Chapter 6. The adjustment process
after a shock is mainly driven by economic spillovers since both monetary and
fiscal authorities have only limited influence on economic systems. When a
shock occurs they can only partially control economies. Hence, even an almost
complete lack of bargaining power in any coalition is not likely to increase losses
substantially as, to a large extent, the economic system returns to balance by
itself.

The average losses for ( 1 , 0 ) can be also compared with losses obtained
in the non-cooperative regime 4 in 1 (Table 7.2) This shows that on average
all the fiscal players lose from coordination compared to the non-cooperative
regime. From this, it could be argued, that if it is completely unclear which CS
will be actually played after the coordination process, then all the fiscal players
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would not enter to any negotiations at all. They would prefer to play non-
cooperatively since the expected loss from coordination is higher. However, this
argument does not hold for any other combination of scenarios and shocks, i.e.
expected loss from coordination for some players is lower than the (optimal) loss
in the non-cooperative regime. The conclusion is that under these conditions
players would support the existence of some coordination mechanism as their
expected loss from any form of cooperation is lower than from a non-cooperative
playing.21

To analyze the e ects of accession we will compute the di erence between

post- and pre-accession losses for each player, i.e.: 4£ =
(̂ ) (̂ )

Hence,
the upper part of Table 7.15 is obtained by subtracting the upper part from the
lower part of Table 7.14 after deleting 3.

Table 7.15 Accession e ects

Positive values in the upper part of Table 7.15 mean that for a particular
player the accession is not (on average!) profitable. Hence, it comes out that on
average accession is rather not profitable for the fiscal insiders under asymmetric

21Of course, players can block an existence of a coordination mechanism hoping that they
will (possibly) coordinate informally in a subgroup and free ride, when other players will pursue
non-cooperative strategies. Such a situation is, in a way, contradictory to our assumption of
perfect information, since due to spillovers/externalities every form of cooperation would be
immediately noticed by other players.
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shocks. Only in the case of a symmetric shock for 1 and 3 they both gain
on average. In all combinations of scenarios and asymmetric shocks they lose.
Moreover, note that these average losses from enlargement are in general much
higher than feasible profits. The accession country 3 gains from entering the
MU only in the case of a symmetric shock, however, in all the three scenarios.
The enlargement is on average profitable for all three directly involved fiscal
players together only in ( 1 0 ) and ( 3 0 ). This suggests that actually,
when structural/shock asymmetries are present, it would be very di cult in
our model to reach an agreement on an MU enlargement, since, usually, such a
decision typically has to be taken under unanimity.
Note that by far the highest increase in the average loss is faced by countries

of the enlarged monetary union in the case of an asymmetric price shock. This
happens with no exception for all 3 scenarios and certainly calls for further in-
vestigation. Therefore, we compute for each player (except 3) the di erence
between the minimal losses in the post-accession stage ( 42 to 59) and maximal
losses in the pre-accession stage ( 4 to 35). More formally, we use the following
formula to obtain the values in the middle part of Table 7.15:

4£̂ =
ˆmin( ) ˆmax( )

ˆmax( )
× 100

where ˆ
min( )

= min
41 62

ˆ and ˆmax( )
= max

4 35

ˆ . Note that ˆ is the poli-

cymaker’ optimal loss in a particular coalition structure. 4£̂ is in percentages
and is computed for all three scenarios and shocks. All the negative numbers
tell that there exists a post-accession CS in which the loss for the particular
player is lower than the maximum of all losses that this player may incur in

the pre-accession CSs. More formally: ˆmin( ) ˆmax( )
The result is am-

biguous in these cases and requires further investigation. The only conclusion
that can be drawn, is the following: for these types of shocks and scenarios we
cannot exclude the possibility that gains from enlargement can be found when
particular CSs before and after accession are considered.
However, in the case of an asymmetric price shock that hits accession country
3, in all three scenarios, all countries of the enlarged monetary union, have

increased losses in every possible coalition structure. So, always:
m̂in( )

ˆmax( )
for = 1 2 3 The enlargement cannot be profitable for any of the

fiscal players in the case of an asymmetric price shock. Even, in the presence of
a very e ective coordination scheme, there is no CS that could assure gains for
1 2 and 3 after enlargement. It suggests the very important conclusion,

that when there is a high risk of an asymmetric price shock in the accession
country, the enlargement is unprofitable. Moreover, no coordination mechanism
can make it profitable. This result obtained here using a framework with an
extensive game-theoretic background is in line with results of the basic OCA
analysis which lacks any game-theoretic considerations.
The question arises what the e ect of enlargement will be on the total loss

of the enlarged monetary union, defined as: 1+ 2+ 3+ The
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last line of Table 7.15 presents the percentage change in the average value of
with regard to the. pre-accession stage. is positive in six cases, and

negative in 3 cases. Moreover, increases of average losses are in general much
higher than decreases; hence, we may conclude that the enlargement is rather
not profitable also from the point of view of the MU joint welfare.

7.6 Conclusion

We find that the net e ects of accession depend in particular on three factors:
(i) the regime of policy coordination in place before and after accession; (ii)
the type of macroeconomic shock and its degree of symmetry across countries;
(iii) the degree of symmetry between countries in economic structure, sizes of
countries and their policy preferences.
The main insights from our analyses can be summarized as follows: (i) En-

largement is likely to be unprofitable with increasing asymmetries in economic
structures and economic shocks. (ii) Our findings stress the importance of an
asymmetric shock. In our setting and in all the examples it emerges that if an
asymmetric price shock occurs in the accession country it is never profitable to
enlarge the monetary union. What is more, the di erences in losses between
the pre-accession stage and the post-accession stage are so high that it will be
di cult to design a transfer system to compensate for a worse situation of some
countries. (iii) Policy coordination can to a certain extent diminish losses of
players and make accession more viable in the case of certain shocks. There-
fore appropriately designed coordination mechanisms are likely to play a very
important role in the enlargement process.
More in detail, we find that in our setting that countries are more likely

to create partial, full fiscal or grand fiscal coalitions than full MU/national
coalitions with their central banks. Hence, similarly to Chapter 4, our present
analysis suggests that full MU cooperation may be rather unsustainable and
policymakers should look for institutional settings which support fiscal coor-
dination. However, in general, there are relatively little stable CSs. In fact,
for many combinations of scenarios/shocks none of the simultaneous coalition
formation mechanisms (the OMG, the ROMG and both versions of the EMG)
results in non-trivial stable CSs. Moreover, they turn out to be rather ine cient
from the social point of view.
Several further issues call for further research. First of all an e ort could be

made in the direction of less myopic games, in which players forecast possible
responses of other players to their own actions. Secondly, di erent types of
shocks could be studied to further strengthen the obtained results. For example,
it seems interesting to evaluate the e ects of an exchange rate shock that hits
the monetary union as a whole.22 If such a shock happens, is 3 better o in the
pre-accession stage than in the post-accession stage? If, in such a case, being in a
monetary union is more profitable, the issue of accession will be concerned with

22Such a shock will be studied in the next chapter.
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a trade-o between the vulnerability to asymmetric price shocks and asymmetric
exchange rate shocks.
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7.7 Appendix A

Defining vectors and matrices 1 :=

1
1
1

1

ˆ :=

0 ×1 00 ×1

0 1 0

0 0 1
×( +1)

,

:=

1 0 0
0 2 0

0 0

, :=

1 0 0
0 2 0

0 0

,

:=

0 12 1

21 0 2

1 2 0

, :=

1 0 0
0 2 0

0 0

,

:=

0 12 1

21 0 2

1 2 0

, :=

X
1

1 12 1

21

X
2

2 2

1 2

X ,

:=

X
1

1 12 1

21

X
2

2 2

1 2

X , ˆ :=
£
1 ( +1) + ( +1)

¤
,

ˆ := ,̂ ˆ := ˆ ˆ := ˆ and ( ) :=
h
1 ( ) +1

( +1)( )
+2
( +2)( ) ( )

i
(as a vector of interest rates of each central bank23) the structural form of the
model can be rewritten as:

( ) = ˆ ( ) + ( ) + ˙( ) + ( ) + ( ) + ˆ ( )
˙( ) = ( ) + ˙( ) + ˆ ( ) (0) = 0

˙( ) = ( ) ( +1)
1 ( ) (0) = 0

Note that an exchange-rate derivative is defined as a deviation of country
’s interest rate from the first country’s interest rate.
Rearranging we obtain:

23Note that this formulation of the vector ( ) presents a situation where countries form
a monetary union with a central bank denoted as , whereas other countries have
own interest rates managed by central banks denoted as ( = +1 +2 )
respectively.
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( )
˙( )
˙( )

=
1 0

0

¸ ˆ ˆ
0 0 0 ˆ
0 0 0 ˆ

( )
( )
( )
( )

where =

¸
and [0] are matrices of the appropriate size.

Rearranging:

( )
˙( )
˙( )

=
1

0

¸
1

ˆ

0

¸
1

0

¸
1 ˆ

ˆ

¸
0 0 0 ˆ| {z }

( )
( )
( )
( )

we can rewrite the reduced form equations for real outputs as:

1( ) =: 1 ( )

( ) =: ( )
˙1( ) =: +1 ( )

˙ ( ) =: 2 ( )

where is the row of matrix and

( ) :=
h
1( ) 2( ) ( ) 11( ) ( +1)1( ) 1( ) 1( ) 2( ) ( )

1 ( ) +1
( +1)( ) ( )

i

Thus, government ’s loss function becomes:

where IR4 2 +2 is a vector with all entries equal to zero, except for
entry that is equal to one.

Similarly, we can rewrite the CB’s loss function as:
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Finally we can rewrite the national central bank’s loss function as:

( 0) =
1

2

Z
0

n
˙2( ) + 2( ) + 3 +1+ 3 +1+

o
( 0) =

=
1

2

Z
0

( )
n

+ + + + 3 +1+ 3 +1+

o
( )}

=
1

2

Z
0

{ ( ) ( )} ( 0) IR(4 +1)×(4 +1)

where = + 1 + 2 and is a corresponding country.

The basic algorithm to derive the game solutions

Similar to the computations in Chapter 2 and the Appendix in Chapter 6 the
algorithm is described by the following 5 steps.

1. Factorize matrices for any country or any central bank( =1 2 +

1 + 1) where = 2 2 + 1 as
=

1 2 3 ( +1)

1 1 11[ ] 12[ ] 1( 1)[ ] 1 [ ] 1( +1)[ ]

2 11[ ] 2 22[ ] 2( 1)[ ] 2 [ ] 2( +1)[ ]

3 12[ ] 22[ ] 3 3( 1)[ ] 3 [ ] 3( +1)[ ]

( 1) 1( 1)[ ] 2( 1)[ ] 3( 1)[ ] ( 1) [ ] ( +1)[ ]

1 [ ] 2 [ ] 3 [ ] ( )[ ] ( +1)( +1)[ ]

( +1) 1( +1)[ ] 2( +1)[ ] 3( +1)[ ] ( +1)[ ] ( +1)( +1)[ ] ( +1)
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for {1 2 +1}, where IR(2 +1)×(2 +1), IR(2 +1)×1,
and for {1 2 + 1} and the other coe cients are scalars.

2. Compute the following matrices:

:=

11 [1] ( +1)2[1] ( +1)1[1]

( +1)( +1)[2] 22 2[2] 1[2]

( +1)2[ ] 2[ ] 11[ ]

( +1)1[ +1] 1[ +1] 11[ +1] ( +1)( +1)

1 :=

0 0 0 0

1 0 0 0

2 0 0 0

0 0 0

+1 0 0 0

2 :=

1 2

11 21 1 ( +1)1

12 22 2 ( +1)2

1 2 ( +1)

1( +1) 2( +1) ( +1) ( +1)( +1)

3 :=

11 1 0 0 0

22 0 2 0 0

0 0 0

( +1)( +1) 0 0

where is the column of matrix , we can define the following matrix:

:= 1 + 2
1

3

4. After computing the eigenstructure of , take 2 +1 positive eigen-
values and the corresponding eigenvectors to write the following expression:24

24Notice that matrix coincides up to a minus sign with the corresponding matrix in
Chapter 2. Therefore we consider here the positive instead of negative eigenvalues of . If
matrix has more than 2 + 1 positive eigenvalues multiple equilibria arise, whereas if
this matrix has less than 2 +1 positive eigenvalues no equilibrium exists (for more details
see Engwerda (2005a)).

ACCESSION TO A MONETARY UNION
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1

2

+1

:=
¡

1 2 2 +1

¢
:= IR(2 +1)( +2)×

from which we can derive the optimal controls:

1( )

2( )

( )
( )

1( )

( )( )

= 1

11 + 1 1

22 + 2 2

+
+ +1 +1

¸
=:

¸

where := 1 for {1 2 + 1}.

5. Assume: =

¸
Rewrite the cost functions of the policymakers25

and the dynamics of the model as ( ) = 1
2

R
0

¡ ¢ ¶¸
( )

and ˙( ) = ( + ( ) ) ( ) =: ( ) respectively. The problem is then
solved by considering:

= 0 0

where solves the following Lyapunov equation (for {1 2 2 +1}):

+ +
1

2

¡ ¢ ¶
= 0

Cooperative solutions are achieved by using the same algorithm considering
joint losses minimization and the factorizing s in a similar way.

25See also note the Appendix in Chapter 6.
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7.8 Appendix B

Table 7.B.1 Definition of asymmetric bargaining power, pre-accession stage

Table 7.B.2 Definition of asymmetric bargaining power, post-accession stage

ACCESSION TO A MONETARY UNION
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7.9 Appendix C

Table 7.C.1 - Optimal losses for ( 1 0 ) multiplied by 10

1 2 3 4 5 6 7 8 9 10

C1 2.46207 2.46233 2.48693 2.46118 2.46471 2.46471 2.47458 2.46060 2.48220 2.47958 

C2 2.46207 2.46233 2.48693 2.46118 2.46471 2.46471 2.47458 2.46060 2.48220 2.47958 

CB 4.92611 4.91515 4.87089 4.90548 4.88948 4.88948 4.88050 4.90008 4.86797 4.88093 

C3 2.46206 2.46046 2.46473 2.46024 2.48397 2.46178 2.47896 2.46021 2.47406 2.47861 

CB3 4.92610 4.91862 4.88887 4.90512 4.87011 4.88865 4.86270 4.89679 4.88285 4.87943 

C4 2.46206 2.46046 2.46473 2.46024 2.46178 2.48397 2.47896 2.46021 2.47406 2.49238 

CB4 4.92610 4.91862 4.88887 4.90512 4.88865 4.87011 4.86270 4.89679 4.88285 4.89134 

C5 2.46206 2.46046 2.46473 2.49041 2.48397 2.48397 2.47896 2.48810 2.48020 2.47861 

CB5 4.92610 4.91862 4.88887 4.88493 4.87011 4.87011 4.86270 4.87978 4.86735 4.87943 

WIX - - - 14.77% 11.39% 11.39% 8.34% 10.34% 10.31% 7.49% 

CFI 4.46% 4.75% 31.20% 0.00% 3.16% 3.16% 7.18% 4.87% 17.73% 23.51% 

11 12 13 14 15 16 17 18 19 20

C1 2.47958 2.48004 2.48140 2.46129 2.46480 2.46480 2.47471 2.46068 2.46153 2.46529 

C2 2.47958 2.48004 2.48140 2.46129 2.46480 2.46480 2.47471 2.46068 2.46153 2.46529 

CB 4.88093 4.92068 4.86717 4.89770 4.88479 4.88479 4.87852 4.89311 4.88708 4.87816 

C3 2.49238 2.48074 2.47418 2.45939 2.48252 2.46152 2.47825 2.45935 2.45986 2.46163 

CB3 4.89134 4.91778 4.88077 4.89994 4.86742 4.88568 4.86174 4.89239 4.88670 4.87747 

C4 2.47861 2.48074 2.47418 2.45939 2.46152 2.48252 2.47825 2.45935 2.45809 2.47996 

CB4 4.87943 4.91778 4.88077 4.89994 4.88568 4.86742 4.86174 4.89239 4.89133 4.86275 

C5 2.47861 2.48074 2.47944 2.48822 2.48252 2.48252 2.47825 2.48613 2.48448 2.47996 

CB5 4.87943 4.91778 4.86650 4.88006 4.86742 4.86742 4.86174 4.87553 4.87201 4.86275 

WIX 7.49% 5.11% 5.86% 11.34% 8.05% 8.05% 5.06% 7.13% 5.84% 2.74% 

CFI 23.51% 30.69% 18.18% 3.94% 6.75% 6.75% 9.82% 6.66% 8.41% 10.74% 

21 22 23 24 25 26 27 28 29 20

C1 2.46173 2.46523 2.46019 2.46437 2.46153 2.46529 2.46173 2.46523 2.46019 2.46437 

C2 2.46019 2.46437 2.46173 2.46523 2.46153 2.46529 2.46019 2.46437 2.46173 2.46523 

CB 4.89885 4.88534 4.89885 4.88534 4.88708 4.87816 4.89885 4.88534 4.89885 4.88534 

C3 2.46014 2.46167 2.46014 2.46167 2.45809 2.47996 2.45938 2.48243 2.45938 2.48243 

CB3 4.89720 4.88374 4.89720 4.88374 4.89133 4.86275 4.89983 4.86723 4.89983 4.86723 

C4 2.45938 2.48243 2.45938 2.48243 2.45986 2.46163 2.46014 2.46167 2.46014 2.46167 

CB4 4.89983 4.86723 4.89983 4.86723 4.88670 4.87747 4.89720 4.88374 4.89720 4.88374 

C5 2.48818 2.48243 2.48818 2.48243 2.48448 2.47996 2.48818 2.48243 2.48818 2.48243 

CB5 4.87996 4.86723 4.87996 4.86723 4.87201 4.86275 4.87996 4.86723 4.87996 4.86723 

WIX  10.83% 7.54% 10.83% 7.54% 5.84% 2.74% 10.83% 7.54% 10.83% 7.54% 

CFI 4.13% 6.68% 4.13% 6.68% 8.41% 10.74% 4.13% 6.68% 4.13% 6.68% 

31 32 33 34 35 36 37

C1 2.46170 2.46074 2.46239 2.45903 2.46074 2.46075 2.49812

C2 2.46170 2.46074 2.45903 2.46239 2.46074 2.46075 2.49812

CB 4.87609 4.89292 4.88919 4.88919 4.89292 4.87083 4.77473

C3 2.45936 2.45928 2.45991 2.45991 2.45928 2.45902 2.49342

CB3 4.87558 4.89259 4.88641 4.88641 4.89259 4.87041 4.76837

C4 2.45936 2.45928 2.45991 2.45991 2.45928 2.45902 2.49342

CB4 4.87558 4.89259 4.88641 4.88641 4.89259 4.87041 4.76837

C5 2.48005 2.48613 2.48441 2.48441 2.48613 2.45902 2.49342

CB5 4.86297 4.87553 4.87184 4.87184 4.87553 4.87041 4.76837

WIX 0.00% 7.12% 4.95% 4.95% 7.12% - - 

CFI 12.87% 6.67% 9.16% 9.16% 6.67% 6.50% 50.72%
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Table 7.C.2 - Optimal losses for ( 1 0 ) multiplied by 10

38 39 40 41 42 43 44 45 46

C1 2.46207 2.46242 2.48564 2.46105 2.46458 2.48263 2.48274 2.46121 2.46501 

C2 2.46207 2.46242 2.48564 2.46105 2.46458 2.48263 2.48274 2.46121 2.46501 

C3 2.46207 2.46019 2.48564 2.46105 2.46458 2.48263 2.48274 2.46121 2.46501 

CB 4.92613 4.91676 4.86414 4.90616 4.88974 4.88012 4.92311 4.88888 4.87945 

C4 2.46204 2.46022 2.47501 2.45903 2.48298 2.49455 2.48020 2.45616 2.47925 

CB4 4.92611 4.91890 4.88010 4.90533 4.86884 4.89142 4.92173 4.89206 4.86165 

C5 2.46204 2.46022 2.47501 2.49004 2.48298 2.47728 2.48020 2.48423 2.47925 

CB5 4.92611 4.91890 4.88010 4.88500 4.86884 4.88019 4.92173 4.87245 4.86165 

WIX - - - 14.24% 10.91% 4.02% 0.00% 7.57% 4.56% 

CFI 5.47% 6.39% 48.75% 0.00% 3.13% 35.16% 40.83% 6.07% 8.84% 

47 48 49 50 51 52 53 54 55

C1 2.46134 2.46485 2.46001 2.46423 2.46134 2.46485 2.46178 2.46020 2.46020 

C2 2.46134 2.46485 2.46134 2.46485 2.46001 2.46423 2.46020 2.46178 2.46020 

C3 2.46001 2.46423 2.46134 2.46485 2.46134 2.46485 2.46020 2.46020 2.46178 

CB 4.89956 4.88581 4.89956 4.88581 4.89956 4.88581 4.89998 4.89998 4.89998 

C4 2.45792 2.48157 2.45792 2.48157 2.45792 2.48157 2.45865 2.45865 2.45865 

CB4 4.90027 4.86610 4.90027 4.86610 4.90027 4.86610 4.89741 4.89741 4.89741 

C5 2.48786 2.48157 2.48786 2.48157 2.48786 2.48157 2.48772 2.48772 2.48772 

CB5 4.88021 4.86610 4.88021 4.86610 4.88021 4.86610 4.87990 4.87990 4.87990 

WIX 11.29% 8.07% 11.29% 8.07% 11.29% 8.07% 10.54% 10.54% 10.54% 

CFI 3.13% 6.09% 3.13% 6.09% 3.13% 6.09% 3.88% 3.88% 3.88% 

56 57 58 59 60 61 62 63 64

C1 2.46050 2.46050 2.46076 2.46188 2.46188 2.45875 2.46147 2.46064 2.48331 

C2 2.46050 2.46076 2.46050 2.46188 2.45875 2.46188 2.46147 2.46064 2.48331 

C3 2.46076 2.46050 2.46050 2.45875 2.46188 2.46188 2.46147 2.46064 2.48331 

CB 4.89403 4.89403 4.89403 4.88962 4.88962 4.88962 4.87771 4.87236 4.79249 

C4 2.45757 2.45757 2.45757 2.45783 2.45783 2.45783 2.45660 2.45695 2.48102 

CB4 4.89298 4.89298 4.89298 4.88715 4.88715 4.88715 4.87647 4.87132 4.78536 

C5 2.48573 2.48573 2.48573 2.48401 2.48401 2.48401 2.47968 2.45695 2.48102 

CB5 4.87562 4.87562 4.87562 4.87194 4.87194 4.87194 4.86300 4.87132 4.78536 

WIX 7.78% 7.78% 7.78% 6.23% 6.23% 6.23% 2.54% - - 

CFI 5.66% 5.66% 5.66% 7.47% 7.47% 7.47% 10.24% 5.43% 74.03% 
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Chapter 8

World-wide Regional Policy
Coordination

8.1 Introduction

In Chapter 7, the open MU was studied and it was analyzed how the interac-
tions with countries that are outside the MU imply additional spillovers and
coordination issues. Moreover, the possibility that countries enter the MU was
investigated, resulting in a number of new interesting insights. In this chapter
the analysis takes a final step by considering the setting of multiple economic
and currency unions.

The Bretton-Woods monetary system, briefly discussed in Chapter 1, was

World War II. Since then, commitment to macroeconomic cooperation among
G-7 countries has been relatively weak (see Currie (1993)). However, in an in-
creasingly integrated and globalized world, the importance of macroeconomic

In particular,
contagion e ects can provoke regional crises with high costs in terms of

scope
context of our

tional macroeconomic policy coordination, e.g. what are the scope
and e ects of

the EU, NAFTA, ASEAN, MERCOSUR, etc.? Does the need for
coordination apply mainly to monetary policy coordination or does it also arise
in case of fiscal policy?

tion related to the degree of symmetry of shocks, i.e. whether shocks
are global, regional or country-specific? Answers to these questions mayalso vary
underdi erentassumptions about the degree of symmetry of countries ineconomic
structures, sizes policy preferences and bargaining power.
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How are the benefits of international economic policy
coordina

model, several additional interesting questions can be asked con-
cerning interna

coordination of policies in the form of global or regional arrange-
ments like e.g.

Consequently, a higher degree of integration and globalization,

the most important form of international monetary policy coordination after

spillovers and resulting externalities has significantly increased.

welfare.
for international policy coordination. In thehas also broadened the
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mation in the form of blocks of countries. In general, a block is understood as a
group of countries that decide to coordinate policies such as trade, environmen-
tal, monetary, fiscal and regulatory policies. In this chapter, we consider that
actual interactions often take place in international negotiations between blocks
of countries. In this way, more insights can be obtained on the likely future
talks which revolve around the stabilization of exchange rates and trade issues
among blocks like the E(M)U, NAFTA, ASEAN, MERCOSUR, among others.

From the international macroeconomic point of view, crucial variables to
stabilize are exchange rates, since these determine a substantial share of the
spillovers and resulting externalities between di erent currency blocks. Since the
case where all central banks would collapse in a unique international institution
and a world currency would be created is quite far from the present day situation,
these aspects of international coordination and exchange rate management are
highly topical. For example, the recent swings of the US$ have shown that
exchange rates may have major implications and it could well be argued that
policy coordination needs to be given serious attention since the alternative of a
completely non-cooperative international policy framework is likely to be highly
disruptive.

Problems of enforcement arise particularly in the area of international policy
coordination due to the lack of a supranational authority and free-riding incen-
tives. Consequently, even in the presence of significant spillovers/externalities
and a clear room for international coordination of macroeconomic policies, the
actual implementation may fail because some countries may defect and it is
notoriously di cult to impose sanctions in a context of sovereign states.

Regional blocks may internally coordinate their macroeconomic policies to
internalize the externalities inside blocks. However, externally, they still face
the question whether or not to coordinate macroeconomic policies with other
blocks.

In this chapter we emphasize that, in the case of an MU that interacts with
the Rest of the World (ROW), internal coordination issues, as analyzed in the
previous chapters, remain important. In other words, internal coordination
issues continue to matter but are possibly complicated further by external coor-
dination of the MU. In principle, if shocks are restrained to the MU and inter-
national interactions limited, internal coordination is the most appropriate tool.
If, however, shocks are of an external origin and the MU is strongly integrated
with the ROW, internal policy coordination alone is not enough/inadequate
and external coordination arrangements are needed. International monetary
policy coordination is often more important than international fiscal policy co-
ordination since it has a direct impact on a very important source of inter-
national spillovers, the exchange rates. Here, coordination helps to provide a
well-considered adjustment of exchange rates, whereas uncoordinated policies
are an invitation for disruptive exchange rate adjustments that are inducing
large spillovers and resulting externalities.

To more preciselyfocus our analysis we propose six research questions. We
consider them to be relevant in a world-wide context:

CHAPTER 8

An aspect that also deserves our attention is the possibility of coalition for-
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1. Should each of the two monetary blocks (MUs) coordinate their respective
fiscal and/or fiscal and monetary policies internally?

fiscal and/or fiscal and monetary policies?

3. Is the grand fiscal coordination regime profitable for countries?

4. Should monetary players coordinate their policies at the international
(global) level (Bretton Woods)?

5. Is the coordination mentioned in question 4 profitable if fiscal players also
coordinate globally?

6. Should all the players coordinate their policies as a world coalition?

In our analysis we will try to suggest answers to all these questions; however,
for the reason of brevity, we cannot pursue a full analysis of all the cases which
are in the scope of our interest. Instead, we will indicate the most interesting
outcomes of simulations and their interpretations. In general, we may attempt
to answer the above questions in two ways:

• normative way - focussing on the global profitability of a given cooperation

is advantageous from the social (global) point of view;

• positive way - focussing on the actual feasibility of a given regime.

After a general analysis of the simulation outcomes, the normative answers
will be obtained from the analysis of welfare indices, whereas the positive ones
by methods of endogenous coalition formation.
The chapter is structured as follows: Section 8.2 provides general assump-

tions about the setting, the model and its parameterization. The numerical

Finally, Section 8.4 summarizes the main conclusions derived from the

analysis.

8.2 Model of international economy

We consider the setting developed in Chapter 7, where it is assumed that
players interact. They can be divided in two groups: a group of countries,
governed by a fiscal authority ( ) and central banks ( ). The
underlying economic multi-MU model was already presented in Section 7.2. We
are interested in potential losses of individual countries from di erent shocks.
We focus on the impact of symmetric and asymmetric price and exchange rate
shocks, making a distinction between whether they hit all countries, one or more
members of an MU or an outside country.

WORLD-WIDE REGIONAL POLICY COORDINATION

2. Should agents of the monetary blocks (MUs) coordinate their respective

arrangement, i.e. the answerto a particular question is affirmative ifa regime

simulation analysis in Section 8.3 aims to deliver more insights the
interac

about
tion between MU and non-MU countries and the role of various asym-

metries.
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8.2.1 A setting for two MUs

Our numerical analysis considers 6 countries: 1 and 2 are assumed to be the
members of MU( 1) and 3 and 4 of MU( 2); 5 and 6 keep an inde-
pendent currency. Therefore, the world economy consists of 6 fiscal authorities

for = {1 6} and 4 monetary authorities for = {1 2 3 4}.
To keep our setting of 10 players tractable, we consider only a reduced set
of feasible CSs. Out of all possible CSs, we focus on 19 CSs that appear to

be the most interesting ones to analyze. The exact definition of is presented
in Table 8.1.

Table 8.1 The reduced set of feasible CSs

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

C1  C2  CB1  C3  C4  CB2  C5  CB3  C6  CB4    

(C1,C2) CB1  C3  C4  CB2  C5  CB3  C6  CB4    

C1  C2  CB1  (C3,C4) CB2  C5  CB3  C6  CB4    

(C1,C2,C5) CB1  C3  C4  CB2  CB3  C6  CB4     

(C1,C2,CB1) C3  C4  CB2  C5  CB3  C6  CB4     

C1  C2  CB1  (C3,C4,CB2) C5  CB3  C6  CB4     

(C1,C2) CB1  (C3,C4) CB2  C5  CB3  C6  CB4   

(C1,C2,CB1) (C3,C4,CB2) C5  CB3  C6  CB4     

(C1,C2,C3,C4) CB1  CB2  C5  CB3  C6  CB4      

(C1,C2,CB1,C3,C4,CB2) C5  CB3  C6  CB4        

C1  C2  CB1  C3  C4  CB2  (C5,CB3) C6  CB4    

(C1,C2,CB1) C3  C4  CB2  (C5,CB3) C6  CB4    

C1  C2  CB1  (C3,C4,CB2) (C5,CB3) C6  CB4    

(C1,C2,CB1) (C3,C4,CB2) (C5,CB3) C6  CB4    

(C1,C2,C3,C4,C5) CB1  CB2  CB3  C6  CB4       

(C1,C2,C3,C4,C5,C6) CB1  CB2  CB3  CB4        

C1  C2  C3  C4  C5  C6  (CB1,CB2,CB3,CB4)     

(C1,C2,C3,C4,C5,C6) (CB1,CB2,CB3,CB4)        

(C1,C2,CB1,C3,C4,CB2,C5,CB3,C6,CB4)           

Policy regimes in Table 8.1 range from the fully non-cooperative CS, 1, to
world-wide full cooperation, 19. CSs 2 and 3 are the intra-MU fiscal coordi-
nation cases, a topic studied in detail in Chapter 3. CSs 5 and 6 are the cases
of intra-MU monetary and fiscal coordination, which was introduced in Chapter
4. CS 7 implies internal fiscal coordination in each of both MUs, whereas CS

8 implies internal full coordination. CS 9 is a regime of fiscal coordination
between both MUs, whereas CS 10 is a regime of fiscal and monetary coordi-
nation between both MUs. CS 14 is the regime of full internal coordination
in both MUs and between 5 and its central bank. CSs 11 12 and 13 are
partial arrangements of 14. In 15 the first five countries cooperate. Full fiscal
coordination (grand fiscal coalition) takes place in 16 and full monetary coordi-
nation in 17. CS 18 implies full fiscal and full monetary coordination. These

CHAPTER 8
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assumptions appear e.g. to be consistent with the G-3 meetings of Euroland,
the US and Japan and with the Bretton-Woods system, respectively, where for
clarity MU( 1) can be interpreted as the EMU, MU( 2) as another (poten-
tial) MU in the world, 5 as the USA and 6 as the ROW (with, principally,
Japan).
Regarding our six questions in the introductory section, we may now relate

each of them to one or more specific CS(s). The first question on internal coordi-
nation in two monetary blocks concerns (among others) CSs 7 and 8, whereas
the second question on coordination between two monetary blocks concerns CSs

9 and 10. The grand fiscal coalition (question 3) emerges in 16 In this CS
all the CBs play non-cooperatively. The Bretton-Woods type of arrangement,
in which all the CBs coordinate their policies (question 4), is represented by

17 To answer question 5 on simultaneous coordination between fiscal players
and between CBs, CS 18 should be studied. Finally, CS 19 provide insights
on the e ects of world-wide policy coordination.
Note that, in contrast to Chapter 7,

set of CSs, i.e. does not meet the conditions of Definition 5.19 For instance,
in this setting we assume that CBs may cooperate with each other in a monetary
coalition. Hence, we cannot utilize here the OMG( ), the ROMG( )
and the EMG( ) concepts of Subsection 5.4.2 in Chapter 5. However,

does have the independence property (see Definition 5.3) and, therefore,
a (slightly modified) concept of the EMG( ) can be applied (see Algorithm
5.7 in the Appendix of Chapter 5). To correctly define the EMG( ) for this
setting, we have to modify the players’ strategy spaces in Definition 5.17. More
in detail, each player’s strategy set should contain only those messages that
correspond to (possibly trivial) coalitions in Table 8.1 in which a given player
participates. For instance, 5’s strategy space should be (re-)defined as follows:

5 := {
1
5 := ( 5) 2

5 := ( 1 2 5) 3
5 := ( 5 3) 4

5 := ( 1
2 3 4 5) 5

5 := ( 1 2 3 4 5 6) 6
5 := ( 1 2 1

3 4 2 5 3 6 4)} The EMG( ), defined in this way, will be
denoted as the EMG ( ).

8.2.2 Parameterization

We follow the lines of Chapters 6 and 7 in the parameterization of our model.
In the symmetric scenario, we assume that all direct price, output and com-
petitiveness spillovers are equal to 0 08. In this way, the total value of direct
(structural) spillovers, experienced by each country from the 5 other countries,

1. The benchmark scenario with a symmetric economic structure ( 1) - all
countries are assumed to be symmetric in the structural and preference pa-
rameters and sizes. As in all the previous cases, fiscal players’ preferences
are asymmetric w.r.t. CBs’ preferences. The following set of parameters
underlies this baseline case: = 0 2 = 0 75 = 0 08 = 0 08

WORLD-WIDE REGIONAL POLICY COORDINATION

in Table 8.1 is not the MU-reduced

is 0 4 as it is also the case in the two previous chapters.
Similarly to Chapter 7, we consider 3 scenarios:
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= 0 25 = 0 08 = 0 2 = 0 4 = = = 0 4

= = 0 4 = = 0 2 = 0 5 = 0 10

2. An asymmetric structural scenario ( 2) - in this example, we consider a
situation where the countries are marked by asymmetries in the economic
structure. Inparticular,we assume that 1 is twice as big as 2 ,MU( 1)
is twice as big as MU( 2), and 5 and 6 are equally big as MU( 1).

Since 3 and 4 are relatively smaller countries, they are more sensitive to
output, price and competitiveness spillovers from 1 2 5 and 6.

for parameter matrices

defined in Appendix A of Chapter 7:1

:= :=

0 4 85 3 85 3 85 12 85 12 85
8 95 0 3 95 3 95 12 95 12 95
5 61 3 73 0 2 65 8 65 8 65
5 61 3 73 2 65 0 8 65 8 65
8 75 4 75 1 25 1 25 0 4 25
8 75 4 75 1 25 1 25 4 25 0

and

:=

4 10 4 85 3 85 3 85 12 85 12 85
8 95 4 10 3 95 3 95 12 95 12 95
5 61 3 73 4 10 2 65 8 65 8 65
5 61 3 73 2 65 4 10 8 65 8 65
8 75 4 75 1 25 1 25 4 10 4 25
8 75 4 75 1 25 1 25 4 25 4 10

Since 2 is half of 1, 1 is more concerned with the economic perfor-
mance in 1 than in 2, implying that countries’ weights in 1’s loss
function are asymmetric: 1 = 2 3 and 2 = 1 3 (see also Section 7.2).

3. An asymmetric structural scenario with asymmetric bargaining power
( 3), where we add asymmetric bargaining power to the previous sce-
nario. More specifically, 1 is assumed to have a twice as high bargaining
power as 2; in the full MU coalitions, the CB is assumed to possess
the average fiscal players’ power; moreover, the MU( 2) is assumed to
have only half of MU( 1)’s power, 5 is twice as powerful as 3 and
6 is three times more powerful than 4 Table 8.A.1 in the Appendix

presents the exact definition of .

Note that 3 is (much) more realistic than 2 because it takes into account
that larger countries have a larger bargaining power.

8.2.3 Shocks

Six di erent types of shocks are analyzed:

1Note that, as in Chapters 6 and 7, all rows of the o -diagonal elements of spillover
matrices and add to 0 4

CHAPTER 8
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1. a symmetric negative supply (price) shock:2 0 := [0 01; 0 01; 0 01;
0 01; 0 01; 0 01; 0; 0; 0] ;

2. an asymmetric negative supply shock that hits only country 5: 0 ( 5)

:= [0; 0; 0; 0; 0 01; 0; 0; 0; 0] ;

3. an asymmetric negative supply shock that hits only country 1: 0 ( 1)

:= [0 01; 0; 0; 0; 0; 0; 0; 0; 0] ;

4. an asymmetric negative supply shock that hits both members of MU( 1)
= 1 in equal size: 0 ( 1) := [0 01; 0 01; 0; 0; 0; 0; 0; 0; 0] ;

5. an asymmetric exchange rate shock that hits only 50s currency: 0 ( 5)

:= [0; 0; 0; 0; 0; 0; 0; 0 01; 0] ; and, finally,

6. an asymmetric exchange rate shock that hits MU( 2) = 2’s cur-
rency: 0 ( 2) := [0; 0; 0; 0; 0; 0; 0 01; 0; 0] .

8.3 Results of numerical simulations

As in previous chapters, we focus our discussion on the impact of di erent
shocks on the symmetric scenario 1 while the numerical simulations for both
asymmetric scenarios 2 and 3, characterized by the structural asymmetry of
the model and structural and bargaining power asymmetry, respectively, will be
analyzed more briefly. All the tables with (optimal) losses for these 2 asymmetric
scenarios, each under 6 di erent shocks, can be found in Appendix A.

8.3.1 Symmetric scenario 1

Symmetric price shock 0

For the symmetric price shock, 0 , we compare the model results with the
relevant cases in Chapters 6 and 7, i.e. ( 1 0 ) and ( 1 0 )/( 1 0 ),
respectively. This comparison is feasible since it is assumed that the sum of
the direct spillovers is equal (to 0.4) over these chapters. First, consider the
non-cooperative regime . Losses in the second column of Table 8.2 are very
similar to those in the second column of Tables 6.2 and 7.2. In

settings (Tables 7.2 and 8.2) we may compare CS 2 in which two
countries that in such

a regime cooperating players lose and all the other fiscal players gain. Also
further comparison of corresponding CSs is possible, for instance, 5 from Table
8.2 with 3 from Table 7.2 and with 40 from Table 7.6. The similar patterns
of losses obtained in all these cases are the argument infavour of the robustness

2Note that in this setting, there are 3 nominal exchange rates w.r.t. MU( 1)’s anchor
currency.
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Table 8.2 Optimal losses for ( 1 0 )3

The symmetry of losses in 1 is broken up in 2 and other CSs when some
players coordinate their policies. The internal (fiscal or full) coordination in
both MUs leads to e ects, being di erent from those in the case where internal
coordination takes place in only one MU. The internal fiscal coordination in
both MUs, 7, is profitable w.r.t. 1 for all the players involved. Considering

8 vs. 7 and 1, it is clear that none of the fiscal players would prefer full MU
coalitions over full MU fiscal coalitions. Consequently, for ( 1 0 ) the answer
to question 1 is, in the framework of our model, positive w.r.t. 7 and negative
w.r.t. 8 Similarly, there seems to be a positive answer to the first part of
question 2 since all the players in both MUs prefer regime 9 to 1. However,
this is not the case for 10; hence, the answer to the second part of question
2 is negative. The grand fiscal coalition (regime 16) is also profitable w.r.t.

1 for all the fiscal players, which suggests that the answer to question 3 for a
symmetric model and shock is positive.
In general, for ( 1 0 ) there are relatively many CSs in Table 8.2 which

are profitable for players in non-trivial coalitions, a phenomenon on which we
will come back later.

3

CHAPTER 8

For tables with greater precision see www.ua.ac.be/joseph.plasmans.
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Comparing losses of CSs 17 18 and 19 helps us to answer questions 4, 5
and 6 about world-wide policy regimes. It appears that for countries of MUs,
separate fiscal and monetary coordination 18 is the most preferable arrange-
ment of these three (and in fact in general in ( 1 0 )), whereas the CBs
obtain minimal losses under full international coordination 19. This can be
explained by the fact that CBs have a more limited influence on economies than
fiscal authorities (parameters and compared with in the model in
Section 7.2); hence, stabilization of output is more e ective than stabilization of
prices. This causes higher CBs’ losses in regime 18 due to asymmetric policy
preferences between CBs and fiscal players. When all the players coordinate in
order to minimize joint profit, fiscal players put more attention on price sta-
bilization at the expense of output stabilization, which results in higher fiscal
players’ losses and lower monetary authorities’ losses. As expected, 19 is the
most profitable CS from the social point of view (i.e. social optimum). Over-

17, seems to be unstable, since fiscal
players would prefer to start fiscal cooperation, 18 However, this CS is also
not stable, since monetary authorities would dismantle cooperation in order to
create 16 The creation of 19 would be blocked by fiscal players. Hence, the
above analysis suggests negative answers to questions 4, 5 and 6.
Overall, the above findings resemble outcomes of previous chapters: sym-

metric price shocks are conducive to policy coordination between fiscal players
(e.g. 16) but benefits are fairly limited, which is visible in the relatively small
volatility of the welfare index.

Asymmetric price shock 0 ( 5)

The resulting losses for an asymmetric negative supply shock to country C5,

0 ( 5), are given in Table 8.3. This table can be compared to Table 7.3,
where also a country which is outside an MU is hit by an asymmetric shock. In
both cases, the shock imposes the highest losses on the countries that are hit
by the shocks, i.e. on 5 in Table 8.3 and 3 in Table 7.3, respectively. The
shock to 5 causes spillovers to the rest of the countries. Note that, in spite
of the assumed symmetry concerning (the sum of) direct (structural) spillover
parameters in 1 players’ losses in Table 8.3 are in general di erent from those
in Table 7.3. This can be explained by two facts. First, in the present setting,
there is one more fiscal player so that the distribution of spillovers is somewhat
di erent. More in detail, the share of spillovers from 5 in total spillovers
experienced by any other country, i.e. 0 08 0 4 = 0 2, is di erent from the
share of spillovers induced by 3 in Chapter 7, i.e. 0 1 0 4 = 0 25. Second,
there are now two MUs instead of one, and, since MUs absorb spillovers in

of an asymmetric shock that hits a country outside an MU, outsiders (which
are not directly hit by a shock as 6) are better o than insiders in the non-
cooperative regime (compare situations of 4 in Table 7.3 with 6 in Table
8.3). This e ect may be explained by the fact that in the process of spillovers’

WORLD-WIDE REGIONAL POLICY COORDINATION

all,

7.3. However, the general observations from both cases remain valid. In the case
ways di erent from outsiders, the distribution of losses must di er w.r.t. Table

the Bretton-Woods type of the regime,
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absorption, outsiders may utilize the exchange rate mechanism more e ciently.

Table 8.3 Optimal losses for ( 1 0 ( 5))

Overall, 5 is in the best situation when it participates in the grand coali-
tion 19. If this country plays non-cooperatively, it incurs the highest losses,
whereas di erent forms of cooperation with 3 are relatively profitable for
5; however, they considerably increase losses of this CB. This suggests that

in cooperative arrangements, the country hit by an asymmetric shock is able to
stabilize output at the expense of prices, which feature higher volatility.
In general, members of MUs do not profit from fiscal coordination in the

framework of a union (regimes 2 and 3), unless both MUs simultaneously
exhibit internal fiscal coordination (regime 7). Countries of an MU, which
create a full MU coalition with the corresponding CB considerably gain, whereas
players of the other MU lose ( 5 and 6), however their CBs lose. If both MUs
opt for full MU coalitions ( 8), all involved fiscal players are better o w.r.t.
all the previous arrangements. However, 8 is not advantageous for 1 or

2 and this CS is unstable. More specifically, full fiscal coordination in both
MUs at the same time, regime 7 seems to be unstable as either 1 and 2 or
3 and 4 want to deviate (to 3 or 2). This observation suggests negative

answers to questions 1 and 2.

CHAPTER 8
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Welfare e ects of cooperative arrangements are quite di erent under an
asymmetric shock compared to the situation under the symmetric shock an-
alyzed before. For instance, the regime of world-wide fiscal coordination 16 is
scoring poorly compared to ( 1 0 ), where it was the second best outcome
from the social point of view. Clearly, this regime is not e ective in addressing
the problems of an asymmetric price shock, which is also visible in welfare ef-
fects of other CSs, which consist of fiscal coalitions ( 2 3 .etc). Apart from
the full macroeconomic coordination regime, 19 the comparatively e ective
regimes are 11 12 13 and 14 in which full national cooperation between

Most of these welfare gains come from the internalized

whereas the CB loses. Again, we may argue that in case of an asymmetric price
shock national coordination helps fiscal players to stabilize output but this at
the expense of prices, which become more volatile.

It is interesting to compare in case of an asymmetric shock a country with
an independent CB to a country within an MU. Such a situation is considered
next.

Asymmetric price shock to a country of an MU 0 ( 1)

The losses resulting from an asymmetric negative price shock to 0 ( 1) are
given in Table 8.4. Similar to the previous case, i.e. 0 ( 5), the shock-
receiving country, 1, experiences the highest losses throughout all the CSs.
This country is now the source of strong spillover e ects to its MU( 1) part-
ner 2 Note that, as we already saw for the case ( 1 0 ) in Section 6.3.1
of Chapter 6, country 2 due to its competitiveness advantage, experiences an
increase of output From 2’s perspective, the losses are
generally one third of 1’s losses, but increase considerably in 5 , 8, 10,

12, 14 and 19, where it is exposed to even higher spillovers due to the joint
policy design. Compared to the previous case, where the same shock hits 5,
we see that it clearly matters to 2 whether the shock hits an outside country
or a member of its own MU, even if the countries are symmetric in all other
respects. Hence, similarly to Chapter 7, it comes out that the exchange rate

is a very important instrument to stabilize the economy in the case of an
metric shock.

WORLD-WIDE REGIONAL POLICY COORDINATION
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Table 8.4 Optimal losses for ( 1 0 ( 1))

Asymmetric price shock to an MU 0 ( 1)

The resulting losses of a negative supply shock, that hits both 1 and 2
equally, are reported in Table 8.5. 1 and 2 feature the highest losses

Consequently, their CB
also experiences the highest loss among all the CBs. Fiscal coordination between
members of both MUs also increases losses of 1 and 2 and, moreover, is not
advantageous for 3 and 4 (regime 7). Their e orts are set o by 1, which
cares more about stability of prices than about stability of output. Hence, 1

- in the regimes

5 8 and 10 they experience substantially lower losses than in the regimes

1 2 and 7 However, the fullMU coalitions are very disadvantageous for 1

and it is not likely that any of such CSs emerges.
regimes in which 1 and 2 cooperate with 1 with other regimes, it is clear
that there are strong opposite interests between these countries on the one side
and their CB on the other side. Whenever full MU( 1) emerges fiscal players
are much better o and 1 is comparatively much worse o . Internal fiscal
coordination in the MU( 1), e.g. 2 and 7 is not able to stabilize output

CHAPTER 8

as countries which are hit by the asymmetric shock.

In general, comparing all the

and 2 would like to create a full MU( 1) coalition because
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more e ciently and reduce fiscal players’ losses. This analysis suggests that the
answer to questions 1 and 2 is negative.
It is interesting to compare( 1 0 ( 1))with the previous case ( 1 0 ( 1)).

Note that, on average, countries of an MU are better o when they are hit by a
symmetric shock than by an asymmetric one. The reason is that in the former
case there is a lack of competitiveness spillovers between MU( 1) countries,
which adjust their prices in exactly the same manner. This is not the case in
( 1 0 ( 1)), where 2 experiences opposite movements of the output gap
and price. Note also that the situation of 1 is completely di erent in both
of these cases. In ( 1 0 ( 1)), the bank features comparatively very low
losses because the very low aggregates of prices and output gaps of 1 and
2 are moving with opposite signs. This is not the case for ( 1 0 ( 1)),

where both countries are hit by the same shock. In fact, results obtained in
( 1 0 ( 1)) may be compared with those of Chapter 6 to some extent.
It is because in the global context, 0 ( 1) is an asymmetric price shock,
whereas in the context of the first MU it is a symmetric one. Finally, 1 and
2 gain mostly by participating in the grand international coordination 19 and

the same is the case for all other fiscal players. However, 1 experiences the
highest losses in this regime and also for other CBs this CS is suboptimal.

Table 8.5 Optimal losses for ( 1 0 ( 1))

WORLD-WIDE REGIONAL POLICY COORDINATION
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Asymmetric exchange rate shock 0 ( 5)

For an exchange rate shock to 5’s currency, the resulting losses are given in
Table 8.6. In the case of shocks to the exchange rate, international monetary
policy coordination, 17, is expected to be an appropriate stabilization instru-
ment since it can directly address the root of the problems. However, from
the global point of view this regime scores poorly, since ( 17) = 15 38%
Neither monetary nor fiscal players obtain the lowest losses. The explanation of
this fact should be found in the behaviour of fiscal players in this regime. Full
monetary cooperation is able to internalize economic externalities from mone-
tary policies but is not able to internalize externalities from fiscal policies which

18 the situation of all, now cooper-
ating, fiscal players is, in fact, better as they may internalize externalities from
fiscal policies. Moreover, the increased losses of CBs in 18 compared to 17

suggest that cooperating fiscal players are able to stabilize output gaps at the
expense of prices, when CBs cooperate. The same observation holds for the so-
cial optimum CS 19 which is the most favorable CS for fiscal players, whereas
it is the worst solution for almost all the CBs (with the exception of 5 which
loses most in 11). Note however, that fiscal players themselves are not able to
gain much from fiscal cooperation without any form of cooperation of central
bank, e.g. 2 or 16 Hence, in the case of exchange rate shock we face similar

of a negative price shock 0 ( 1)

other side. Fiscal players gain from cooperation of CBs and CBs (if they do not
cooperate) gain from cooperation of fiscal players. Therefore, it is not surprising
that the second best socially- optimal regime is 14 - separate full coordination
in both MUs and between 5 and 3, i.e., 14 = [ 1 2 1| 3 4 2|
5 3| 6| 4]. This result could be directly compared with Table 7.4 but

we have to keep in mind that in the computations of reported in Chapter
7 both 5 and 5 were not taken into account and this welfare index was only
computed for 4 35 Hence, the optimal regime in Table 7.4 is 31 which is
of di erent form than 14 in the present setting. However, when we recompute
the welfare index for Table 7.4 considering all 9 players from Chapter
7’s pre-accession stage, it comes out that 12 = [ 1 2 | 3 3| 4 4|
5 5] becomes the second best socially optimal regime. A similar result is

obtained in the post-accession stage if we compute for all 8 players, i.e.

44 = [ 1 2 3 | 4 4| 5 5]. Thus, we may conclude that from the
social point of view, the second best arrangement in the case of the exchange
rate shock is full coordination between fiscal players and their respective central
banks. Note that from the political point of view it is much easier to create a
regime in which players cooperate in the framework of own monetary arrange-
ments (i.e. 14) than a regime of full international cooperation (i.e. 19).

CHAPTER 8
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Table 8.6 Optimal losses for ( 1 0 ( 5))

Asymmetric exchange rate shock 0 ( 2)

For an exchange rate shock to the currency of ( 2) the resulting losses are
given in Table 8.7. We may expect similar findings as in the case of the previous
shock 0 ( 5). Indeed, in ( 1 0 ( 2)) the second best socially optimal
CS is again 14 which confirms previous results. It is interesting to compare
the distribution of losses among players under the asymmetric exchange rate
shocks ( 1 0 ( 2)) and ( 1 0 ( 5)). The main observation is that the
shock to the MU( 2)’s currency induces (around four times) higher spillovers
and economic externalities than the shock to a single economy’s currency. The
intuition behind this result is straightforward. In the former case, spillovers
originate in two economies, whereas in the latter case only in one. Since players
are symmetric, there are two times more spillovers in the world if a currency of
an MU is subject to an asymmetric shock. Moreover, since loss functions are
quadratic, fiscal players’ losses are about four times higher in ( 1 0 ( 2))
than in ( 1 0 ( 5)).

WORLD-WIDE REGIONAL POLICY COORDINATION
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Table 8.7 Optimal losses for ( 1 0 ( 2))

8.3.2 Asymmetric scenario 2

In the previous chapters, we have always analyzed not just symmetric scenar-
ios but also cases where countries in an MU (and outside the MU in Chapter
7) di er in their economic structures, preferences and/or size viz. bargaining
power in cooperative arrangements. This last setting is clearly most realistic
when considering the real world. This holds even more in a global economy
context. For the reason of brevity, a detailed study of the asymmetric scenarios

2 and 3 is left to the reader. We just mention a few (though important)
characteristics.
Optimal losses for six shocks in the structural asymmetric scenario 2 are

presented in Tables 8.A.2-8.A.7 of the Appendix. In general, we observe sim-
ilar e ects of structural asymmetries as in the previous chapters. First of all,
asymmetries in the model in general tend to increase losses, since spillovers do
not set o each other any more. Note that the importance of spillovers and
economic externalities from some countries has considerably changed. Now, the
shock in relatively more closed (but big) economies as 5 or 1 may have much
more impact than in the baseline. Moreover, note that both (symmetric) fiscal
players’ losses of MU( 2) coincide.

CHAPTER 8



289

The case of a specific price shock to 1 i.e.
¡

2 0 ( 1)

¢
is presented

in Table 8.A.4. Country 1 is now in a better situation than in the baseline,
whereas 2 is always worse o . It is caused by the fact that 1 acquires less
spillovers from 2 hence the anti-symmetric di erence between output gaps
and prices of both countries is lower in

¡
2 0 ( 1)

¢
than in

¡
1 0 ( 1)

¢
Regarding the asymmetric exchange rate shock cases, i.e. ( 2 0 ( 5))

and ( 2 0 ( 2)) in Tables 8.A.6-7, it is interesting to compare both of
them to the baseline. Note that we assumed that 3 and 4 are exactly
half of MU( 1) and 5 and 6. Hence, we may expect that all countries
will experience an increase of losses in ( 2 0 ( 5)) w.r.t. ( 1 0 ( 5)),
since the importance of 5’s spillovers and economic externalities have grown.
Regarding the last shock, there should be a quantitative di erence between
( 2 0 ( 2)) and ( 1 0 ( 2)), since almost all other MUs/countries
are comparatively more closed w.r.t. 3 and 4. Indeed, both suppositions are
confirmed spillover e ects are higher than in the symmetric
model.

8.3.3 Asymmetric scenario 3

To the previous case we add an asymmetric bargaining power division, which
exactly corresponds to our assumptions concerning di erent sizes (openness) of
countries. As mentioned before, this scenario seems to be more realistic than
the previous asymmetric scenario, since large countries are assumed to have
large bargaining Optimal losses are reported in Tables 8.A.8-13 in
the Appendix. In general, the di erences in losses are as expected. Country 1
uses its relatively large bargaining power in all coalitions with 2 to diminish
its losses in comparison with 2 and other players. The same can be said for
5 w.r.t. 3 and 6 w.r.t. 4.

8.3.4 Normative analysis - social optima

The normative analysis will be done using the concept of social optimum.4

Social-optimum CSs for the three scenarios under all 6 price and exchange rate
shocks are given in Table 8.8.

Table 8.8 Social optimum CSs

1 2 3

0 19 19 19

0 ( 5) 19 19 14

0 ( 1) 19 19 18

0 ( 1) 19 19 19

0 ( 5) 19 19 14

0 ( 2) 19 19 19

As expected from Theorem 5.3 in Chapter 5, the full macroeconomic coor-
dination regime, 19, is a social optimum if players have symmetric bargaining

4See Section 5.6 in Chapter 5.

WORLD-WIDE REGIONAL POLICY COORDINATION

6 7-in Tables 8.A.

power.



290

power in di erent cooperative arrangements. Hence, 19 is a social optimum for
any shock in 1 and 2 (first two columns of Table 8.8) and normative analy-
sis is trivial in these cases. However, the introduction of bargaining power
asymmetry in 3 changes the socially-optimal CS in three cases: 0 ( 5)

0 ( 1) and 0 ( 5) In fact, this scenario is the most interesting to analyze
from the policy recommendation point of view since it is the closest to reality.
On the other hand two kinds of asymmetries which are present in 3 make this
setting di cult to interpret, but at this point it should be againstressed that

19CSs , which emerge as a social optimum in 3 are solely due
to asymmetries in bargaining power and not to structural or shock asymmetries.
Looking at Table 8.8 from the broader perspective we see another character-

istic of social optimum CSs. In all of them, i.e. 14 18 and 19 all monetary
players are involved in cooperation.
Concluding, we may say that, when bargaining powers are symmetric, it is

optimal from a social point of view to play in a full macroeconomic coordination
regime, 19 This conclusion directly follows from Theorem 5.3. However, when
bargaining power are asymmetric (which occur often in a real world) asym-
metric shocks are likely to produce di erent social optima than world-wide full
cooperation. It is worth to notice that under a symmetric negative price (sup-
ply) shock 19 is still a social optimum in 3 The intuition behind this result is
straightforward. If shocks are global (symmetric), only global forms of coordina-
tion, in spite of bargaining power asymmetries, are likely to produce the socially
optimal outcome, since, only then, the full scale of economic externalities can
be addressed. Finally, it comes out that the involvement of central banks in
cooperative arrangements seems to be indispensable to achieve socially optimal
outcome.
Since the normative analysis based on the social optimum CSs is rather

of view. Such CSs are presented in Table 8.9.

Table 8.9 Second best CSs from the social point of view

1 2 3

0 16 16 16

0 ( 5) 14 14 18

0 ( 1) 14 10 17

0 ( 1) 14 10 14

0 ( 5) 14 10 18

0 ( 2) 14 10 10

The first general observation is that second best socially- optimal CSs are
characterized by a high degree of cooperation between players. It is clear that
the gain in total welfare is caused by internalization of economic externalities.
More in detail, CS 14 := [ 1 2 1 | 3 4 2 | 5 3 | 6 | 4] is the sec-
ond best social choice for all the asymmetric shocks in 1. This CS is character-
ized by the highest number of full MU/national cooperation arrangements and
requires considerable involvement of the CBs. In this CS economic externalities
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291

from, otherwise conflictive, monetary and fiscal policies, are internalized. This
relatively good performance of the full MU/national arrangements means that
(some) players take advantage of exchange rate mechanisms. In other words,

level and, at the same time, successfully improve their overall situation by using
the exchange rate mechanism. Of course, this outcome does not have to be
optimal from the individual point of view.
When structural asymmetries come into play in 2 for four shocks out of

six 10 :=
social choice. This CS is similar to 14 and we may expect that it can be
explained using a similar intuition. In the most asymmetric scenario 3 the
results are again mixed and a general picture can be hardly drawn. Any specific
conclusions from this the-most-down-to-earth example have to be drawn for
every case separately.
For the symmetric price shock 0 CS 16 := [ 1 2 3 4 5 6 | 1

| 2 | 3 | 4] is the second best socially optimal outcome in every scenario.
This result is also found in Chapter 7.5 Hence, in case of a symmetric price shock
either full international coordination should be supported by a social planner
or full fiscal coordination if the former regime is not feasible.
Regarding our six questions posed at the beginning of this chapter, the above

normative analysis based on the social optimum suggests the following answers.

Question 1: The internal coordination of fiscal and/or fiscal and monetary
policies in each of the two monetary blocks (MUs) separately (as in 7

and 8) does not seem to be optimal (or almost optimal) from the social
point of view in any combination of shocks/scenarios;

Question 2: Full coordination of fiscal and monetary policies between two
MUs ( 10) is desirable from the world-wide point of view when structural
and shock asymmetries are present but players are characterized by equal
bargaining power;

Question 3: Full fiscal coordination regime ( 16) is advisable in the case of a
symmetric price shock (if full international coordination is not feasible);

Question 4: World-wide coordination of monetary policies (Bretton Woods, as
in 17) is second best optimal in the case of an asymmetric price shock,
which occurs in one country of an MU; However this is the only case in
which 17 performs well; hence, this result should be interpreted with
caution;

Question 5: World-wide separate coordination of fiscal and monetary policies
performs reasonably well from a social welfare perspective;

Question 6: World-wide coordination between all the players in a game is a
social optimum in the scenarios of symmetric bargaining powers. In the
case of a symmetric price shock it is always a social optimum.

5See Tables 7.2, 7.6, 7.C1, and 7.C.2 for a symmetric price shock in Chapter 7.
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In general, in the presence of asymmetric price and exchange rate shocks,
the above social-optimum results advocate a strong need for coordination of
monetary and fiscal policies on the MU/national level.

8.3.5 Positive analysis - stable coalition structures in the
EMG ( )

Our analysis in the previous subsection was conducted from the point of view
of global rationality. However, one of the main assumptions of economics is
that agents are self-oriented. While o cially they may recognize the need for
coordination, in reality they may try to free-ride. Hence, we also need a positive
analysis, which provides at least some hints which cooperative arrangements
actually might be stable. As mentioned in the beginning, we will utilize the
EMG ( ). Table 8.10 presents the stable CSs obtained for all scenarios and
under all shocks.

Table 8.10 Stable CSs in the EMG ( )
EMG ( ) 1 2 3

0
1 2 3 4

7 9 15 16 17 1 3 1 2 3 9

0 ( 5) 1 16 1 4 15 16 1 16

0 ( 1) 1 16 1 9 15 16 1

0 ( 1) 1 16 1 1 16

0 ( 5) 1 16 1 4 15 16 1 16

0 ( 2) 1 16 1 1 16

The most important observations from Table 8.9 are the following:

1. Comparing to the EMG( ) results in Chapter 7 (see Tables 7.11 and 7.12),
there are relatively more stable CSs;

2. Most of the stable CSs occur for the symmetric price shock 0 (in 1

and 3);

3. In the fully symmetric case ( 1 0 ) all 9 (on 19) types of stable CSs
appear:

1 := [ 1| 2| 1| 3| 4| 2| 5| 3| 6| 4]

2 := [ 1 2| 1| 3| 4| 2| 5| 3| 6| 4]

3 := [ 1| 2| 1| 3 4| 2| 5| 3| 6| 4]

4 := [ 1 2 5| 1| 3| 4| 2| 3| 6| 4]

7 := [ 1 2| 1| 3 4| 2| 5| 3| 6| 4]

9 := [ 1 2 3 4| 1| 2| 5| 3| 6| 4]

15 := [ 1 2 3 4 5| 1| 2| 3| 6| 4]

16 := [ 1 2 3 4 5 6| 1| 2| 3| 4]

17 := [ 1| 2| 3| 4| 5| 6| 1 2 3 4]
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Except for the fully non-cooperative regime 1 almost all these stable
CSs consist of only partial or full fiscal coalitions, i.e: ( 1 2), ( 3 4),
( 1 2 5), ( 1 2 3 4), ( 1 2 3 4 5), ( 1 2 3
4 5 6) or two fiscal coalitions at the same time: ( 1 2) ( 3 4)

as in 7 The only stable CS, where fiscal cooperation does not emerge, is

17, which is the full monetary cooperation regime. Since in Chapter 7 we
did not consider CBs’ cooperation, these results strengthen our findings
there: fiscal players prefer rather fiscal coalitions over cooperation with
the monetary authorities.

4. The grand fiscal coordination regime 16 occurs in 13 out of the 18 en-
tries in Table 8.10. It means that this CS is very often profitable for all
the fiscal players in the game compared to the non-cooperative regime 1.
Hence, from a world perspective but taking individual rationality into ac-
count, there seems to be a large need for an institution that coordinates
fiscal policies. This institution should possess supranational character-
istics. The G-7 seems to be a pre-configuration of such an institution.
Moreover, this finding positively answers question 3, i.e. in most of the
cases, the grand fiscal cooperation between all the countries is preferred
(over the non-cooperative regime).

5. Note that the stable CSs in scenario 3 with structural and bargaining
power asymmetries are very similar to the stable CSs in scenario 1 In
fact, the former CSs form a subset of the latter CSs for each of the shocks
(even often the same). The explanation is that 2 is the least realistic
of all three scenarios, since it does not recognize the di erent bargaining

the symmetric scenario 1 takes account of this issue, because
it attributes to each (symmetric) country (or block of countries) the same
bargaining power.6

6. The grand monetary cooperation regime 17 is stable only
tric price shock 0 in the symmetric scenario. In this case of a kind
of a newoil shock, the Bretton-Woods type of monetary arrangementseems
to be advisable. Hence, for a symmetric price shock in the symmetric
setting, the answer to question 5 is positive. For other shocks, some of
the CBs prefer the non-cooperative regime 1 to 17

Overall, it is clear that the positive analysis produces di erent outcomes than
the normative one. In fact, no socially-optimal CS is stable in the EMG ( ).
This can be checked by comparing every entry of Table 8.8 with the correspond-
ing entry of Table 8.10. Moreover, even the second best socially optimal CSs
from Table 8.9 are not stable in the EMG ( ), except for 16 in ( 1 0 ).
This result is not surprising. On the one hand, the normative analysis suggests
that CBs should be an important part of the cooperative arrangements (see

6 If MU( 1) is interpreted as a representation of the EMU, this MU is supposed to be
divided into two equal blocks of countries in the symmetric scenario 1.
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Table 8.8). On the other hand, the positive analysis points out that CSs in

the main conclusion is that both normative and positive analyses advocate for
national/regional/international cooperation but, taking into account the inter-
national context of the analysis, especially the sovereign nature of the states, we
may argue that, even in the supportive-to-all-kinds-of-cooperation institutional
setting, fiscal arrangements are much more likely to emerge.

8.4 Conclusion

The process of increasing globalization and the rapid growing economic inte-
gration inside economic blocks have significantly increased the importance of
international macroeconomic spillovers and, through policy formulation, also in-
ternational macroeconomic externalities. The possibility to internalize these (in-
creased) externalities has therefore also broadened the scope for macroeconomic
policy coordination among nations. In the presence of important global and/or
regional shocks, it is expected that countries will actively seek for arrangements
of international economic policy coordination, be it global or in the form of
regional arrangements like e.g. the EU, NAFTA, ASEAN, MERCOSUR. This
chapter analyzed issues of international policy coordination in the framework of
our multi-country dynamic model.
Most results are in line with findings of the two previous chapters, although

the issues which we have analyzed in this chapter have a broader perspective.
In Chapter 7, we focussed on e ects of the accession of one country to an MU,
whereas in this chapter we studied perspectives of (possibly global) cooperation
in the presence of (possibly many) MUs. In this extended setting, we investi-
gated more di erent types of (asymmetric) shocks and additional cooperative
regimes, principally between monetary authorities; the latter regimes were not
analyzed in Chapter 7.
In general, di erent regimes of international macroeconomic coordination

may be evaluated, either in a normative or in a positive way. Our normative
analysis studies which arrangements are the best from the global welfare point
of view, whereas our positive analysis tries to indicate which coalition structures
might be actually stable, even when none of them is optimal for the world as a
whole.
The main conclusions can be summarized as follows:

1. As in Chapter 7, we find that fiscal players prefer fiscal coalitions rather
than cooperation with the monetary authorities;

2. Since the grand fiscal coordination regime is often profitable for fiscal play-
ers, there seems to be a large need for a world-wide institution that coor-
dinates fiscal policies. The G-7 may be perceived as a pre-configuration
of such an arrangement;

CHAPTER 8
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3. The grand monetary cooperation regime appears to be stable under a
symmetric price shock and in the symmetric setting. In this case of a
kind of a new oil shock, the Bretton-Woods type of monetary arrangement
seems to be advisable. It should be mentioned that world-wide cooperation
still would be better in the case of a symmetric price shock from the point
of view of the global welfare; however, this regime would not be sustainable
without a form of a (utility) transfer system;

4. The normative analysis shows that from the global welfare point of view,
there is a strong need for coordination of monetary and/or fiscal policies
either on the global or on the MU/national level.

The most important insight is that both kinds of analysis suggest that na-
tional/regional/international cooperation should be supported, although they
substantially di er in specific recommendations. Due to the sovereign nature of
the states, we expect that fiscal arrangements are much more likely to emerge.

WORLD-WIDE REGIONAL POLICY COORDINATION
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8.5 Appendix

Table.8.A.1 Definition of asymmetric bargaining power

1 1 1 1 1 1 1 1 1 1 

2/3 1/3 1 1 1 1 1 1 1 1 

1 1 1 1/2 1/2 1 1 1 1 1 

1/3 1/6 1/2 1 1 1 1 1 1 1 

4/9 2/9 1/3 1 1 1 1 1 1 1 

1 1 1 1/3 1/3 1/3 1 1 1 1 

2/3 1/3 1 1/2 1/2 1 1 1 1 1 

4/9 2/9 1/3 1/3 1/3 1/3 1 1 1 1 

4/9 2/9 1/6 1/6 1 1 1 1 1 1 

8/27 4/27 2/9 1/9 1/9 1/9 1 1 1 1 

1 1 1 1 1 1 2/3 1/3 1 1 

4/9 2/9 1/3 1 1 1 2/3 1/3 1 1 

1 1 1 1/3 1/3 1/3 2/3 1/3 1 1 

4/9 2/9 1/3 1/3 1/3 1/3 2/3 1/3 1 1 

4/15 2/15 1/10 1/10 2/5 1 1 1 1 1 

4/21 2/21 1/14 1/14 2/7 2/7 1 1 1 1 

1 1 1 1 1 1 2/7 1/7 2/7 2/7 

4/21 2/21 1/14 1/14 2/7 2/7 2/7 1/7 2/7 2/7 

8/63 4/63 2/21 1/21 1/211/21 4/21 2/21 3/14 1/14

Table 8.A.2 Optimal losses for ( 2 0 )
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Table 8.A.3 Optimal losses for ( 2 0 ( 5))

1 2 3 4 5 6 7 8 9 10

C1 0.3244 0.3340 0.3222 0.3024 0.1975 0.3391 0.3318 0.1951 0.3611 0.2467

C2 0.2817 0.2832 0.2798 0.2627 0.1545 0.2936 0.2813 0.1520 0.2849 0.1759

CB1 0.1767 0.1582 0.1752 0.2030 0.2683 0.1883 0.1570 0.2992 0.1260 0.2311

C3 0.2703 0.2633 0.2729 0.2625 0.2916 0.1511 0.2659 0.1433 0.2621 0.1562

C4 0.2703 0.2633 0.2729 0.2625 0.2916 0.1511 0.2659 0.1433 0.2621 0.1562

CB2 0.1680 0.1626 0.1601 0.1627 0.1929 0.2503 0.1550 0.3028 0.1332 0.2496

C5 2.8176 2.8424 2.8240 2.7148 2.7592 2.7847 2.8486 2.7206 2.9026 2.7903

CB3 2.1347 2.1531 2.1394 2.2886 2.0792 2.1050 2.1577 2.0440 2.1980 2.0912

C6 0.3610 0.3520 0.3587 0.3508 0.3887 0.3748 0.3498 0.4126 0.3309 0.3807

CB4 0.1954 0.1894 0.1939 0.1894 0.2224 0.2077 0.1879 0.2465 0.1753 0.2235

W IX 17.26% 17.28% 17.24% 17.24% 14.67% 14.67% 17.27% 11.55% 17.86% 12.25%

CFI 0.00% 1.53% 0.48% 5.16% 8.31% 6.39% 1.74% 15.15% 4.86% 9.52%

11 12 13 14 15 16 17 18 19

C1 0.3173 0.2259 0.3258 0.2213 0.2764 0.2676 0.3015 0.2447 0.1681

C2 0.2778 0.1783 0.2847 0.1741 0.2423 0.2318 0.2618 0.2117 0.1402

CB1 0.1698 0.2328 0.1747 0.2530 0.1598 0.1389 0.1773 0.1478 0.2479

C3 0.2686 0.2799 0.1770 0.1662 0.2347 0.2227 0.2600 0.2148 0.1375

C4 0.2686 0.2799 0.1770 0.1662 0.2347 0.2227 0.2600 0.2148 0.1375

CB2 0.1603 0.1716 0.2211 0.2543 0.1470 0.1318 0.1676 0.1388 0.2382

C5 2.2749 2.2864 2.2767 2.2889 2.7576 2.8014 2.6589 2.6615 1.8875

CB3 2.2460 2.1689 2.2057 2.1179 2.4650 2.5616 2.1575 2.5450 2.5543

C6 0.3596 0.3742 0.3674 0.3900 0.3171 0.2989 0.3379 0.2758 0.2371

CB4 0.1893 0.2004 0.1942 0.2143 0.1675 0.1553 0.1961 0.1647 0.2216

W IX 9.42% 7.18% 7.28% 4.63% 17.29% 17.80% 13.55% 14.23% 0.00%

CFI 9.86% 12.35% 12.37% 16.78% 9.41% 11.73% 3.85% 14.30% 31.49%

Table 8.A.4 Optimal losses for ( 2 0 ( 1))

1 2 3 4 5 6 7 8 9 10

C1 4.5458 4.4486 4.5520 4.3898 4.1919 4.4939 4.4543 4.1817 4.4499 4.1135

C2 2.1467 2.1489 2.1429 2.1522 2.2489 2.1938 2.1456 2.2649 2.1311 2.2797

CB1 0.8693 0.9290 0.8714 0.9441 0.9322 0.8559 0.9309 0.9147 0.9761 0.9538

C3 0.1353 0.1298 0.1368 0.1384 0.1278 0.0734 0.1311 0.0778 0.1251 0.0662

C4 0.1353 0.1298 0.1368 0.1384 0.1278 0.0734 0.1311 0.0778 0.1251 0.0662

CB2 0.0867 0.0788 0.0827 0.0828 0.0845 0.1296 0.0751 0.1191 0.0800 0.1381

C5 0.1804 0.1736 0.1792 0.1828 0.1700 0.1879 0.1725 0.1757 0.1672 0.1723

CB3 0.1004 0.0923 0.0996 0.1279 0.0978 0.1073 0.0916 0.1038 0.0878 0.1017

C6 0.1804 0.1736 0.1792 0.1852 0.1700 0.1879 0.1725 0.1757 0.1672 0.1723

CB4 0.1004 0.0923 0.0996 0.0972 0.0978 0.1073 0.0916 0.1038 0.0878 0.1017

WIX 4.99% 3.95% 4.98% 4.47% 2.12% 4.12% 3.94% 1.45% 3.96% 1.09%

CFI 0.00% 2.45% 0.27% 3.35% 6.63% 3.63% 2.45% 8.15% 3.50% 10.12%

11 12 13 14 15 16 17 18 19

C1 4.5043 4.1944 4.4428 4.1810 4.4562 4.5098 4.3629 4.3897 3.9293

C2 2.1947 2.2630 2.2533 2.2830 2.1071 2.0662 2.2772 2.1490 2.4088

CB1 0.8600 0.9191 0.8450 0.9001 1.0049 1.0429 0.8885 1.0280 1.0661

C3 0.1387 0.1296 0.0695 0.0729 0.1258 0.1198 0.1302 0.1127 0.0677

C4 0.1387 0.1296 0.0695 0.0729 0.1258 0.1198 0.1302 0.1127 0.0677

CB2 0.0921 0.0897 0.1423 0.1319 0.0749 0.0669 0.0832 0.0711 0.1032

C5 0.1362 0.1369 0.1366 0.1359 0.1680 0.1646 0.1713 0.1496 0.1239

CB3 0.1134 0.1066 0.1257 0.1189 0.0960 0.0808 0.0969 0.0857 0.0936

C6 0.1846 0.1720 0.1951 0.1808 0.1677 0.1646 0.1713 0.1496 0.1239

CB4 0.1061 0.1028 0.1163 0.1130 0.0863 0.0808 0.0969 0.0857 0.0936

WIX 4.84% 2.05% 3.94% 1.39% 4.15% 4.19% 4.10% 3.17% 0.00%

CFI 2.10% 6.99% 6.14% 9.17% 4.00% 4.85% 4.38% 5.53% 15.96%
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Table 8.A.5 Optimal losses for ( 2 0 ( 1))

Table 8.A.6 Optimal losses for ( 2 0 ( 5))
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Table 8.A.7 Optimal losses for ( 2 0 ( 2))

Table 8.A.8 Optimal losses for ( 3 0 )
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Table 8.A.9 Optimal losses for ( 3 0 ( 5))

Table 8.A.10 Optimal losses for ( 3 0 ( 1))
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Table 8.A.11 Optimal losses for ( 3 0 ( 1))

Table 8.A.12 Optimal losses for ( 3 0 ( 5))
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Table 8.A.13 Optimal losses for ( 4 0 ( 2))
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Chapter 9

Concluding Remarks

International macroeconomic policy coordination is an important, but complex
topic. The practice of international policy coordination has not been without
disappointments, fuelling the arguments of sceptics to propagate a laissez-faire
approach instead. A laissez-faire approach, however, ignores that in an increas-
ingly integrated and global world economy, there are significant positive and
negative externalities. Economic externalities create the scope and scale for co-
ordinated policies in order to outperform upon a setting with non-cooperative
policies. Or putting it in a more negative manner: in case of non-cooperative
policies, policymakers -purposely or not- impose with their policies externali-
ties upon each other, since their individual policy decisions do not take account
of the consequences for other policymakers. In other words a non-cooperative
setting is unlikely to deliver optimal outcomes.

This book has focussed on international macroeconomic policy coordination
in the presence of (a) monetary union(s) between otherwise sovereign countries.
Inspired by the recent creation of the euro area, we presented a framework in
which many of the aspects of a monetary union could be analyzed. In this
framework, there was ample room for both economic components (especially
in the form of the theory of macroeconomic stabilization in dynamic, open
economies and the ‘optimal currency area’ theory playing an important role) and
more institutional and game-theoretic aspects (this concerns the institutional
design of monetary and fiscal policies in a monetary union and the strategic
interactions between policymakers in a monetary union and in international
policy coordination in general).

This combination of economic theory, institutions and game theory in a
dynamic analysis of monetary unions and international policy coordination in
a broader sense, proved very useful. It confirmed existing insights and also
provided new ones. E.g. that the basic insights of the ‘optimal currency area’
theory also apply to our broader analysis with a dynamic model and strategically
behaving policymakers. In other words, the amount of integration, the similarity
of macroeconomic shocks and economic structures play an important role in our
analysis. To this, we added insights that the institutional design and aspects of
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policymakers’ strategic behaviour also matter a great deal for the final outcomes
produced by monetary unions and international policy coordination.
Most studies of monetary unions, like the euro area, take a comparative

static perspective. Clearly, a dynamic perspective is more relevant; in reality
macroeconomic adjustment, macroeconomic policies and policy coordination are
essentially taking place as dynamic processes. A static analysis ignores the
dynamics and is essentially like looking at pictures: it is interesting to consider
a situation at a certain point in time and to understand how things seen are
related, but it is even more interesting to know the dynamic processes that
produced the situation and how the situation is likely to develop from this
specific point in time. In that sense, a dynamic analysis as developed in this
book is essentially like watching a film and be able to follow and understand
the dynamics that occur.
Our analysis took a dynamic two-country monetary union model as a starting

point. In Chapter 3, we focussed on fiscal policy in a symmetric monetary union
with a passive monetary authority and without interactions with non-monetary
union countries. In this manner, we analyzed in detail the e ects of fiscal policy
coordination, fiscal stringency requirements and a fiscal transfer system in a
monetary union. In principle, fiscal coordination arises as something beneficial
in a monetary union: it enables to internalize the economic externalities from
individual policies. This is in general welfare improving for the participants.
Fiscal stringency requirements (like the Stability and Growth Pact for the

EMU countries) limit the flexibility of individual countries to deal with macro-
economic shocks. This may imply e ciency losses, as the countries will remain
with less ability to stabilize their economies in case of being hit by a shock. On
the other hand, if fiscal flexibility is reduced, countries are likely to decrease the
use of control instruments (fiscal policies) in a monetary union when they play
non-cooperatively. In other words, the e ect is similar to some form of cooper-
ation, because excessive fiscal policies are reduced and externalities decreased.
In fact, in the framework of this basic model, we showed that if the amount of
fiscal stringency is increased, the cooperative fiscal policy arrangement and the
non-cooperative case become similar to each other. Moreover, we showed that
a fiscal transfer system increases the internal stability of the economy; hence,
welfare costs may be considerably reduced. So, when national fiscal policies are
restricted, such a transfer system can be considered as a potentially powerful
stabilization instrument in the presence of business cycle divergences.
The introduction of active monetary policy in Chapter 4 produced several

e ects. In this setting not only the coordination of fiscal policies is relevant, but
also the coordination of monetary and fiscal policies. Assuming that the com-
mon central bank is concerned with variables at the aggregate level, it is clear
that the individual fiscal authorities have a less strong (bargaining) position
compared to a situation with national central banks. This has therefore implica-
tions for both the fiscal and monetary policies. A number of institutional aspects
of monetary policy, such as the institutional preferences viz. the independence
of the central bank, are also shown to determine adjustments in a monetary
union. More in detail, we showed that fiscal cooperation is often advantageous
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for the fiscal players, provided that they are not very asymmetric in preferences,
structural characteristics and bargaining strength. The non-cooperative regime
is most likely to be the outcome when countries are comparatively more asym-
metric. Cases where the central bank cooperates with one government against
the other, generally produces suboptimal monetary and fiscal stabilization poli-
cies and are unlikely to be feasible in practice. These results suggest that a
central bank has a rationale to pursue independent monetary policy. In other
words, the institutional setting should guarantee a high degree of independence
of the monetary authority. On the other hand, governments may pursue a de-
sign based on fiscal cooperation, which leave them independent in interacting
their policies with the monetary policy of a central bank.
Even though the basic insights gained so far generalize also to a multi-

country monetary union, the amount of interactions is richer with more coun-
tries. Policy coordination is also more complex in the multi-country setting due
to the possibility of coalition formation: subgroups of countries may find it opti-
mal to coordinate their fiscal policies and act as a block against other (groups of)
countries. To address this complexity, we develop a framework, where countries
decide to engage in policy coordination based on the principles of the ‘endoge-
nous coalition formation’ theory. This provides a consistent approach towards
coalition formation in a large set of players. It allows to determine under which
circumstances which coalitions may arise. Moreover, coalition formation games
can be interpreted as models of di erent institutional settings of macroeconomic
policy coordination. By examination of welfare e ects of these mechanisms, we
could evaluate their e ectiveness from the point of view of all the players in the
game or a monetary union, in particular.
In the two-country monetary union of Chapter 4, the cooperative arrange-

ments are clear but limited: apart from fiscal coordination and full monetary
and fiscal policy coordination, there are two additional -but less likely- arrange-
ments, where each of the fiscal players coordinates with the common central
bank. For a richer setting, we considered in Chapter 6 a monetary union with a
large number of countries. This clearly adds more realism to our analysis if one
considers, for example, that the euro area currently consists of twelve members
with new members joining in the foreseeable future. We find that in the case of
a common shock and symmetric countries, fiscal coordination is better for fiscal
players than full coordination (with the central bank). This result is consistent
with our findings in Chapter 4. However, full fiscal coordination is hardly sus-
tainable due to the existence of free-riding incentives of individual fiscal players,
who prefer to leave this coalition and play non-cooperatively. This conclusion
could not be obtained in the two-country model of Chapter 4; hence, our ex-
ample in Chapter 6 shows that issues of international coordination should be
considered in a multi-country setting.
In general, structural and bargaining power asymmetries tend to reduce the

scope for cooperation. However, this e ect does not always occur when asym-
metry of shocks is considered. For a country-specific shock, it appears that full
policy coordination may be sustainable. In addition, in the case of an anti-
symmetric shock, only the cooperation of a ected countries is needed and full
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or fiscal cooperation is not associated with any extra gains in the policymak-
ers’ welfare. An interesting result comes from the analysis of an asymmetric
structural model with asymmetric bargaining power. First of all, asymmetry of
the model (hence, real economic conditions) seems to be more important than
asymmetry of (political) power. Since, players have only limited influence on the
economies, mainly model asymmetries drive the stabilization process, whereas
bargaining power seems to be less weighty. Consequently, it came out from the
analysis in Chapter 6 that advantageous bargaining power enhances the e ects
of structural asymmetries in our model.
Chapter 7 analyzed the decision of countries to participate (or not) in mon-

etary unions. It was shown that the accession to a monetary union raises sev-
eral additional interesting and important questions. For example, what are the
consequences for the accession countries and is the accession beneficial for the
acceding countries and the current monetary authorities? How does the acces-
sion of new members a ect the monetary policy of the common central bank?
How does the accession a ect the coordination of fiscal policies? Is there any
e ect of accession on the interaction between the monetary union and the rest
of the world? We showed that these questions can be answered in our analysis
as they are essentially questions concerning the optimal currency area problem
and concerning institutional arrangements in a monetary union. Our findings
stress the importance of an asymmetric price shock. In the framework of our
model, it is never profitable to enlarge a monetary union when asymmetries
in initial price shocks may be present. What is more, the di erences in losses
between the pre-accession stage and the post-accession stage are so high that
it seems to be di cult to design a transfer system to compensate for a worse
situation of some countries. However, for symmetric price and exchange rate
shocks outside a monetary union, our findings are not straightforward. Even
if some players are worse o due to accession, there exist cooperation regimes
that may improve their situation.
The last chapter of the book focussed on the interactions in a global con-

text. Now, in an open-economy setting, a monetary union is connected with
other economies through several channels. Of crucial importance is the intro-
duction of exchange rates: in a global economy, exchange rate adjustments are
an important source of linkages between countries and thereby of spillovers. In
principle, non-coordination cannot produce optimal outcomes from a global-
economy perspective. The question is how international policy coordination
should take form and be enforced at the international level.
Given that exchange rates are directly observable, it is of no surprise that

many initiatives of international macroeconomic policy coordination have at-
tached a crucial importance to exchange rate targets. This also suggests that
in a global perspective, the gains from coordination could be even larger than
inside a monetary union. Unfortunately, on a global base, cooperation is often
much less enforceable than at the level of a monetary union, where the partici-
pating countries are also tied in a number of other institutional arrangements.
Most results of Chapter 8 are in line with findings of the two previous chap-

ters. We evaluated various regimes of international macroeconomic coordination
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in a normative as well as in a positive way. Our normative approach studies
which arrangements are the best from the global welfare point of view, whereas
our positive analysis searches for those coalition structures that might be actu-
ally stable, even when none of them is optimal for the world as a whole. The
main conclusions of Chapter 8 are as follows: (i) similarly to Chapter 7, fiscal
players prefer rather fiscal coalitions over cooperation with the monetary au-
thorities; (ii) the grand fiscal coordination regime is often profitable for fiscal
players; G-7 is a step towards such an institutional arrangement; (iii) the grand
monetary cooperation regime appears to be stable in the symmetric setting
under a symmetric price shock.
From the analysis in Chapters 6, 7 and 8 we may derive some conclusions

about coalition formation games. More in detail, in Chapters 6 and 7 we
compared four simultaneous coalition formation games: the open-membership
game, the restricted open-membership game and two versions of the exclusive-
membership game. We attempted to answer the question which coalition for-
mation mechanism is e cient from the social point of view and defined the
(degree of) e ectiveness as the average (expected) di erence of the coordination
mechanism’s outcome from the social optimum. In addition to the results men-
tioned above, we found that in the settings considered our coalition formation
mechanisms turn out to be rather ine cient from the social point of view.
Even though this book provides a number of interesting insights into policy-

making in a monetary union and in international policy coordination in general,
there remain several aspects that would require further analysis. At the macro-
economic side, a more detailed modelling of the economies could be desirable.
Recent developments in the New Open EconomyMacroeconomics (NOEM) have
produced richer macroeconomic models, involving rational expectations in dis-
crete time. Such an approach would allow for a sound empirical analysis (of e.g.
international spillovers and externalities) which is lacking in our approach which
can be interpreted as a naive and most elementary form of NOEM modelling.
With a NOEM model, it is likely that (some of) our insights will need to be
partly modified and additional insights are likely to appear. Moreover, regarding
the linear-quadratic games, the study of a feedback instead of an open-loop in-
formation structure seems to be a very promising extension of our model. There
are many possible directions to extend our coalition formation analysis. First
of all, di erent equilibrium concepts could be studied in which, for example, a
deviation of a group of players (and not only one of them) is considered. More-
over, also less myopic approaches in simultaneous games could be utilized in
considering stability of a coalition structure (i.e. farsighted stability concepts).
Finally, the study of di erent modifications of the concept of sequential negoti-
ation games appears to be a very promising task. The first immediate extension
of the analysis presented in this book could be an examination of di erent rules
of order and their impact on final outcomes. Moreover, an interesting observa-
tion is that from the welfare point of view, the sequential unanimous-agreement
coordination mechanism (the sequential negotiation game) is very often more
e ective than simultaneous exclusive-membership games; hence, we believe that
this issue should be investigated further.

CONCLUDING REMARKS
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