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Preface

This volume presents the proceedings of the second international conference on
Particle Systems and Partial Differential Equations, “PS-PDEs II”, held at the
Centre of Mathematics of the University of Minho, Braga, Portugal, from 12 to
13 December 2013.

The purpose of this second meeting was to bring together renowned researchers
working in the fields of probability and partial differential equations, to present their
recent scientific results in both areas and to discuss some of their topics of expertise.
Additionally, the meeting was intended to present to a vast and varied public,
including young researchers, the subject of interacting particle systems, its under-
lying motivation, and its relation to partial differential equations.

The present volume includes the lecture notes from the mini-courses given by
Professor Cédric Bernardin (University of Nice) on “Diffusion of energy in chains
of oscillators with bulk noise”, and by Professor Vincent Giovangigli (Ecole
Polytechnique) on “Dissipative Reactive Fluid Models from the Kinetic Theory”. It
also features 13 contributed papers written by some of the participants of the
conference on highly interesting topics in the fields of probability theory, partial
differential equations and kinetic theory.

We believe that this volume will be of great interest to probabilists, analysts and
also to those mathematicians in general whose work focuses on topics in mathe-
matical physics, stochastic processes and differential equations, as well as to those
physicists who work in statistical mechanics and kinetic theory.

We would like to take this opportunity to give our special thanks to all the
participants for their active contributions to the success of this meeting.

Finally, we gratefully acknowledge the financial support provided by Fundacao
para a Ciéncia e a Tecnologia and by the Centre of Mathematics of the University
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of Minho, through the FCT-CMAT Strategic Project PEstC/MAT/UI0O013/2011 and
the research project “Non-equilibrium statistical physics”, PTDC/MAT/109844/
2009.

We very much hope you enjoy reading this book!

Braga, Portugal Patricia Gongalves
February 2015 Ana Jacinta Soares
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Diffusion of Energy in Chains of Oscillators
with Conservative Noise

Cédric Bernardin

Abstract These notes are based on a mini-course given during the conference Parti-
cle systems and PDE’s - II which held at the Center of Mathematics of the University
of Minho in December 2013. We discuss the problem of normal and anomalous
diffusion of energy in systems of coupled oscillators perturbed by a stochastic noise
conserving energy.

Keywords Superdiffusion + Anomalous fluctuations + Green-Kubo formula + Non
equilibrium stationary states + Heat conduction -+ Hydrodynamic limits - Ergodicity

The goal of statistical mechanics is to elucidate the relation between the micro-
scopic world and the macroscopic world. Equilibrium statistical mechanics assume
the microscopic systems studied to be in equilibrium. In this course we will be con-
cerned with non-equilibrium statistical mechanics where time evolution is taken into
account: our interest will not only be in the relation between the microscopic and the
macroscopic scales in space but also in time.

By microscopic system we refer to molecules or atoms governed by the classical
Newton’s equations of motion. The question is then to understand how do these
particles manage to organize themselves in such a way as to form a coherent structure
on a large scale. The “structure” will be described by few variables (temperature,
pressure ...) governed by autonomous equations (Euler’s equations, Navier-Stokes’s
equation, heat equation ...). The microscopic specificities of the system will appear
on this scale only through the thermodynamics (equation of state) and through the
transport coefficients. Unfortunately, we are very far from understanding how to
derive such macroscopic equations for physical relevant interactions.

One of the main ingredients that we need to obtain the macroscopic laws is that
the particles, which evolve deterministically, have a behavior that one can consider
almost as being random. The reason for this is that the dynamical system considered
is expected to have a very sensitive dependence on the initial conditions and therefore

C. Bernardin (&)
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4 C. Bernardin

is chaotic. This ““ deterministic chaos” is a poorly understood subject for systems with
many degrees of freedom and even a precise consensual formulation is missing.

A first simplification to attack these problems consists in replacing the determin-
istic evolution of particles ab initio by purely stochastic evolutions. Despite this sim-
plification we notice that the derivation of the macroscopic evolution laws is far from
being trivial. For example, we do not have any derivation of a system of hyperbolic
conservation laws from a stochastic microscopic system after shocks. Nevertheless,
since the pioneering work of Guo et al. [35] and Yau [67], important progresses have
been performed in several well understood situations by the development of robust
probabilistic and analytical methods (see [41, 55] for reviews).

In this course we will be mainly (but not only) interested in hybrid models for
which the time evolution is governed by a combination of deterministic and stochastic
dynamics. These systems have the advantage to be mathematically tractable and
conserve some aspects of the underlying deterministic evolution. The stochastic
noise has to be chosen in order to not destroy the main features of the Hamiltonian
system that we perturb.

The central macroscopic equation of these lecture notes is the heat equation:

du = 0.(D(w)dyu), xeU, t>0,
u(0,x) =up(x), xe€U,
u(t,x) =bx), xeodlU, t>0.

Here u(z, x) is a function of the time ¢t > 0 and the spacex € U C R, d > 1, starting
from the initial condition ug and subject to boundary conditions prescribed by the
function b. The advantage of the heat equation with respect to other macroscopic
equations such as the Euler or Navier-Stokes equations is that the notion of solution is
very well understood. The dream would be to start from a system of N >> 1 particles
whose interactions are prescribed by Newton’s laws and to show that in the large N
limit, the empirical energy converges in the diffusive time scale r = TN tou (7 is the
microscopic time and ¢ the macroscopic time). In fact, this picture is expected to be
valid only under suitable conditions and to fail for some low dimensional systems.
In the case where the heat equation (or its variants) holds we say that the system
has a normal behavior. Otherwise anomalous behavior occurs and the challenging
question (even heuristically) is to know by what we shall replace the heat equation
and what is the time scale over which we have to observe the system in order to see
this macroscopic behavior ([19, 24, 47] for reviews).

The course is organized as follows. In this chapter we introduce the models
studied. Chapter “Dissipative Reactive Fluid Models from the Kinetic Theory”
is concerned with models which have a normal diffusive behavior. In chapter
“Large Deviations in a Gaussian Setting: The Role of the Cameron-Martin Space”
we are interested in systems producing an anomalous diffusion. An important issue
not discussed here is the effect of disorder on diffusion problems. In order to deal
with lecture notes of a reasonable size, many of the proofs have been suppressed or
only roughly presented.


http://dx.doi.org/10.1007/978-3-319-16637-7_2
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1 Chains of Oscillators

1.1 Chains of Oscillators with Bulk Noise

Chains of coupled oscillators are usual microscopic models of heat conduction in
solids. Consider a finite box Ay = {1, ... ,N}d c 74, d > 1, whose boundary
dAy is defined as 0Ay = {x ¢ Ay; Iy € Ay, |x —y| = 1}. Here | - | denotes
the Euclidian norm in R¢ and “.” the corresponding scalar product. Let us fix a
nonnegative pair interaction potential V and a pinning potential W on R. The atoms
are labeled by x € Ay. The momentum of atom x is p, € R and its displacement
from its equilibrium position! is ¢, € R. The energy &, of the atom x is the sum of
the kinetic energy, the pinning energy and the interaction energy:

Ip.|? 1
b= +Wa)+5 2, Viae—ay). (1)
ly—x|=1,
yeEAN
The Hamiltonian is given by
Ay = D E+ Ay @)

xeAn

where d .77y is the part of the Hamiltonian corresponding to the boundary conditions
which are imposed (Fig. 1).
We will consider the following cases:

e Periodic boundary conditions: we identify the site 1 to the site N and denote the
corresponding box by Ty, the discrete torus of length N (then 9.7 = 0).

e Free boundary conditions: this corresponds to the absence of boundary conditions,
ie tod sy =0.

e Fixed boundary conditions: introduce the positions g, = 0, y € d Ay, of some
fictive walls. We add to the Hamiltonian J#y a boundary term 9.7y = of A
given by

Fig. 1 A one-dimensional chain of pinned oscillators with free boundary conditions

! We restrict us to the case where ¢, € R" with n = 1 because the relevant dimension of the system
is the dimension d of the lattice. Most of the results stated in this manuscript can be generalized to
the case n > 1.
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Nty = D Vige—ag)= D, Vg

[y—x|=1, [y—x|=1,
XEAN,YEIAN XEAN,YEIAN
e Forced boundary conditions: site1 = (1, ..., 1) isin contact with a wall at position

go = 0 and each site y € d Ay \{0} is driven by a constant force ty. This results in
a boundary term 9.7 = 9% JZy given by

F= D Via—a)— D, T 3)

[y—x|=1, eI AN\{0}
XEAN,YyEIAN

The equations of motion of the atoms are
qx = apxjﬁ\/a I}x = —3%% (4)

and the generator .7y of the system is given by the Liouville operator

'Q%N = Z {apx‘}ﬁv aq,v - 8%‘%\’8(1)5 .

XEAN

It will be also useful to consider the chain of oscillators in infinite volume, i.e.
replacing Ay by Z¢, d > 1, in the definitions above. The formal generator <y is
then denoted by 7. The dynamics can be defined for a large set of initial conditions
if V and W do not behave too badly [12, 45, 50]. We define the set £2 as the subset

of RZ* given by

2=[){seR"; > Mg < +oo 5)

a>0 xeZ4

and £2 = 2 x £2. We equip §2 with its natural product topology and its Borel o-field
and £2 by the corresponding product topology. For X = £ or X = £2, the set of
Borel probability measures on X is denoted by Z(X). A function f : X — R is
said to be local if it depends of & only through the coordinates {§x; x € As}, Af
being a finite box of Z. We also introduce the sets Cg (X), k = 1 (resp. k = 0), of
bounded local functions on X which are differentiable up to order k£ with bounded
partial derivatives (resp. continuous and bounded).

In the rest of the manuscript, apart from specific cases, we will assume that one
of the following conditions hold:

e The potentials V and W have bounded second derivatives Then the infinite dynam-
ics (w(?));>0 can be defined for any initial condition o = (q°, p°) € £2.Moreover
2 is invariant by the dynamics. This defines a semigroup (P1)r=0 on CO(.Q) and
the Chapman-Kolmogorov equations
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1 t
Pif) (@) — flw) = /0 (Psf)(w)ds = /0 (A Pef)(w) ds (6)

are valid for any f € Cé(f)).

e The potential W = 0 and the interaction potential V has a second derivative
uniformly bounded from above and below. It is more convenient to go over the
deformation field nx,y) = gy—qx, |x—y| = 1, which by construction is constrained
tohave zero curl. Ind = 1 we will denote 1(,—1,x) = ¢x—¢x—1 by r,. The dynamics
(4) can be read as a dynamics for the deformation field and the momenta. Given say
qo, the scalar field q = {gx} .y« can be reconstructed from n. In the sequel, when
W = 0, we will use these coordinates without further mention. The dynamics for
the coordinates w = (1, p) = (N(x.x+e)> Px)|e| 1.xe7 can be defined if the initial
condition satisfies @’ € £2. Moreover the set £2 is invariant by the dynamics. This
defines a semigroup (P;);>0 on CO(SZ) and the Chapman-Kolmogorov equations

t t
Pif)(w) —f(w) = /0 (Psf)(w)ds = /0 (A Pef)(w) ds (7

are valid for any f € C&(f)).2

Let us first consider the problem related to the characterization of equilibrium
states. For simplicity we take the finite volume dynamics with periodic boundary
conditions. Then it is easy to see that the system conserves one or two physical
quantities depending on whether the chain is pinned or not. The total energy 7%
is always conserved. If W = 0 the system is translation invariant and the total
momentum . p, is also conserved. Notice that because of the periodic boundary
conditions the sum of the deformation field >_ . 1(x x+;) is automatically fixed equal
toOforanyi=1,...,d.

Liouville’s Theorem implies that the uniform measure A"V on the manifold XV
composed of the configurations with a fixed total energy (and possibly a fixed total
momentum) is invariant for the dynamics. The micro canonical ensemble is defined as
the probability measure A" . The dynamics restricted to X% is not necessarily ergodic.
Two examples for which one can show it is not the case are the harmonic lattice
(V and W quadratic) and the Toda lattice (d = 1, W = 0, V(r) = ¢~" — 1 +r) which
is a completely integrable system [61]. In fact what is really needed for our purpose
is not the ergodicity of the finite dynamics but of the infinite dynamics. We expect
that even if the finite dynamics are never ergodic the fraction of X corresponding to
non ergodic behavior decreases as N increases, and probably disappears as N = oo
(apart from very peculiar cases). Therefore a good notion of ergodicity has to be stated
for infinite dynamics. The definition of a conserved quantity is not straightforward
in infinite volume (the total energy of the infinite chain is usually equal to 4-00).
To give a precise definition we will use the notion of space-time invariant probability
measures for the infinite dynamics defined above.

2 The generator « has to be written in terms of the deformation field.
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The infinite volume Gibbs grand canonical ensembles are such probability mea-
sures. They form a set of probability measures indexed by one (pinned chains) ord + 2
(unpinned chains) parameters and are defined by the so-called Dobrushin-Landford-
Ruelle’s equations. To avoid a long discussion we just give a formal definition (see
e.g. [34] for a detailed study).

e Pinned chains (W # 0): the infinite volume Gibbs grand canonical ensemble 1g
with inverse temperature 8 > 0 is the probability measure on §2 whose density
with respect to the Lebesgue measure is

Z'Brexp [ -8 D &

xeZd

e Unpinned chains (W = 0): the infinite volume Gibbs grand canonical ensemble?
g, p,r With inverse temperature 8 > 0, average momentum p € R and tension
7 = B~11 € R? is the probability measure on §2 whose density with respect to
the Lebesgue measure is

Z7'B.pv) exp [ =B D (& —ppi— Zr,n(xm)}. ®)

xeZ4

Observe that in the one dimensional unpinned case we have simply product measures
and that the tension 7 is equal to the average of V'(ry).

Fix an arbitrary Gibbs grand canonical ensemble p. A probability measure v is
said to be y-regular if for any finite box A C Z¢ whose cardinal is denoted by | A,
the relative entropy of v|4 w.r.t. |4 is bounded above by C|A| for a constant C
independent of A. We recall that the relative entropy H(v|u) of v € (X) with
respect to u € Z(X), X being a probability space, is defined as

H|p) = sup[/d:dv—log (/e¢du)], )
¢

where the supremum is carried over all bounded measurable functions ¢ on X.

For any arbitrary Gibbs grand canonical ensembles i and u/, w is /-regular and
w' is p-regular. Therefore v is -regular is equivalent to v is /-regular and we simply
say that v is regular.

A notion of ergodicity for infinite dynamics which is suitable to derive rigorously
large scale limits of interacting particle systems is the following.

3 They are defined with respect to the gradient fields N(x,y)- It would be more coherent to call them
gradient Gibbs measures.
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Definition 1 (Macro-Ergodicity)* We say that the dynamics generated by o7 is
macro-ergodic if and only if the only space-time invariant® regular measures v for
</ are mixtures (i.e. generalized convex combinations) of Gibbs grand canonical
ensembles.

If the microscopic dynamics is macro-ergodic, then, by using the relative entropy
method developed in [51], we can derive the hydrodynamic equations® in the Euler
time scale of the chain before the appearance of the shocks, at least in d = 1 [12].
These limits form a triplet of compressible Euler equations (for energy ¢, momentum
p and deformation t) of the form

3,'( = qu
O = 0yt (10)
0re = 94(p7)

where the pressure 7 := 7 (v, e — %2) is a suitable thermodynamic function depending
on the potential V. A highly challenging open question is to extend these results after
the shocks. The proof can be adapted to take into account the presence of mechanical
boundary conditions [20].

We do not claim that the macro-ergodicity is a necessary condition to get Euler
equations for purely Hamiltonian systems. We could imagine that weaker or different
conditions are sufficient but in the actual state of the art the macro-ergodicity is a
clear and simple mathematical statement of what we could require from determin-
istic systems in order to derive Euler equations rigorously. We refer the interested
reader to [21, 59] for interesting discussions about the role of ergodicity in statistical
mechanics.

1.1.1 Conserving Noises

In [31], Fritz, Funaki and Lebowitz prove a weak form of macro-ergodicity for a
chain of anharmonic oscillators under generic assumptions on the potentials V and
W that we do not specify here (see [31]).

Theorem 1 ([31]) Consider the pinned chain W # O generated by </ or an
unpinned chain W = 0 in d = 1. The only regular time and space invariant
measures for </ which are such that conditionally to the positions configuration
q = {q; x € Z) the law of the momenta p := {py ; x € Z} is exchangeable are
given by mixtures of Gibbs grand canonical ensembles.

4 The name has been proposed by S. Goldstein.

5 Observe that a probability measure v is time invariant for the infinite dynamics if and only if
Jfdv=0foranyf e C(l) (£2). This is a consequence of the Chapman-Kolmogorov Eq. (7).

6 The notion of hydrodynamic limits is detailed in Sects.2.2.1 and 3.2.2.

7 The proof given in [31] assumes W # 0 but it can be adapted to the unpinned one dimensional
case (see [12]). It would be interesting to extend this theorem to the general unpinned case.
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They also proposed to perturb the dynamics by a stochastic noise that consists
in exchanging at random exponential times, independently for each pair of nearest
neighbors site x, y € Z¢, |x — y| = 1, the momenta p, and py- The formal generator
% of this dynamics, that we will call the stochastic energy-momentum conserving
dynamics, is given by £ = o/ + y., y > 0, where &/ is the Liouville operator
and . is defined for any local function f : 2 — R by

Hap = > [fa@p)-rfap] (11)

xyeZd
[x—yl=1

Here the momenta configuration p*+ is the configuration obtained from p by exchang-
ing p, with py. The previous discussion about existence of the dynamics on 2 for
the deterministic case and its relation with its formal generator is also valid for this
dynamics and the other dynamics defined in this section.

With some non-trivial entropy estimates we get the following result.

Theorem 2 ([31]) Consider the pinned (W # 0) or the one-dimensional unpinned
(W # Q) stochastic energy-momentum conserving dynamics. The only regular time
and space invariant measures for these dynamics are given by mixtures of Gibbs
grand canonical ensembles, i.e. the stochastic energy-momentum conserving dynam-
ics is macro-ergodic.

Consequently the stochastic energy-momentum conserving dynamics is macro-
ergodic. By using the relative entropy method developed in [51], one can show
it has in the Euler time scale and before the appearance of the shocks the same
hydrodynamics (10) as the deterministic model. This is because the noise has some
macroscopic effects only in the diffusive time scale [12].

We consider now a different stochastic perturbation. Let us define the flipping
operator oy : p € §2 — p* € £2 where p* is the configuration such that (p*), =
p; for z # x and (p*)y = —py. In [31] is also proved that the only time-space
regular stationary measures for the Liouville operator .27 such that conditionally to
the positions the momenta distribution is invariant by any flipping operator o, are
mixtures of Gibbs grand canonical ensembles with zero momentum average. Then
we consider the dynamics on §2 generated by £ = o + y.7, y > 0, with . the
noise defined by

1
hHap =52 [far)—fap] (12)

xez4

for any local function f : £2 — R. This dynamics conserves the energy and the
deformation of the lattice but destroys all the other conserved quantities. We call this
system the velocity-flip model (sometimes the stochastic energy conserving model).

Theorem 3 ([31]) Consider the pinned d-dimensional velocity-flip model or the one-
dimensional unpinned velocity-flip model. The only regular time and space invariant
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measures are given by mixtures of Gibbs grand canonical ensembles. In other words
the velocity-flip model is macro-ergodic.

Since the velocity flip-model does not conserve the momentum its Gibbs invariant
measures are given by (8) with p = 0. In particular the average currents with respect
to theses measures is zero. Therefore assuming propagation of local equilibrium in
the Euler time scale we get that it has trivial hydrodynamics in this time scale: initial
profile of energy does not evolve. This is only in the diffusive scale that an evolution
should take place.

1.1.2 NESS of Chains of Oscillators Perturbed
by an Energy Conserving Noise

The models defined in the previous sections can also be considered in a non-
equilibrium stationary state (NESS) by letting them in contact with thermal baths at
different temperatures and imposing various mechanical boundary conditions. Let
us only give some details for the NESS of the one-dimensional velocity-flip model.

Consider a chain of N unpinned oscillators where the particle 1 (resp. N) is subject
to a constant force 7, (resp. 7). Moreover we assume that the particle 1 (reps. N) is
in contact with a Langevin thermal bath at temperature T (resp. 7). The generator
v of the dynamics on the phase space 2y = RV~! x R¥ is given by

=Ty I+ veBir, + veBur,. v >0, (13)

where ,5271\;”’ is the Liouville operator, 2; 7 the generator of the Langevin bath at
temperature T acting on the jth particle and . the generator of the noise. The
strength of noise and thermostats are regulated by y, y¢ and y, respectively. The
Liouville operator is defined by

N N-—1
AT =D (e = pee) O+ D (V) = V(1) B, (14)
x=2 x=2

— (e = V'(r) 0p, + (tr — V'(rv)) Opy.-
The generators of the thermostats are given by
2
BT = Tapj = Pjop;- (15)

The noise corresponds to independent velocity change of sign, i.e.

1 N—-1
NP =5 > (Fap) —f(rp), [y >R (16)
x=2

We will also consider the case where the chain has fixed boundary conditions.
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Proposition 1 ([10, 11, 22]) Consider a finite chain of pinned or unpinned oscilla-
tors with fix, free or forced boundary conditions in contact with two thermal baths at
different temperatures and perturbed by one of the energy conserving noises defined
above. Then, there exists a unique non-equilibrium stationary state for this dynamics
which is absolutely continuous w.r.t. Lebesgue measure.

Proof The proof of the existence of the invariant state can be obtained from the
knowledge of a suitable Liapounov function. To prove the uniqueness of the invariant
measure it is sufficient to prove that the dynamics is irreducible and has the strong-
Feller property. Some hypoellipticity, control theory and conditioning arguments are
used to achieve this goal. O

1.2 Simplified Perturbed Hamiltonian Systems

Introducing a noise into the deterministic dynamics help us to solve some ergodicity
problems. Nevertheless, as we will see, several challenging problems remain open
for chains of oscillators perturbed by a conservative noise. In [13] we proposed to
simplify still these models and the main message addressed there is that the models
introduced in [13] have qualitatively the same behaviors as the unpinned chains. For
simplicity we define only the dynamics in infinite volume.

Let U and V be two potentials on R and consider the Hamiltonian system
(w(®))r=0 = (r(?), p(?) )r>0 described by the equations of motion

d dr
% =V =V, ZE=Ue)-Upen.  xeZ. (D)

where py is the momentum of particle x, g, its position and r, = gy — gx—1 the
“deformation”. Standard chains of oscillators are recovered for a quadratic kinetic
energy U(p) = p?/2. The dynamics conserves (at least) three physical quantities:
the total momentum > py, the total deformation > r, and the total energy >_ . &x
with & = V(ry) + U(px). Consequently, every Gibbs grand canonical ensemble
vg,,» defined by

dvg () = H Z(B,r, M) Lexp {—,3(5‘} — Apy — k’rx} dr, dp, (18)
xX€Z

is invariant under the evolution. To simplify we assume that the potentials U and V
are smooth potentials with second derivatives bounded by below and from above.

To overcome our ignorance about macro-ergodicity of the dynamics, as before, we
add a stochastic conserving perturbation. In the general case U # V, the Hamiltonian
dynamics can be perturbed by the energy-momentum conserving noise acting on the
velocities (as proposed in [31]) but conserving the three physical invariants mentioned
above. Then the infinite volume dynamics can be defined on the state space £2. Its
generator .Z is given by .Z = &/ + y., y > 0, where



Diffusion of Energy in Chains of Oscillators with Conservative Noise 13

@NHEP) =D AV o) = VDS + U (px) = U'(pr—1))drf} (x.p)
x€Z

=X [re et —fa.p]| (19)
X€Z

forany f € Cé (£2).

Theorem 4 ([13]) Assume that the potentials U and V are smooth potentials with
second derivatives bounded by below and from above. The dynamics generated by
X = +y S withy > 0and of , % given by (19) is macro-ergodic. Consequently,
before the appearance of the shocks, in the Euler time scale, the hydrodynamic limits
are given by a triplet of compressible Euler equations.

Our motivation being to simplify as much as possible the dynamics considered
in [1, 2] without destroying the anomalous behavior of the energy diffusion, we
mainly focus on the symmetric case U = V. Then the p’s and r’s play a symmetric
role so there is no reason that momentum conservation is more important than defor-
mation conservation. We propose thus to add a noise conserving only the energy and
Zx[rx =+ px]. It is more convenient to use the variables {ny; x € Z} € RZ defined
by 1n2x = px and nax—1 = ry so that (17) becomes

dne = [V'(ies) = V' (ne—)] dt, x € Z. (20)

We might also interpret the dynamics for the n’s as the dynamics of an interface
whose height (resp. energy) at site x is 1, (resp. V(ny)). It is then quite natural to call
the quantity >" 7, the “volume”.

Hence, we introduce the so-called stochastic energy-volume conserving dynam-
ics, which is still described by (20) between random exponential times where two
nearest neighbors heights 7, and 7,1 are exchanged. Observe that in the momenta-
deformation picture this noise is less degenerate than the momenta exchange noise
since exchange between momenta and positions is now allowed. The generator .Z
of the infinite volume dynamics, well defined on the state space £2, is given by
L =9 +yS,y >0, where forany f € Cé(.Q),

) =D [V Oiert) = V' ee) ] B, ) (),

x€Z

FHm =X [fa = —fm)]. @

x€Z

The noise still conserves the total energy and the total volume but destroys the
conservation of momentum and deformation. Therefore, only two quantities are con-
served and the invariant Gibbs grand canonical measures of the stochastic dynamics
correspond to the choice A = A" in (18). We denote vg » » (resp. Z°(8, A, 1)) by g »
(resp. Z(B, 1)).
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2 Normal Diffusion

Normal diffusion of energy in purely deterministic homogeneous chains of oscillators
is expected to hold in high dimension (d > 3) or if momentum is not conserved, i.e.
in the presence of a pinning potential. The problem of anomalous diffusion will be
discussed in the next chapter. In this chapter we consider the case of normal diffusion.

The first step to show such normal behavior is to prove that the transport coef-
ficient, the thermal conductivity, is well defined. Once it has been achieved, the
following non-equilibrium problems can be considered:

e Hydrodynamic limits in the diffusive time scale te ~2, ¢ being the scaling parame-
ter: if the system has trivial hydrodynamics in the time scale e~ !, i.e. if momentum
is not conserved, we would like to show that in the diffusive time scale, the macro-
scopic energy profile evolves according to a diffusion equation. If the system has
non-trivial hydrodynamics given by the Euler equations in the hyperbolic scaling
(i.e. if momentum is conserved), in the diffusive time scale, we would like to derive
the incompressible Navier-Stokes equations. These would be obtained by starting
with some initial momentum macroscopic profile of order &'(¢) but an energy
profile of order &/ (1).

e Validity of Fourier’s law: we consider the NESS of the system in contact at the
boundaries with thermal baths at different temperatures. Fourier’s law expresses
that the average of the energy current in the NESS is proportional to the gradi-
ent of the local temperature. The proportionality coefficient is called the thermal
conductivity.

Assume for simplicity that d = 1 and that the energy is the only conserved
quantity. The corresponding microscopic current, denoted by j;x 41 is defined by
the local energy conservation law

LE =V, (22)

where Z is the generator of the infinite dynamics under investigation and V is the
discrete gradient defined for any (uy), € RZ by Vu, = uyy1 — uy. In the current
state of the art, in all the problems mentioned above, the usual approach consists to
prove that there exist functions ¢, = 6, and h, = 6,hg (actually only approximate
solutions are needed) such that the following decomposition

Jewi1 = Vor + ZLhy (23)

holds. Here 6, denotes the shift by x € Z¢. Equation (23) is called a microscopic
fluctuation-dissipation equation. Then, taking arbitrary large integer £ > 1, by using
a multi-scale analysis we replace the block averaged function ﬁ Zly—xl < Voy
by D(&5)VEL where the function D is identified to a diffusion coefficient which
depends on the empirical energy @@f = ﬁ Zlyfxlsi & in the mesoscopic box
of length (2¢ 4 1) centered around x. Intuitively, .Zh, represents rapid fluctuation
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(integrated in time, it is a martingale) and the term V¢, represents the dissipation.
Gradient models are systems for which the current is equal to the gradient of a
function (h, = 0 with the previous notations).

There are at least two reasons for which the problems listed above are difficult:

e The existence of a microscopic fluctuation-dissipation equation has been given for
the first time for reversible systems. It has been extended to asymmetric systems
satisfying a sector condition. Roughly speaking this last condition means that the
antisymmetric part of the generator is a bounded perturbation of the symmetric
part of the generator.® Later this condition has been relaxed into the so-called
graded sector condition: there exists a gradation of the space where the generator
is defined and the asymmetric part is bounded by the symmetric part on each graded
part (see [36, 43] and references therein). The Hamiltonian systems perturbed by
anoise are non-reversible and since the noise (the symmetric part of the generator)
is very degenerate, none of these conditions hold.

e The system evolves in a non compact space and one needs to show that energy
cannot concentrate on a site. This technical problem turns out to be difficult since
no general techniques are available. For deterministic nonlinear chains the bounds
on the average energy moments are usually polynomial in the size N of the system.
Typically we need bounds of order one with respect to V.

2.1 Anharmonic Chain with Velocity-Flip Noise

2.1.1 Linear Response Theory: Green-Kubo Formula

The Green-Kubo formula is one of the most important formulas of non-equilibrium
statistical mechanics. In the two problems mentioned in the introduction of the
chapter (hydrodynamic limits and Fourier’s law) the limiting objects are defined
via some macroscopic coefficients which can be expressed by a Green-Kubo for-
mula. The latter is a formal expression and showing that it is indeed well defined is a
difficult problem. It is usually introduced in the context of the linear response theory
that we describe below.

Consider a one dimensional unpinned chain of N harmonic oscillators with forced
boundary conditions and perturbed by the velocity-flip noise. The two external con-
stant forces are denoted by 1, and t,. Furthermore on the boundary particles 1 and N,
Langevin thermostats are acting at different temperature 7y = 8, Vand 7, = Bl
The generator %y of the dynamics is given by (13) and we denote the unique non-
equilibrium stationary state by us. The expectation w.r.t. ugs is denoted by (-)gs
(Fig.2).

8 The antisymmetric (resp. symmetric) part of the generator . is given by <2 ’23 . (resp. Z +2$ %)
where .£* is the adjoint of .# in L7 (), 11 being any Gibbs grand canonical measure. For the models
considered in this course, the antisymmetric part is .7 and due to the deterministic dynamics, the

symmetric part is . and due to the noise.
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Fig. 2 The unpinned chain with boundary thermal reservoirs and forced boundary conditions

The energy” of atom x is defined by

2 2

The local conservation of energy is expressed by the microscopic continuity equa-
tion
In(E) ==V x=1,... N,

where the energy current j{ | from site x to site x + 1 is given by
e 52
Jo.1 = —wep1 + ve(Te = py),

j]ev,N.H = —1,pn — Vi (T} _szv),
Joxg1 =PV ey, x=1,...,N— L. (24)

The energy current j | (and similarly for ij’ ~-1) is composed of two terms: the term
—1¢p1 corresponds to the work done on the first particle by the linear force and the
term y¢(Ty — p%) is the heat current due to the left reservoir.

Let P be the velocity of the center of mass of the system and J; be the average
energy current, which are defined by

Py = (px)ss and Js = (j;,x-y-l)ss-

‘We have the simple relation between these two quantities

Js= =Py + (T — (D), Js = —0Ps — v (Tr — (P3)ss).  (25)

9 The definition of the energy is slightly modified w.r.t. (1). It is more convenient since the energies
are then independent random variables in the Gibbs grand canonical ensemble.
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The value of P can be determined exactly and is independent of the nonlinearities
present in the system. By writing that (Zy (py))ss = O forany x =1, ..., N we get
that the tension profile, defined by 7, = (V/(ry))ss, satisfies

=1 =yPs, T — 1N =P,
Tx+1—Tx:)/Pss x=2,...,N—1.

We have then:

Lemma 1 ([11]) The velocity Py of the center of mass is given by

T — Ty
YN =2)+ye+vr
and the tension profile is linear:
y(x—2)+ye
Tx = (tr — ) + 10 27
YN =2)+ye+vr
Consequently
lim tv) =t + (7p — t)u, u < [0, 1]. (28)
n—oo

For purely deterministic chain (y = 0), the velocity P; is of order 1, while the
tension profile is flat at the value (y; + )/r)fl [yg T + )/rl'g]. The first effect of the
noise is to make Py of order N ! and to give a nontrivial macroscopic tension profile.

It is expected that there exists a positive constant C independent of the size N
such that (& )ss < C forany x = 1, ..., N. Apart from the harmonic case we do not
know how to prove such a bound.

We shall denote by fss the derivative of the stationary state ugs with respect to the
local Gibbs equilibrium state p;, defined by e (dr, dp) = g(r, p)drdp with

N e_ﬂx((gjt_fxrx)

_ 29
E Z(TxBx, Br) @9

g(r,p) =

where By = B¢ + 5 (Br — Be) and T, = ¢ + § (7, — 7¢). In the formula above we
have introduced r; = 0 to avoid annoying notations.
The function f;; is solution, in the sense of distributions, of the equation

Ziifus=0 (30)
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where .,S,ZA“; is the adjoint of Zy in Lz(mg). We assume that 7, =T + 8T, T, =T
and 7, =t — 61, 7¢ = T with 6T, 67 small. At first order in §7 and 87, we have

5 2
LN = LN eq T VOT0, = 8Tpy — T2N Z (s +7x)
5t Nt
— px +0(8T, 67)
NT =
where .2y eq. — "+ y SN+ BT + v By 1 is the adjoint in ]Lz(u ) of

DNeq. = D"+ v IN+veBir + vrBNT (31)

and ;Ljrv  is the finite volume Gibbs grand canonical ensemble with tension T and

temperature 7. We now expand fis at the linear order in 87 and 87:
fos =1+ 08T + 981 4 o(8T, 87) (32)
and we get that # and v are solution of

N—-1
- 1 )
gN*’eq'u = T2N ; (/;,x+1 + Tpx) )

N7
1
* s —
Liea? = 57 Z} D (33)
xX=

Itis clear that the function A, appearing in the microscopic fluctuation-dissipation
Eq.(23) is closely related (up to a time reversal) to the functions u, v, i.e. to the first
order correction to local equilibrium.

We can now compute the average energy current at the first order in 67" and 7 as
N — oo but we need to introduce some notation. We recall that the generator of the
infinite dynamics is given by .2 = &/ + y. where, for any f € Cé (£2),

(@) P) = D [(x = pe-1) 0 + (V' (re)) = V() 3. f] (x, ),

X€Z

1
hHep) =5 > [ p) —fr.p)].

X€EZ
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Let H := H 7 be the completion of the vector space of bounded local functions w.r.t.
the semi-inner product ((-, -)) defined for bounded local functions f, g : 2 — R, by

(f.8) =D {ner(forg) — wrr(Fiter(2)} - (34)

X€Z

Observe that in H every constant ¢ € R and discrete gradient ¢ = 6;f — f is equal to
zero since for any local bounded function /& we have ({c, h)) = 0 and ((y, h)) = 0.
Assuming they exist let J; and Py be the limiting average energy current and
velocity: B .
Jy = lim N(](e) 1)&?’ Py = lim N(p0>ss’ (35)
N—oo ’ N—>oo

and define J s = J s+ rIAJS. We expect that as N goes to infinity and, at first order in

6T and 67, A
()= ()
with o er
(T, 7) = (K",,e "K; ) (36)

the thermal conductivity matrix. Assume for simplicity that N = 2k is even. By (32)
and (33), we get that

Nmm=Nmm=N/mﬁm%

=NéT /pkﬁdmg + Nt /pkf/dmg + 0o(8T, 1)

5T ) N—1
= T2 Dk (_gl\}k,eq.)_ (Zgﬁ,x—q—l + Tpx)) dugg
x=1
ST N-l

- | Pk (—Zﬁ’eq.)_l(pr) dugg + o(8T, 87).
x=1

Since dd:,ég is equal to 1 + O(8T, 87), we can replace g by ,Uftv + in the last terms
., T >

of the previous expression. Using that .,2”1\’? eq. is the adjoint of Ly eq. in ]Lz(,ulr\{ )

and denoting by (-, ) 7 the scalar product in L2 (,ulr\f ), we obtain that
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5T =
N(p())ss = _T2 (_fN,eq.) Pk > z (]x‘x+] + ‘Cp/\’)
T,T

x=1

5T B N-1
- ?<(_$N,eq.) 'pics pr> + 08T, 87)
,T

x=1

ST k-1
=-7z <(—$2k,eq.)_lpk , Z etk yth1 T TPy+) >

y=—k+1 T

ST k—1
-7 <(_$2k,eq.)]l7k ) Z Py+k > + o(8T, 87)
y=—k+1 T

In the first order terms of the previous expression we can recenter everything around
k by a translation of —k and we get

ST B k—1 3
Nposs = == ( (—=Laea) 'Po. D Gyt + TPy

T2
y=—k+1 T

ST k—1
— —<(—$Ak,eq.)‘1po, > py> + o(8T, 87)

T
y=—k+1 T
where Ay = {—k+1,...,k}and

Lhyeq. = Dp" +y L0+ veBoir + Vi Bir

with
k k—1
A= D e )b+ > (Vi) = V() By,
x=—k+2 x=—k+2
—(r =V k42) By + (7 = V'(0) B,
and

k—1
1
SaNEp) =5 >, (For.p") —f(r.p).

x=—k+2

A similar formula can be obtained for N US’ 1)ss- As k — 00, the finite volume
Gibbs measure converges to the infinite volume Gibbs measure. Moreover, we expect
that since k — oo the effect of the boundary operators % r around the site
0 disappears so that (—D?Ak,eq,)_lpo converges to (=) po. Therefore, in the
thermodynamic limit N — oo (i.e. k — 00), the transport coefficients are given by
the Green-Kubo formulas
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K¢ =T72(§ 1 + 1o, (=) G4 + TP0)).
K" =T po. (=)~ (5, + PO (37)

and

K" =T Y po, (=)' (po))),
K™= T2 +tpo. (=)' (po))). (38)

The argument above is formal. In fact even proving the existence of the transport
coefficients defined by (37), (38) is a non-trivial task. The existence of f’s defined by
the second limit in (35) can be made rigorous since we have the exact expression of
P,. From Lemma 1, we have, even for 7, §7 that are not small,

~ 6T

s = .

v

On the other hand we show in Theorem 5 that the quantities «”, k"¢, formally given
by (38), can be defined in a slightly different but rigorous way, and are then equal to

K=y~ ke=0. (39)

Thus we can rigorously establish the validity of the linear response theory for the
velocity P;.

2.1.2 Existence of the Green-Kubo Formula

One of the main results of [11] is the existence of the Green-Kubo formula for
the conductivity matrix. Let H? (resp. H*) be the set of functions f : 2 — R
antisymmetric (resp. symmetric) in p, i.e. f(r,p) = —f(r, —p) (resp. f(r,p) =
f(r, —p)) for every configuration (r, p) € 2. For example, the functions jg’ 1»po and
every linear combination of them are antisymmetric in p.

Theorem 5 ([9, 11]) Let f, g € H The limit

o(f,9) =lim((f, =)' g))

z>0

exists and o(f,g) = o(g,f). Therefore, the conductivity matrix k (T, T) is well
defined in the following sense: the limits
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K€ = Zlig(l)T—%(ng +1p0. @— DG+ TP,
z>0

prag- g% T Ypo. @=L G5+ TPO).

z>0

K" = Zling—I«po, =D o) =y, (40)
z>0
k"¢ = 1im T8 |+ tpo, @ — )7 (o))

z—0
>0

exist and are finite. Moreover Onsager’s relation k" = k"°(=0) holds.

We have a nice thermodynamical consequence of the previous result. If §7 and
8t are small and of the same order, the system cannot be used as a refrigerator or a
boiler: at the first order, a gradient of tension does not contribute to the heat current
Js. The argument above says nothing about the possibility to realize a heater or a
refrigerator if §t is not of the same order as 7. For the harmonic chain, we will see
that it is possible to get a heater if 8t is of order /87

Remark 1 1. The existence of the Green-Kubo formula is also valid for a pinned
or unpinned chain in any dimension.
2. Observe that with respect to the establishment of a microscopic fluctuation-
dissipation Eq. (23) the computation of the Green-Kubo formula is less demand-
ing since only the knowledge of > A, is necessary.

The proof of Theorem 5 is based on functional analysis arguments. The first main
observation is that there exists a spectral gap for the operator .¥ restricted to the
space H“.

Lemma 2 The noise operator . lets H* and H* invariant. For any local function
f € H* we have that

(f. 1) = {f. =) (41)

Moreover, for any local function f € H, there exists a local function h € H* such
that
Sh=f.

Proof Since the Gibbs states are Gaussian states in the p,’s it is convenient to decom-
pose the operator .’ (which acts only on the p,’s) in the orthogonal basis of Hermite
polynomials. The the lemma follows easily. ]

Proof (Theorem 5)
We observe first that H* and H* are orthogonal Hilbert spaces such that H =
H* @ H°. It is also convenient to define the following semi-inner product

((w,wht = ((u, (=)w)).
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Let H! be the associated Hilbert space. We also define the Hilbert space H~! via the
duality given by the H norm, that is

lull2; = sup{ 2((u, w)) — ((w, w))1}

where the supremum is taken over local bounded functions w. By Lemma 2 we have
that H* ¢ H~!. Thus g € H™!.

Let w, be the solution of the resolvent equation (z — .2 )w, = g. We have to show
that ((f, w;)) converges as z goes to 0. We decompose w; into w, = w; + wj,
w, € H* and wl € H°. Since H” is orthogonal to H* and f € H* we have
({f,wz)) = ({(f, w;)). Itis thus sufficient to prove that (w; )~ converges weakly
inHasz— 0.

Since 7 inverts the parity and . preserves it and H* @ H* = H and g € H“, we
have, for any ©, v > 0,

w —dw, —ySw =0,
uw,, — dwz —ySw, =g (42)

Taking the scalar product with WI (resp. w;,") on both sides of the first (resp. second)
equation of (42), we get

V(Wi wi) = (Wi, wy) + v {wr, wih = 0,

w{wy o wi)) = (g, W) + v (i wi it = (wing))  (43)
Summing the above equations we have
VW W)+ 1wy s wi)) + v (W, w1t = (W, 8)) (44)
Putting 1 = v we get
v{(wy, wy)) + v (wy, woh)1 < lwyllnllgll-1-
Hence (wy),~0 is uniformly bounded in H' and by the spectral gap property so is
(W, )v=0 in H. Moreover, (vw,),~0 converges strongly to 0 in H as v — 0. We can

then extract weakly convergent subsequences. Taking first the limit, in (44), v — 0
and then u — 0 along one such subsequence (converging to w,) we have

Y (Wi, wid)1 = (W, 8))-

Next, taking the limit along different weakly convergent subsequences (let w* be the
other limit) we have

y{we, w1 = ((W", 8))
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and, exchanging the role of the two sequences

27 {((we, w1 = (wi, €)) + (W, 8)) = ¥ (W, widh1 + ¥ (W, ™))

which implies w, = w*, that is all the subsequences have the same limit. Thus
(wy)y=0 converges weakly in H! as well as (W, )v>0 in H by Lemma 2. U

In the harmonic case, V(r) = P2 /2, much more is known. Indeed one easily
checks that the exact microscopic fluctuation-dissipation Eq. (23) holds with

2
_ 1 Tyl _ 1 2
hy = — 11 (Px +Pay1) — y O = ———(reley1 +Px)‘ (45)
2y 4 2y

It follows that we can compute explicitly (z — .2) ™! Jo,1 and obtain that the value
of the conductivity matrix:
1
5- 0
K(r,T):(Zé’ l)'
Y

This value will be recovered by considering the hydrodynamic limits of the system
(Theorem 6) and also by establishing the validity of Fourier’s law (see Theorem 7).

2.1.3 Expansion of the Green-Kubo Formula
in the Weak Coupling Limit

In the previous subsection we proved the existence of the Green-Kubo formula show-
ing that the transport coefficient is well defined if some noise is added to the deter-
ministic dynamics. We are now interested in the behavior of the Green-Kubo formula
as the noise vanishes. We investigate this question in the weak coupling limit, i.e.
assuming that the interaction potential is of the form £V where & ((1 is the (small) cou-
pling parameter. For notational simplicity we consider the one dimensional infinite
pinned system but the arguments given below are easily generalized to the (pinned or
unpinned) d > 1-dimensional case.'? The expansion presented in this section is for-
mal but we will precise at the end of the section what has been rigorously proved. In
order to emphasize the dependence of ¢ (denoted in the sequel by «) in the coupling
parameter ¢ and the noise intensity y, we denote « by k (g, y). Here we propose a
formal expansion of the conductivity « in the form

k(e y) =D Kknly)e". (46)

n>2

101f W = 0 the variables g, have to take values in a compact manifold.



Diffusion of Energy in Chains of Oscillators with Conservative Noise 25

Then we study rigorously the first term of this expansion «(y). It is intuitively
clear that the expansion starts from &2 since the Green-Kubo formula is a quadratic
function of the energy current and that the latter is of order ¢ (see (49)).

When the system is uncoupled (¢ = 0), the dynamics is given by the generator
L = Hp + yS with .7 the flip noise defined by (12) and

Ay = prdy, = W (@),
x€Z

When ¢ > 0, the generator of the coupled dynamics is denoted by
Lo =% +¢e9 (47

where

G =>" V(g —q1)Bp,_, — ).

xeZ

The energy of each cell, which is the sum of the internal energy and of the inter-
action energy, is defined by

2

&
é;s =&+ z V(gxs1 — q0) +V(gy — qx-1)), & = > + W(gx). (48)

Observe that &, = gxo is the energy of the isolated system x. The dynamics generated
by % preserves all the individual energies &;. The dynamics generated by .Z;
conserves the total energy. The corresponding energy currents &jy 1, defined by
the local conservation law

zeg;s =¢& (jxfl,x _jx,x+l)

are given by

) €
EJxx+1 = _5 (Ox + Pxy1) - V/(QXJr] —qy). (49)

Letus denote by p1g ¢ = (-) g, the canonical Gibbs measure at temperature g >
0 defined by the Dobrushin-Lanford-Ruelle equations, which of course depends on
the interaction £ V. We shall assume in all the cases considered that ug . is analytical
in ¢ for sufficiently small & (when applied to local functions). In particular we assume
that the potentials V and W are such that the Gibbs state is unique and has spatial
exponential decay of correlations (this holds under great general conditions on V
and W, see [33]).



26 C. Bernardin

In order to emphasize the dependence in ¢ we reintroduce some notation. For any
given local functions f, g, define the semi-inner product

(f.8)pe = D LOF. 8)pe — (Fpeie)pel: (50)

x€Z

We recall that 0, is the shift operator by x. The sum is finite in the case ¢ = 0,
and converges for ¢ > 0 thanks to the exponential decay of the spatial correlations.
Denote by H, = L2(((-, -)) g,¢) the corresponding closure. We define the subspace
of antisymmetric functions in the velocities

H¢ = {f € H, : f(q, —p) = —f(q, p)} - (51

Similarly we define the subspace of symmetric functions in p as HZ. On local func-
tions this decomposition of a function into symmetric and antisymmetric parts is
independent of ¢. Let us denote by & and 7] the corresponding orthogonal pro-
jections, whose definition in fact does not depend on ¢. Therefore we sometimes
omit the index ¢ in the notation. Finally, for any function f € }Lz(,uﬂ,g), define

(Hsf)(g) = Mﬁ,s(f'g)’ Q. =1d—-1II;
where & := {&y; x € Z}. According to Theorem 5 the conductivity is defined by

K(e,y) =& lim ((jo,1, (v = 2 o)) e (52)

It turns out that, for calculating the terms in the expansion (46), it is convenient to
choose v = €21 in (52), for a A > 0, and solve the resolvent equation

(e — Lo = gjo.r (53)

for the unknown function u) .. The factor &2 is the natural scaling in view of the
subsequent computations. We assume that a solution of (53) is in the form

e =D Upne" =D ia+win)e", (54)

n>0 n=0

where I1v; , = Ow; , = 0,1.e. wy , = I1U, , and v, , = QU, ,,. Here I1 = Il
and Q = Qy refer to the uncoupled measure ,uﬂ,o.“ Given such an expression we
can, in principle, use it in (52) to write

T The reason to use the orthogonal decomposition of Uj, , = v, , + wy , is that at some point we
will have to consider, for a given function f, the solution & to the Poisson equation Zyh = f. The
minimal requirement for the existence of 4 is that ITf = 0.
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K(E’ )/) - }LH%)Z‘C’JH—I <(io,17 Va.n + W)»,n))ﬂ,&

n>0

= Z)EKI})En(UO,IaVA,n—I))ﬁ,a (55)

n>1

where we have used the fact that that ({(jo 1, wx ¢)) g, = 0 and we have, arbitrarily,
exchanged the limit with the sum. Note that this is not yet of the type (46) since
the terms in the expansion depend themselves on ¢. To identify the coefficients «;,
we would need to expand in ¢ also the expectations. This is not obvious since the
functions v, , are non local.

Let us consider the operator £ = 19 2% (—.%) " 4 I1. We show below that the
operator £ is a generator of a Markov process so that (A — £)~! is well defined for
A > 0. Pluging (54) in (53) we obtain the following hierarchy

vi0 =0,

wio = (A — &7 1Y 2 (— L) jo.1,

it = (=)~ [or +9wao].

win= A — ) 'NGP(—L) " [-Mvin1 +0FGvin]. n=1 (56)
Vil = (=20) 7 [=Avinct + Gwan + 09vin],  n= L

Observe that in the previous equations the (formal) operator (—.%p)~! is always
applied to functions f such that IT7f = O (this is the minimal requirement to
have consistent equations). This is however not sufficient to make sense of the func-
tions vy , and wy_,. Nevertheless, by using an argument similar to the one given in
Theorem 5, we have that the local operator .7 on Hij defined by

Af = lim P — Z)"'f, f €Hy,
v—>
is well defined. Therefore, it is possible to make sense, as a distribution, of
aor = MG P (—20) o1 == 119 Tjo.1. (57)

Nevertheless, the function w; g is still not well defined since we are not sure that
Tojo,1 is in the domain of ¥.

Even if the previous computations are formal a remarkable fact is that the operator
£, when applied to functions of the internal energies, coincides with the Markov
generator £gr, of a reversible Ginzburg-Landau dynamics on the internal energies.
Let us denote by pg the distribution of the internal energies & = {6y ; x € Z} under
the Gibbs measure 11g,0. It can be written in the form

dpp(&) = | | 25" exp(=p&; — U())dé;
xel
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for a suitable function U. We denote the formal sum Z U(&) by U = U ().
We denote also, for a given value of the internal energy &, in the cell x, by v 2 the

microcanonical probability measure in the cell x. i.e. the uniform probability measure
on the manifold

s =1{(qx.px) € 2: &g, px) = &y,

Then, the generator £gr. is given by

Lo =3 ¢¥ (0, = 08) [V VG B, — 8] 5B)
X
where
V2, &) = / (o Tojo.t) dv’ dvl: (59)
Eézoxzésl é‘h (g}l

The operator £ is well defined only if the function ¥ has some regularity prop-
erties, that are actually proven in specific examples [25, 48]. We can show that the
Dirichlet forms'? associated to £ and £gr, coincide. Then in the cases where y2 is
proven to be smooth (58) is well defined and £ = £gL.

Proposition 2 ([9]) For each local smooth functions f, g of the internal energies
only we have

(&, (=8 Np (&, (=L ))p (60)

The operator £gr, is the generator of a Ginzburg-Landau dynamics which is
reversible with respect to pg, for any g > 0. It is conservative in the energy > . &
and the corresponding currents are given by 6,xp 1 where a1 has been defined in
(57). The corresponding finite size dynamics appears in [26, 48] as the weak coupling
limit of a finite number N (fixed) of cells weakly coupled by a potential ¢V in the
limit & — O when time ¢ is rescaled as te~2. Moreover, the hydrodynamic limit
of the Ginzburg-Landau dynamics is then given (in the diffusive time scale tN2,
N — +00), by a heat equation with diffusion coefficient which coincides with «; as
given by (62) below [65]. This is summarized in Fig. 3.

According to the previous expansion it makes sense to define k2 (y) by

k2 (y) = gg})klg% {(Go,1. Tojo))p.e + (o1, ToGwi0)p.e } (61)

if the limits exist. In fact, a priori, it is not even clear that the term %% w; o makes
sense since wy o is not well defined. In [9] we argue that

@) =(161), ~ oo (~Lon) ™ a01)p (62)

12 They are well defined even if y? is not regular.
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IN?,N — o0, £ ~ 1
N cells coupled by eV |» ————————— Ik >| o,T =V(x(e,y)VT) ‘

o,T =V(x2(y)VT)

1
e 2,e—0 ¥ N
1

Y
Ginzburg-Landau dynamics for N particles |

Fig. 3 The relation between the hydrodynamic limit, the weak coupling limit and the Green-Kubo
expansion. The dotted arrow (hydrodynamic limits in the diffusive time scale) has not been proved.
The weak coupling limit (vertical arrow) has been proved in [48] (see also [26]) and the diagonal
arrow (hydrodynamic limits for a Ginzburg-Landau dynamics) has been obtained in [65] in some
cases which however do not cover our cases. In [9] it is argued that « (e, y) ~ &%) (y)ase > 0

Here (-) g and ((-)) g refer to the scalar products w.r.t. pg. In the special case W = 0,13

we prove rigorously in [9] that we can make sense for any A, ¢ of the term in the

righthandside of (61) and that (62) is valid, supporting the conjecture that (62) is
valid in more general situations. Observe that (62) is the Green-Kubo formula for
the diffusion coefficient of the Ginzburg-Landau dynamics.

In specific examples, it is possible to study the behavior of k2 (y) defined by (62)

in the vanishing noise limit y — 0:

1. Harmonic chain: it is known that the conductivity of the (deterministic) harmonic
chainis k(g,0) = oco0. If y > 0, k(e,y) = cy‘ls_z, ¢ > 0 a constant, and we
get thus that lim,, o x2(y) = o0.

2. Disordered pinned harmonic chain: V is quadratic and the one-site potential W
is site-dependent given by W, (q) = v,q”> where {v; x € Z} is a sequence of
independent identically distributed positive bounded random variables.'* It is
known [8] that k(¢,0) = 0 so that k2(e,0) = 0. It can be proved that «2(y)
vanishes as y goes to 0.

3. Harmonic chain with quartic pinning potential: V is quadratic and W(q) = ¢*.
Then it can be shown that limsup,,_, o k2(y) < oo. This upper bound does not
prevent the possibility that lim,, .o x2(y) = 0.

To prove these results we use the upper bound k2 (y) < <y02 | >/3' Recalling (59)

we see that if we are able to compute Zjo 1 then we can estimate (yz(&), A& )) 5 It
is exactly what is done in [9] for the specific cases above.

13 If W = 0 the variables ¢, have to take values in a compact manifold.

14 Even if this model does not belong stricto sensu to the class of models discussed above it is easy
to generalize to this case, at least formally, the previous results.
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It would be highly interesting to have a rigorous derivation of the formal expan-
sion above. Bypassing this problem, another relevant issue is to decide if genuinely
lim, 0 k2(y) is zero or not. Some authors (see [23] and references therein) con-
jecture that, in some cases, the conductivity of the deterministic chain « (e, 0) has
a trivial weak coupling expansion (k (g, 0) = (&) for any n > 2). Showing that
k2(y) — 0as y — 0 would support this conjecture.

2.2 Harmonic Chain with Velocity-Flip Noise

In this section we assume that V (r) = r2/2.

2.2.1 Hydrodynamic Limits

As explained in the beginning of this chapter an interesting problem consists to
derive a diffusion equation for a chain of oscillators perturbed by an energy con-
serving noise. Consider a one dimensional unpinned chain of N harmonic oscillators
with periodic boundary conditions perturbed by the velocity flip noise in the diffu-
sive scale. In other words let w () = (r(¢), p(¢));>0 be the process with generator
N>%y = N? @y + y-n] where .Zy is given by (12), Z¢ being replaced by Ty,
the discrete torus of length N, and @y is the Liouville operator of a chain of unpinned
harmonic oscillators with periodic boundary conditions. The system conserves two

2 2
quantities: the total energy erTN E, Ey = % + %‘, and the total deformation of the
lattice > xeTy x- Consequently, the Gibbs equilibrium measures vg, . are indexed by
two parameters > 0, the inverse temperature, and 7 € R, the pressure. They take
the form

dvg(dr,dp) = [ 27" (8. 7) expl—B(& — tr)}dredp,

XETN

where

2 2
Z(B,t)= 7€Xp(ﬂf /2).

Observe the following thermodynamic relations

/@@xdvﬁ,, =g+ 7, /rxdv,g,f =7

or equivalently

2
(frxdv,g_r)
r:/rxdvlg,,, B = /&Cdvlg,,—f

-1
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Definition 2 Let T = [0, 1) be the continuous torus. Let ¢g : T — R and tg :

. . ¢
T — R be two continuous macroscopic profiles such that ¢g > ='. A sequence of

probability measures () ~>1on (R x R)T¥ is said to be a sequence of Gibbs local
equilibrium states associated to the energy profile ¢y and the deformation profile tg if

dpN(@dr.dp) = [ 27 Bo(3). w0() expl—Box/N) (& — 10(x/N)r))drxdpy

)CETN

where the functions By and 7 are defined by

2 _
0 =rt0, Po={eo— 2} "

Once we have the microscopic fluctuation-dissipation equation (see (45)) and
assuming the propagation of local equilibrium in the diffusive time scale it is easy
to guess the hydrodynamic equations followed by the system. In [54] the following
theorem is proved.

Theorem 6 ([54]) Consider the unpinned velocity-flip model with periodic bound-
ary conditions. Let (uN)y be a sequence of Gibbs local equilibrium states" asso-
ciated to a bounded energy profile ¢q and a deformation profile vo. For every t > 0,
and any test continuous functions G, H : T — R, the random variables

(11\/ > G(ziv)rx(sz),%\, > H(,%)éic(th)) (63)

XETN XETN

converge in probability as N — o0 to

([ oreya. [ Hoewn)
T T

where ¢ and ¢ are the (smooth) solutions to the hydrodynamical equations

, yeT, 64
he=g R [e+5] 7 o

with initial conditions v(0,y) = to(y), ¢(0, y) = eo(y).

15 One can consider more general initial states, see [54].
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The proof of this theorem is based on Yau’s relative entropy method [51, 67]. The
general strategy is simple. Let Mﬁv be the law of the process at time tN? starting from
uN and let /i be a sequence of Gibbs local equilibrium state corresponding to the
deformation profile v;(-) := t(t, -) and energy profile ¢;(-) := e(¢, -) solution of (64).
We expect that since ¢ and ¢ are the hydrodynamic profiles, the probability measure
of the process ,uftv is close, in some sense, to the local Gibss state [Lﬁv . Yau’s relative
entropy method consists to show that the entropic distance'®

Hy (1) := H(uy' 1) = o(N) (65)

between the two states is relatively small. Assuming (65), in order to prove for
example the convergence of the empirical energy, we use the entropy inequality'”
which states that for any o > 0 and test function ¢

~ 1
/ pdul < TUEID 4 ~log ( / di ) - (66)

We take then « = 6N, > 0, and

1 X
b=y X HGHE - /T HO)e(t, y)dy|

XGTN

Since ,1?’ is fully explicit and even product, by using large deviations estimates, it is
possible to show that

1
lim sup mlog (/ eﬁNd’dﬂﬁV) =1(5) (67)

N—oo

where 1(§) — 0as § — 0. By using (65), we are done. It remains then to prove (65)
and for this we rely on a Gronwall inequality for the entropy production (C > O is a
constant)

d0:Hy < CHy(t) 4+ o(N). (68)

The proof of (68) is quite evolved and we refer the interested reader to [12, 54] (see
also [41] for some overview on the subject). It is in this step that the macro-ergodicity
of the dynamics is used in order to derive the so-called one-block estimate.

16 There is some abuse of language here since the relative entropy is not a distance between
probability measures.

17 It is a trivial consequence of the definition (9).
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For non-gradient systems, i.e. systems such that the microscopic currents of the
conserved quantities are not given by discrete gradients,'® the previous strategy has
to be modified. Indeed, in order to have (65) it is necessary to replace the local
equilibrium Gibbs state /liv by a local equilibrium state with a first order correction
term of the form

i (dr, dp)

=7y [] exp {—ﬂAx/N)(é; — 4 (x/N)ro) + FF(t x/N)(6xg)(x, p)} dredpy  (69)
XETN

where Z; y is a normalization constant,

2 —
n=t, B={a—F} :
and the functions F and g are judiciously chosen. The choice is guided by the
fluctuation-dissipation relation (45) and done in order to obtain the first order “Taylor
expansion” (71) below.

Let 2V = (R x R)T¥ be the configurations space and denote

Ay(t):=H M,I / S (@)lo gf’N(( )) Vi (@), (70)

where f; N is the density of ul with respect to the Gibbs reference measure v, := vq g.
In the same way, ¢t is the density of /1 w1th respect to v, (which is fully explicit).
The goal is to get (68) with Hy replaced by HN

We begin with the following entropy production bound. Let us denote by %y =
—aly + vy the adjoint of Ly in L2 (vy).

Lemma 3

~ 1 1
OHN (1) < / ¢W (szlilkﬁbiv - 3t¢;v)szdV* I/ [de (szz\ﬂ}d’;v - 3t¢£v)i| dud .

t t

Proof We have that ¥ solves the Fokker-Plack equation 3,fY = N2.Z3fN. Assum-
ing it is smooth to simplify, we have

& Hy (1) = / a1 + logfN1dv, — / afN log N dv, — / atqug

N
=N? / Luf og £ —log ¢ dvs — / o] {;;

t

dvs

18 Observe that if a system is gradient then a microscopic fluctuation-dissipation Eq. (23) holds with
a zero fluctuating term.
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= N2 [ £V Zyllog Lo 1dv, — 8¢Nﬁdv
= t N g¢{v * 1Py ¢N *

t

NI A oN gy N f’_N
=N v-2nllog “5 19, dvs 0, dvy
& i ng

t
N fN
<N? / fN[%] P dv, — / ey ﬁdv*
N N
= N? / %zw%w - / a,¢§fo—Ndv*
o ¢

where we used that for any positive function h, h-%y (log h) < Znh (this is a conse-
quence of Jensen’s inequality). (I

We define & := (&, ry) and 7w (¢, q) := (e(t, q), v(t, ¢)). If f is a vectorial func-
tion, we denote its differential by Df.

Proposition 3 ([54]) Let (A, B) be defined by B = (e — %)’1 and A = —px. The
term (d)fv )~ ! (N 2Dfl\,”‘(t)l]\' — 8,¢>;V ) can be expanded as

@ (V2590 — 9]

_ LAYy ) -
_ gx;; Vi (z, N) [Jx H, (rr (r, N)) (DH,) (n (r, N))
X
x (éx -7 (t, IV))] + o(N) (71)
where

[K] JE [ Hi(ev | vi(t, g) |
1 p;z(‘f‘rxrxfl + 2ypari—i e+t2/2 —(2)/)_135,30, q)
2 re+ Vpx ¢ —y LA, q)
3l Pt rneD? |Qe—1) (e+3v7/2)| @y)'[9,8(1 @)1
40 pr(re+r1) v (2e —1?) y19,B(t, @) 9,01, @)
5 p? e—1?/2 Y agA(t, )1

Observe that Hi (e, r) is equal to fJ)’C‘dVﬁ,r where 8, T are related to e, r by the
thermodynamic relations. Thus, the terms appearing in the righthand side of (71) can
be seen as first order “Taylor expansion”. The form of the first order correction in
(69) plays a crucial role in order to get such expansions.

A priori the first term on the right-hand side of (71) is of order N, but we want to
take advantage of these microscopic Taylor expansions to show it is in fact of order
o(N).
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First, we need to cut-off large energies in order to work with bounded variables
only. To simplify, we assume they are bounded ab initio.

Let ¢ be some integer (dividing N). We introduce some averaging over microscopic
blocks of size ¢ and we will let £ — oo after N — oo. We decompose Ty in a
disjoint union of p = N /£ boxes A¢(x;) of length £ centered at x;, j € {1,...,p}.
The microscopic averaged profiles in a box of size £ around y € Ty are defined by

&) = Z &

xeAz(y

Similarly we define

- 1
HOESED IS

xeA(y)

In (71) we rewrite the sum 3 cq as >0 > 4 +(x;) and, by using the smoothness
of the function v, Hy, it is easy to replace the term

¥ 2 o () P e ) = omo () s ()]

XGTN

by

s () e = () - om0 (7))

j=1
(e ()]

in the limit N, £ — oo with some error term of order o(1).

Then, the strategy consists in proving the following crucial estimate, often called
the one-block estimate: we replace the empirical average current ]éf (x;) which is
averaged over a box centered at x; by its mean with respect to a Gibbs measure
with the parameters corresponding to the microscopic averaged profiles & (%)), i.e.
Hi (& (x;)). This non-trivial step is achieved thanks to some compactness argument
and the macro-ergodicity of the dynamics.

Consequently we have to deal with terms in the form

) )

j=1
o (x () G- ()]
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The final step consists then in applying the entropy inequality (66) with respect
to /l{‘v with ¢ := ¢¢ v given by (72) and o« = 8N, § > 0 fixed but small. This will

produce some term of order Hy (1) /N plus the term

1
lim sup lim sup —-log ( / NoapN ) =1(5).

{—o00 N—o0

By using some large deviations estimates (observe that i is explicit and product at
first order in N) one can show that /(§) is nonpositive for § sufficiently small. Thus
we get the desired Gronwall inequality.

There is some additional difficulty that we hid under the carpet in the sketch of
the proof. Since the state space is non compact, a control of high energies is required
for the initial cut-off. This is a highly non trivial problem.'® In the harmonic case
considered here this control is obtained thanks to the following remark: the set of
mixtures of Gaussian probability measures> is preserved by the (harmonic) velocity-
flip model. Since for Gaussian measures all the moments are expressed in terms of
the covariance matrix, required bounds can be obtained by a suitable control of the
covariance matrices appearing in the mixture.

The extension of this result in the anharmonic case is a challenging open problem
(see however [52] where equilibrium fluctuations are considered for an anharmonic
chain perturbed by a conservative noise acting on the momenta and positions).

2.2.2 Fourier’s Law

Since in the harmonic case an exact fluctuation-dissipation equation is available
Fourier’s law can be obtained without too much work.?!

Theorem 7 ([10, 11]) Consider the one-dimensional harmonic chain in contact
with two heat baths and with forced boundary conditions as in Sect.2.1.1. Then
Fourier’s law holds:

Js:= lim N(¢ ) =i{(Tg—T)+(r2—r2)} (73)
$T NDee ! JOLTss = 50 r ¢ r

19 A similar problem appears in [51] where the authors derived Euler equations for a gas perturbed
by some ergodic noise. There, to overcome this difficulty, the authors replace ab initio the kinetic
energy by the relativistic kinetic energy.

20 A Gibbs local equilibrium state is a Gaussian state in the harmonic case.

21 The a posteriori simple but fundamental remark that an exact fluctuation-dissipation equation
exists for the harmonic model (see (45)) is the real contribution of [10].
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and we have

A 1
Je= lim N(phy = To) = 5—— [ (@ = To + (e = 1)?].
N—o00 2yve

T _ 1 2 _ _ _ _ 2
Jr= lim N, =GR = 5 [T =To @ —w?]. 049

Proof We divide the proof in two steps:

e We first prove that there exists a constant C independent of N such that [(j§ | )ss| <
C/N. This is obtained by using the fluctuation-dissipation equation and the fact
that (j¢ | )ss is independent of x:

1 N-2
G, 10 = 3 2. Ukcsdss (75)
x=2

1 1 N-2

=5y 3 2V [P )

x=

SS

I 1

= —ym {((p%)xx + (rar3)ss) — (<p12\7—1>55' + (erer>xs)} ’

By using simple computations, one can show that ((p%)ss + (rr3)ss) — ((p[zv_1 )ss
~+ (ry—17N)ss) 1s uniformly bounded in N by a positive constant.

e Now we have only to evaluate the limit of each term appearing in ((p%)ss
+ (r2r3)ss) — ((plzv_ 1)ss + {rN—17N)ss). Notice that assuming local equilibrium
we easily get the result. The first step implies that (jg ;)ss and (i 1 )ss vanish
as N — +o0. Since V; goes to 0 by Lemma 1, one has that (p%)m and (pjz\,)m
converge respectively to 7, and 7,. By using some “entropy production bound”
one can propagate this local equilibrium information to the particles close to the
boundaries and show (73). O

It follows from this Theorem that the system can be used as a heater but not
as a refrigerator. Assume for example that 7. > T,. The term jg (resp. j,) is the
macroscopic heat current from the left reservoir to the system (resp. from the system
to the right reservoir). Whatever the values of 7, 7, are, j@ > 0 and we can not
realize a refrigerator. But if (7, — Ty) < (v, — ‘C@)z then j, < 0 and we realized a
heater.

The proof of the validity of Fourier’s law for anharmonic chains perturbed by an
energy conserving noise is still open.
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2.2.3 Macroscopic Fluctuation Theory for the Energy
Conserving Harmonic Chain

The macroscopic fluctuation theory [17] is a general approach developed by Bertini,
De Sole, Gabrielli, Jona-Lasinio and Landim to calculate the large deviation func-
tional of the empirical profiles of the conserved quantities of Markov processes in a
NESS. Its main interest is that it can be applied to a large class of boundary driven
diffusive systems and does not require the explicit form of the NESS but only the
knowledge of two thermodynamic macroscopic parameters of the system, the diffu-
sion coefficient D(p) and the mobility x (p). This theory can be seen as an infinite
dimensional generalization of the Freidlin-Wentzel theory [28] and is based on the
large deviation principle for the hydrodynamics of the system.

In order to explain (roughly) the theory we consider for simplicity a Markovian
system {n(t) := {n(t) € R; x € {1,...N}};>0 with only one conserved quantity,
say the density p, in contact with two reservoirs at each extremity. Here N is the size
of the system which will be sent to infinity. We denote by ufﬁ the nonequilibrium
stationary state of {n(f)};>0. For any microscopic configuration n := {n,; x €
{1,...,N}} let

N, - )—an

be the empirical density profile. In the diffusive time scale, we assume that
nN(n(th), -) converges as N goes to infinity to p;(-) := p(t, -) solution of

ii
NN

00 = 0y(D(p)dyp), ye€l[0,1], t>0,
lo(tao):pea :O(tal):pra tZOa
p0, ) = po(-)

where pg(-) is the initial density profile, D(p) > 0 is the diffusion coefficient and py,
pr the densities fixed by the reservoirs. Ast — oo the solution p; of the hydrodynamic
equation converges to a stationary profile p : [0, 1] — R solution of D(p)dyp =
J = const. with p(0) = pg, p(1) = p,. We assume that under ,u’s\;, the empirical
density profile 7V (17, -) converges to /. This assumption is nothing but a law of large
numbers for the random variables 7.
We are here interested in the corresponding large deviation principle. Thus, we
want to estimate the probability that in the NESS u! the empirical density profile
N is close to an atypical macroscopic profile p(-) # /. This probability typically
is of order e NV () where V is the rate function:

NN (@, ) = p()) ~ e NV,

The goal of the macroscopic fluctuation theory is to obtain information about this
functional.
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The condition to be fulfilled by the system to apply the theory of Bertini et al.
is that it satisfies a dynamical large deviation principle with a rate function which
takes a quadratic form?2 like (77).

Let us first explain what we mean by dynamical large deviation principle. Imag-
ine we start the system from a Gibbs local equilibrium state corresponding to the
macroscopic profile pg. We want to estimate the probability that the empirical den-
sity N (n(tN 2), ) is close during the macroscopic time interval [0, T], T fixed, to a
smooth macroscopic profile y (¢, y) supposed to satisfy>3 y (0, -) = po. This proba-
bility is exponentially small in N with a rate Ijo,71(y | po)

P[n%(ﬂvz),y) ~y(t,y), (t,y) €[0,T] x [0, 11] ~ ¢ Nlon(vleo) - (76)

The rate function is assumed to be of the form

1 T 1
Lo.11(v | po) = 5/0 dt/o dy x(p(t, ) [@ED @, )] (77)

where d,H is the extra gradient external field needed to produce the fluctuation y,
namely such that

dhy =0 [D)dyy — x(¥)dH]. (78)

Thus, Ij0,77(y | po) is the work done by the external field d,H to produce the fluctu-
ation y in the time interval [0, T]. The function x appearing in (78) is the second
thermodynamic parameter (with the diffusion coefficient D) mentioned in the begin-
ning of this section. The two parameters D and x are in fact related together by the
Einstein relation so that knowing one of them and the Gibbs states of the microscopic
model is sufficient to obtain the second.

To show this result the strategy is the following. We perturb the Markov process
{n(#)}s>0 thanks to the function H := H(y), which is solution of the Poisson Eq. (78),
by adding locally a small space inhomogeneous drift provided by d,H. In doing so
we obtain a new Markov process { nH (1)}1>0 such that in the diffusive time scale
N (iN?), ) converges to y(-). Let PH (resp. PY) be the probability measure on
the empirical density paths space induced by {n (tN 2y} tef0,7] (resp. {n(tN 2y} 1€[0,T])-
Then, by using hydrodynamic limits techniques similar to the ones explained in
Sect.2.2.1 we show thatin the large N limit, under PH the Radon-Nikodym derivative
is well approximated by>*

dpo

d]PT”(n) ~ exp {—Nljo,1(1p0)} .

22 Such property has been proved to be valid for a large class of stochastic dynamics [41, 42].

23 This assumption avoids taking into account the cost to produce the initial profile, cost which is
irrelevant for us.

24 We use Girsanov transform to express the Radon-Nikodym derivative. A priori it is not a functional
of the empirical density and we need to establish some replacement lemma (see [41]).
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Here 7 := {m(¢,y); t € [0, T],y € [0, 1]} is any space-time density profile. Thus,
since

0

dP
PO [N, ) ~ v (@), 1 € [0,71] = E” [dITH(n) l{m,.)w,->,fe[o,n}}

we obtain (76).

The macroscopic fluctuation theory claims that the large deviations functional
V(p) of the empirical density in the NESS coincides with the quasi-potential W(p)
defined by

W)= inf  Iso0)(715)-
Yy (—o0)=p
y(O)=p

Here I|_«o,0; is obtained from /[ 7} by a shift in time by —T', T being sent to 400
afterwards. In words, the quasi potential determines the cost to produce a fluctuation
equal to y atr = 0 when the system is macroscopically in the stationary profile p at
t = —o0.

Thus, the problem is reduced to computing W. It can be shown that W solves (at
least formally) the infinite-dimensional Hamilton-Jacobi equation

1 SW SW SW
o[ (] toma) s o

where (-, -) denotes the usual scalar product in L%([0, 1]). Note that there is no
uniqueness of solutions (W = 0 is a solution) and up to now a general theory of
infinite dimensional Hamilton-Jacobi equations is still missing. This implies that we
have in fact to solve by hand the variational problem and the solution is only known
for few systems. This is an important limitation of the macroscopic fluctuation theory.
Even getting interesting qualitative properties on W is difficult.

The rigorous implementation of this long program has only been carried for the
boundary driven Symmetric Simple Exclusion Process and extended with less rigor
to a few other systems (see [15, 18, 27] for rigorous results).

Let us now try to apply this theory for the harmonic chain with velocity-flip
noise. Since we have a fully explicit microscopic fluctuation-dissipation equation
(even when some harmonic pinning is added) we can easily guess what is the form
of the hydrodynamic equations under various boundary conditions by assuming that
the propagation of local equilibrium in the diffusive time scale holds. Nevertheless,
let us observe that a rigorous derivation is missing, the obstacle being a sufficiently
good control of the high energies.”> The boundary conditions we impose to the
system are the following. At the left (resp. right) end we put the chain in contact
with a Langevin bath at temperature Ty (resp. 7,-) and consider the system with fixed
boundary conditions or with forced boundary conditions with the same force 7 at the
two boundaries. Then, for the unpinned chain, the equations (64) are still valid but

25 This control is only available in the case of periodic boundary conditions [54].
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they are supplemented with the boundary conditions [14]

2 o2
|:e - 3} (t,0) =T, [e - 3] t, 1) =T, (80)

since the Langevin baths fix the temperatures at the boundaries and
dyt(t,0) = dyr(z, 1) =0 (81)
for fixed boundary conditions (the total length of the chain is constant?®) and
t(t,0) =, 1)=1 (82)

for forced boundary conditions.
If the chain is pinned by the harmonic potential W(g) = vg?/2 then only the
energy is conserved and the macroscopic diffusion equation takes the form

0re = dy(kdye),
e(0,y) = ¢ (y), ye€ 0, 1) (83)
e(t,0) =Ty, e(t, 1) =T,

where the conductivity « is equal to [14]

1y
K = :
2424+ S+ 4D

Assuming a good control of high energies, it is possible to derive the dynami-
cal large deviations function of the empirical conserved quantities. The goal would
be to compute the large deviation functional of the NESS which according to the
macroscopic fluctuation theory coincides with the quasi potential. We recall that the
quasi potential is defined by a variational problem and that it depends only on two
thermodynamic quantities, the diffusion coefficient and the mobility (the latter are
matrices if several conserved quantities are involved).

Let us first consider the pinned velocity flip model where the energy is the only
conserved quantity. It turns out that the mobility is a quadratic function. Consequently,
the methods exposed in Theorem 6.5 of [16] apply and the variational formula can
be computed. The quasi potential V() is given by [14]

! e(q) e(q) F'(q)
V(e) = /O dq [Fq) —1- log(%) — log(Tr — T{):| , (85)

2 Indeed, by (64), we have 3 ([ w(t.y)dy) = y~' [y 82e(t.y)dy = y [y, 1) — Byt
(t,0)] =0.

(84)
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where F is the unique non decreasing solution of

F// _ e(F/)Z
= F2 s
FO)=T,, F(1)=T,.

(86)

Surprisingly, the function V is independent of the pinning value v and of the intensity
of the noise y . It is thus natural to conjecture that in the NESS of the unpinned velocity
flip model the large deviation function of the empirical energy profile coincides
with V but we did not succeed to prove it. Observe that at equilibrium (7, = T,),
F(q) = Ty = T, and the last term in (85) disappears so that the quasi potential is
local. On the other hand, if Ty # T}, this is no longer the case and this reflects the
presence of long-range correlations in the NESS. In particular, an approximation of
the NESS by a Gibbs local equilibrium state in the form (29) would not give the
correct value of the quasi potential.

For the unpinned chain we have two conserved quantities. Solving the variational
problem of the quasi potential for these two conserved quantities is a very difficult
open problem?’ (see [5] for a partial result for some other stochastic perturbation of
the harmonic chain).

3 Anomalous Diffusion

An anomalous large conductivity is observed experimentally in carbon nanotubes
and numerically in chains of oscillators without pinning, where numerical evidence
shows a conductivity diverging with the size N of the system like N%, with @ < 1 in
dimension d = 1, and like log N in dimension d = 2. If some nonlinearity is present
in the interaction, finite conductivity is observed numerically in all pinned case or
in dimension d > 3 [24, 47]. Consequently it has been suggested that conservation
of momentum is an important ingredient for the anomalous conductivity in low
dimensions (see however [66]).

In chapter “Large Deviations in a Gaussian Setting: The Role of the Cameron-
Martin Space” we considered chains of oscillators perturbed by a noise conserving
only energy and destroying the possible momentum conservation. In the harmonic
case we obtained Fourier’s law and in the anharmonic case we proved existence of
the Green-Kubo formula for the thermal conductivity.

In this chapter the added perturbation conserves both energy and momentum
(energy and volume for the Hamiltonian systems considered in Sect. 1.2). These sys-
tems qualitatively have the same behavior as Hamiltonian chains of oscillators (with-
out any noise), i.e. anomalous transport for unpinned chain in dimension d = 1, 2
and normal transport otherwise. We could even be more optimistic and hope that

27 Here we do not have any exactly solvable model like the Symmetric Simple Exclusion Process
which could give us some hints for the form of the quasi-potential.
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they share with the deterministic systems common limits for the energy fluctuation
fields, two point correlation functions . . . This is because one expects that the micro-
scopic details of the dynamics are irrelevant. Therefore some universality should
hold. Recently Spohn [58], by following ideas of [64], used the nonlinear fluctuating
hydrodynamics theory to classify very precisely the different expected universality
classes. The nonlinear fluctuating hydrodynamics theory is based on the assump-
tion that the microscopic dynamics evolve in the Euler time scale according to a
system of conservation laws. The theory is macroscopic in the sense that all the
predictions are done starting from this system of conservation laws without further
references to the microscopic dynamics. Since we have seen that the presence of
the energy-momentum conserving noise does not change the form of the hydrody-
namic equations, the theory claims in fact that the limit of the fluctuations fields of
the conserved quantities for purely deterministic chains of oscillators and for noisy
energy-momentum conserving chains are exactly the same.

3.1 Harmonic Chains with Momentum Exchange Noise

Getting some information on the behavior of the energy fluctuation field in the large
scale limit remains challenging. So far, satisfactory but not complete results have only
been obtained in the harmonic case. The anharmonic case is much more difficult.

In [1, 2] we explicitly compute the time correlation current for a system of har-
monic oscillators perturbed by an energy-momentum conserving noise?® and we find
that it behaves, for large times, like +~9/2 in the unpinned cases, and like /21
when on-site harmonic potential is present.

These results are given in the Green-Kubo formalism. Their counterpart in the
NESS formalism have been considered in [46] but a rigorous proof is still missing.
Several variations of the Green-Kubo formula can be found in the literature: one can
start with the infinite system in the canonical ensemble, as we did in Sect. 2.1.2, or
with a finite system, in the canonical or micro-canonical ensembles, sending the size
of the system to infinity. It is widely believed that all these definitions coincide (also
in the case of infinite conductivity). As shown in [2], this is essentially true for the
energy-momentum conserving harmonic chain. Here we consider the simplest pos-
sible definition avoiding to discuss the rigorous definition of the canonical ensemble
in infinite volume and the problem of equivalence of ensembles.

The set-up is the following. We consider a chain perturbed by the energy-
momentum conserving noise (see (11)) with periodic boundary conditions. Its Hamil-
tonian is given by Ay = > | eT? &, where the energy & of atom x is

Il 1
b=+ W@ +5 D Vige—ay. (87)

[y—xl=1

28 1t is straightforward to adapt the proofs given in [1, 2] to the case of the momenta exchange
noise.
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The system is considered at equilibrium under the Gibbs grand-canonical measure

o IWIT

dunt = qudp

where Zy r is the renormalization constant.

The Green-Kubo formula for the thermal conductivity in the direction ¢;, 1 <
k < d,is* the limiting variance of the energy current J; " N ([0, #]) up to time ¢ in
the direction e in a space-time box of size N X t:

JXtey

2

1 . .
=t oo | [ S o] |
x €Ty

The energy currents {J;
servation law

([0,7]); k=1, ...,d} are defined by the energy con-

X x+ek

QU

E(t) = E0) = D~ (I, (10, 1) = 7Y, (10, 1) .

k=1

The energy current up to time 7 can be written as

t
oY 0 (10.1]) = /0 Y o (s + My e, (1) (89)

where My 1, (¢) is a martingale and j;:;/ +te, 18 the instantaneous current which has
the form

€Y “e 2 2 ce 1 ’
Jx,x4er = Jx,x+e, +y [px+ek _px] v Jxxte = _EV (qx-i-ek - qX)(px+ek + Px)-
(90)
The term]’; x-+e, 18 the Hamiltonian contribution while the gradient term is due to the
noise.

We now expand the square in (88). Notice first that since we have periodic bound-
ary conditions the gradient term appearing in (90) does not contribute. By a time
reversal argument one can show that the cross term between the martingale and the
time integral of the instantaneous current vanishes. Moreover a simple computation
shows that the square of the martingale term gives a contribution equal to y (see [2]
for details). Thus we obtain

29 By symmetry arguments this is independent of k.
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1 ‘.
T)=T"2 Ii lim —F je d
«(T) t—>l$ooNLmoo ondy HN.T Z /ij”“"ek(s) S +v

d
xeTyy,

t—>+00 N—o00 t

_ . . oo s\t ~ b?
72 lim lim Z/ ds(l——) By 1 [Jg’ek(O)];xm(s)] ds +y
xeT;iv 0
on

where the last line is obtained by time and space stationarity of the Gibbs measure
and u™ denotes max(u, 0).39 It is then clear that the divergence of the Green-Kubo
formula, i.e. anomalous transport, is due to a slow decay of the time correlation
function C(¢) defined by

Cwy = lim D By [Jie, O e, 0] (92)

d
xeTy

Theorem 8 ([2]) Consider the harmonic case: V(r) = ar?, W(g) = vq2 where
a > 0andv > 0.

Then the limit defining C(t) in (92) exists and can be computed explicitly. In partic-
ular, we have that C(t) ~ 14/2 ifv=0and C(t) ~ 14/2-1 ifv>0.
Consequently, the limit (91) exists in (0, +o00] and is finite if and only if d > 3 or
v > 0. When finite, «(T) is independent of T and can be computed explicitly.

Proof We compute the Laplace transform Ly (z) = f0+°° e ICy(t)dt, z > 0, of

N () = 3t B []’O,ek 07 cre, (r)]. Since we have

LN(Z) = N_lluN,T z -;)ec,x-i—,ek (Z - gN)_l z -;)e(,)H-,ek

d d
xeTy, xeTy,

it is equivalent to solve the resolvent equation (z — Zy)hy = >, €T, ]’;x e, - Notice
that £y maps polynomial functions of degree 2 into polynomial functions of degree
2 and that ijjﬁx +e, 18 a polynomial function of degree 2. Thus, the function Ay is
a polynomial function of degree 2. Moreover it has to be space translation invariant
since Zx])i x+e, 18- Therefore we can look for a function /y of the form

hy = a(y —x)pepy + Dby = 0pegy + D ey — X)qxqy
X,y X,y X,y

30 Observe that replacing (1 — HT by e*/" and limy_ o0 ernr;{, by > .cze we formally get an
expression similar to the Green-Kubo formula of Theorem 5.
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where a, b and c are functions from "JI‘I‘(, into R. We compute explicitly a, b and ¢ and
we get a = ¢ = 0 while b is the solution to

@Z+2v—yA)b=—a(Se —b-¢)

where A is the discrete Laplacian. Then we deduce Ly (z), hence Cy(f) by inverse
Laplace transform. The limit C(#) = limy_, 4~ Cy (¢) follows. O

Consequently in the unpinned harmonic cases in dimension d = 1 and 2, the
conductivity of our model diverges as N goes to infinity. Otherwise it converges as
N — oo. In the anharmonic case we obtained some upper bounds showing that
the divergence cannot be worse than in the harmonic case. These upper bounds also
show that the conductivity cannot be infinite if d > 3 (see [2] for details and precise
statements).

3.2 A Class of Perturbed Hamiltonian Systems

In [13] is proposed a class of models for which anomalous diffusion is observed.
These models have been introduced in Sect. 1.2. The goal of [13] was to show that
these systems have a behavior very similar to that of the standard one-dimensional
chains of oscillators conserving momentum.3!

3.2.1 Definition of Thermodynamic Variables

Let us fix a potential V and consider the stochastic energy-volume conserving model
defined by the generator & = o7 + y.%, y > 0, where .7 and .# are given by (21).
Recall that the Gibbs grand-canonical probability measures ug;, B > 0, A € R,
defined on £2 by

dpp(n) =[] 2B, 207" exp{=BV () — Ani) di
x€Z

form a family of invariant probability measures for the infinite dynamics. We assume
that the partition function Z is well defined on (0, +-00) x R. The following thermo-
dynamic relations relate the chemical potentials 8, A to the mean volume v and the
mean energy e under (g ;:

V(B3 = () =~ (log Z(. 1)),

e(B. ) = 1p (V1) =~ (log Z(B. ). 93)

31 They could be defined in any dimension.
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These relations can be inverted by a Legendre transform to express 8 and A as
a function of e and v. Define the thermodynamic entropy S : (0, +00) x R —
[—o0, +00) as
S(e,v) = inf {ﬂe + v+ log Z(B, ,\)}.
AeR,B>0

Let % be the convex domain of (0, +00) x R where S(e,v) > —oo and U its
interior. Then, for any (e, v) := (e(B, 1), v(B, 1)) € U, the parameters 3, A can be
obtained as

B = (3:5)(e,v), A= (0S)(e,v). 94)

We also introduce the tension (B8, 1) = ug(V'(n0)) = —A/B. The microscopic
energy current ]f;j: 1 and volume current ];}C/ 4 are given by

= =V 0V () — y VIV,
j;:))c/+1 = —[V'(n) + V' (nxs1)] = y Vsl (95)

With these notations we have

wpaGoho) == upalyl) = -2t (96)

In the sequel, with a slight abuse of notation, we also write t for 7(8(e, v), A(e, v))
where B (e, v) and A(e, v) are defined by relations (94).

3.2.2 Hydrodynamic Limits

Consider the finite closed stochastic energy-volume dynamics with periodic bound-
ary conditions, that is the dynamics generated by £y per = N, per + ¥ -/N,per Where

(e )0 = D [V () = V0] 00, f (), ©7)

XETN

and

(HAvpet )0 = 3 [ —r ).

XE’]TN

We choose to consider the dynamics on Ty rather than on Z to avoid (nontrivial)
technicalities. We are interested in the macroscopic behavior of the two conserved
quantities on a macroscopic time-scale Nt as N — oo.

Remark 2 The results of this section shall be compared to the results of Sect.2.2.1.
For the velocity-flip model, the hydrodynamic limits where trivial in the Euler time
scale. It was only in the diffusive time scale that some evolution of the profiles was
observed and the hydrodynamic limits were given by parabolic equations (see (64)).
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Here, the evolution is not trivial in the Euler time scale and the hydrodynamic limits
are given by hyperbolic equations (see below (99)).

We assume that the system is initially distributed according to a local Gibbs
equilibrium state corresponding to a given energy-volume profile Xy : T — %:

_( ®o
Xo = (Uo)’

in the sense that, for a given system size NV, the initial state of the system is described
by the following product probability measure:

exp {—Bo(x/N)V (1) — ho(x/N)nx}
Z(Po(x/N), ro(x/N))

i o =[] dne,  (98)

XGTN

where (Bo(x/N), Lo(x/N)) is actually a function of (eg(x/N), vo(x/N)) through
relations (94).

Starting from such a state, we expect the state of the system at time Nt to be
close, in a suitable sense, to a local Gibbs equilibrium measure corresponding to an

energy-volume profile
_ e(tv ')

satisfying a suitable partial differential equation with initial condition Xy at time
t = 0. In view of (96), and assuming propagation of local equilibrium, it is not
difficult to show that the expected partial differential equation is the following system
of two conservation laws:
de — 9,72 =0,
e %t (99)
0b — 2047 =0,
with initial conditions ¢(0, -) = ¢o(+), v(0, -) = vo(-). We write (99) more compactly
as
with 5
~ _ -7 (ea U)
JX) = (_21(2’ U)) . (100)

The system of conservation laws (99) has other nontrivial conservation laws. In
particular, the thermodynamic entropy S is conserved along a smooth solution of (99):

3S(e, v) = 0. (101)
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Since the thermodynamic entropy is a strictly concave function on U ,the system (99)
is strictly hyperbolic on % (see [53]). The two real eigenvalues of (ij)(é) are 0 and
— [86(12) + ZBV(I)], corresponding respectively to the two eigenvectors

—0,T T

( 8o ) (1) (102)

It is well known that classical solutions to systems of n > 1 conservation laws

in general develop shocks in finite times, even when starting from smooth initial
conditions. If we consider weak solutions rather than classical solutions, then a
criterion is needed to select a unique, relevant solution among the weak ones. For
scalar conservation laws (n = 1), this criterion is furnished by the so-called entropy
inequality and existence and uniqueness of solutions is fully understood. If n > 2,
only partial results exist (see [53]). This motivates the fact that we restrict our analysis

to smooth solutions before the appearance of shocks.
We assume that the potential V satisfies the following

Assumption 3.1 The potential V is a smooth, non-negative function such that the
partition function Z(8, A) = ffooo exp (—BV(r) — Ar) dr is well defined for g > 0
and A € R and there exists a positive constant C such that

0<V’'(ry<c, (103)
and v
timsup 22 ¢ (0. +00), (104)
|r|——400 V(}")
V/ 2
fimsup -1 < 4 oo, (105)

[r|—+o00 Vi(r)

Provided we can prove that the infinite volume dynamics is macro-ergodic, then
we can rigorously prove (even if y = 0), using the relative entropy method of Yau
[67], that (99) is indeed the hydrodynamic limit in the smooth regime, i.e. for times ¢
up to the appearance of the first shock (see for example [41, 62]). Observe that the
expected hydrodynamic limits do not depend on y. We need to assume y > 0 to
ensure the macro-ergodicity of the dynamics.

Remark 3 As argued in [62], it turns out that the conservation of thermodynamic
entropy (101) is fundamental for Yau’s method where, in the expansion of the time
derivative of relative entropy, the cancelation of the linear terms is a consequence of
the preservation of the thermodynamic entropy.

Averages with respect to the empirical energy-volume measure are defined, for
continuous functions G, H : T — R, as (similarly to (63))



50 C. Bernardin

1 X

=3 6(x) V)
(é"N(r,G)): Nxezm () vor
I > a(E) mo

XETN

We can then state the following result.

Theorem 9 ([13]) Fix some y > 0 and consider the dynamics on the torus Ty
generated by L per where the potential V satisfies Assumption 3.1. Assume that the
system is initially distributed according to a local Gibbs state (98) with smooth energy
profile ey and volume profile vy. Consider a positive time t such that the solution
(e, v) to (99) belongs to U and is smooth on the time interval [0, t]. Then, for any
continuous test functions G, H : T — R, the following convergence in probability
holds as N — +o0:

(&N, 6. N 1)) — ( /T Gl@e(t. )dg. /T H(g)o(r, q)dq).

The derivation of the hydrodynamic limits beyond the shocks for systems of n > 2
conservation laws is very difficult and is one of the most challenging problems in
the field of hydrodynamic limits. The first difficulty is of course our poor under-
standing of the solutions to such systems. Recently, Fritz proposed in [29] to derive
hydrodynamic limits for hyperbolic systems (in the case n = 2) by some extension
of the compensated-compactness approach [60] to stochastic microscopic models.
This program has been achieved in [32] (see also the recent paper [30]), where the
authors derive the classical n = 2 Leroux system of conservation laws. In fact, to
be exact, only the convergence to the set of entropy solutions is proved, the question
of uniqueness being left open. It nonetheless remains the best result available at this
time. The proof is based on a strict control of entropy pairs at the microscopic level
by the use of logarithmic Sobolev inequality estimates. It would be very interesting
to extend these methods to systems such as the ones considered here.

3.2.3 Anomalous Diffusion

We investigate now the problem of anomalous diffusion of energy for these models.

If V(r) = r? then Theorem 8 is mutatis mutandis valid and we get the same
conclusions: the time-space correlations for the current behave for large time ¢ like
t~Y2 . Thus the system is super-diffusive (see [13] for the details).

For generic anharmonic potentials, we can only provide numerical evidence of
the super-diffusivity. However, it is difficult to estimate numerically the time auto-
correlation functions of the currents because of their expected long-time tails, and
because statistical errors are very large (in relative value) when ¢ is large. Also, for
finite systems (the only ones we can simulate on a computer), the autocorrelation
is generically exponentially decreasing for anharmonic potentials, and, to obtain
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meaningful results, the thermodynamic limit N — oo should be taken before the
long-time limit.

A more tenable approach consists in studying a nonequilibrium system in its
steady-state. We consider a finite system of length 2N + 1 in contact with two
thermostats which fix the value of the energy at the boundaries. The generator of the
dynamics is given by

Iy =N+ Vv IN A+ B_NT + N DN T, (106)

where 7y and .y are defined by

N—1
AN = D (V@) = V0o 001
x=—(N—1)
=V y=1) @) + VG- 1) Gy,
N—-1
= 3 [Fah —ran ],
x=—N

and By r = Ta,%x -V (1x) 9y, . The positive parameters A¢ and A, are the intensities
of the thermostats and Ty, T, the “temperatures” of the thermostats.

The generator %, r is a thermostatting mechanism. In order to fix the energy at
site —N (resp. N) to the value e, (resp. e;), we have to choose B = T, ! (resp.
Br = T,’l) such that e(B¢, 0) = eg (resp. e(Br, 0) = e,). We denote by ()¢ the
unique stationary state for the dynamics generated by %y .

The energy currents j;;/ 1 which are such that Ly open(V(1x)) = —Vj;fl’ . (for
x = —N,...,N — 1), are given by the first line of (95) forx =—-N + 1,...,N—1
while

J o = ke [TV o) = (Vi)

Sl = = [TV @) = (Vw2

Since (LN, open (V(11x)))ss = 0, it follows that, forany x = —N, ..., N+1, f;:)}c/Jrl)SS

is equal to a constant J 17\; (T¢, Ty) independent of x. In fact,

N
1 .
ROty =R A =n > e am)
x=—N-1

The latter equation is interesting from a numerical viewpoint since it allows to per-
form some spatial averaging, hence reducing the statistical error of the results. We
estimate the exponent § > 0 such that
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Table 1 Conductivity exponents

% V(r)=r%/2 V(r)=r*/2+4r*/4 Vin=e¢"+r—1
0 1 0.13 1
0.01 - 0.14 0.12
0.1 0.50 0.27 0.25
1 0.50 0.43 0.33
K(N) := NJ}, ~ N° (108)

using numerical simulations. If § = 0, the system is a normal conductor of energy.
If on the other hand § > 0, it is a superconductor.

The numerical simulations giving the value of § are summarized in Table 1. They
have been performed for the harmonic chain V(r) = r?/2, the quartic potential
V(r) = r?/2 + r*/4 and the exponential potential V(r) = e~ 4+ r — 1. In Sect. 3.4
we will motivate our interest in the exponential potential.

Exponents in the harmonic case agree with their expected values. For nonlinear
potentials, except for the singular value § = 1 wheny =0and V(r) = e " +r—1,
the exponents seem to be monotonically increasing with y. A similar behavior of the
exponents is observed for Toda chains [37] with a momentum conserving noise. This
strange behavior casts some doubts on the convergence of conductivity exponents &
with respect to system size N (see the comment after Theorem 3 in [6]). A detailed
study, including the nonlinear fluctuating hydrodynamics predictions, is available
in [57].

Note also that the value found for y = 0 with the anharmonic FPU potential
V(r) = r?/2 + r*/4 is smaller than the corresponding value for standard oscillators
chains, which is around 0.33 (see [49]). We performed also numerical simulations
for a “rotor” model, V(r) = 1 — cos(r), and we found § ~ 0.02, i.e. a normal
conductivity. A similar picture is observed for the usual rotor’> model which is
composed of a chain of unpinned oscillators with interaction potential V(r) = 1 —
cos(r). The normal behavior is conjectured to be due to the absence of long waves
(that carry energy ballistically) because some rotors turning fast in between will break
them [38]. See [56] and references therein for a recent study of the rotors model.

3.3 Fractional Superdiffusion for a Harmonic
Chain with Bulk Noise

In this section we consider the energy-volume conserving model with quadratic
potential. Fix A € R and 8 > 0, and consider the process {n(t); t > 0} generated by
(21) with V(1) = 5?/2 and with initial distribution x g, Notice that the distribution

32 The variable r has to be interpreted as an angle and belongs to the torus 27 T.
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of the process {1 (1) + p; t > 0} with initial measure g , 1 is the same for all values
of A € R. Therefore, we can assume, without loss of generality, that A = 0. We write
1g = g0 to simplify notation, and denote by IP the law of {n(¢); t > 0} and by [E the
expectation with respect to P. The energy correlation function {S;(x); x € Z, t > 0}
is defined as s

$i(x) = & E[(n0(0)* — 4) (m:()* — §)] (109)
for any x € Z and any ¢ > 0. The constant %2 is just the inverse of the variance of
17)% - % under 5. By translation invariance of the dynamics and the initial distribution
g, we see that

B E[(n0? = 1) (ny®* ~ 1] = 8,0 ) (110)
for any x, y € Z.

Theorem 10 ([7]) Letf, g : R — R be smooth functions of compact support. Then,

n—o0
x,yeZ

lim 2" £(£)g(2)Syn(x —y) = / FOEOIPi(x — y)dxdy,  (111)
where {P;(x); x € R, t > 0} is the fundamental solution3 of the skew fractional heat
equation on R

e = —L{ (=27 — V(=) Y. (112)

A fundamental step in the proof of this theorem is the analysis of the correlation
function {S;(x, y); x #y € Z,t > 0} given by

Si(x.y) = B E[(n0(0)> = L) neymy(0)] (113)

for any t > 0 and any x # y € Z. Notice that this definition makes perfect sense for
x = y and, in fact, we have S;(x, x) = S;(x). For notational convenience we define
Si(x, x) as equal to S;(x). However, these quantities are of different nature, since
St (x) is related to energy fluctuations and S;(x, y) is related to volume fluctuations

(forx # y).

Remark 4 1t is not difficult to see that with a bit of technical work the techniques
actually show that the distribution valued process {&}*(-) ; ¢ > 0} defined for any test
function f by

1
&' () = ﬁZf(;—‘){thf - %}

X€Z

33 Since the skew fractional heat equation is linear, it can be solved explicitly by Fourier transform.
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converges as n goes to infinity to an infinite dimensional 3/4-fractional Ornstein-
Uhlenbeck process, i.e. the centered Gaussian process with covariance prescribed by
the right hand side of (111).

Remark 5 It is interesting to notice that P, is the maximally asymmetric 3/2-Levy
distribution. It has power law as |x| /2 towards the diffusive peak and stretched
exponential as exp[— |x|3] towards the exterior of the sound cone ([63, Chap.4]). As
mentioned to us by H. Spohn, this reflects the expected physical property that no
propagation beyond the sound cone occurs.

Remark 6 With a bit of technical work the proof of this theorem can be adapted
to obtain a similar statement for a harmonic chain perturbed by the momentum
exchanging noise (see [39] where such statement is proved for the Wigner function).
In this case the skew fractional heat equation is replaced by the (symmetric) fractional
heat equation.

Proof Denote by ¢>° (R9) the space of infinitely differentiable functions f : RY —
R of compact support. Then, ||f||2,» denotes the weighted 22(Z%)-norm

Vllaw= [ > 1) (114)
xeZd

Letg € € >°(R) beafixed function. Foreachn € Nwe define the field {.#}"; t > 0}
as

O =32 G G)Swr 0 — (115)

x,yeZ

for any # > 0 and any f € €°°(R). By the Cauchy-Schwarz inequality we have the
a priori bound

7P| < lglonllf l2n (116)

for any + > 0, any n € N and any f, g € €>°(R). For a function 1 € €>°(R?) we
define {QF (h); t > 0} as

Oy == D" > g(2)h(2. 2)Sun(y — x. 2 — ). (117)

X€Z y#z€ZL

Notice that Q} (h) depends only on the symmetric part of the function /. Therefore,
we will always assume, without loss of generality, that h(x,y) = h(y, x) for any
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X,y € Z. We point out that Q; (h) does not depend on the values of & at the diagonal
{x = y}. We have the a priori bound

|07 ()| < 2lIgll2,nllAll2,n, (118)

where  is defined by h(x 2) =h(5, %) Legy.

n’n

For a function f € €°(R), we define A,f : R — R as

Adf (3) = (£ () +1(52) -2 (3)). (119)

In other words, A,f is a discrete approximation of the second derivative of /. We
also define V,f ® § : 172 — Roas

S =f(): y=x+1
(Vf ®8) (5. 3) = 15 () —F(52): y=x—1 (120)
0; otherwise.

Less evident than the interpretation of A,f, V,,f ® § turns out to be a discrete approx-
imation of the (two dimensional) distribution f/(x) ® 8 (x = y), where § (x = y) is the
8 of Dirac at the line x = y. We have that

AP = =200 (Vuf ® 8) + (G Auf). (121)

In this equation we interpret the term Q7 (V,f ® 6) in the obvious way. By the a
priori bound (116), the term LZ”(\/LEA,J) is negligible, as n — oo. We describe

now the equation satisfied by Q} (k). For this we need some extra definitions. For
he CKCOO(RZ) we define Aph : R2 — Ras

(5 2) =2 (W(EEL D) £ H(S5E2) + A ) 4 (5 — an(2, ).
(122)
In words, A,h is a discrete approximation of the 2d Laplacian of 4. We also define
ahh R — Ras

(5 ) =n(hG 5+ ) — w5 —a(Hh ). a23)

n’n n’> n n’n

The function <7,/ is a discrete approximation of the directional derivative (—2, —2) -
Vh. Let us define 9,,h : %Z — Ras

Zuh(%) = n(n(3. ) — (5L, 5)) (124)
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) (35 - h(E )y
DG ) = 1 (WS 3) = h(SE ) y=a-1 0 (125)
0: otherwise.

The function Z,h is a discrete approximation of the directional derivative of h
along the diagonal x = y, while Z,h is a discrete approximation of the distribu-
tion dyh(x, x) ® 6(x = y). Finally we can write down the equation satisfied by the
field Q7 (h):

Lonhy = QM ("2 Aph + n'Patyh) — 297 (Duh) + 200 (02 Duh).  (126)

Given f € €°(R), if we choose h := h,(f) such that

n V2 A+ 0 Peth = 2V,f ® 8
then summing (121) and (126) we get
GG = =GO W) + S/ (o Anf) = 2 (Duh) + 20 (172 Th).

We integrate in time the previous expression. By the a priori bounds, the term

fot %,”(\/LﬁAnf)ds is small as well as fot %Q?(h)ds = Q7' (h) — Qg (h). The term

t o~
/ Q" (n"'2Dyh) ds
0

is quite singular since it involves an approximation of a distribution but it turns out to
be negligible, although this does not follow directly from the a priori bounds (see [7]).
By using Fourier transform one can see that —2%,,h converges to —%{(—A)W 4

V(—A)1/4}f and we are done. O

3.4 Anomalous Diffusion for a Perturbed Hamiltonian System
with Exponential Interactions

We investigate here in more details the exponential case Vexp(r) = e~ — 1+ 7. The
deterministic system with generator (97) and with the exponential potential above is
well known in the integrable systems literature.* It has been introduced in [40] by

341t seems that although the Hamiltonian structure of the Kac-van-Moerbecke system was known,
the interpretation of the latter as a chain of oscillators with exponential kinetic energy and exponential
interaction was not observed before [13].
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Kac and van Moerbecke and was shown to be completely integrable. Consequently,
using Mazur’s inequality, it is easy to show that the energy transport is ballistic [13].

As we will see the situation dramatically changes when the momentum exchange
noise is added: the energy transport is no more ballistic but superdiffusive. Thus the
situation is similar to the harmonic case. Nevertheless we expect the time autocorre-
lation of the current to decay like r~2/3. We are not able to show this but we proved
in [6] lower bounds sufficient to imply superdiffusivity.

The results are stated in infinite volume: we consider the stochastic energy-volume
conserving dynamics {1(#)};>0 with potential V := Vexp. Its generator is given by
< = o +y.” where o7 and .7 are defined by (21). Since the exponential potential
grows very fast as r — —o0, some care has to be taken to show that the infinite
dynamics is well defined (see [6]). We recall that grand canonical Gibbs measures
are denoted by g, and take the form

e_ﬂv(nx)_)hnx

dup,(m =[] dex, >0, A+p<0.
xeZ ’

In this section, 8 and A are fixed and we denote by e (resp. v) the average energy
(resp. volume) w.r.t. ug s (see (93)).
The microscopic energy current ]f;j: 41 and volume current ];; 4 are given by

JY ) = e D (T T — y V(Y (1)

and
Il () =™ 4 e — y Vi,

We will use the compact notations

% e,y
wy = ( (T'Ix)) » Jeagl = (J.)‘c},’)f/—ﬁ—l ) )
Nx -]x,x—H
In the hyperbolic scaling, the hydrodynamical equations for the energy profile e
and the volume profile v take the form

[a,e— 9,((e —0)%) =0 12)

90 +209,(e—0) =0.

They can be written in the compact form 9,X + 9,3(X) = 0 with

e nron [ —(e—1)?
X_(U), J(X)_(Z(e—n))' (128)
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The differential matrix of J is given by
—(e—v)e—0
(V(})(X):Z( (1 ) 1 )

For given (e, v) we denote by (Tt+)z30 (resp. (T, )s>0) the semigroup on S(R) x S(R)
generated by the linearized system

de+M" 3,6 =0, (resp. de —M" d,e = 0), (129)

where

M= M(e,v) = [VIl(@), o= (i)

We omit the dependence of these semigroups on (e, v) for lightness of the notations.
Above S(R) denotes the Schwartz space of smooth rapidly decreasing functions.
The first result of [6] gives a lower bound on the time-scale for which a non-trivial
evolution of the energy-volume fluctuation field can be observed.
We take the infinite system at equilibrium under the Gibbs measure juz 5 cor-
responding to a mean energy e and a mean volume v. Our goal is to study the
energy-volume fluctuation field in the time-scale m!'**, a > 0:

1
HG) = = > G/ (wcm! ™) — @), (130)

xX€Z

where for g € R, x € Z,

Gi(q) V(nx))
G = s =
@ (Gz(Q) ) @ ( Nx
and G1, G, are test functions belonging to S(R).

We need to introduce some notation. For each z > 0, let H,(x) = (—1)28"2

%e"‘z be the Hermite polynomial of order z and A, (x) = (2\V27)"'H, ()c)e_"2 the
Hermite function. The set {/,, z > 0} is an orthonormal basis of L2(R). Consider
in L2(R) the operator Ky = x> — A, A being the Laplacian on R. For an integer
k > 0, denote by H, the Hilbert space obtained by taking the completion of S(R)
under the norm induced by the scalar product (-, -); defined by (f, g)x = (f, Ké‘ 2)0,
where (-, -)o denotes the inner product of L?(R) and denote by H_; the dual of
Hy, relatively to this inner product. Let (-) represent the average with respect to the
Lebesgue measure.

If E is a Polish space then D(R', E) (resp, C(R™, E)) denotes the space of
E-valued functions, right continuous with left limits (resp. continuous), endowed
with the Skorohod (resp. uniform) topology. Let Q" be the probability measure
on D(R*, H_; x H_;) induced by the fluctuation field %, and g, ;. Let Py, ,
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denote the probability measure on D(R™, RZ) induced by (1n(#));>0 and ug ;.. Let
[E,,, denote the expectation with respectto Py, , .

Theorem 11 ([6]) Fix an integer k > 2. Denote by Q the probability measure on
C@R*,H_; x H_y) corresponding to a stationary Gaussian process with mean 0
and covariance given by

Eo [Z(H) Z(G)] = (T, H - x T{G)

forevery O < s < tand H, G in Hy x Hy. Here x := x (B, L) is the equilibrium
covariance matrix of wo. Then, the sequence (Q”'O)nz | converges weakly to the
probability measure Q.

The theorem above means that in the hyperbolic scaling the fluctuations are trivial:
the initial fluctuations are transported by the linearized system of (127). To see a
nontrivial behavior we have to study, in the transport frame, the ﬂuctuationsA at a
longer time scale m!te with @ > 0. Thus, we consider the fluctuation field 2™,
a > 0, defined, for any G € S(R) x S(R), by

B(G) = B (THG). (131)

Our second main theorem shows that the correct scaling exponent « is greater
than 1/3:

Theorem 12 ([6]) Fix an integer k > 1 and o < 1/3. Denote by Q the probability
measure on C(RY, H_; x H_y) corresponding to a stationary Gaussian process
with mean 0 and covariance given by

Eo [Zi(H) #(G)] = (H - x G)

forevery 0 <s <tand H, G in Hy x Hy. Then, the sequence (Q""%),>1 converges
weakly to the probability measure Q.

The proofs of these theorems can be reduced to the proof of a so-called equilibrium
Boltzmann-Gibbs principle. Let us explain what it means. Observables can be divided
into two classes: non-hydrodynamical and hydrodynamical. The first ones are the
non conserved quantities and they fluctuate on a much faster scale than the conserved
ones. Hence, they should average out and only their projection on the hydrodynamical
variables should persist in the scaling limit. For any local function g := g(n), the
projection 22, , g of g on the fields of the conserved quantities is defined by

(Zev8) () = g(m) — gle,v) — (VE)(e, v) - (wp — w)

where g(e, v) = (g),, and Vg is the gradient of the function g. As explained above
we expect that in the Euler time scale, for any test function H € S(R) x S(R), the
space-time variance
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2
1
Tim By, ( /0 %Zﬂu/n)-[ex%,vg(nun))] ds) =0 (132
xXeL

vanishes as n goes to infinity. In fact it suffices to show (132) for the function g =
Jo.1 35 Thus let us first define the normalized currents by

ey _
Jexrt = [0: P25 Joa] = (jVﬁEZ;) —J(@) = (V)(@) (V“*,‘;i"i)v e) :
’ (133)

To estimate the space-time variance involved we use the following inequality (see
[43]):

' 2 -1
1+o Ct 1
Eﬂﬂ.»\ |:(/0 f(n(sn ))ds) :| = W<f ,(W— VY) f>u (134)
B

1 n
where f = ﬁ > vez, H(x/n) - Jx c11. Due to the very simple form of the operator

. the RHS of (134) can be estimated and shown to vanish as n goes to infinity.
Nevertheless it has to be done with some care since . is very degenerate so that
without the term mlﬁ the RHS of (134) blows up.

Theorem 12 does not exclude the possibility of normal fluctuations, i.e. the con-
vergence in law of the fluctuation field of the two conserved quantities to an infinite
dimensional Ornstein-Uhlenbeck process in the diffusive time scale (¢« = 1). To
see that it is not the case we will show that the diffusion coefficient Z := Z(e, v)
appearing in this hypothetical limiting process would be infinite, excluding thus this
possibility. Up to a constant matrix coming from a martingale term (due to the noise)
and thus irrelevant for us (see [2, 13]), the matrix coefficient & is defined by the
Green-Kubo formula

7= /0 i [Z T @ [Jo. (@ﬂ . (135)

X€EZL

The signature of the superdiffusive behavior of the system is seen in the divergence
of 2, i.e. in a slow decay of the current-current correlation function. To study the
latter we introduce its Laplace transform

7o.0= [ R, [Z T ® [30,1(0)]1 d

XEZL

35 For Theorem 12 the Boltzmann-Gibbs principle has to be proved in the longer time scale tn!'+®

and in the transport frame.
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which is well defined for any z > 0. This can be rewritten as
F (.2 = Vo1, @=2) Jo))ps

where ((-, -))g,, is the semi-inner product defined with respect to g5 in the same
way as in (34).

Our third theorem is the following lower bound on .% (y, z). Observe that .7 (y, z)
is a square matrix of size 2 whose entry (i, j) is denoted by .7; ;.

Theorem 13 ([6]) Fix y > 0. There exists a positive constant ¢ := c(y) > 0 such
that

Ty, z) > e/

and
Fijly,20) =0, G,j)#1,1).

Moreover, there exists a positive constant C := C(y) such that for any z > 0,
C' 711, 2/y) = Z1a(r. ) < CFLi(L 2/y). (136)

The last part of the theorem follows easily by a scaling argument and is in fact
also valid for general potentials V and for generic “standard” anharmonic chains
of oscillators. In [3, 13, 37], numerical simulations indicate a strange dependence
w.r.t. the noise intensity y > 0 of the exponent § in the energy transport coefficient
k(N) ~ N® (N is the system size, see (108) for the definition of k (V)): 6 := 6(y) > 0
is increasing with the noise intensity y. This is very surprising since the more sto-
chasticity in the model is introduced, the more the system is superdiffusive! The
inequality (136) shows that the time decay of the current autocorrelation function
is independent of y (up to possible slowly varying functions corrections, i.e. in a
Tauberian sense). It is common folklore that there should be a simple relationship
between the slow long-time tail decay of the autocorrelation of the current in the
Green-Kubo formula (described by some power law decay) and the divergence of
the thermal conductivity of open systems in their steady states. The argument is that
the autocorrelation should be integrated over times of order N. If we believe in this
argument it means that the numerical simulations of [3, 13, 37] are not converged.
There is however no clear mathematical result backing up this belief.

The proof of the first part of Theorem 13 is based on the three following arguments.

e The first idea consists in performing the microscopic change of variables &, =
e ™, x € Z, that defines a new Markov process {£(f)};=0 = {&(t); x € Z}1>0
with state space (0, +00)% and conserving > & and > logé,. Its generator is
given by L =d + yﬁz where for any local differentiable function f,
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()E) =D ElErrt — &) B/ (E),

x€Z

(TNE = X [1E —r®)].

x€Z

The invariant measures for (§(f));>0 are obtained from the Gibbs measures 1 by
the change of variables above. They form a family {v, ¢}, ¢ of translation invariant
product measures indexed by two parameters p and 6 which satisfy

o =vp0x), 0 =v,0(ogé).

In fact the marginal of v, ¢ is a Gamma distribution. The parameters (p, 6) are in
a one-to-one explicit correspondence with the parameters (e, v).

Rewriting .}x’x+1 with these new variables we see that it is sufficient to prove
a similar statement for the process (£(¢));>0 under the equilibrium probability
measure v, ¢. Introducing the inner product ({-, -)) defined, for any local functions

£ gon (0, +00)% by

(8 = D {vo.o(f 08) = vp.o(F)Vp.0(2)}

x€Z

we can show that the proof of the first claim of Theorem 13 reduces to showing
that there exists a positive constant ¢ such that for any z > 0,

(Woi, @ —2) "W 1)) = ez /4 (137)

where Wy 1(§) = (60 — p) (&1 — p).
The second step consists in using a variational formula to express the LHS of

(137). Indeed we have

(Wo.1, 2 = 2)7' Wo,)) = sup {2((Wo.1. ) = (tg. @ = 7))
8

—((Tg, =y P )
where the supremum is taken over local compactly supported smooth functions g.

To get a lower bound it is sufficient to find a function g for which one can show
that

2((Wo.1,8) — (g, =y A)g)) — (g, (z — y ) Ll g)) > ez V4

Let H be the Hilbert space obtained by completion of the set of local functions
w.r.t. the inner product ((-, -)). Since v, ¢ is a product of Gamma distributions, the



Diffusion of Energy in Chains of Oscillators with Conservative Noise 63

set of multivariate Laguerre polynomials form an orthogonal basis of H. It is then
possible to decompose H as an orthogonal sum &, cnH,, of subspaces H,, such
that ~ ~

s H,—>H, «:H,— H,,—&H,®H,.

The function Wy 1 belongs to Hj. Then we restrict the variational formula to
functions g € Hy and we estimate the corresponding new variational problem
which is still infinite dimensional but involves only functions belonging to H; &
H, & Hj3. To solve this variational problem we adapt ideas developed first in the
context of Asymmetric Simple Exclusion Process [4, 44] and exploited later for
other models. One of the difficulties comes again from the fact that the noise is
degenerate.

The extension of Theorem 13 to other interacting potentials is a challenging

problem. The general strategy presented here could be carried out but the orthogonal
basis (formed by Laguerre polynomials in the exponential case) is no longer explicit
and only defined by some recurrence relations.

Acknowledgments This work has been supported by the Brazilian-French Network in Mathemat-
ics and the French Ministry of Education through the ANR grant EDNHS. The referees deserve
thanks for careful reading and many useful comments.

References

10.

11.

. Basile, G., Bernardin, C., Olla, S.: Momentum conserving model with anomalous thermal

conductivity in low dimensional systems. Phys. Rev. Lett. 96, 204303 (2006)
Basile, G., Bernardin, C., Olla, S.: Thermal conductivity for a momentum conservative model.
Comm. Math. Phys. 287(1), 67-98 (2009)

. Basile, G., Delfini, L., Lepri, S., Livi, R., Olla, S., Politi, A.: Anomalous transport and relaxation

in classical one-dimensional models. Eur. Phys. J. Spec. Top. 151, 85-93 (2007). doi: 10.1140/
epjst/e2007-00364-7

Bernardin, C.: Fluctuations in the occupation time of a site in the asymmetric simple exclusion
process. Ann. Probab. 32(1B), 855-879 (2004)

. Bernardin, C.:. Stationary nonequilibrium properties for a heat conduction model. Phys. Rev.

E (3) 78(2), 021134, 10 (2008)

Bernardin, C., Gongalves, P.: Anomalous fluctuations for a perturbed Hamiltonian system with
exponential interactions. Commun. Math. Phys. 235(1), 291-332 (2014)

Bernardin, C., Gongalves, P., Jara, M.: 3/4 fractional superdiffusion of energy in a system of
harmonic oscillators perturbed by a conservative noise. ArXiv e-prints (February 2014)
Bernardin, C., Huveneers, F.: Small perturbation of a disordered harmonic chain by a noise
and an anharmonic potential. Probab. Theory Relat. Fields 157, 301-331 (2013)

Bernardin, C., Huveneers, F., Lebowitz, J.L., Liverani, C., Olla, S.: Green-kubo formula for
weakly coupled systems with noise. Commun. Math. Phys. 1-36 (2014)

Bernardin, C., Olla, S.: Fourier’s law for a microscopic model of heat conduction. J. Stat. Phys.
121(3-4), 271-289 (2005)

Bernardin, C., Olla, S.: Transport properties of a chain of anharmonic oscillators with random
flip of velocities. J. Stat. Phys. 145(3—4), 1224-1255 (2011)


http://dx.doi.org/10.1140/epjst/e2007-00364-7
http://dx.doi.org/10.1140/epjst/e2007-00364-7

64

12.

13.

14.

15.

17.

18.

19.

20.

21.

22.

23.

24.
25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

C. Bernardin

Bernardin, C., Olla, S.: Thermodynamics and non-equilibrium macroscopic dynamics of
chains of anharmonic oscillators. In preparation (2014). https://www.ceremade.dauphine.fr/
olla/springs13.pdf

Bernardin, C., Stoltz, G.: Anomalous diffusion for a class of systems with two conserved
quantities. Nonlinearity 25, 1099-1133 (2012)

Bernardin, C., Venkateshan, K., Lebowitz, J.L.., Lukkarinen, J.: Harmonic systems with bulk
noises. J. Stat. Phys. 146, 800 (2012)

Bertini, L., De Sole, A., Gabrielli, D., Jona-Lasinio, G., Landim, C.: Large deviations for the
boundary driven symmetric simple exclusion process. Math. Phys. Anal. Geom. 6(3), 231-267
(2003)

. Bertini, L., De Sole, A., Gabrielli, D., Jona-Lasinio, G., Landim, C.: Large deviation approach to

non equilibrium processes in stochastic lattice gases. Bull. Braz. Math. Soc. (N.S.), 37(4):611-
643 (2006)

Bertini, L., De Sole, A., Gabrielli, D., Jona-Lasinio, G., Landim, C.: Stochastic interacting
particle systems out of equilibrium. J. Stat. Mech. Theory Exp. 7, P07014, 35 (2007)
Bodineau, T., Giacomin, G.: From dynamic to static large deviations in boundary driven exclu-
sion particle systems. Stochastic Process. Appl. 110(1), 67-81 (2004)

Bonetto, F., Lebowitz, J.L., Rey-Bellet, L.: Fourier’s law: a challenge to theorists. In: Mathe-
matical Physics 2000, pp. 128-150. Imperial College Press, London (2000)

Braxmeier-Even, N., Olla, S.: Hydrodynamic limit for a hamiltonian system with boundary
conditions and conservative noise. Arch. Rational Mech. Anal. 213, 561-585 (2014)
Bricmont, J., Diirr, D., Petruccione, F., Ghirardi, G., Gallavotti, G., Zanghi, N.: Chance in
Physics: Foundations and Perspectives. Springer, Berlin (2001)

Carmona, P.: Existence and uniqueness of an invariant measure for a chain of oscillators in
contact with two heat baths. Stochastic Process. Appl. 117(8), 1076-1092 (2007)

De Roeck, W., Huveneers, F.: Asymptotic localization of energy in non-disordered oscillator
chains. ArXiv e-prints, to appear in Comm. Pure Appl. Math (May 2013)

Dhar, A.: Heat transport in low-dimensional systems. Adv. Phys. 57(5), 457-537 (2008)
Dhar, A., Lebowitz, J.L.: Effect of phonon-phonon interactions on localization. Phys. Rev. Lett.
100, 134301 (2008)

Dolgopyat, Dmitry, Liverani, Carlangelo: Energy transfer in a fast-slow Hamiltonian system.
Comm. Math. Phys. 308(1), 201-225 (2011)

Farfan, J.: Static large deviations of boundary driven exclusion processes. ArXiv e-prints
(August 2009)

Freidlin, M.I., Wentzell, A.D.: Random perturbations of dynamical systems. In: Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol-
ume 260, 3rd edn. Springer, Heidelberg (2012). (Translated from the 1979 Russian original by
Joseph Sziics)

Fritz, J.: Entropy pairs and compensated compactness for weakly asymmetric systems. In:
Stochastic Analysis on Large Scale Interacting Systems. Adv. Stud. Pure Math. 39, 143-171.
Math. Soc. Japan, Tokyo (2004)

Fritz, J.: Microscopic theory of isothermal elastodynamics. Arch. Ration. Mech. Anal. 201(1),
209-249 (2011)

Fritz, J., Funaki, T., Lebowitz, J.L.: Stationary states of random Hamiltonian systems. Probab.
Theory Related Fields 99(2), 211-236 (1994)

Fritz, J., T6th, B.: Derivation of the Leroux system as the hydrodynamic limit of a two-
component lattice gas. Comm. Math. Phys. 249(1), 1-27 (2004)

Georgii, H.-O.: Gibbs measures and phase transitions. In: de Gruyter Studies in Mathematics,
vol. 9, 2nd edn. Walter de Gruyter & Co., Berlin (2011)

Giacomin, G.: Anharmonic lattices, random walks and random interfaces. Recent Res. Dev.
Stat. Phys. Transworld Res. Netw. 1, 97-118 (2000)

Guo, M.Z., Papanicolaou, G.C., Varadhan, S.R.S.: Nonlinear diffusion limit for a system with
nearest neighbor interactions. Comm. Math. Phys. 118(1), 31-59 (1988)


https://www.ceremade.dauphine.fr/ olla/springs13.pdf
https://www.ceremade.dauphine.fr/ olla/springs13.pdf

Diffusion of Energy in Chains of Oscillators with Conservative Noise 65

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.
56.

57.

58.

59.

60.

61.

Horvith, 1., Téth, B., Vets, B.: Relaxed sector condition. Bull. Inst. Math. Acad. Sin. (N.S.)
7(4), 463-476 (2012)

Tacobucci, A., Legoll, F, Olla, S., Stoltz, G.: Thermal conductivity of the toda lattice with
conservative noise. J. Stat. Phys. 140, 336-348 (2010). doi:10.1007/s10955-010-9996-6
Tacobucci, A., Legoll, E, Olla, S., Stoltz, G.: Negative thermal conductivity in rotor model.
Phys. Rev. E 84, 061108 (2011)

Jara, M., Komorowski, T., Olla, S.: Superdiffusion of energy in a chain of harmonic oscillators
with noise. ArXiv e-prints (February 2014)

Kac, M., van Moerbeke, P.: On an explicitly soluble system of nonlinear differential equations
related to certain Toda lattices. Adv. Math. 16, 160-169 (1975)

Kipnis, C., Landim, C.: Scaling limits of interacting particle systems. In: Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 320.
Springer, Berlin (1999)

Kipnis, C., Olla, S., Varadhan, S.R.S.: Hydrodynamics and large deviation for simple exclusion
processes. Comm. Pure Appl. Math. 42(2), 115-137 (1989)

Komorowski, T., Landim, C., Olla, S.: Fluctuation in Markov Processes: Time Symmetry and
Martingale Approximations. To appear in Springer Grundlehern, Heidelberg (2012)

Landim, C., Quastel, J., Salmhofer, M., Yau, H.-T.: Superdiffusivity of asymmetric exclusion
process in dimensions one and two. Comm. Math. Phys. 244(3), 455-481 (2004)

Lanford III, O.E., Lebowitz, J.L., Lieb, E.H.: Time evolution of infinite anharmonic systems.
J. Stat. Phys. 16(6), 453-461 (1977)

Lepri, S., Mejia-Monasterio, C., Politi, A.: Nonequilibrium dynamics of a stochastic model of
anomalous heat transport. J. Phys. A: Math. Theor. 43(6), 065002 (2010)

Lepri, Stefano, Livi, Roberto, Politi, Antonio: Thermal conduction in classical low-dimensional
lattices. Phys. Rep. 377(1), 1-80 (2003)

Liverani, C., Olla, S.: Toward the Fourier law for a weakly interacting anharmonic crystal. J.
Amer. Math. Soc. 25(2), 555-583 (2012)

Mai, T., Dhar, A., Narayan, O.: Equilibration and universal heat conduction in fermi-pasta-ulam
chains. Phys. Rev. Lett. 98, 184301 (2007)

Marchioro, C., Pellegrinotti, A., Presutti, E.: Existence of time evolution for v-dimensional
statistical mechanics. Comm. Math. Phys. 40, 175-185 (1975)

Olla, S., Varadhan, S.R.S., Yau, H.-T.: Hydrodynamical limit for a Hamiltonian system with
weak noise. Comm. Math. Phys. 155(3), 523-560 (1993)

Olla, Stefano, Sasada, Makiko: Macroscopic energy diffusion for a chain of anharmonic oscil-
lators. Probab. Theory Related Fields 157(3—4), 721-775 (2013)

Serre, D.: Systems of conservation laws. 2. Cambridge University Press, Cambridge (2000).
(Geometric structures, oscillations, and initial-boundary value problems, Translated from the
1996 French original by I. N. Sneddon)

Simon, M.: Hydrodynamic limit for the velocity flip model. Stochastic Process. Appl. 123,
3623-3662 (2013)

Spohn, H.: Large Scale Dynamics of Interacting Particles. Springer, Berlin (1991)

Spohn, H.: Fluctuating hydrodynamics for a chain of nonlinearly coupled rotators. ArXiv
e-prints (2014)

Spohn, H. Stoltz, G.: Nonlinear fluctuating hydrodynamics in one dimension: the case of two
conserved fields. ArXiv e-prints (2014)

Spohn, Herbert: Nonlinear fluctuating hydrodynamics for anharmonic chains. J. Stat. Phys.
154(5), 1191-1227 (2014)

Szész, D.: Boltzmann’s ergodic hypothesis, a conjecture for centuries? In: Hard ball systems
and the Lorentz gas. Encyclopaedia Math. Sci. 101, 421-448. Springer, Berlin (2000)

Tartar, L.: Compensated compactness and applications to partial differential equations. In:
Nonlinear Analysis and Mechanics: Heriot-Watt Symposium, vol. I'V. Res. Notes in Math. 39,
136-212. Pitman, Boston (1979)

Toda, M.: Theory of nonlinear lattices. In: Springer Series in Solid-State Sciences, vol. 20, 2nd
edn. Springer, Berlin (1989)


http://dx.doi.org/10.1007/s10955-010-9996-6

66

62.

63.

64.

65.

66.

67.

C. Bernardin

Téth, B., Valko, B.: Onsager relations and Eulerian hydrodynamic limit for systems with several
conservation laws. J. Stat. Phys. 112(3—4), 497-521 (2003)

Uchaikin, V.V., Zolotarev, V.M.: Chance and stability. Modern Probability and Statistics. VSP,
Utrecht (1999). (Stable distributions and their applications, With a foreword by V. Yu. Korolev
and Zolotarev)

Van Beijeren, H.: Exact results for anomalous transport in one dimensional hamiltonian sys-
tems. Phys. Rev. Lett. 108, 180601 (2012)

Varadhan, S.R.S.: Nonlinear diffusion limit for a system with nearest neighbor interactions. II.
In: Asymptotic Problems in Probability Theory: Stochastic Models and Diffusions on Fractals.
Sanda, Kyoto (1990), Pitman Res. Notes Math. Ser., 283, 75-128. Longman Sci. Tech. Harlow
(1993)

Wang, J. Zhong, Y., Zhang, Y., Zhao, H.: Normal heat conduction in one-dimensional momen-
tum conserving lattices with asymmetric interactions. Phys. Rev. E 85(6), 060102 (2012)
Yau, H.-T.: Relative entropy and hydrodynamics of Ginzburg-Landau models. Lett. Math. Phys.
22(1), 63-80 (1991)



Dissipative Reactive Fluid Models
from the Kinetic Theory

Vincent Giovangigli

Abstract We present a kinetic framework describing mixtures of polyatomic species
undergoing chemical reactions. Using a generalized Chapman-Enskog expansion,
we derive the corresponding macroscopic fluid model. The hyperbolic-parabolic
structure of the resulting system of partial differential equations is investigated and
closely related to the underlying kinetic framework. We also discuss the Cauchy
problem for smooth solutions as well as numerical algorithms for the evaluation of
multicomponent transport coefficients using structural properties derived from the
kinetic theory.

Keywords Kinetic theory - Multicomponent fluid - Hyperbolic-parabolic -
Transport coefficients + Cauchy problem

1 Introduction

Multicomponent reactive flows undergoing chemical reactions arise in many
engineering applications such as chemical reactors [1-3], Earth reentry of space
vehicles [4, 5], or flames [6-8]. This is an important motivation for investigating
the derivation of the corresponding fluid equations from the kinetic theory of gases
as well as analyzing the mathematical structure of the resulting system of partial
differential equations [9].

We first present a kinetic framework describing mixtures of polyatomic species
undergoing chemical reactions. The Boltzmann equations governing the species dis-
tribution functions are presented in a semi-quantum framework [10-19] with reactive
sources [20-34]. We only consider mixtures at thermodynamic equilibrium with a
single temperature and thermodynamic nonequilibrium lay out of the scope of the
present notes [35—46]. The kinetic entropy production is shown to be nonnegative,
which yields the Boltzmann H-theorem. We present the Enskog expansion and focus

V. Giovangigli (B<)
CMAP-CNRS, Ecole Polytechnique, 91128 Palaiseau Cedex, France
e-mail: vincent.giovangigli @polytechnique.fr

© Springer International Publishing Switzerland 2015 67
P. Gongalves and A.J. Soares (eds.), From Particle Systems to Partial Differential

Equations 11, Springer Proceedings in Mathematics & Statistics 129,

DOI 10.1007/978-3-319-16637-7_2



68 V. Giovangigli

on regimes where the chemical characteristic times are larger than the collision times
and than the times for relaxation of internal energy.

We derive the zeroth order as well as the first order corresponding macroscopic
equations including conservation equations, thermodynamic properties, transport
fluxes, transport coefficients and chemical production rates. The transport coeffi-
cients are defined in terms of bracket products involving solutions of integral lin-
earized Boltzmann equations and their mathematical structure is extracted from the
underlying kinetic framework. The macroscopic entropy conservation equation is
obtained and we discuss the link between the kinetic entropy and the macroscopic
fluid entropy. This kinetic study of reactive mixtures is performed in a physical frame-
work, mathematical aspects of kinetic theory laying out of the scope of these notes
[47-56]. The conservation equations, the transport fluxes as well as the source terms
may also be obtained from different theories like the thermodynamic of irreversible
processes or statistical thermodynamics but such theories do not yields the transport
coefficients [57-64]. We further establish that upon neglecting the chemical pressure
and the perturbations of the zeroth order source terms, both the Maxwellian reaction
regime and the tempered reaction regime yield similar fluid models.

The transport fluxes of the resulting fluid conservation equations are written in
terms of transport coefficients. The evaluation of accurate transport coefficients is
therefore an important modeling and computational task [65-69]. However, evaluat-
ing the transport coefficients for gas mixtures require solving transport linear systems
arising from Galerkin solution of systems of linearized Boltzmann equations. The
mathematical structure of the transport linear systems is derived from the kinetic the-
ory and the fast evaluation of accurate transport coefficients using either generalized
conjugate gradient methods or stationary iterative algorithms is discussed [70-75].
The importance and/or influence of multicomponent transport for computing laminar
flows is also addressed [76-85].

The fluid model derived from the kinetic theory is next embedded in a mathemat-
ical framework and recast in quasilinear form. The structural properties extracted
from the kinetic underlying framework are transformed into relevant mathematical
assumptions, thereby soundly founding the mathematical model. We then investigate
the mathematical structure of the resulting system of partial differential equations.
We discuss symmetrizability properties first using entropic variables and next using
normal forms [86—104]. We explicitly evaluate the natural entropic form and next the
natural normal form of the system of partial differential equations. We investigate the
hyperbolic-parabolic structure using a definition of hyperbolicity from Denis Serre
and further establish that for symmetric second order systems strong parabolicity is
equivalent to Petrovsky parabolicity.

We then study the Cauchy problem for symmetrized systems of partial differ-
ential equations [105-118]. We present global existence theorems around constant
equilibrium states as well as asymptotic stability and decay estimates [95]. The
method of proof relies on the normal form of the governing equations, on entropic
estimates, and on the local strict dissipativity properties of the linearized equations
[89, 95, 106, 107].
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The kinetic theory of reactive polyatomic gas mixtures is presented in Sects. 2
and 3. The evaluation of transport coefficients is addressed in Sect. 4. The resulting
system of partial differential equations is imbedded in a mathematical framework in
Sect. 5. Its hyperbolic-parabolic structure in investigated in Sect. 6 and the Cauchy
problem is addressed in Sect. 7.

2 Kinetic Framework

We investigate the kinetic theory of mixtures of polyatomic gases [9—-17, 19] with
chemical reactions [20-34]. We present the Boltzmann equations governing the
species distribution functions in a semi-quantum—or semi-classical—framework.
We perform the Enskog expansion and obtain the zeroth order fluid governing equa-
tions. We only consider the situation of one temperature fluids, thermodynamic dese-
quilibrium lying out of the scope of the present work [35—46]. Both Sects.2 and 3
describing the physical derivation of the fluid equations are not formalized mathemat-
ically and only the macroscopic fluid equations will be investigated in a mathematical
framework. Mathematical aspects concerning Boltzmann-type equations lay out of
the scope of these notes and we refer the reader to [47-56].

2.1 Boltzmann Equations

We consider a reactive mixture composed of n species with internal degrees of
freedom. The species equations are governed by Boltzmann equations written in a
semi-quantum framework that may be obtained from Waldmann [11], Ludwig and
Heil [24], Ferziger and Kaper [16], Alexeev et al. [31], Ern and Giovangigli [33],
and Grunfeld [18].

The state of the mixture is described by the species distribution functions denoted
by fi(t,x,¢c;,1),i € S, where t denotes the time, x the three-dimensional spatial
coordinate, ¢; the velocity of the ith species, I the index for the quantum state of
the ith species, and S = {1, ..., n} the set of species indices. We denote by Q; the
indexing set of the quantum states of the ith species. The quantity f; (¢, x, ¢;, )dxdc;
represents the expected number of molecules of type i in quantum state Iin the volume
element dx located at x, whose velocities lie in d¢; about velocity ¢; at time ¢.

We denote by m; the mass of the molecule of the ith species, E;; the internal
energy of the molecules of species i in quantum state I and a;; the degeneracy of the
Ith quantum state. The fluid macroscopic properties are directly obtained from the
distribution functions. More specifically, the number of molecules of the ith species
per unit volume n; is given by

w=3 [ side 0
1€Q;
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and the mass dentity of the ith species is then p; = m;n;. The mass averaged velocity

v is obtained from
po=> / m;¢; fide;, )

ieS
1€Q;

where p = >, ¢ pi is the total mass density. The total energy per unit volume is also
defined by

g+ o= 3 [(But dmlai) fides )
ieS
IEQ,'

where £ is the internal energy per unit volume. The family of distribution functions
will be written for convenience in the form ( f;);es. More generally, for a family of
functions &;, i € §, where & depends on ¢; and I, we will use the compact notation
& = (&)ies, the dependence on (¢, x) being left implicit.

The species distribution functions are solutions of generalized Boltzmann equa-
tions in the form

Di(f) =8i(fH+Ci(f), €S, “4)

where D; (f;) is the streaming differential operator, §; ( f) the scattering source term
and C; (f) the reactive source term. These Boltzmann equations express the conser-
vation of particles in the phase space and may also be derived from the BBGKY-
hierarchy [10-13, 15-19]. The streaming differential operator D; ( f;) may be written

Di(fi) =0, fi +¢i-Vfi+bi-8 fi. )

where b; is the force per unit mass acting on the ith species.
The scattering term may be written

SN=2 % 3 [(Ar2 )l acjicad, 6
iy

JESTEQ; 1,7€Q;

where, in a direct collision, 1 and J are the quantum states before collision, I' and
1 the states after collision, a;; the degeneracy of the Ith quantum state, and W}le/],
the transition probability for nonreactive collisions. We have denoted by f/ the
distribution f/ = f; (¢, x, ¢}, 1) where ¢; is the velocity and I' the quantum state
after collision. The following reciprocity relations are satisfied by the transition
probabilities [11]

ailajJW?]'I/J/ = ail/ajJ/W}‘/;/IJ. (7)
These reciprocity relations are of fundamental importance in the theory since they
are related to the symmetry properties of the collision operator and are also requisites
for Boltzmann H-theorem. We are using transition probabilities rather than collision
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cross sections for convenience since the reactive collision terms are then much sim-

. . . .. . 1/
pler to write [9, 24, 31]. For binary nonreactive collisions, denoting by 05” the
collision cross section, we have

g7 del; = Wil deldc’, ®)

where g;; denotes the norm of the relative velocity ¢; — ¢; of the collision partners
before collision and é; j the unit vector in the direction of the relative velocity ¢; — c/j
after collision [18, 24, 31]. The conservation of mass, momentum and energy dur-
ing collision is taken into account by using Dirac delta functions in the transition
probabilities [18, 24, 31].

The reactive source term C; (f) is due to chemical reaction between the species
of the mixture. We consider an arbitrary chemical reaction mechanism including
binary as well as ternary mixtures. Even though ternary collisions may be neglected
in the nonreactive collision term §; (), ternary collisions play an important role in
chemistry since it is often the unique chemical path in order to form some type of
molecules [24, 31]. Ternary collision may also be seen as a succession of two rapid
binary collisions [31]. The chemical reactions are indexed by r € R = {1, ..., n"}
where n" is the number of reactions and may be written [33]

> = Do, rem, 9)

ieFr keBr

where F" and B’ are the indices of reactants and products with their multiplicity.
We denote by 1/ and 1/ the stoichiometric coefficients of the ith species in the
rth reaction, that is, the multlphclty of species i in F" and 5", respectively, and by
F and B' the indices of the quantum energy states of the reactants and products,
respectively. We also denote by F the subset of 7" where the index i has been
removed once with similar notation for By, F, and By.. The reactive collision term for
the ith species may then be written [9, 33]

Ci(f) =D Ci(f), (10)

reR

where C;(f) represents the contribution of the rth reaction. This term C}(f) is
given by
H /BkK

Ci ()=, Z/(]‘[fk"ﬁrﬁ Hf,)w % [T des [T dex

keBr JjeFr JeF! keBr
kl_llg’ﬁkK
Z/(ka 61—161 Hfj)W " Br Hde Hdck,

ke jeFr JjeFr JEFT keBl
(11)
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where (3;; = h13> / (a,-lm?), hp is the Planck constant, and ;;Pér denotes the transition
probability that a collision between the reactants F” with energies F' lead to the
products B" with energies B". The sommation over F' in (11) represents the sum
over all quantum indices J for all j € F” with similar conventions for F;, B, and B .
Finally, the following reciprocity relations hold between transition probabilities [9,
24, 31, 33] )

Wit 1 B =Wg% [1 8 (12)

keBr JEeF"

and generalize the relations (7) between the nonreactive transition probabilities. The
reciprocity relations (12) between reactive transition probabilities are also important
and imply in particular the symmetry properties of linearized chemical source at
equilibrium that may be seen as Onsager relations for chemistry.

2.2 Collisional Invariants

A collisional invariant v of the rapid collision operator 8 = (8;(f));es is by defini-
tion a family 1) = (1;);es such that ¢; +v; = z/)l/. + w; for any nonreactive collision
between species i and j. The scalar collisional invariants of the rapid collision oper-

ator form a vector space spanned by the invariants W, [ e{l,...,n+ 4}, defined
by
Bri)ies> les,
P =1 (miciv)ies, l=n+v, vefl,273}

(%mici'ci + E“)ieS’ [ =n+4,
where m; is the mass of the molecule of the ith species and ¢;,, the component of ¢;
in the v spatial direction [10-13, 15, 16]. The » first invariants w’,l ef{l,...,n},are
associated with species conservation in nonreactive collisions, the invariants ¢!,
¥"*2, and 9" 13, with momentum conservation in the three spatial directions, and
1/1”4‘4 with total energy conservation [9, 11, 15, 16]. The collisional invariants of
the complete collision operator § + € = (8,'( H+C(f ))l. g are associated with
the conservation of momentum, total energy and chemical elements or atoms [33].
Denoting by a;; the number of /th atom in the ith species, A = {1, ..., n%} the set
of atom indices, and n* > 1 the number of atoms—or elements—in the mixture,
the atomic collisional invariants of the complete collision operator may be written
a; = (a;7)ies forl € 2.

Remark 2.1 'When molecules are not spherically symmetric, there could be another
summational invariant, namely angular momentum. However, we are only interested
in these notes with isotropic distributions without micro-polarizations associated
with strong magnetic fields. For such isotropic distributions the angular momentum
summational invariant plays no role [16].
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For two tensor families £ = (§;),;cg and { = ((;); s, we define the scalar product

6.0 =3 [&oGd,

ieS

1€Q;
where & O (; is the full contracted product between tensor &; and tensor ;. We
introduce families of tensors since they naturally arise in the definition of transport

coefficients. The macroscopic properties naturally associated with the fluid may then
be written in the compact form

ng, les,
(f. 0y =1 pvw. l=n+v, ve(l,2,3}
%pv-v+6’, [ =n+4,

where v, denotes the component in direction v of the mass average velocity v.

2.3 Kinetic Entropy

The kinetic entropy per unit volume is defined by

s = gy / £ (log (B fi) — 1) de;, (13)
IZGEQSI'

where k3 is the Boltzmann constant and §;; = h%, / (ailm?). Multiplying the Boltzmann
equation (4) by log(0;1 f;), integrating with respect to dc¢;, summing over the species
i € S and over the quantum states I € Q;, we obtain a balance equation for SK™ in
the form

8t8kin+v.(8kinv)+v.‘7kin =t]kin’ (14)

where J5" is the entropy diffusive flux,

TN =t 3 [~ v (o) - 1) des (1)
ieS
1€Q;
and vXi" the entropy source term. The entropy source term vX"™ may be written

pkit — pS 4 v€ with contributions from the nonreactive collision

o8 =~k 3 [ 8 lowtusi) dei (16)
ILEEQS,'
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and reactive collisions

-5 / €:(f) log(Bi f;) de;. (17)
ieS
1€Q;

After some algebra, it is obtained that

f/f; fili N,y
Z Z/ — M)Wg”a“aﬂ dcidcjdc;dc’]-, (18)

i,jesS i dirdjy

=I;—BZ Z/ (Hﬂkak, Hﬂﬂf,) PB; [T de; [] dex. (19

reR¥ B keBr JEF" jeFr jeFr keBr

where 7" denotes the function Y (x, y) = (x — y)(logx — logy). Since this func-
tion only takes nonnegative values, we conclude that both quantities v and v are
sum of nonnegative terms. All collisions, nonreactive or reactive, thus yield non-
negative entropy productions [9, 33]. The generalized Boltzmann equations are thus
compatible with the Boltzmann H-theorem and will lead to a dissipative structure at
the molecular level. This important property must be recovered at the macroscopic
level, that is, both type of collisions should yield nonnegative macroscopic entropy
production.

2.4 Enskog Expansion

An approximate solution of Boltzmann equations (4) is obtained with Enskog expan-
sion and we assume to this aim that the chemical time scales are larger than the
collision times as well as the times for relaxation of internal energy. We thus write
the Boltzmann equations (4) in the form

1
Di(f) = Zsi(f) +eCi(f), €S, (20)

where € is the formal parameter associated with Enskog expansion and a is a integer
which depends upon the regime under consideration. We only consider in these notes
the situation of Maxwellian reactions a = 1 or the situation of tempered reactions
a = 0, whereas the kinetic equilibrium regime @ = —1 investigated in [33] lay out
of the scope of the present notes.

The species distribution functions are expanded in the form

fi=f2(1+epi +0P), ies, 21)
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and the Chapman-Enskog method requires that f and £ have the same macroscopic
observables

Oy = ey,  lell,...,n+4). (22)

We establish in next section that fl.o is the local Maxwellian and introduce the fol-
lowing convenient notation f0 = (fio)ies’ D) = (@i(f,-))l.es, S8 = (Si(f))ies,

C(&) = (Ci(&),.5 and € (&) = (€[ (8)), g I € R, where £ = ()¢ is a family of
functions ¢; depending on (c;, 1).

2.5 Maxwellian Distributions

The zeroth order distributions 0 = ( fl.o)l. < g satisfy the zeroth order equations
Si(f9 =0, ies. (23)

Multiplying (23) by log(5;; fl.o), integrating with respect to d¢;, summing overi € S
and over I € Q;, it is obtained that

Z/M%mmﬂm=a
ieS

1€Q;
Using the expression (18) of the source term S we obtain that (log(ﬂ,-l fl.o))i cgisa
collision invariant. It is then a linear combination of the invariants z/}l, 1<l<n+4,
in such a way that

log(Bit f) = ai — Bemjc; — y(3mici-¢c; + Ei), i €S,

where o; € R, B € R? and v € R, are parameters determined by the macroscopic
constraints (22). After some algebra, it is obtained that

n;
BirZi
where C; = ¢; — v is the relative velocity of the ith species, T the temperature and

Z; the partition function per unit volume of the i th species. This partition function z;
of the ith species may be written

70

m; E; .
eXp<—%7C,°C, — kB—T), S S, (24)

z; =7"7,

where Zﬁm and Z{" denote respectively the internal partition function and the transla-
tional partition function per unit volume
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: E; 2mmikg T\ 3/2
Z;nt — z aiy exp(__”)’ Z}r — (ﬂ) ,
ks T h2
1€Q; P

and another convenient expression of the local Maxwellian fl.o reads

7= (27:;(;T)3/2azig;i eXp{_%Ci.Ci — %} (25)

2.6 Zeroth Order Equations

Macroscopic equations are generally obtained by taking scalar products of the
Boltzmann equations by collisional invariants. At zeroth order, only the terms that
are O (c®) are taken into account and it is obtained that

(D, ) = a0 (C(f0), '), (26)

forl € {1,...,n + 4}. After a few algebra, we deduce for/ = 1, ..., n, the species
mass conservation equations

0;pi + V- (piv) = daomito), i €S, @7

where p; = m;n; is the mass density of the ith species and m? the zeroth order
chemical production rate

o =@ en =X [etda. ies.
1€Q;

The momentum conservation equations are obtained for/ =n +1,n+ 2, n + 3,
and may be written in vector form

9,(pv) + V- (pv®v + pI) = pb, (28)

where I is the unit tensor, p the pressure, and b the average force

pb = Zpibi~ (29)

ieS

Finally, the equation obtained with / = n 44 express the conservation of total energy

8t(%pv.v+5)+v. ((%pv.v—l—g—i—p)v) :pb-v. 30)
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The macroscopic zeroth order equations are thus the compressible Euler equations
for a reactive mixture of polyatomic gases.

2.7 Thermal Properties

The internal energy per unit volume £ may be evaluated by using £ = ((f, /™))

(f0, 1™y and the expression of the Maxwellian distributions, where the collisional
invariant o)™ = (zﬁ‘“‘),es is defined by 1/}““ Eiq+ %m,- |C;|?. After some algebra,
it is obtained that

£=>"nGkT +E,

ieS

where E; denotes the average internal energy per molecule of the ith species

Defining the energy per unit mass of the ith species by ¢; = (%kBT + E;)/m;
we also have & = pe = >, ¢ pje;. Similarly, the enthalpy per unit volume H is
given by

H=> nGkT +E, (31)

ieS

or equivalently by H = ph = ZieS pihi where h; = (%kB T+E; )/my; is the enthalpy
per unit mass of the ith species.

We define the internal specific heat c”‘t per molecule of the ith species by clm =L
and from the expression of E; we obtain that

a i\ 2 E; )
l'm_szzllnIt( i l) exp(—kB—;), ies.

1€Q;

The translational specific heat at constant volume ¢! and the specific heat at constant
volume c¢;y of the ith species are then defined by

=3k gy=c A

The mixture internal specific heat ¢™ and heat at constant volume are also

defined by
. n;, . .
c1r1t — 2 _c;nt’ — cE/r + cll’lt’
: n
ieS
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where n = >, _¢ n; denotes the total number density. On the other hand, the pressure
is given by the state law

p=nkT, (32)

and we recover the perfect gas law.

It will be necessary in the following to use a zeroth equation for the temperature
T. After some algebra, the following zeroth order conservation equation is obtained
for the temperature 7

ney (0,7 +v-VT) = =pV-v — 650 D kT + E;)o}. (33)
ieS

2.8 Maxwellian Production Rates

The zeroth order source term may be written in the form [9]

=D Wh—v)T. €S, (34)
reRl

where T, denotes the rate of progress of the rth reaction. The rate of progress 7, is
obtained from (u}’r — l/ifr V7 = (€7 (f9), ¢') and may be written

nen(ME) -TE)7). ren oy

jes jes

where X is the rate constant of the rth reaction [9, 33]

XK, = Z/ H exp 2kBT C;-Cj— ) H]—'fgj'J Hdcl Hdck (36)

T r
FB Jjer jeFT

These zeroth order chemical production rates are compatible with the law of mass
action and with traditional thermochemistry [9].

Denoting by a;; the number of /th atom in the ith species, & = {1, ..., n%} the
set of atom indices, and n* > 1 the number of atoms—or elements—in the mixture,
the stoichiometric coefficients satisfy the atom conservation relations

Shan=> han, reR e (37)

ieS ieS
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Using (34), these constraints imply that

> wlay =0, led (38)
ieS
which states that atoms are conserved by chemical reactions. On the other hand, the

species being constituted by atoms, denoting by m; the mass of the /th atom, we have
the relations

m; = Zfﬁlaih i€s. (39)
leA

From these relations between the atom and species mass, and from the conservation
of atoms, mass is also conserved during chemical reactions so that

f b
S vhmi=>"vhm,  ren, (40)
ieS ieS

as well as
Zmim? =0, (41)

ieS

so that there is no mass production due to chemical reactions.

3 Dissipative Regime

‘We obtain in this section the first order macroscopic equations governing polyatomic
gas mixtures [10—19] with chemical reactions [20-34]. We derive in particular the
transport fluxes—which yield dissipative effects like viscosity, diffusion or thermal
conduction, and we also obtain the transport coefficients. For a single gas, the cor-
responding equations are the Navier-Stokes-Fourier system.

3.1 Linearized Boltzmann Equations

The linearized Boltzmann collision operator Z = (I,')l. cg 18 defined by

Lo =2 S [ 10+ 6;- o - o dedcia,, ies.

JESTeQ; 1,VeQ;

An important property of this linearized collision operator is that it is isotropic so
that it transforms a tensor built with (c;); < s into an analog tensor as in the monatomic
case [11, 15, 16].
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We introduce the corresponding bracket operator

[, ¢l = (0, ZO), (42)

between two families of tensors £ = (&), _¢. ¢ = (Gi),.g» Where & and ¢; depend
on ¢; and I. This bilinear operator is symmetric [[£, (] = [[(, £]l, positive semi-
definite [[£, £]] > O, and its nullspace is constituted by the collisional invariants,
that is, [[£, £]] = O if and only if ¢ is a tensorial collisional invariant so that all its
components are scalar collisional invariants [15, 16]. These symmetry properties are
notably consequences of reciprocity relations between the transition probabilities or
equivalently the collision cross sections.

The first order equations that govern the perturbed species distribution functions
¢ = (¢i);eys are directly obtained from (20) to (21). These linearized equations are
in the form

Ti(p) =¥, €S, (43)

where 0
Ci
¥ = —D;(log f7) + a0 ;J; ).

i

In addition, the relations (22) yield the scalar constraints
(fO, ' =0, lefl,...,n+4). (44)
The term D; (log fl.o) appearing in the right hand side is evaluated from the zeroth

order macroscopic equations as required by the Chapman-Enskog method. After
lengthy calculations, it is obtained that

W =S 45,00, ies, (45)
with
D: N 1
WS = —wliVo— v = S W (Vp — pib)) - np?-v(kB—T), (46)
jes

C(f9 w) 1 m; — —
v’ = lf€ _n_;_ch(%kBT_TlCi'Ci‘i‘Ei_Eil) Z(%ICBT—FEj)m?,
i

jes

(47)
where p; = n;kgT is the partial pressure of the ith species and C; = ¢; — v the
relative velocity of the ith species. In these expressions, we have denoted



Dissipative Reactive Fluid Models from the Kinetic Theory 81

m

! = kB’T(c,®c lei-ain), (48)

2Cint . tr

'1/!-*i = ckaT(EmiCl'-Ci 2kBT) + kaT( i — Ep), (49)
D; 1 pi
v = —(5; — 2)C;, (50
i Pi( i p) t

W) = ST — mCi-C; + E; — Ei)Ci, (5D

. . ) D; . 5
so that |II;] is a symmetric traceless tensor, ¥/* a scalar and ¥, ',jeS, and ¥ l’\ are

vectors. In order to expand Llfie we also write

v =S wrr, ies (52)
refR

where T, is the zeroth order rate of the rth reaction (35) and where ¥ is given by

W= fO:Kr ZrZ/i)erc/Hdck Z/@erc,Hdck)

—F (Z( T +E)0S, —v ,r>)( kT — ’C,-.Ci—l—fi—E,-I).

By linearity of the operator Z, the solution ¢ = (¢;);cg of (43) and (44) may be
expanded in a similar form

¢ = ¢° + 6a00C, (53)
where
1
6F = —!:Vo — 105Ve0 = > G (Vp; — piby) — ¢V (), (54)
kT
jes
o = T (55)
refR

The functions ¢*, for y € {n, K, Dy, ..., Dy, X} U R, are now of tensor type and

satisfy the integral equations
i) =)', ies, (56)

with the constraints

(fOPH, ly =0, lefl,....n+4}. (57)
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These integral equations are generally shown to be well posed by using Fredholm
alternative [17, 54, 56].

3.2 First Order Equations

The conservation equations at first order are obtained by taking the scalar product of
Boltzmann equations by the collisional invariants and by keeping all terms that are
0(% or O(e)

(DO + 20, 1) = (), ') + Sa0 (0 f) fFOh, 1), (58)

where l € {1,...,n+4} and 9¢C(f0) fO% = (OrCi (f0) f09), 5.
The equations for the conservation of species mass are obtained for/ =1, ..., n,
and are in the form

0,pi +V-(piv) + V-(pjv;)) =mo;, €S, (59)

where v; is the diffusion velocity and tv; the production term for the ith species. The
diffusion velocities are defined by

1
vi=— Z/Ciﬁ0¢i de;, €S, (60)
n;
1eQ;
and the source term by
o= 3 @)+ 800, Pt i€, 61)
1eQ;

The mass flux F; of the ith species is further defined as F; = p;v; = m;n;v; and
satisfy the constraint

D Fi=> pivi=0,
ie§ ieS

since f Oqi) is orthogonal to the vector collision invariant (m; C;);es.
The momentum equations are obtained for/ = n + 1, n + 2, n + 3, and may be
written in vector form

0,(pv) + V- (pv®v + pI) + V-Tl = > p;b;, (62)
ieS
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where the viscous tensor II is defined by

m= Z /miCi®C,~in¢i de;. (63)
ieS
IeQ;

The energy conservation equation obtained for / = n + 4, is finally in the form

0,(5pv-v+E)+ V- ((3pv-v+E+p)v) + V- (Q+TT-v) = D pibi+ (v-+v,), (64)

ieS
where Q is the heat flux
Q= Z /(%miCi~C,- + EiI)Cif,-OQS,- de;. (65)
ieS
IEQ,‘

Once the transport fluxes v;, i € S, II, and Q are expressed in terms of macro-
scopic quantities and their gradients, these are the conservation equation governing
multicomponent reactive flows. Many simplifications are then possible depending
on the particular application under concern but we are only interested here in the
general equations.

3.3 Transport Fluxes and Coefficients

Using the definition (60) of the species diffusion velocities v; and the expression (50)

of lIIiDj one may establish after some algebra that [9, 19]
vi=kT (¥, 1), ies. (66)
Substituting the expansion (53)—(55) in Eq.(66) and using the isotropy of the

linearized collision operator, only the terms ¢/, j € S and ¢ yield nonzero
contributions—in agreement with the Curie principle—and we obtain that

Vi:—ZDij:ij—QiVIOgT, ies, (67)
jes
where :

is the unconstrained diffusion driving force of the jth species and where the transport
coefficients are defined by
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Dij = pl T (WP, ¢P1) = Lpk TP, ¢P1,  i,jes, (69

b= 1P M) = ~4Ie”. $'1.  ies. 0)

The coefficients D;;, i, j € §, are termed the multicomponent diffusion coef-
ficients, the coefficients 6;, i € S, the thermal diffusion or Soret coefficients, and
mass diffusion due to temperature gradients is termed the Soret effect. A fundamen-
tal property of the multicomponent diffusion coefficients is that they are symmetric
since

Dij = 3pk T, $P11 = 3pk Tl ¢”'1 = Dji.

from the symmetry of the bracket operator. We only consider in these notes such sym-
metric diffusion coefficients—more interesting both theoretically and numerically—
that have been obtained by many authors [9, 11-13, 15, 16, 19]. The symmetric
diffusion coefficients have been introduced by Waldmann [11] and used in particular
by Chapman and Cowling [15] and Ferziger and Kaper [16]. Following Hirschfelder,
Curtiss, and Bird, various authors have considered nonsymmetric coefficients [10]
hereby destroying the natural symmetries associated with kinetic processes [13]. But
after the remarks of Van de Ree [13], symmetric coefficients have also been used by
Curtiss [14]. We also introduce the flux diffusion coefficients

Cij:PiDijv i,jGS, (71)
that are such that
Fi=—-> Cyd;—pifVlegT. ieSs. (72)
jes

We denote by y the mass fraction vector y = (yy,...,Y,)" and by (£, () =

> ics &G the Euclidean product between two vectors § = (§1,...,&,)" and { =
({1, ..., )" Regrouping the diffusion coefficient in a matrix D = (Djj)i,jes and
the thermal diffusion coefficients in a vector § = (01, ..., 6,)", we have established

that D = D' and it is shown in the next section that D is positive semi-definite
with nullspace Ry and that (y, §) = 0. Taking into account these mass conservation
constraints Dy = 0 and (y, ) = 0, instead of using d;, i € S, it is possible to
equivalently use the constrained diffusion driving forces

di=d; - %Za‘k = Vi + (% —y)Vlogp +y,(b; —b),  (73)
keS

which sum up to zero [11, 15, 16]. From the constraints Dy = 0 and (y, 8) = 0
it is also directly obtained that >, ¢ F; = > ;cgpivi = 0 independently of the
diffusion driving forces and the temperature gradients.
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With the definition (65) of the heat flux @ and the expression (51) of lIIlX one may
establish that [9, 19]

Q= —(¥, %) + > kT + Epnivi. (74)

ieS

Substituting the expansion (53)—(55) in (74) we obtain that

Q=-AVT —p ZH,‘ZI\,‘ + Z(%kgT + Enivi, (75)

ieS ieS

where the transport coefficients are defined by

~ 1 SN SN
A= o 8N = 5o let 6, (76)
0= =3’ 7)) = 419" 971 ies. )

The coefficient ) is termed the partial thermal conductivity and since

(WP M) = [P, 1 = [, pP1 T = (¥, D7),

the coefficient 0; is the same in the diffusion velocities and in the heat flux. The
diffusion of heat due to concentration gradients in termed the Dufour effect and is
reciprocal of the Soret effect.

There are many alternative expressions for the diffusion velocities and the heat
flux in a multicomponent mixture [10, 11, 15, 16]. We present here the relations
involving the thermal diffusion ratios x = (x;);cs and the thermal conductivity A
which are interesting both from a mathematical and a computational point of view.
The thermal diffusion ratios x = (x;);cs have been introduced by Waldmann [11]

and are defined by
Dx =90,
78
[ (. 1) =0, 78)

where T is the vector with n components unity I = (1);ec5, whereas the thermal
conductivity is defined by
A=3=Z0.x). (79)

The coefficients A and y may also be defined through solutions of integral equations
as for the other coefficients [19]. More specifically, letting

v =—vu pkBTZXi‘I’Di, (80)

ieS
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¢ =&+ phT > xid”, (81)

ieS

we have 7Z; (¢*) = ¥ with the constraints (( fO¢*, /) = 0forl € {1,...,n + 4},
and

S S S SN 7P WP
A= om0 ) = 5 [o*. #]. (82)
1 .
Xi = 3pkBT[[m,-,q%]], i €8, (83)

where U = (m;C;dk;)ics. From these definitions, and after a little algebra, the
following alternative expressions for the diffusion velocities and the heat flux are
obtained

Vi=—> Dijd;+x;ViegT), €S, (84)
jes
Q=-\VT +p D xjvj+ O GkT + E)nvi. (85)
jes ieS

These alternative formulations are interesting from a computational point of view
since it is faster to directly evaluate A and  rather that to evaluate A and 6 [19]. When
the Soret and Dufour effects are neglected, that is when x = 0 and 6 = 0, the partial
thermal conductivity A and the traditional thermal conductivity A then coincide.

Finally, with the relations (48) and (49) and the expression (63) one may establish
the following expression for the viscous tensor IT

= kT (W, fO0) + LT (", fO8) 1. (86)

Keeping in mind the isotropy of the linearized collision operator, the term (¥*, f0))
is evaluated in the form

HaT (W, fO0) = —§kT(¥", fOO" ) Vv + SaoskT D (", 08 )7

reR
Defining the volume viscosity by x by
k= gk T (W5, f00") = ghaTI", ¢"]. (87)
the reactive pressure by
P =00k T D 16", &' 17, (88)

reR
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and the shear viscosity by

n=15kTl¢", ¢"1. (89)
it is obtained that

0= —kVeol 4 pcr — n(Vv + (Vo) — 2(V-v) 1),

where Vv + (Vv)! — %(V- v) I is the deviatoric part of the rate of strain tensor.

3.4 Properties of Transport Coefficients

The mathematical properties of the transport coefficients may be extracted from the
linearized Boltzmann equations [19, 72, 75]. These coefficients satisfy symmetry
properties, mass conservation constraints, as well as positivity properties associated
with the bracket operator or equivalently with entropy production.

From the definition (69) of the multicomponent transport coefficients D;; and
the symmetry of the bracket operator it has already been obtained that D;; = Dj;
and that the thermal diffusion coefficients 6;, i € S, in the diffusion velocities are
identical with the coefficients relating the heat flux to the diffusion driving forces.
These properties, which may be interpreted as Onsager type relations, are direct con-
sequences of the symmetry of the bracket operator [, ], and hence of the reciprocity
relations for transition probabilities or collision cross sections.

Concerning the diffusion matrix D, we also have for any x € R”

(Dx,x) = Sk T[> 50, > x|
ieS ieS

The matrix D is thus symmetric positive semi-definite since the bracket operator

is positive semi-definite. Moreover, the family of right hand sides whr  wDs
of the integral equations defining ¢!, ..., ¢P" is easily shown to be of rank
n — 1 with the constraint >, _ yilIlDi = 0 [19]. By linearity, keeping in mind that
oP1, ..., P are orthogonal to the nullspace of the linearized collision operator,
the family d)D Lo, (;bD " is also of rank n — 1 and satisfy

Zyz'd)Di =0.

ieS

Then Dx = 0 if and only if (Dx, x) = 0 which is equivalent to the property that
> ics xi@P = 0 (since by construction all ¢?i are orthogonal to the collisional
invariants), and we obtain that Dx = 0 if and only if x is proportional to the mass
fraction vector y and N(D) = Ry. We also obtain from the definition of thermal
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diffusion coefficients 6;,i € S, that 3, g y;0i = —3[>cs Vi®”" q’)x]] = 00 that

0,y) =0.
Similarly, defining the matrix
D 0
=7 3)-
p
we observe that for any x’ = (x, x9) € R"T! with x € R", xo € R, we have
; X0 X D; X0 X
(Axx) = bplT [ D xio” — gt > xigP — 2ot |,
: 2% phsT ZS: l pksT

ieS

so that A is positive semi-definite with nullspace spanned by (y, 0)'. Evaluating
then (Ax’, x) for x’ = (0,...,0,1)" and x" = (—x, 1)’ it is obtained that )\ >0
and A > 0. The positivity of )\ and A may also directly be deduced from A =

[[d))‘ ¢>’\ /3kT? and X = [¢*, d)A]] /3kT? since neither ¢ nor d))‘ are collision

invariants because neither ¥* nor 'II)‘ are zero.

Finally, we deduce from n = [¢", ¢"]/10kT that 7 is positive and from x =
[0, ¢"1/9%T that x is nonnegative, and that x is positive unless ¥* = 0 when
there are only monatomic species.

Remark 3.1 The evaluation of the transport coefficients will be discussed in Sect. 4
and the structural properties of the transport coefficients may also be obtained from
the transport linear systems [19].

3.5 Perturbed Production Terms

The first order chemical production rates for the ith species (61) may be written in
the form
w; =w) 4w, ies,

where 1) is the zeroth order rate W) = > _n(P — v/ )7, already discussed in
Sect. 2.8 and ml.l is the perturbed rate in the dissipative or Navier-Stokes regime

wl =00 [ 7€)1 0 dei
1

The structure of the perturbed chemical source terms ml.l has been investigated in
[9]. The perturbed source term is a quadratic expression of the zeroth order rates 7,
r € ‘R, plus a linear combination of the same quantities multiplied by the divergence
of the velocity field V-v. A few estimates have been made of these perturbed terms
in the monoatomic case by Prigogine and Mathieu [20], Prigogine and Xhrouet [21],
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Present [23], Takanayaki [22], Shizghal and Karplus [26-28] and they are generally
believed to be small. In the polyatomic case, however, these perturbed terms may
be significant behind shocks, especially with strong thermodynamic nonequilibrium
[84]. Nevertheless, we will assume in the following that they are negligible so that

=0, ies, (90)

and furthermore that
P =0. ©n

Note that this is automatic when a = 1 in the Boltzmann equations. In this situation,
neglecting both the perturbed source terms m as well as the chemical pressure p™*°,
we have

v, =w?, €S, (92)

M =—xV-ol—n(Vo+ (Vo) = 3(V-0) 1), 93)

and the equations obtained in both regime a = 0 and a = 1 coincide. These equations
will be investigated mathematically in Sects. 5, 6, and 7.

3.6 Thermodynamics

In the framework of Enskog expansion, one may expand the kinetic entropy (13) up
to second order in order to obtain that SK" = S + O(¢?) and the zeroth order term
S is the fluid entropy of the mixture

S=—t > [ 2(1oxtdus - 1)dei = Zp,(%— b gy,

ieS ieS T'm; i Zi
1eQ;
94
The second order terms O(e?) have been investigated in [123, 124] but lay out of
the scope of the present work. Note that such a thermodynamics obtained in the
framework of the kinetic theory of gases is valid out of static equilibrium and has,
therefore, a wider range of validity than classical thermodynamics introduced for
stationary homogeneous equilibrium states.
Defining the entropy per unit mass of the ith species by

=), 95)

we may also express the fluid entropy in the form S = > ;¢ pisi. We may similarly
define the Gibbs function per unit mass of the ith species
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gi = —log(f), (96)

and the Gibbs function per unit volume of the mixture G is then given by G =
> ics Pi&i- We also introduce the reduced chemical potential of the ith species

i = 8L jog (2,

loT e, o7

and the reaction rates of progress may then be rewritten in the convenient form
7r = Ke(explu, v}) —exp(u, 1)),  reR, (98)

where vf = (i, ... ) 0P = @b, 0P and = (s . )
The balance equation for the macroscopic fluid entropy S is obtained in the form

0,5+ V- (Sv) + V- (——Zg’ ) =v. (99)
i€eS

where F; = p;v;, and is v the entropy production term given by

0
gim;to; H Vo VT p ~
b=— z d 7’, -(2- z pihiv;) 2 i+d;. (100)

ieS ieS zeS
Using (34) and (98) the entropy production due to chemical reactions reads
gimim? _ gz i F-
3 = T T AR I =k 3w, v
ieS ieS refR ieS reR
so that
_ gt m; o ﬂ(: b fy b
D T = D k(G vl — () (explp vy) — explpn. 7).
ieS reR
Similarly, we have

2

)

II:Vo
T

1 23 — d) , .2
—7<I£+T]T)(V-v) +ﬁ)Vv+Vv —EV-‘D

and

vT ~ A
~(Q =X pihiv) =3 = > Zvied; = 5 IVTP?

ieS ieS
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—}—% Z Dy @k + x«V log T)- G] + x;V log T).
k,leS

The structure of the chemical source term and of the transport coefficients then
guarantee that the two first terms as well as the sum of the two last terms in the
expression (100) of entropy production v are nonnegative [9]. The entropy production
due to macroscopic gradients may also be written in the form kBl[ng, ¢S]] [9]. We
recover here the important property that macroscopic gradients as well as chemical
production independently lead to nonnegative entropy production at the fluid level
as at the molecular level.

3.7 From Molecules to Moles

Itis traditional to write macroscopic fluid equations in terms of mass or mole densities
rather that number densities and we summarize here the corresponding new notation.
Denoting by AV the Avogadro number, we define the molar production rate of the kth
species by

Wi = mg / N, kes,

and the molar mass by
my = Nmk. kesS,

The number of mole per unit volume is then defined by
ng = ng /N, keSS,

and we have the traditional relations py = myny. We also define the molar rate of
progress 7, = 7,/ in such a way that w; = Zre% v, 7 and we also define

K =% /N, r e R.
The specific heats per unit mole are also given by
M= MA L ey =N, Q€S

as well as
tr tr int int
cy =N, M™M= dMN, cy = oV,

and we also have R = k.
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4 Evaluation of Transport Coefficients

The transport fluxes appearing in the conservation equations governing multicom-
ponent flows are expressed in terms of transport coefficients. The fast and accurate
evaluation of these coefficients is therefore an important modeling and computational
task [65-69].

The transport coefficients are expressed in terms bracket bilinear products involv-
ing solutions of systems of integral equations under constraints. These systems of
integral equations are generally solved with Galerkin variational approximation pro-
cedure and the structure of the resulting transport linear systems may be deduced
from the kinetic theory. These linear systems are typically semi-definite systems
under constraints. Generalized conjugate gradient algorithms as well as stationary
methods are then shown to be convergent using the structural properties obtained
from the kinetic theory [70-75].

4.1 Transport Linear Systems

The Chapman-Enskog method requires solving the systems of integral linearized
Boltzmann equations with constraints governing the perturbed distribution functions
ot = (qﬁi.‘ )ies. These integral equations have been shown to be in the generic form

Z(¢t) = wH,
[ (FO@, Yy =0, 1=i=n+4, (10D
where 4 € {k,n, /)\\} U {D1, ..., Dy} and the various right hand sides have been

evaluated in Sect. 3.3. These systems of integral equations are of matrix type for
1 = n, of vector type for 1 = Aor w e {D1, ..., Dy}, and of scalar type for y = k.
The corresponding transport coefficients are then typically obtained through bracket
products in the form p = [, o] = (f O W, ¢*) as detailed in Sect. 3.3.

A Galerkin variational approximation procedure is generally used to solve the
system of integral Eq. (101). A variational approximation space is first selected

EF = span{ &%, rk e B}, (102)

where 5”‘ ,rk € B*, are basis functions of the same tensorial type than ¢* and ¥*.
The set 3* is the basis indexing set and B/ C F x § where F is the indexing set of
function type and S the species indexing set, that is, when rk € B then r € F and
k € S. We denote by vthe dimension of Z#, thatis v = dim(&#) = Card("). The
unknown ¢" is then expanded in the form

¢/1,: Z azﬂgrk’ (103)

rkeBH
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and the variational equations read ((f @&, (o)) = (fO¢*, Wiy for rk € B
Letting G35 = (fQ¢*, Z(¢) = [¢*, &1, and B = (fD¢*, W) we have
obtained the linear system

> G =8 rkeB" (104)
sleBH

The linear constraints ( f @ ¢*, 1)) = 0 are also rewritten as

> Gla=0, 1<l<n+4, 1=zv=a, (105)
rkeBBi

where G = ((f©¢%, T,4")) and 7, denotes the canonical basis for tensor of type
Wi and ¢,
Defining now the constrained space by

1
C=<span{gl”; 1<l<n+4, lsvsaﬂ}), (106)

where G' = (G}""),kepn. the vectors o/ = (a;"),kepr and B* = (") kesn, and

the matrix G by G = (G}}), ,/cu» the transport linear system is in the form

ok eC. (107)

[ Galt = pH,
and the bracket 1 = [¢*, o*] = (f QWH, ¢ is typically obtained with a scalar
product

p= 2, o'l = (. p). (108)

rkeBH

We note then that the matrix G of the transport linear system is symmetric since
: k sl sl erk 3
w =058 M= = Gy,

and positive semi-definite from (Gx, x) = [£, {]l where { = > .n x,t{’k. More-
over, the nullspace of G is directly associated with the collisional invariants of the
same tensorial type that ¥# and ¢" that are in the variational space Z#. One may
further establish that 3 € R(G) is in the range of G using that W# is orthogonal to the
collisional invariants [19]. Throughout these notes, for any matrix A, we denote by
N (A) its nullspace and R(A) its range. Symmetric transport linear systems have been
considered by many authors [11, 12, 15, 16]. Nevertheless, following Hirschfelder,
Curtiss, and Bird, various authors have considered nonsymmetric transport linear

systems [10] hereby again destroying the natural symmetries associated with kinetic
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processes. The explicit calculation of symmetric transport linear systems for mixtures
of polyatomic species has first been performed in [19].

Denoting by J* these collisional invariants of the same tensorial type than ¥#
and ¢*, we assume that the following perpendicularity property holds

IF=HNE* d I*N(EMT, (109)

where the orthogonal (£#)1 of the variational approximation space &* is taken with
respect to the scalar product (( f°¢, ¢)). In this situation, one may establish [19] that
that the well posedness condition holds

N(G)®C =R" (110)
We further introduce the sparse transport matrix [19]
db(G)y) = Gy o, rk, sl € BY, 111)
and one may establish that when

ghk=0 i#k, (112)

that is, when the basis functions are orthogonal to the constant collisional invariants
Y',i € S, then for x = (x}),repr We have

(2db(G) — G)x,x) =

z py 0) 7(0) ;1707 - .
13 S [+ &g - P W deaeiie
ieS 17eQ;
i7eQ;i
12 2 / — &+ &PV FOWE deide;de]de; .,

i,j€S 11eQ;
i#] 17eQ;

where £ = D cpn x,ﬁf’k and the superscript ~is used to distinguish the collision
partners when i = j. In comparison, it is interesting to note that

(Gx,x):
NS g+ & -6 -8 PO FOw T derdédelde
4 PTSE T TSy S Wy deidaideac
ieS 17eQ;
17eQ;i
0 0 7
12 2 /|5i+5j—f;—§f,|2ﬁ<>f]f>wi;.JIJdcidcjdc;dcj
i,jGS ”/EQ,'

i#j 17eQ;
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in such a way that
N(G) ={x; (&. &) € i,jeSi#]}

where & = > x7 €K and ;5 denotes the collision invariants for the species pair
(i, j), whereas

N(2db(G) = G) ={x; (& —&) €ij i, j€Si#j).

Using these properties,and since the only linear subspaces of collisional invariants
that may lay in the variational approximation spaces Z* are at most one-dimensional,
being either proportional to (m; C;);es in the vector case or (%m,- |C;|> + Ejp)ies in
the scalar case, the invariant ¢/, i € S being excluded from (112), it is established
that when there are at least n > 3 species, then 2db(G) — G is positive definite [19].
In this situation, the matrix db(G), which is easily invertible, is also positive definite
[19].

We have thus established that when the perpendicularity property (109) holds,
and when the variational space Z# is orthogonal to constants (112), then G is sym-
metric positive semi-definite, the well posedness condition N(G) & C = R holds,
B € R(G), and 2db(G) — G and db(G) are positive definite when n > 3. In the
special cases n = 1 or n = 2 the corresponding nullspaces are explicitely evaluated.
Various variational approximation spaces may also be used as reduced spaces [19] or
spaces for a direct evaluation of the thermal conductivity and the thermal diffusion
ratios [71].

4.2 Transport Algorithms

The transport linear systems have been obtained in their natural symmetric form for
most useful transport coefficients [11, 12, 15, 16, 19]. These linear system associated
with any coefficient x then take on either a regular form or a singular form [9, 19].
Only the later singular form is discussed here since the regular case is easier to treat.
The singular form can be written in the form

Ga = (3,
[<9’a> 2o, (113)

where G € R%?, a, 3,G € RY, vis the dimension of the variational space and
the coefficient is obtained with a scalar product © = {(a, #') [16, 19]. In other
words, in practice, the constrained subspace is found to be one dimensional so that
C = G'. The matrix G is symmetric positive semi-definite, its nullspace is one
dimensional N(G) = RN, 3 € R(G), and the well posedness condition N(G) &
G1 = R%holds[19]. The sparse transport matrix db(G) is a submatrix [19] composed
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of diagonals of blocks of G, and 2db(G) — G and db(G) are symmetric positive
definite for n > 3. All these properties have been extracted from the properties of
the Boltzmann linearized collision operator and that of the variational approximation
spaces [19].

The solution of the transport linear system can then be obtained either from the
symmetric positive definite system (G + G ® G)a = (3 or from iterative techniques.
Among iterative techniques, we may use generalized conjugate gradients algorithms
that are possible because the natural symmetries of transport processes have been
taken into account. A very good preconditioner is then the sparse transport matrix
db(G).

Stationary techniques are also feasible and are associated with a splitting G =
M — Z where M = db(G). These methods yields that

a= Z (PTY PM'P!g, (114)

0<j<oo

where7 = M1 ZandP = I-NQG /{N, G).Itcan then be shown that the spectral
radius of the product P7 is strictly lower than unity since the matrix M + Z =
2db(G) — G is positive definite but this is a consequence of Boltzmann linearized
equations. These stationary and generalized conjugate gradients methods have been
found to be efficient for mixture of neutral gases [7, 70-74].

The situation of ionized mixtures is more complex since the convergence rate of
stationary iterative techniques deteriorate as the ionization level increases. On the
contrary, the convergence properties of generalized conjugate gradient algorithms do
not depend on the ionization level. New algorithms have thus been introduced with
more singular versions of the transport linear systems. These algorithms have led to
fast convergence rates for all ionization levels and magnetic field intensities [75].

The assumptions for transport coefficients when some mass fractions are vanishing
are more complex and lay out of the scope of these notes [9, 19]. Zero mass fractions
lead to artificial singularities in the transport linear systems which are eliminated
by considering rescaled systems [19]. Provided the diffusion matrix is replaced by
the flux diffusion matrix Cyy = pYy; D, k,1 € S, all transport coefficients are
smooth functions of the mass fractions and admit finite limits when some mass
fractions become arbitrarily small. The iterative algorithms obtained for positive
mass fractions can also be rewritten in terms of rescaled systems that are still defined
for nonnegative mass fractions [19].

4.3 Stefan-Maxwell Equations

As a typical illustration of transport linear systems, we discuss in this section the
multicomponent diffusion matrix D = (Dj;); jes. We assume that a state of the
mixture is given with 7 > 0, p > 0,andy > 0, thatis, y, > Ofork € S. We assume
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that the mass fraction sum up to unity (y, I) = 1 and the mole fractions are denoted
by X1, ..., X,. The mole fractions may be evaluated from X; = my; /m; where m is
the mean molar weight given by (y, I)/m = >, ¢V;/m;.
The usual diffusion matrix D, obtained with linear systems of size v = n, satisfy
R(D) C y* and
AD =1, —y®I, (115)

where I, is the identity of size n and A the Stefan-Maxwell matrix [16, 19]. Diffusion
coefficients associated with larger transport linear systems—required for plasmas—
lay out of the scope of these notes [19, 75]. The matrix A reads

X X|
Ak = ZW’ kes, (116)
I#£k Tkl
X X
A= — =L kileS, k#l (117)
Dkl

where DE}“ (T, p) is the binary diffusion coefficient of the species pair (k, /) depend-
ing on pressure and temperature. The structure of the matrix A is investigated in the
following Lemma [9, 70]

Lemma 4.1 Assume that the molar masses my, k € S, are positive constants, that
the coefficients D}?}n, k,l € S, k # 1, are positive and symmetric, and that y > 0.
Then A is symmetric positive semidefinite, N(A) = R 1, A is irreducible and is a
singular M-matrix.

We will need the following lemma about generalized inverses with prescribed
range and nullspace that may be found in [9, 70].

Proposition 4.2 Let G € R%? be a matrix, and let p and q be two subspaces of
R? such that N(G) @ p = R? and R(G) ® q = RY. Then, there exists a unique
matrix Z such that GZG = G, ZGZ = Z, N(Z) = q, and R(Z) = p. The matrix
Z—termed the generalized inverse of G with prescribed range p and nullspace
q—satisfies GZ = Pgr(G),q and ZG = Py n(G), where Py, is defined for linear
spaces a and b, such that a ® b = RY, and denotes the projector onto a along b.

Ifin addition G is symmetric positive semi-definite andp = q then Z is symmetric
positive semi-definite.

The diffusion matrix may then be defined as a generalized inverse of A with
prescribed range and nullspace [9, 19, 70].

Proposition 4.3 Keeping the assumptions of Lemma4. 1, there exists a unique matrix
D such that AD = I, — y®1 and R(D) C y*. This matrix D is the generalized
inverse of A with prescribed range Yy and nullspace Ry. The matrix D is symmetric
positive semidefinite, N(D) = RY, D is irreductible, and for any a > 0 we have
D=(A+ayy)~' — (1/a)IQL
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The transport linear systems associated with the flux matrix C are of a similar
nature [19, 70, 74] and are well posed fory > 0,y # 0. With the mathematical prop-
erties of the matrix C itis then possible to establish the following diffusion inequality
involving the entropy production quadratic form (Dx, x) on the hyperplane of zero
sum gradients [9, 119].

Proposition 4.4 Let T be a fixed temperature and Y = diag(y,, ..., Y,). There
exists a positive constant § such that

Vy>0 with (y, ) =1, VxelIt &Y 'x,x) < (pDx, x). (118)

In other words, the natural entropic production norm associated with diffusion
processes involve expressions in the form > ;¢ |Vy;|?/y;. Such norms have first
been used for an existence theorem of traveling waves with complex chemistry and
detailed transport [119]. This lemma also implies that the nonzero eigenvalues of
y1/2p0y1/2 are bounded away form zero since yl/Zprl/zx = Ax with A # 0
implies that x € R(Y'V?D) = (yl/z)l and D ¢ yl/zxi = 0 and from (118) that
o< A\

One can also derive from (115) to (117) after some algebra that for any k € S

Xk X1 Xk X1
di +xiVlogT = oo VI > SV (119)
Ik Tkl I#k Tkl

These equations are usually termed Stefan-Maxwell equations and must be com-
pleted by the constraint >, _¢ Y, Vi = 0 associated with mass conservation to define
uniquely the diffusion velocities. An elementary derivation of these equations has
been given by Williams [66].

During a multicomponent flow computation, when an explicit time algorithm
is used, it is sufficient to solely evaluate the diffusion velocities vi, k € S, by
solving the Stefan-Maxwell equations for each spatial direction, say by using a
projected conjugate gradient method [74]. However, when an implicit time marching
technique is used, evaluating the diffusion matrix D is generally required. Accurate
approximation of the diffusion matrix D may be obtained by considering M =
diag(x1/DY, ..., X,/D;;) where

Di=(=yp | > %D, (120)
15k

andA=M—-—Z,T=M1'1Z andP =1, — I®y. The spectral radius of P7 is

then strictly lower than unity and we have the convergent series expansion [70]

o
D=> (PT)/PM'P".
j=0
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One may then introduce the approximate diffusion matrices

Dl = > (PT)I'PM P,

O<j=i

that are symmetric, satisfy the mass constraint Dlly = 0 and yields a positive
entropy production. The first approximation DIl = PM~1P! corresponds to the
Curtiss—Hirschfelder approximation v, = —D,fd k/Xk + Veor With a mass corrector
Veor ensuring the constraint ), _¢ Y,k = 0 and arising here from the projector P
[19, 70].

4.4 Impact of Multicomponent Transport

Recent numerical investigations have brought further support for the importance
of accurate transport property in various multicomponent reactive flows [76-85].
Thermal diffusion effects have been shown to be important in the study of vortex-
flame interaction, catalytic effects near walls, interfacial phenomena, gaseous or
spray diffusion flames [83], chemical vapor deposition reactors [3] and reentry [85].
The impact of multicomponent diffusion has also been shown to be important in mul-
tidimensional hydrogen/air and methane/air Bunsen flames [7], in freely propagating
flames—especially with oxygen as pure oxydizer—as well as in direct numerical
simulation of turbulent flames.

Theoretical calculations and experimental measurements have also shown that
the ratio /7 is not small for polyatomic gases [9, 80-82, 84]. Volume viscosity
also arises in dense gases and in liquids, and its absence in dilute monatomic gases
is an exception rather than a rule. Despite its potential importance, volume or bulk
viscosity has seldom been included in computational models of multidimensional
reactive flows. For small Mach number flows, however, the whole term V- (/@(V )1 )
has a weak influence because of its structure, even though both the ratio /7 and
the dilatation V-v may not be small [9]. However, it has been shown that volume
viscosity has an important impact during a shock/hydrogen bubble interaction [82]
and its influence on shock heated and expanding flows in investigated in [81, 84].

5 Mathematical Framework

We first summarize in this section the system of partial differential equations model-
ing reactive fluids derived from the kinetic theory of gases in the previous sections.
We also introduce a mathematical framework, notably the assumptions on the trans-
port coefficients, and recast the system in quasilinear form. The precise form of
the thermodynamic functions obtained in the previous sections is not specifically
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required and they are simply defined here in terms of internal specific heats and
formation constants. Furthermore the mathematical properties of the transport coef-
ficients are extracted from the kinetic theory. Note that we only investigate here the
equations governing ideal mixture of perfect gases derived from the kinetic theory
and we refer to [109, 111, 112, 114, 115] for other models. We have often rewritten
some of the relations deduced from the kinetic theory in the previous sections in
order to facilitate an independent lecture of the following sections.

5.1 Conservation Equations

The equations for conservation of species mass, momentum and energy may be recast
in the form [9]

O,pr + V- (prv) + V- Fi = mywy, kes, (121)
0,(pv) + V- (pv@v + pI) + V-TL = > p;b;. (122)

ieS

0,(E + Lpv-v) + V- (€ + Lpv-v + p)v) + V-(Q + M-v) =
> pibi-(@+vi), (123)

ieS

where 0; denotes the time derivative, V the space derivative operator, p; the mass
density of the kth species, v the mass average flow velocity, F the diffusion flux of
the kth species, mj the molar mass of the kth species, wy the molar production rate
of the kth species, S = {1, ..., n} the set of species indices, n > 1 the number of
species, p = D g Pk the total mass density, p the pressure, IT the viscous tensor,
b; the force per unit mass acting on the ith species, £ the internal energy per unit
volume and @ the heat flux. These equations have to be completed by the relations
expressing the thermodynamic properties like p and £, the chemical production rates
wi, k € S, and the transport fluxes Il, F, k € S, and Q.

Assuming that the force acting on the chemical species are species independent
b; = b,i € S,as gravity forinstance, then the energy productionterm »_; _¢ p; b; - (v+
v;) simplifies into pb- v. In the following, we will assume that there is no force acting
on the chemical species so that

bi=b=0, ieS. (124)

Such zeroth order force terms pb and pb-v do not significantly influence the
mathematical structure of the resulting set of partial differential equations. The
spatial dimension is denoted by d and the components of v and V are written
v = (v1,...,v9) and V = (9y,...,0;)" where v; denotes the velocity in the
ith spatial direction, 0; the derivation in the ith spatial direction and bold symbols
are used for vector or tensor quantities in the physical space R?.
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5.2 Thermodynamics

We will use for convenience the state variable T, py, ..., p, where T is the absolute
temperature and also denote o = (p1, ..., py)’. Other state variables could be used
as well and may lead to slightly different mathematical formalisms [9]. The internal
energy per unit volume £ and the pressure p can be written in terms of the state
variables T, p1, ..., p, as

Pk
ET.pr.....pw) =D prex(T).  p(T.p1.....pn) = D RT—,
keS kes Mk

where ¢y is the internal energy per unit mass of the kth species and R the gas constant.
The internal energy e of the kth species is given by

T
er(T) = ezt +/ ey (T) dT, kes,
TS[

where e,it is the standard formation energy of the kth species at the standard temper-
ature T and ¢y, the constant volume specific heat of the kth species. We also define

st
the formation energy at zero temperature by letting e,? =er(0) =)' — fOT cvi(T)dT.
The (physical) entropy per unit volume S can be written in the form

S(Ta p]a ey ,Dn) - Zpksk(Ta pk)’
keS

where sy is the entropy per unit mass of the kth species. This quantity is in the form

T 1
T R
Sk(T, Pk)252t+/ Cvk( )dT/——IO ( 5/(
Mg

), kes,
Tst T mi

where ;' is the formation entropy of the kth species at the standard temperature 7'
and standard pressure p = p?™ and %' = p5'/RT® is the standard concentration.
Similarly, one can introduce the mixture enthalpy H = >, _¢ pxhx (T) with

hi(T) = ex(T) + RT /my, kes,
the mixture Gibbs function per unit volume G = >, ¢ px gk (T, px), with

8k(T, pr) = i (T) = Tsi(T, pr), k€S,
as well as the reduced chemical potential

my gk
T, = —, kes.
i (T, pi) RT



102 V. Giovangigli

Finally, the species mass fractions Yy, k € S, partial pressures pi, k € S, and mole
fractions X, k € S, are defined by

k «RT Pk
Yk=p—, szp , X = —, kes.
P nj P

The mole fractions may also be evaluated from X; = my;/m; where m is the mean
molar weight given by (y, I)/m = >, ¢V, /m;.

5.3 Chemical Sources

We consider a system of n" > 1 elementary reactions for n > 1 species which can
be written formally

DM = D vk M, iR,
keS keS

where 91 is the chemical symbol of the kth species, V,fi and I/,tc)l- the forward and
backward stoichiometric coefficients of the kth species in the ith reaction, R =
{1, ..., n"} the set of reaction indices, and vy; = I/]E)i — I/IEZ» the overall stoichiometric
coefficients. The species of the mixture are assumed to be constituted by atoms, and
we denote by a;; the number of /th atom in the ith species, 2 = {1, ..., n?} the set
of atom indices, and n* > 1 the number of atoms—or elements—in the mixture. It

is convenient to introduce at this point some vector notation by letting

wi Vi Vfi V]fi
w = , Vi = , V,»f = , I/,b = )
Wn Vni Uni vh
M1 ay mi P1
p= o= |, m= . o=
Hn Qnl my Pn

We will denote by R the vector space spanned by the reaction vectors R =
Span{v;, i € P} and by A the vector space spanned by the atom vectors
A = Span{a;, [ € 2}. The molar production rates that we consider are the
Maxwellian production rates obtained from the kinetic theory [9, 19] when the chem-
ical characteristic times are larger than the mean free times of the molecules and the
characteristic times of internal energy relaxation. These rates wy, k € S, are compat-
ible with the law of mass action and are in the form
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we= D W —upTi.  keSs, (125)
ieR

where 7; is the rate of progress of the ith reaction given by
7 = K (exp(p, vj) — explp, 1)), (126)

as written by Marcelin [57], Gorban [63] and Keizer [64] and also deduced from
the kinetic theory (98). These rates of progress are compatible with the law of mass
action and may be rewritten

DRI I

leS leS

where Ile and IC? are the forward and backward rate constants of the ith reaction,
respectively. The reaction constants ICf, IC!? and K} are functions of temperature
and are Maxwellian averaged values of molecular chemical transition probabilities
[19]. In particular, forward and backward chemical transition probabilities are always
proportional—as in any Boltzmann equation—and this implies the reciprocity rela-

tions [9, 19]

K(T) = Ile(T) log KS(T) = — (v, u*) ieRr (128)
i IC})(T) ’ i 1> ,u’ ’ ’
where /C(T) is the equilibrium constant of the ith reaction, p" = (i, ..., uy)’

and p(T) = pr(T,my), k € S. These reciprocity relations are closely associated
with the reciprocity relations between reactive transition probabilities as well as with
symmetric representation of the rate of progress and may be seen as Onsager relations
for chemistry. These reactions constants are also related by log K7 = log ICf -
(M Vlf , 1) =log IC? —(M uib, 1"). On the other hand, in practice, the forward reaction
constants Ile, i € %R, are often approximated with Arrhenius law

ICl.sz[in" exp(—(‘f,-/RT), i €R,

where 2(; is the preexponential factor, b; the temperature exponent and €; the
activation energy of the ith reaction. Note incidentally that the thermodynamics of
irreversible processes only yields rates of progress that are linear in terms of affinities
(vi, 1) instead of exponential as in (126).
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5.4 Transport Fluxes

The transport fluxes II, Fi, k € S, and Q due to macroscopic variable gradients can
be written in the form [9, 11, 12, 15, 16, 19]

II= —HV-vI—n(Vv+Vv’—%(V-v)l), (129)
Fe=—> Culd +x%0,logT), keS, (130)
leS
Q= — VT + > (RTXE 4 7y (131)
keS Mk

where x denotes the volume viscosity, 1 the shear viscosity, I the three dimensional
identity tensor, Cy;, k,! € S, the multicomponent flux diffusion coefficients, Ek,
k € S, the unconstrained species diffusion driving forces, ’ the transposition operator,
Xk, k € S, the rescaled thermal diffusion ratios and A the thermal conductivity. The
diffusion driving forces are defined by

. v
d, =X kes,
p

keeping in mind that the force term acting on the species are assumed to be zero
b = 0,k € S. When the mass fractions are nonzero, it is also possible to define the
species diffusion velocities v, k € S, by

Fri ~ ~
Vg = — = — szl(dl +x;x1VlogT).
Pk leS

where Dy = Cri/pk, k, I € S.

The transport coefficients have important properties inherited from the underlying
kinetic framework [9, 12, 19]. They satisfy symmetry properties, mass conservation
constraints, as well as positivity properties as derived in Sect. 3.4 and detailed in
the next section. The multicomponent transport coefficients , 1, A, C = (Ck/)k.ies,
D = (Di)k.jes, or X = (Xk)kes, are also smooth functions of the state variables.
Note that the matrices C and D are generally irreducible and the governing equations
have thus a complex structure [9].

5.5 Mathematical Assumptions

The assumptions on the thermodynamic properties and the transport coefficients have
been extracted from the kinetic theory of gases. There are recast in the following
form where s denotes a regularity class of transport coefficients and thermodynamic
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functions [9]. Throughout these notes, for any matrix A, we denote by N(A) its
nullspace and R(A) its range.

(H1)  The molar masses my, k € S, and the perfect gas constant R are positive
constants. The formation energies ezt, k € S, and entropies s,it, k € S,
are real constants. The specific heats cyi, k € S, are C*~! functions of
T € [0, 00). There exist positive constants ¢, and ¢y such that 0 < ¢, <

cvik(T) < ey forT > 0andk € S.

(H2)  The stoichiometric coefficients V};i and l/}:i, k € S, i € R, the atomic coef-
ficients ay;, k € S, 1 € A, are nonnegative integers. The atom vectors a,
1 € A, and the reaction vectors v; = 1/}’ — I/l»f, i € R, satisfy the atom
conservation constraints (v;, q;) = 0,1 € R, [ € A. The atom masses m;,
I € %, are positive constants and the vector of species molar masses 1 is

given by m= 7o my ay.

(H3)  The symmetric reaction constants K; are C** positive functions of T > 0
fori € *R.

(Ha)  The flux diffusion matrix C = (Cy)k.ies, the rescaled thermal diffusion
ratios vector X = (X1, - - - » Xn)', the volume viscosity , the shear viscosity
7, and the thermal conductivity A are C* functions of (T, p1, - .., pn) for
T > 0and p; > 0,1 € S. These coefficients satisfy the mass conservation
constraints N(C) = Ry, R(C) = I, and ¥ € x~.

(Hs)  The thermal conductivity \ and the shear viscosity 1 are positive. The vol-
ume viscosity k is nonnegative. The diffusion matrix D = (1/p)Y~'C is
symmetric positive semi-definite and its nullspace is N(D) = Ry where

Y =diag(yy, ..., ¥,)-

Remark 5.1 All coefficients C, A, n, X and x have smooth extensions to the domain
pi = 0,i € S, and p > 0. This is also the case for the non diagonal coefficients
D;;j fori # j whereas the coefficient p; D;; has a finite positive limit when p; — 0
[19, 70].

Remark 5.2 We generally have R C AL but chemical reaction mechanisms are
usually sufficiently rich so that reaction vectors v;, i € R, are spanning the maximum
space and R = A™+.

5.6 Entropy Production

From Gibbs’ relation T DS = DE — >, ¢ gk Dpi, where D denotes the total
derivative, the conservation equations, and the properties of transport coefficients
and chemical production rate, one may derive the following balance equation for
ps =38
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0 8k 3dk +2n(3 — d) 5
O (p$) + V- (pus) + Vo (2 = > T Fk) = —— 1 ——(V-0)
keS
n 2 . 2
+ ﬁ(Vv + Vo' = 2(V-o) I): (Vo4 Vo' — 2(V-0) I)
A
+ SVTVT + 257 Dy (@ + iV log T)- (@ + iV log T)
r T k,leS
+ D RKE (1 ) = (s v)) (explps, vf) — explu, 17). (132)
ieR

The viscous tensor has been rewritten for convenience in the form

2n3 —d)

n=—(k+ 24

)Veul— 77(Vv + Vo — 2(V.) 1),

keeping in mind that 1 < d < 3. Entropy production (132) therefore appears as a
sum of nonnegative terms and the last term represents the entropy production due
to chemical reactions — R (1, w). From this expression of (u, w) we also deduce the
following result concerning chemical equilibrium.

Proposition 5.3 Assume that the Properties (H1—Hgz) hold. Then for any (T,
Pls -y pn) € (0, 00)!7 the following statements are equivalent :

(i) The entropy production due to chemistry vanishes —R{u, w) = 0.
(ii) The reaction rates of progress vanish T; =0, j € R.

(iii) The species production rates vanish wy =0, k € S.

(iv) The vector i = (1, ..., pin)" belongs to R+ where

R =span{vy;, i € R}.

Proof From the expression of entropy production due to chemical reactions

—R(p.w) = > RK}({t, ) = (. ) (exp(p, vf) — expp. vP)),
ieR

and (H3) we obtain that (;, w) = 0 implies (u,v;) =0, j € R,andso 7; = 0,
Jj € R, and we have established that (i) implies (ii). The fact that (ii) implies
(iii) is a consequence of w = > jem Tjvj- We also deduce from the expression of
entropy production —R(u, w) that (iii) implies (i) so that the three statements (i),
(ii), and (iii) are equivalent. Finally, it is easily established that (iv) is equivalent
to {u, v;) =0, j € R, so that (i7) and (iv) are also equivalent. U

Definition 5.4 A point 7* > 0, ¢* € (0, 00)", which satisfies the equivalent prop-
erties of Proposition 5.3 is termed an equilibrium point.

We are only interested here in positive equilibrium states with p; > 0,i € §, which
are in the interior of the composition space. Spurious points with zero mass fractions
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where the source terms wg, kK € n, also vanish—termed ‘boundary equilibrium
points’—are of a different nature [9]. Properly structured chemical kinetic mech-
anisms automatically exclude such spurious points unless some element is missing
in the mixture [9].

5.7 Vector Notation

The equations governing multicomponent flows (121)—(123) can be rewritten in the
compact vector form

du+ > 0F +> oF =@, (133)
ieC ieC

where U is the conservative variable, 8l. the spatial derivative operator in the ith
spatial direction, C = {1, ..., d} the indexing set of spatial directions, d € {1, 2, 3}
the spatial dimension, F; the convective flux in the ith direction, F&*® the dissipative
flux in the ith direction, and €2 the source term. Letting n = n+d—+ 1, the conservative
variable u € R" is found to be

U= (p1,..., pu, pv, €+ Lpvov), (134)
and the natural variable z € R" is defined by
z=(pt,.., pn, v, T)". (135)
For convenience, the velocity components of vectors in R" = R x R? x R? are
generally written as vectors of R? and bold symbols are used for vector or tensor
quantities in the physical space RY. The map z — u is a C* diffeomorphism from
the open set

07 = (0, 00)" xR x (0, 00),

onto a convex open set O, of R" [9, 95].

Proposition 5.5 The map z — U is a C* diffeomorphism from the open set Oy
onto an open set Oy. The open set Oy is convex and given by

Ou={ueRbu; >0, 1<i<n, up—dui,...,uptq) >0},

where

2 2

u _I_...+u

1 n+1 n+d 0

P(ur, ... untd) = 5 +Zuie,~,
Dies Ui

ieS

0 . . .
and e; is the energy of formation of the ith species at zero temperature.
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Proof The map z — U is easily shown to be one to one from O, onto Oy
using the positivity of the constant volume specific heats. The jacobian matrix 9 U,
has a triangular structure and is invertible so that we may use the inverse function

theorem. O
The convective and diffusive fluxes F; and F&* in the ith direction are defined by
Fi = (p1vis ..., pavi, puiv + pei, (€ + Spvev+ pHv;)',
F?iSS = (j:liy LR fnia H[? Qi + H['v)t9

where e; denotes the ith basis vector in the physical space RY, v; the velocity in
the ith direction, F; the diffusion flux of the kth species in the ith direction, Q;
the heat flux in the ith direction, IT = (Il;;); jec the viscous tensor, and II; the

vector Hi = Iy, ..., Hdl')t, so that v = (vy,..., vd)’, Fr = (Frty---, ]:kd)t,
and @ = (Q1,..., Q). , _
The dissipative fluxes may further be expressed in the form F9i%s = — > jec Bij(w)

sz since all transport fluxes are linear expressions in terms of the gradients
of the natural variable z. Since z — U is a smooth diffeomorphism, defining
B;j(u) = B;;(u)0yz, for i, j € C, we obtain that

F?iss - _ Z Bij(u)aju’ ieC,
jeC

where the dissipation matrix B;; relates the dissipative flux in the ith direction F?iss
to the gradient of the conservative variable in the jth direction 0 ;u. Further denoting
by A; = OyFj, i € C, the convective flux Jacobian matrices, and €2 the source term

Q= (mlwl, e, MpWwy, 0, O)t,

we obtain the quasilinear system
ou+ > AWIu= > 8i(Bij(u)8ju) +Q), (136)
ieC i,jeC

and all the system coefficients A; (u), i € C, B;;(u),, j € C, and (u), are smooth
functions of U on the open convex set O,. The mathematical structure of such qua-
silinear systems is discussed in the next section in an abstract framework.

6 Hyperbolic-Parabolic Structure

We discuss symmetrization with entropic variables and normal variables for abstract
systems in quasilinear form. We next investigate the hyperbolic-parabolic structure of
the resulting systems of partial differential equations. We further explicitly evaluate
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the natural entropic symmetrized form as well as the natural normal form for the
system of partial differential equations modeling multicomponent reactive fluids.

6.1 Entropic Variables

We consider an abstract second order quasilinear system of conservation laws in the
general form

Ou+ D AW u— D 0;(Bij(wd;u) — (u) =0, (137)

ieC i,jeC

where u € O, O, is an open convex set of R", and n > 1. The system coefficients
are assumed such that A; = JyF; and the fluxes F;, i € C, the dissipation matrices
Bij, i, j € C, and the source term €2, are assumed to be C** over O, where s > 3.

A mathematical entropy for the system of partial differential Eq. (137) must be
compatible with the convective terms, the dissipative terms as well as the source term
and we use the definition presented in [101, 103] simplified to the situation where
the set Oy is convex. In the following definition, properties (E1), (E2) concerning the
convective terms have been adapted from [86, 88], properties (E3), (E4) associated
with the dissipative terms have been adapted from [89, 92, 106, 107] and properties
(Es)—(E7) concerning the source terms have been adapted from [93, 98] and we
denote by X¢~! the sphere in d dimension.

Definition 6.1 Consider a C** function U — o(u) defined over the open convex
domain O,,. The function ¢ is said to be an entropy function for the system (137) if
the following properties hold.

(E4) The Hessian matrix 8Sa(u) = Oy(Oyo)' () is positive definite over Oy.

(Eo) There exist C* functions u — ¢;(u) such that 9,0 (u) A; (u) = 9,9;(u) for
ueO,andi € C.

(Es) Wehave (Byj(u) (920(w) ")’ = Bji(u)(020(u)) ' foru € Oyandi, j € C.

(E4) The matrix 37, ;e Bij(u) (850(u))_1 &&; is positive semi-definite for
ue Oyand € € B4

(E5) There exists a fixed vector space E C R" such that (u) € L foru e O, and
Q(u) = 0if and only if (8ua(u))t € Eand if and only if dyo(u) Q(u) = 0.

(Eg) If 2(u) = 0, then the matrix 0y<2(u) (Otzja(u))_1 is symmetric and its
nullspace is given by N(auQ(u) (3&a(u))_1) =T

(E7) We have dyo(u) Q(u) <O0foru € O,.

Existence of an entropy is closely associated with symmetrization properties
[86, 88, 89, 92, 93, 98, 101-104, 106, 107]. We do not encounter here the dif-
ficulty associated with nonideal fluids where only local symmetrization are feasible
and where Oy may not be convex [101]. Note also that more general source terms
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with no symmetry properties at equilibrium have been considered by Chen et al. [93]
and Yong [110].

Definition 6.2 Consider a C*~! diffeomorphism u — v from O, onto an open
domain O,, and the system in the V variable

AoV + D Awdv — D" 0;(Bi;(v)d;v) — Q) =0, (138)
ieC i,jeC

where Ao = J,u, Ki = A;o,u = 9,F;, é,-j = B;;0,u, and Q = Q, have at least
regularity > — 2. The system is said of the symmetric form if properties (S1-S7)
hold.

(S4) The matrix quv) is symmetric positive definite for v € O,,.

(So) The matrices A; (V), i € C, are symmetric for v € O,,.

(Sz) We have B} (v) = Bj;(v) fori, j € Cand v € O,

(S4) The matrix B(v, H=> Eij (V)&;&; is positive semi-definite for v e O,
and £ € 471,

(Ss) There exists a fixed vector space E C R" such that ?2(\1) e £ forv e O,
and Q(v) = 0 if and only if v € E and if and only if (V, Q(v)) =0.

(Se) If Q(v) = 0, then 9, 2(v) is symmetric and N (9, 2(v)) = E.

(S7) We have (v, ﬁ(v)) <0forveQ,.

i,jeC

The manifold E is naturally termed the equilibrium manifold since S~2(V) =0
when v € ‘E. The equivalence between symmetrization (S1—S7) and entropy
(E41-E7) for hyperbolic-parabolic systems of conservation laws is obtained with
v = (9,0)" [101].

Theorem 6.3 Assume that the system (137) admits a C* entropy function o defined
over an open convex domain O,. Then the system can be symmetrized with the
entropicvariable v = (9,0)". Conversely, assume that the system can be symmetrized
with the C*~! diffeomorphism u — V. Then there exists a C* entropy over the open
convex set O, such that v= (9,0)".

Sketch of the proof. The equivalence of (S1—-S») and (E1—E>) is classical and is essen-
tially obtained with Poincaré lemma. Then (S3-S7) and (E3—E7) become identical
statements with v = (9,0)". a

6.2 Normal Variables

In order to split the variables between hyperbolic and parabolic variables, we fur-
ther have to put the system into a normal form, that is,in the form of a symmetric
hyperbolic—parabolic composite system [89, 92, 95].
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Definition 6.4 Consider a symmetrized system as in Definition 6.2 and letv — wbe
a C**~! diffeomorphism from the open set O, onto an open set O,,,. Letting v = v(w)
in the symmetrized system (138) and multiplying on the left side by (9,,v)" we obtain
a new system in the variable w

Ag(w)d,w +ZK,» (W)W — Za,. (Bij (W), W) — Q(W) = b(w, d,w), (139)
ieC i,jeC

where Ay = (9,V)" Ag (BV), Bij = (V)" Bij V), Ai = OV)' Ai (OyV),
Q= (O €, have at least regularity »c—2 and where bis quadratic in the gradients
b=-3, jec 0; OV Bij (OyV)O;W. This system satisfies in particular properties
(§1 )—(§4), that is, properties (S1—S4) rewritten in terms of overbar matrices. This
system (139) is said to be of the normal form if there exists a partition of {1, ..., n}
intol={1,...,n}Jand 1 = {n; + 1, ..., Ny + Ny} with N = n; + Ny such that the
following properties hold.

(N4) The matrices A and B; ; have the block structure

—1,1

N Ao On.ny = On..n; Ony.ny

Ao = —un | Bij = §II,II .
Onu’n[ AO Onlhnl ij

—ILII

(N5) The matrix EH’H(W, § = Zi,jeC B, (W)&:&; is positive definite for
weO,and ¢ e X971
(N3) We have b(w, d,w) = (by(w, dwy), by(w, dw))".
We have used here the vector and matrix block structure induced by the partitioning

of R"into R" = R™ x R™ so that we have w = (w;, Wy)? for instance and denoted
by 0;,; the zero matrix with i lines and j columns.

The quadratic residual may also be written in the more elegant form

b= > Mijw)owow, (140)
i,jeC

where M;; (W) are third order tensors that are functions of w € Oy. From the regu-
larity assumptions of the original system (137), the coefficients of both symmetrized
systems (138) and (139) have at least regularity » — 2 and the coefficients M;;,
i,jeC,of b have at least regularity sc — 3. A sufficient condition for system (138)
to be recast into a normal form is that the nullspace naturally associated with dis-
sipation matrices B is a fixed subspace of R". This is Condition (N) introduced by
Kawashima and Shizuta [92] which has been strengthened in [95].

(N) The nullspace N(E) of the matrix E(V, £ = Zi,jeC Bij(v)fifj does not
dependonve O, and § € »4=1 and Ei./(V)N(E) =0, fori,jeC.
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Letting n; = dim(N (é)) and n; = n — n; we denote by P an arbitrary constant
nonsingular matrix of dimension n such that its first n; columns span the nullspace
N (B). In order to characterize more easily normal forms for symmetric systems of
conservation laws satisfying (N) we may introduce the auxiliary variables [9, 95]
U =Pluand Vv = P~ !v. The dissipation matrices corresponding to these auxiliary
variables have nonzero coefficients only in the lower right block of size ny = n—n;.
Normal symmetric forms are then equivalently—and more easily—obtained from
the V/ symmetric equation [9, 95].

Theorem 6.5 Consider a system of conservation laws (138) that is symmetric in the
sense of Definition 6.2 and assume that the nullspace invariance property (N) is sat-
isfied. Denotingby U = P'uandVv = P~ 'y, the auxiliary variable, any normal form
of the system (138) is given by a change of variable in the form w = (E(u{), Fu( \/H))t
where F and Fy; are two diffeomorphisms of R™ and R™, respectively, and we have

b= (0, u(w, 8XWH))[ = (0. 32 W™ (w) &, wiy 0 wn)', (141)
i,jeC

—I1, 11,11 . . . .
where M, ; (w) are third order tensors depending on W with regularity at least

» — 3. Finally, when Fy is linear, the quadratic residual b is zero.

The main interest of normal forms is that the resulting subsystem of partial differ-
ential equations governing the variable w; is symmetric hyperbolic [89, 94] whereas
the subsystem governing Wy is symmetric strongly parabolic [89, 92] as discussed
in the next section.

Remark 6.6 1t is also possible to investigate situations where the general structure
of the symmetrized source term €2 is transfered to the source term €2 of the normal
variable [104].

6.3 Hyperbolicity and Parabolicity

Consider a first-order abstract system of partial differential equations written in the
form _ _ o
AoW)OW +>" A(W)I,W = (W), (142)
ieC

where Ko, Ki, i € C, and Q are smooth functions of W over an open set Oy,
C = {1, ..., d} the set of direction indices of R4, and where Ko is assumed to be
invertible. The following definition of hyperbolicity can be found in the book of
Denis Serre [94].

Definition 6.7 The system (142) is said to be hyperbolic at a given point w if
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sup [|exp(—i(Aow)) AW, &) < oo, (143)
£eRd

where for &€ € R? we have defined Aw, =2 cc A, (W)&;.

When the system (142) is hyperbolic, it is easily established that the matrix

(Ko(w))_lﬂ(w, ) is diagonalizable with real eigenvalues so that it is hyperbolic
in the classical sense [94, 96]. We also have the following sufficient condition in
terms of eigenvalues and eigenvector matrices established by Serre [94].

Proposition 6.8 Assume that (ZO(W)) 7IZ(W, &) is diagonalizable at W for any & €
R? with real eigenvalues. Let P (&) denote a matrix of eigenvectors and assume that

sup [P P& < oo. (144)
geRd

Then the system (142) is also hyperbolic at W.

A fundamental property of Definition 6.7 is its invariance under a change of
variable [94]. Moreover, when a first-order system is symmetrizable, it is hyperbolic
[94, 96].

Definition 6.9 The system (142) is said to be symmetric at a given point W when
Ap(w) is positive definite and the matrices A; (W), i € C, are symmetric.

Proposition 6.10 A symmetric system of partial differential Eq. (142) is hyperbolic.

Since the existence of an entropy function also implies symmetrizability, it auto-
matically implies hyperbolicity in the sense of Definition 6.7 as well as in the classical
sense [94, 96].

We now discuss parabolicity and consider a second-order system in the form

AgW)aw = D" Bij(W)d;d,W + Q(W, dw), (145)
i,jeC

where Ko, E,- j» i, j € C, are smooth functions of W over an open set Ow, Q is

a smooth function over Oy x RY", and where Ay is invertible. We will generally
consider second-order symmetric systems in the following sense.

Definition 6.11 The system (145) is said to be symmetric at a given point W when
Ap (W) is symmetric positive definite and (Bi j (W))t =Bj;(w),fori, j e C.

We then have the following definition for strongly parabolic systems of second-
order partial differential equations involving the Legendre-Hadamard condition. Note
that this definition should only concern the parabolic subsystem in the variable wy
but we have suppressed all II indices to simplify the presentation.
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Definition 6.12 Assume that the system (145) is symmetric at a given point w. This
system is said to be strongly parabolic at w if there exists a positive constant § > 0

such that for any € = (£, ..., &) and w = (wy, ..., wn)" we have
> (Biw),, &i&jwiwr = 1€ wl*. (146)
1<i,j<d
1<k,l<n

Remark 6.13 Tt is often the case that systems of partial differential equations of
physical origin satisfy a stronger property—the Legendre condition—than (146) at
a given point W and are indeed such that

> (BijwW)) Gkt = OICI, (147)
1<i,j<d
1<k,l<n

forany ¢ € R?". The condition (146) then simply corresponds to the situation where ¢
is constrained to be a tensor product { = £Qw, so that (j; = &wy, fori € {1, ...,d}
and k € {1,...,n}.

The definition of strong parabolicity is only given here for symmetric systems
and will be applied to the symmetrized forms like (138) or (139), thereby naturally
involving entropy Hessians. Indeed, the definition of strong parabolicity in the usual
sense, which neither require symmetry properties nor entropy hessians, only has
a meaning for particular forms of systems of partial differential equation under
consideration which need to be specified as shown by the following counter example.
Consider the system O;w — DAW = 0 where W = (W1, W2)', AW = (AW}, AW,)’,
and D = diag(dy, 62), with §; > 0, 62 > 0, and §; # 5. In other words, consider
two uncoupled heat equations which of course form a symmetric strongly parabolic
system. Introduce next the modified variable W* = (wy + W5, W)’ where § > 0
is a positive parameter. We then have 9,w* — O/ AW* = 0 with

=0
7 — 5 26 1 ’
0 6

so thatif 0 < § < |02 — 1|/(24/0102) the quadratic form associated with ) is not
positive definite and the system in the W™ variable is not strongly parabolic in the
usual sense even though it is obtained from a trivially strongly parabolic system.

Definition 6.14 Denoting B(w, £ = Zi,jeC gingij (w), a system (145) is said to
be parabolic in the sense of Petrovsky at a given point W if there exists a positive
constant 0 such that for any € € R, the eigenvalues \ of (Ko (W))_lg(w, £), are
such that

PV (148)
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Various other generalized definitions of parabolicity are discussed in the book of
LadyZenskaja et al. [87], in particular that of Douglis and Nirenberg, Shirota, and
Eidel’man, but these definitions coincide with that of Petrovsky for second-order
systems [87] and also coincide with the notion of normal ellipticity. For symmetric
systems, we now have the following equivalence result [101].

Proposition 6.15 Consider a second-order system in the form

Adwo,w = D" Bj(wd,0;w+ Qw, ,w),
i,jeC

and assume that the system is symmetric. Then the system is strongly parabolic at w
if and only if it is Petrovsky parabolic at W.

Sketch of the proof. The eigenvalues of (Ko (W))_lg(w, €) are essentially Rayleigh
quotients with respect to the scalar product {(x, y)) = (Kox, y). (I

From a practical point of view, for systems of partial differential equations derived
from physics, thanks to the existence of a mathematical entropy, we can use sym-
metrized systems of partial differential equations and then rely of the proper definition
of strongly parabolic systems 6.12. In addition, strongly parabolicity is then invari-
ant by a change of variable for symmetric systems, after multiplication of the left by
the transpose of the jacobian matrix. Considering for instance the previous system
OW—DAW = O where W = (W, Wp)!, AW = (AW, AW,)’, and D = diag(dy, d2),
with 61 > 0, 62 > 0, and letting W* = (W + Wy, dw;)" where § > 0 is a positive

parameter and
|11 _ pl
o[ asp

we then have

Q'Qow* — Q' DQAW™ = 0,

which remains symmetric strongly parabolic.

6.4 Natural Entropic form for Multicomponent Flows

We evaluate in this section the natural entropic symmetrized form for the sys-
tem of partial differential equations modeling multicomponent reative fluids. We
use the mathematical entropy ¢ = —&/R where the 1/R factor is introduced for
convenience. For this particular system of partial differential equations we have
n=n+d + 1, the velocity components of all quantities in R”t¢+! are denoted as
vectors of R and the corresponding partitioning is also used for matrices.
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Theorem 6.16 Assume that (H1—Hs) hold. Then the function o = —S/R is a math-
ematical entropy for the system (136) governing multicomponent fluids and the cor-
responding entropic variable is

1 t
V= (9yo) = ﬁ(gl AP g = L, —1) . (149)

The map U — Vis a C*~! diffeomorphism from O, onto Oy. The system written in
term of the entropic variable V is

Ao v+ D AW v= > 9,(B;jmi,v) + Q). (150)
ieC i,jeC

with Z\o = OyU, 7\1- = A0, Ei ;i = B;jovu, and Q= Q andis of the symmetric
form. The matrix Ay is given by
_ A Sym
Ay = | vQAT (AT, Iv®v + pRT1 , (151)
Al (Adl, I + pRTY T
where A is the diagonal matrix of size n given by
A =diag(mipy, ..., mupy),

&l is the vector of size n given by

el = (etll, RN e,t:)’,
and T = (Aé', &) + pRT|v|> + RT2cy. Since Ay is symmetric, we only give its
left lower triangular part and write “Sym” in the upper triangular part. Denoting
by & = (&1, ..., &) anarbitrary vector of R and letting A = >, & Ai, we have

_ _ 0 Sym
A=v-£A +RT | £€RQo p(ERv + vRE) . (152)
v-£0' v-Epv’ + phE" 2phv-¢

Moreover, we have the decomposition

B = B”'6;; + kRT B, + nRT B],, (153)
with D
Sym
~px RT
B =—1| 04n 044 , (154)

P (DR 014 A\pT + (Dh, k)
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where D = (pip1Di)k.1es is the matrix of size n with components pyp; Dy and h
is the vector of size n with components hy = h; + %)’Zi. Moreover, denoting by
1

E= (&, ..., &) and ¢ = (Ci, ..., Ca) arbitrary vectors of RY, the matrices Eﬂu

and E:]/, i, j € C,are given by

On,n On,d On,l

> GGB = |0 €aC v-CE |, (155)
i.jeC O1n v-&C" v-€v-C
_ On,n On,d On,l
D GCGBL =] 0an  ECT+ (0~ 38eC & Cv+v-£C—3v-CE
ijeC Otn &C0 +v-C& —5v-€¢" & Cvv+3v-£ve(
(156)

Finally, the equilibrium manifold is given by
E=(MR)" x R? x R, (157)
where R = span{v;, i € R} C R" is spanned by the reaction vectors and M =

diag(my, ..., my). Moreover, at an equilibrium point V* according to Definition 5.3
where Q(V*) = 0, the linearized source term L(V*) = —0,Q(V*) is in the form

Lvy =" Aipidpi, (158)
ieR
where p; = (m Vi, ..., My, 0,0) and A; = IC}C(T*) ers(pz/mk)l’lii.

Sketch of the proof. The proof is lengthy but present no serious difficulty and we refer
the reader to [9, 95, 101]. O

Remark 6.17 For ideal fluids, the symmetrizing change of variable u — V is one to
one and is thus a global change of variable [9, 95]. On the contrary, for nonideal fluid,
even though the entropy o is globally defined, a typical situation is that of distinct
points U? and U’ such that v¥ = Vv°. Indeed, we see from (149) that the equality
v# = V" corresponds to the chemical equilibrium between the two stable phases uF
and uU° with identical pressure, temperature and Gibbs functions, that may notably
be observed for nonideal fluids.

For mixtures of ideal gases, there is also a uniqueness theorem for mathematical
entropies that are independent of transport coefficients [103]. This result strengthen
the representation theorem of normal variable as well as the importance of the natural
entropic symmetrized form.

Theorem 6.18 Let o be a C* function defined on the open set Oy satisfying (E»),
(E3) and such that 9% is invertible. Assuming that G is independent of the mass and
heat diffusion parameters, then o is in the form
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T =agS+ > api+a,pv+ag€+ 1plvP), (159)
ieS

where ag o, i € S, o, and ag are constants.

This shows in particular that mathematical entropies independent of transport
parameters—a somewhat natural condition—are indeed unique up to an affine trans-
form, once the trivial factors proportional to conserved quantities have been elimi-
nated and the corresponding entropic variables are then proportional.

6.5 Natural Normal form for Multicomponent Flows

The symmetric system (150) may be rewritten into a normal form, that is, in the
form of a symmetric hyperbolic-parabolic composite system, where hyperbolic and
parabolic variables are split [89, 92, 95, 100, 105-108, 113]. We first establish that
the nullspace invariance property holds for multicomponent flows.

Lemma 6.19 The nullspace of the matrix

Bv.o) = > Byv&g;,

i,jeC
is independent of ve Oy and & € £~ and given by
N(B) = R(IL, 0,0)',

and we have E,-j(v)N(E) =0,i,jeC, forve O,

Proof LettingX = (X1, ..., Xu, Xp, X7)", With Xy = (X1, ..., Xp)', Xg = (X1, - -,
Xn+a)', it is obtained after some algebra with £ € 9! that

(éx, X) = kRT (& (Xy + vxT))2 + nRT(% (€ (%o + vxT))2 + Xy + vX7 |2)

RT
+7 Z@[j(xi + FL,'XT)(X/' + ﬁjXT) + )\RTZX%.
i,jes

Assuming that (§X, X) = 0 we thus obtain that successively that X7 = 0 and X, = 0

and next since N(9) = RI, we deduce that (X, ..., X,)! € RI. We have thus
established that N (B) is spanned by (1, ..., 1,0,0)" and it is easily checked that
B;j(WNB)=0,i,jeC, forve,. O

Since N(g) is spanned by (T, 0, 0)’, we define the matrix P by
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1 Ol’n—l Ol,d 0
b Lot In—1 Op—1,0 Op—11 ’ (160)
021 Ogn—1 1 0.1

0 Opp-1 014 1

and we may introduce the auxiliary variable U’ = P'u and the corresponding entropic
variable V' = P~!v given by

’r_ 1 2t
u = (p, p2, s pns pv, € + 50|

and
/

t
_ 1,12
v —ﬁ(gl—ilvl ,gz—gl,---gn—gl,v,—l).

From the representation theorem 6.5, we deduce that all normal forms of the system
(138) are obtained with variables w in the form

— _ 17\
we (A0 A e S ) e

where F; and Fy; are diffeomorphism of R and R"*+ 1In the following theorem, we
evaluate the normal form corresponding to the natural normal variable.

Theorem 6.20 Assume that (H1-Hs) hold and consider the normal variable

W:( ’ g2—81 gn—8 v —l)f’

RT —_— (162)

g ey

RT ° RT’ RT
and the diffeomorphism vi—s W from O, onto the open set Oy, = (0, 00) x R* 1 x
R? x (—00, 0). Then the system of partial differential equations in normal form may

be written

Amo,w+ D Awo,w= D" 9,(Bij(w)d;w) + Q(w), (163)
ieC i,jeC

where the matrix A is given by

—1,1
— A, Sym
AO= 0 —}1)1,11 5
0n+d,1 A()

with
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711[,11 Sym
2! 1 L0 1 0 (AL 1)pRTI
(| arae— 0 = Taw 1 d,n—1 >, )p
(AL 1) (AL T) a (AL I)pRTv' T

. —ILID . . . . .
The matrix A" is the square matrix of dimension n — 1 with coefficients

— 1,11

Ay = (AL DAy — (ADp (AL, 2<k,l<n,
a is the vector of dimension n — 1 with coefficients
a = (AL I)(Ae)), — (AD (A, T), 2<I<n,
and T is given by

T(ATL 1)(Ae!, &'y — (Ae!, )2 + (AT, D)pRT (¢ T + |v]?),
keeping in mind that 1 = (1, ..., )", &' = (ell, ..., e, and that A = diag(mp1,
... mupp). Denoting by & = (&1, ..., &) an arbitrary vector of R, the matrices
A, i € C, are given by

0 Sym
- PRT | 0p—1.1 Op—1p—1
iAi = Agv- T ' ’ ’
;5 PEEULL | € €8y Oug
v-&  v€yY A& 29v-€

where 1is the vector of dimension n — 1 with components
y, = (AL My, — (Al);, 2=<l=<n,

and
v = (AL I)h" — (A, ).

The matrices E,- ; have the structure

- —DA — —n
Bj=0;B "+ RTxB, + RTyB],,

where

= _ B == oo
BZ-: 17 B = i1 i,jecC,

DA . . . .
whereas B~ has its first line and first column composed of zeros and its lower right
—DA\ 11,11 ~DM\ILII
block B equal to B" so that
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0 Sym
ED)‘ _ E 0 Q)n—l,n—l
o p |0 Oan 0d,a '
0 (Dh!_, 014 ApT + (Dh, h)

where D, _1 n—1 is the matrix of size n — 1 with coefficients (pxp;Di1)2<k.1<n and
(Dh),,_1 are the n — 1 last components of Dh. Finally, the source term for the normal
form is given by

—_ t
Q= (O, mowy, ..., Muywy, 0, 0) .

Proof The proof is lengthy and tedious but presents no serious difficulties. O

7 The Cauchy Problem

The equations governing multicomponent reactive flows have been derived from the
kinetic theory of gases and rewritten in normal form. These equations have local
smooth solutions [108], global smooth solutions around constant equilibrium states
[95] and also traveling wave solutions [119]. We discuss in this section existence
theorem around equilibrium states and asymptotic stability. The smooth dependence
on a parameter has also been investigated in [97]. We first discuss local strict dissi-
pativity in an abstract setting and then discuss the situation of multicomponent flows
and the Cauchy problem [89, 92, 94, 95, 97-102].

7.1 Local Dissipativity

We present in this section the dissipativity properties around equilibrium states that
are needed in order to establish global existence and asymptotic stability [89, 95,
106]. We consider a symmetrizable quasilinear system, assume that the nullspace
invariance property (N) holds, and that the system has been rewritten in normal
form.

We assume that there exists an equilibrium state u* € Oy with Q(u*) = 0 and
we denote by v* and w* the corresponding constant state in the v and w variables
respectively. If we linearize system (139) around the constant stationary state W*, we
obtain a linear system in the variable )w = w — W* in the form

Ag(W)D,6W + D~ A (W3, 0w — D By (W)d;0;0w + Lw*)éw =0,  (164)
ieC i,jeC
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where L(W*) is defined by Lw*) = —0,,Q2(w*). Investigating smooth global
solutions around constant equilibrium states require such linearized normal forms to
be strictly dissipative [89]. When the source term of the normal form is in quasilin-
ear form, the matrix Lis positive semi-definite. However, since W* is an equilibrium
point, this is a general property deduced form (S7) [101].

Lemma 7.1 Consider a system of conservation law with an entropy and assume that
the system is written in normal form (139). Assuming that W* is such that Q(w*) = 0,
then, letting L = —0,,Q2, the matrix L(w*) is symmetric positive semi-definite.

By Fourier transform, the spectral problem associated with the linear system of
partial differential equations (164) reads

VAow)o + (ICAW", ©) + CPBW', &) +Lw")o =0, (165)
where ( e R,i2 = —1,£ € 2971, ¢ € C", AW, &) = 3,0 Ai(WHE; and

BW* &) = D Biwh;, L) = —awQwh).

i,jeC

We denote by S(¢, w) the set of complex numbers y such that there exists ¢ € C", ¢ #
0, satisfying (165). The following equivalent forms of the ‘Kawashima condition’
have been established by Shizuta and Kawashima [106] for (K1—K4) and Beauchard
and Zuazua [117] for (Ks).

Theorem 7.2 Assume that the matrix ZO(W") is symmelric positive definite, that the
matrices A;(W*), i € C, are symmetric, that the reciprocity relations B (W) =
B/,(W*) i, j € C hold, that the matrix B(W*, &) = Zwec B,/(W*)@fj is positive
semi-definite for § € »d _1, that L(W*) is symmetric positive semi-definite, and
denote A(WW*, &) = D ;cc Ai(WHE;. The system of partial differential equations is
said to be strictly dissipative at W* when any of the following equivalent properties
holds.

(K1)  There exists a C* map K : »d=1  R%4 gych that for any & € £~}
the product K (§) Ao(W*) is skew-symmetric, K (—&) = —K (§), and K (§)
AW, &) + B(w, &) + L(W") is positive definite.

(K2) Forany (€ R, ¢ # 0, and any &€ € 7, the eigenvalues y € S, €)
have a negative real part R(y) < O.

(K3)  Let ¢ € R™N\{0} such that B(W*, ¢ = 0 and L(w*)¢ = 0 for some
& € 2471 Then we have CAy(W*) ¢ + A(W*, €)¢ # 0 for any ¢ € R.

(Kg)  There exists 6 > 0 such that for any ( € R, & € 2971, the eigenvalue

y € S(C, &) have their real part majorized by R(y) < —0 lJlfll(lz
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(Ks)  Letting A= (ZO(W*))_IZ(W*, &) and
B = (Aw") ™ (Bw, &) + Lw")),

the Kalman condition rank[ B A (A yn=1 B ] = nholds.

A physical interpretation of the ‘Kawashima condition’ (K1-Ks) is that all waves
associated with the hyperbolic operator Ag(W*)0, + Zi cc Ai(W")0; lead to dissi-
pation, i.e., entropy production, since there are not in the nullspace of B, as shown
by (K3). Only the symmetric part of the product K (5) AW, £) plays a role in (K1)
The tradmonal Kalman condition mvolvmg the N> x n matrix with first block B
second block B* A" , and kth block B (A )k I has been rewritten in the form (K5)
with an x n? matrlx thanks to the symmetry of Ao(w*), B(w*, &) and Lw*).

Remark 7.3 Ttis notknown in general if the matrix K (&) may be written > jec Kj&j
although it is generally possible to obtain compensating matrices in this form in
practical applications.

7.2 Existence of Solutions

Local in time solutions [108] may first be obtained by using a normal from as well
as a general existence theorem from Volpert and Hujaev [105]. The corresponding
existence result in [108] has been presented for a more general fluid with vibrational
desequilibrium but also directly applies to the system of partial differential equations
presented in the previous sections.

On the other hand, global solutions around equilibrium states may also be obtained
using the local strict dissipative properties for multicomponent flows. The existence
of chemical equilibrium points is first a consequence of the structural properties
of thermochemistry and is traditionally obtained by minimizing a thermodynamic
function [9].

Proposition 7.4 For T* > 0 and ¢o¢ € (0, 00)" there exists a unique equilibrium
point U* associated with Z* = (p’]‘, e P 0, T*)t such that o* — o¢ € M'R.

The system of partial differential equations governing multicomponent reactive
flows written in normal form is then strictly dissipative [89, 92, 95, 97, 106].

Proposition 7.5 Consider an equilibrium state W* as obtained in Proposition 7.4.
Then the linearized normal form at W* is strictly dissipative.

Proof Using for convenience the characterization (K3), we consider § € 241 and
assume that ¢ # 0 is such that B(w*, £)¢ = L(w*)¢ = 0. We first establish that
¢ =a(l,0,...,0) for some o # 0.
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From the expression of B in Theorem 6.20, letting

(152 ((z)la "'7¢n7 ¢vv (ZST)tv

we obtain

(B6.0) = KRT (€ - (b, +v0r))” +nRT (3(& - @y +v0r))’ + [, + vor )

RT
+— D Dij(di + fidr)($j + hiér) + ART?¢7..

2<i,j<n

This is a sum of nonnegative terms and if it is zero, we successively deduce that
¢r = 0 and then that ¢, = 0 and finally that 3>, _; ;, Dijdi¢; = 0. Since
N(D) = Ry we have N(D) = RIT so that D is positive definite for vectors in
the form (0, ¢, ..., ¢,)" and ¢o = ... = ¢, = 0. We have established that ¢ is
proportional to (1, 0,...,0) and such vectors are also in the nullspace of L. Indeed,
using (158) and L(w*) = (8WV(W*))t L(v*) OwVv(W*), a direct calculation yields

Lw*) =D Aip®p;,
ieR

where p; = (0, mava, ..., my1y;, 0,0)" so that (1,0, ..., 0)" is in the nullspace of
Lw*).

We must now establish that for any ¢ € R we have CAg(W*)¢ + A(W*, £)
& # 0 where A(W*, £) = Dicc A; (W*)&; . However, a direct calculation keeping the
notation of Theorem 6.16 yields that

(AL T) [ - e O1.n
~— (AW + AW £)) = C+v-) | 0 | +pRT| € |.
0 v-£
where € el&" is the ﬁrﬁt basis vector e; = (1,0, ..., 0)! of R"”. As a consequence,
the vector (Ag(W*)¢p + A(W*, £)¢ may have its first component zero with { = —v-£
but its velocity components never vanish since £ € ¢! and (K3) holds. ]

The local strict dissipativity properties now imply global existence and asymptotic
stability of equilibrium states [89, 95, 97]. The existence proof mainly consists in
establishing a priori estimates for linearized equations, then alocal existence theorem,
next a priori estimates independent of the time interval using strict dissipativity and
finally using the local existence repeatedly [89, 95, 97, 106, 107, 118]. We present
such a theorem for the equations governing multicomponent reactive flows in their
natural normal form.

Theorem 7.6 Letd > 1,1 > [d/2] + 2, and consider the equations governing
multicomponent reactive flows in normal form w = (W;, wy)" with
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g2—8I gn—8 v -1 ),

veees T 166
RT (166)

w = p, Wy = LI R ——
= ( RT ° RT RT
Let W* be a chemical equilibrium state as in Proposition 7.4. If the initial condition
wWO(x) is such that |wWP — w*|| gt is small enough, then the Cauchy problem with

w(0, x) = WP (x) has a global solution with

w — w e CY([0, 00); H') N C([0, 00); H'TY), (167)
Wy — W € CO([0, 00); HY) N C1([0, 00); H!2). (168)

Moreover we have the estimates
t
lw(e) —w|12, + /(anI(T)u";,,_l +IVWa()13,:) dr < ClWP — W[5,
0

and suppa |W(t) — W*| goes to zero as t — 0.

From Theorem 7.6 the equilibrium point W* is asymptotically stable and with
stronger assumptions it is also possible to obtain decay estimates [95].

Theorem 7.7 Letd > 1,1 > [d/2] + 3 and assume that the initial condition wd (x)
is such that w0 — w* € H'(R?) N LP(RY), where p = 1, ifd = 1, and p € [1,2),
ifd > 2. Then if |wWP — W*|| ;i + | WP — W*||» is small enough, the global solution
satisfy the dacay estimate

IW(t) — Wl o < BA+ 077 (IW° — Wl i + WP — W10,

fort € [0, 00), where 3 is a positive constant and v = d x (1/2p — 1/4).

Such theorems for hyperbolic-parabolic systems may be used for various other
fluid models. They have been notably used for ambipolar plasmas where Poisson
Equation is replaced by the zero current limit [97], partial equilibrium flows where
some group of chemical reactions are assumed infinitely fast [116], as well as for
Saint-Venant equations modeling thin viscous layers over fluid substrates [120].

8 Conclusion and Future Directions

We have presented in these notes the kinetic theory of reactive gas mixtures. We
have extracted from this molecular setting the corresponding fluid system of partial
differential equations as well as the natural assumptions for the system coefficients.
We have established that these fluid equations have a hyperbolic-parabolic structure
in such a way that they have local in time solutions [108] as well as global solutions
around equilibrium states [9, 95, 101]. These equations also have traveling wave
solutions in the low Mach number limit [119].
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The models developed in the previous sections may further be generalized to
describe gas mixtures in full vibrational nonequilibrium when each vibrational quan-
tum level is treated as a separate “‘chemical species” allowing detailed state-to-state
relaxation models [108]. When the vibrational quantum levels are partially at equi-
librium between them but not at equilibrium with the translational/rotational states—
allowing the definition of a vibrational temperature—a different structure is obtained.
Models at thermodynamic nonequilibrium with two temperatures have also been
investigated and the apparition of a volume viscosity term has been justified mathe-
matically [104, 118].

The mathematical analysis of chemical equilibrium flows has been extended to the
situation of partial chemical equilibrium [116]. However, the mathematical structure
of numerous simplified chemistry methods is still obscure from a mathematical point
of view at variance with partial equilibrium.

Various extensions could also consider initial-boundary value problems [121]
with the possibility of inflow or outflow conditions, heat losses, surface reactions
with complex heterogeneous chemistry, species surface diffusion or heat surface
conduction. Various numerical analysis theoretical results could also be extended
to the case of mixtures like convergence results of Petrov-Galerkin ‘Streamline—
Diffusion’ finite element techniques [90, 122].

The notion of higher order entropy may also be generalized to the situation of
multicomponent flows [123-126] as well as the singular limit of small Mach number
flow [127, 128]. Multiphase flows with sprays governed by Boltzmann type equations
[6], or derived multifluid sectional models for droplets [ 129], may also be investigated
mathematically.
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Large Deviations in a Gaussian Setting:
The Role of the Cameron-Martin Space

Diogo Bessam

Abstract We discuss the use of the Cameron-Martin space of a Gaussian measure
in the description of the large deviations rates in a Gaussian setting. Three classical
examples of large deviations rates in this setting are surveyed and related. We further
illustrate the main ideas by directly verifying the Freidlin-Wentzell upper and lower
estimates for X, as ¢ — 0, where X is a R? Gaussian vector and by presenting
explicitly the Cameron-Martin space associated with X.

Keywords Large deviations rates - Gaussian measures + Cameron-Martin space *
Reproducing kernel Hilbert space

1 Introduction

This article is a short review of the relation between the Cameron-Martin spaces and
the large deviations principle associated some Gaussian families. The intended read-
ers are graduate students of probability with some knowledge of functional analysis or
researchers in probability and analysis unfamiliar with the mentioned relation. Gen-
erally speaking, the specific Gaussian setting here is a family of probability measures
P.(-) = P(eX € -),as ¢ — 0, where X is some Gaussian random element or stochas-
tic process. In fact, for the class of examples we have in mind, Gaussian measures
induce and are induced by Gaussian processes, due to the function space where the
stochastic process has its paths, the space of square integrable functions L, (0, 1):
see [4] that discusses this correspondence for a number of function spaces usually
used in the analysis of stochastic processes, including L, (0, T'), for T € (0, 00). In
the most general setting of Gaussian measures in Banach spaces, the definition of
Cameron-Martin space is somewhat technical involving some standard notions of
probability in a functional analytic setting. On the other hand, in finite dimensions,
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we believe the knowledge of multivariate calculus, some real analysis and probability
is enough to convey most of the concepts and ideas of the proofs without the need
of going into the technicalities related either to stochastic processes or measures in
abstract spaces. Furthermore, in this simpler case we can readily identify what is the
Cameron-Martin space, say .75, associated with the Gaussian distribution, say y—it
is the support of the distribution. In particular, if the distribution is non-degenerate,
then 7}, is all R¢. This situation contrasts strikingly with the infinite dimensional
case, where y (J%,) = 0, as soon as dim JZ}, = oo.

With the above objective in mind, we discuss the underlying structure of the
large deviations rates for certain Gaussian families and some characterizations of
this structure. The referred structure is the Cameron-Martin space: given a Gaussian
measure y on the Borel sets of a separable Banach space E, the Cameron-Martin space
is a Hilbert space continuously embedded in E which characterizes the measure y. A
property that identifies this space is that it consists of the directions & € E under which
the translated measures y (- 4 h) are equivalent to y—this property is an essential fact
behind the proof of the large deviations principle using a change of measure method.
Right away, a notable example of this structure is that of the triplet (77, E, yw)
where: yw is the Wiener measure (law of the Wiener process) on E = Cy([0, 1]),
the space of continuous paths on [0, 1] starting at 0, and the Cameron-Martin space
is I, = H(]) ([0, 1) ={f : [0, 1] = R, f(-) = fo g(s)ds, g € L»(0, 1)} (see [7] and
for a more detailed discussion of the properties of this triplet see [16, 20]). Various
aspects of Gaussian measures, the Cameron-Martin space and connections of these
objects with Gaussian processes can be found, e.g., in [3, 6, 17] and references
therein.

The characterization of the large deviations rates in a Gaussian setting through the
Cameron-Martin space is a classical result (see, e.g., [2, Chap. 2] or [9, 18]). Here we
survey three classical examples appearing in the literature and the relation between
one another. We further illustrate the main ideas of the method of proof of each large
deviations principle in those examples by directly verifying the Freidlin-Wentzell
upper and lower estimates for X, as ¢ — 0, where X is a R4 Gaussian vector.

In the specific Gaussian setting discussed in this survey, the problem of proving
and representing large deviations rates is satisfactorily solved once we know how to
correctly represent the Cameron-Martin space (this is not a problem of large devia-
tion type anymore): for Gaussian measures with non-degenerate covariance operator
we may look for the series representation (and we may need to solve Fredholm equa-
tions); for Gaussian measures induced by Gaussian processes on C ([0, T]), T < oo,
we look at ways to characterize the reproducing kernel Hilbert spaces associated with
the covariance function g(s, t). The problem of representing the large deviations rates
is solved in abstract, but, in each case, explicitation may be non trivial.

The remaining is organized as follows: in Sect.2 we discuss Varadhan’s large
deviations principle and an equivalent formulation (the Freidlin-Wentzell estimates),
Gaussian measures and the Cameron-Martin space, how to relate three large devia-
tions rates appearing in the literature, furthermore we discuss the issue of describing
the Cameron-Martin space through series representations and the relation to repro-
ducing kernel Hilbert spaces; in Sect.3 we discuss the Freidlin-Wentzell estimates,
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prove these to hold for the laws of the family X, as ¢ — 0, where X is a R¢ Gaussian
vector, and we also explicitly identify the associated Cameron-Martin space and
prove it satisfies the change of measure property mentioned above.

2 Three Examples

We discuss the large deviations principle, Shilder’s theorem and two other general-
izations.

2.1 Large Deviations Principle

Let E be a complete, separable, metric space and (IP;).>0 a family of probability
measures on the Borel subsets Z(E) of E. Also, consider a lower semi-continuous
function / : E — [0, 4-oc] and r(¢) be a positive real valued function converging to
+o00,as & — 0.

Definition 1 We say (P:).>0 satisfies a large deviations principle (LDP) on E with
rate function / (and scaling or speed r(¢)) if

(i) (upper bound) for each closed set C C E,

1
lim sup m logP.(C) < — irelgl(x),

£—0

(i1) (lower bound) for each open set U C E,
l"fll P.(U) > — inf I(x)
iminf — lo — in .
e—0 r(e) ghe T xeU *

We say [ is a good rate function on E if

(0) foreachc < oo, {x € E; I(x) < c}is acompact set of E.

This formulation can be traced back to the works of M. Donsker and S.R.S.
Varadhan in [12, 13, 21].

The upper and lower bounds introduced express an asymptotic exponential decay
of the probability of such events, as ¢ — 0. Here /(x) should be seen as expressing
a local (in a small ball around x) asymptotic decay rate, while inf4 / is the global
decay rate for A. Let us make these ideas a little more definite: suppose the set S is
such that infge / = infg 7, where S° is the interior of § and S is the closure of S, then

. 1 .
EIER)@ logP.(S) = —irégl(x). (D
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In an informal notation,
Po(S) = 7@ inhhes 1) g5 0 5 0. )

In heuristic and incomplete terms, to interpret (2), we may think of /(x) as the cost of
moving, say some point, from its typical position X to a position at x. As r(¢) — 00
the event S becomes unlikely, unless its typical value is contained in S. In fact, the
event S is unlikely with an exponentially decaying rate inf,cs /(x). On the other
hand, this decaying rate is the optimal one, that is, the one which costs the less.
This explanation is, of course, a simplification: there could be more than one typical
position.
The following quote from [8] may be appropriate here:

Any large deviation occurs in the least unlikely of all unlikely ways.

It can be seen that, since / is lower semi continuous, the inf / is attained on every
non-empty compact S (or every non-empty closed set if / is a good rate).

For convenience, let us introduce yet another formulation of the same principle
that can be traced back to the works of M. Freidlin and A. Wentzell in the context
of the study of small random perturbations of dynamical systems (see [15]). It is an
equivalent formulation that will be used in Sect. 3.

Definition 2 We say that /(x) is a (normalized) action function for (IP¢).>0 if

(D (upper bound) for any § > 0, any y > 0 and any s > O there exists an g9 > 0
such that

Pely; 0(y,K(s)) = 8)} <exp{—r(e)(s —y)}

forall e < gg;
(II) (lower bound) for any § > 0, any ¥ > 0 and any x € X there exists an g9 > 0
such that

Pely; p(x,y) <68} = exp{—r(e)I(x) + )}
forall € < gg;
(0) forevery s < oo, K(s) := {x; I(x) < s}is compact set of E.

Here p(y, K(s)) denotes the distance of y to the set K(s), that is p(y, K(s)) =
infyek(s) o (¥, x). The normalized action function in this formulation is the rate func-
tion in previous Definition 1. Moreover, the lower bound conditions are equivalent
(IT) < (ii), which elucidates the local nature of the conditions. The first upper bound
condition is stronger, (i) = (I). Conversely, if we have a good rate function, (I) =
(@) (see [15, Theorem 3.3]).
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2.2 Gaussian Measures and the Cameron-Martin Space

Let (E, || - ||) be a real separable Banach space. Denote its topological dual by E*
and the norm by [|¢|| g+ = sup,cx l¢(x)|. We will define a Gaussian measure on the
Borel sets of E and then discuss its Cameron-Martin space.

2.2.1 Gaussian Measures

A Gaussian measure on a finite dimensional space is characterized by knowing
its projections onto the one dimensional subspaces and this property is suited for
generalization to infinite dimensional spaces.

Definition 3 A Borel measure ¥ on E is said a Gaussian measure if y o ¢~ ! is a

Gaussian probability measure on R, forevery ¢ € E*. We say y is centered if y o ~!
has zero mean for any ¢ € E*.

We will only consider real vector spaces and centered Gaussian measures.

Remark 1 1If y, v are two Borel probability measures on E, then y = v if, and only
if, yop™ ! =vog~! forall ¢ € E* (see [17, Proposition 3.6]).

2.2.2 Cameron-Martin Space

To each Gaussian measure y on E, we can associate a Hilbert space .7}, continuously
embedded in E which identifies y—the Cameron-Martin space. This space has a
characteristic geometric property: it consists of the directions of E along which we
are allowed to translate y and still obtain an equivalent measure, i.e., a measure with
exactly the same null sets. The construction of .77, is summarized next and for details
we direct the reader to [17, Sect.3.2] which we follow closely. We will revisit this
construction for the simpler case of E = R? in Sect. 3.

Definition 4 Let C), : E* x E* — Rby

C, (g, ) = /E PV () (d).

We say C, is the covariance of y. The Cameron-Martin space 775, of y is the
completion of the subspace of E defined by

j‘%, ={xeE; Ax* € E*, C,(x", ¥) = ¢ (x) V¢ € E*}

under the norm |x|)2, = C, (x*, x").
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We make the following comments.

(a) C, takes values in R, since

ICy (@, ¥ < ||<p||E*||1ﬂ|IE*/E IlxlI*y (dx) < oo.

Observe that f £ [x]1>y (dx) < oc. In fact, Fernique’s theorem implies more

strongly that there exists A > 0 such that |, 5 e“"‘”zy(dx) < 00.

(b) 7, is a Hilbert space under the inner product (x, y), = C,(x*, y*), and, even
though, the correspondence x +— x* may not be one to one, both the inner
product and the norm are well defined. Note also, that this inner product is just
the L, (E, y) inner product.

(c) It can be shown that 77, is identified with a subspace of E, even though, it is
obtained by completion. Furthermore || - || < C||,,, for some constant C.

(d) It can be shown that if dim .77, = oo, then y(J%,) = 0. This shows that in
infinite dimensions the space 7, is, in a measure sense, negligible.

The geometric property alluded to at the beginning of this section is

Theorem 1 (Cameron-Martin) Let h € E, then
y (- — h) is equivalent to y if and only if h € J,.
If h € 5€,, the Radon-Nikodym derivative is given by
dyC =D o tony=33
dy

Ifh & J¢,, then y (- — h) and y are mutually singular.

For a proof, except the statement about singularity, see [17, Proposition 3.41,
p. 19]. For a complete proof (even in a more general setting than Banach spaces) see
[6, Corollary 2.4.3, Theorem 2.4.5].

2.2.3 The Case of Hilbert Spaces

Now let E = H be a separable Hilbert space with inner product (-, -)g. This yields
some specializations due to the identification H* = H (Riesz representation).
Theorem 2

1. Ify is a centered Gaussian measure, then there exists a positive, symmetric, trace

class, bounded operator Q such that:

Cy(u,v) = (Qu,v)g, u, veH. 3)
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Here Q is called the covariance operator of y. Furthermore, the trace is given by

Q) = / xl2y (d).
H

2. Reciprocally, given Q bounded, positive, symmetric, trace class operator in H,
there is a centered Gaussian measure y such that (3) holds.

See a proof in [9, Sect.3.3.2]. This result allows us to represent properties of a
Gaussian measure in terms of its covariance operator Q. Note in particular that J%,
is the completion of

jfoj, ={ueH; Iu €H, (Qu*,v)g = (u,v)y, Vv € H}, i.e., the range of Q,
under the inner product

(Qu, Qv)y = (Qu, V)H. “4)

We denote this range by QH and we denote the completion of QH under (-, -), by
OH(..,, . Equivalently,

Proposition 1 Let Q be the covariance operator of Gaussian measure y on a sep-
arable Hilbert space H, then

1. A, =QH(..),
2. (u,v)y = (u, 0" W)y, u, veQH.

Note that we are not assuming Q is injective: by 0~!v we mean any element v*
such that Qv* = v. It turns out that (-, -), is a well defined inner product (as stated
in the more general case of Banach spaces E, in (b)). In fact, to see it is well defined:
let Qv* = v = QV, Qu* = u then by symmetry of Q

(u, Ve = (Qu* v = ", Qv)g = (u*, OV = (u, V).

Similar arguments show that (-, -), is definite positive symmetric bilinear form.
Alternatively, we can use the notion of generalized inverse as proposed in the sense
of [15, p. 93].

An alternative formulation is

Proposition 2 Let Q be the covariance operator of Gaussian measure y on a sep-
arable Hilbert space H, then

1/2
1. A, = Q'PH(..,,
2. Nully =10~ 2uln, u e Q'?H.
Proposition 2 follows from Proposition 1 and the symmetry of Q: we are stating

that the Cameron-Martin space .7, associated with the Gaussian measure y can be
represented as Q'/ 2H((.).)) ,—the completion of Q'/?2H under the inner product
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((u,v))y = (@ ?u, Q7*v)y, u,veQ'?H. (5)

In fact, (-, -), and |-|, are the restrictions to QH of ((-,-)), and | - ||, respectively.
When Q is injective, it turns out that 0'Y2H is dense in H and this fact can be
used to show 7%, = Q'/?H.
When H = R?, 7, = Q'/2H for any Q (see Sect. 3).

2.3 Shilder’s Theorem and Generalizations

Next we discuss three large deviations (good) rates, all with speed r(g) = 2.

Example 1 (Shilder) Given a standard Wiener process (W (t); ¢t € [0, 1]), the dis-
tribution laws P, = £ (¢ W) satisty a LDP on L, (0, 1), as ¢ — 0, with rate function

Lol 2 1
) =12 IN Iw(t)l.dt, v € Hy([0, 1])
00, otherwise,

where H&([O, 1) = {g; @) = fot g(s)ds, g € L»(0, 1)}. See [15, Chap. 1, Sect.2]
or [14, Theorem 5.2.3]. See also [19].

Example 2 More generally, consider a real valued, square integrable, zero-mean
Gaussian process X = (X(¢); t € [0, 1]). The laws .Z(eX), ¢ > 0, satisfy a LDP on
(L2(10, 1D), |-]2), as € — 0, with rate function

310729013, ¢ € Q'7La(10, 11)

I(p) = )
00, otherwise.

Here ¢g(s,t) = EX(s)X(¢), Q is the integral operator f(-) +—> fo(s)q(s, -)ds and

Q'/2 is its square root. In the case when Q is not injective, the 0~'/? is a generalized

inverse. See [15, Chap. 3, Sect.4].

Example 3 Lastly, even more generally, given a Gaussian measure y on a separable
Banach space E, the family y(é), & > 0, satisfies a LDP on E, as ¢ — 0, with rate
function

00, otherwise,

1.2
1) = {2"" X €Ay

where (J%,, (-, -),) is a certain Hilbert space continuously embedded in E. See [9,
Theorem 12.7], [18], [11, Chap.III, Sect.3.4].
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From inspection, we naturally arrive at the following
Claim 1 The three examples above have a correspondence in the following sense:

1. Let X = (X(1); t € [0, 1]) be a zero-mean Gaussian stochastic process such that
Efol X2(1)dr < oo and let y = Z(X) on E = L»(0, 1). Then the rate function
for the laws y (;) = £ (eX) obtained in Example 2 is the rate function obtained
from Example 3.

2. In particular, if y is the Wiener measure on L»(0, 1), then the rate function for
the laws y (;) = £ (e W) obtained in Example 2 is the rate function obtained in
Example 1.

The second statement in display can be verified by looking at the series represen-
tations of both spaces (see, e.g., [6, Example 2.3.15]). We will say more about this
type of representation in Sect. 2.3.1 below.

The first statement in display follows from Proposition 2. More specifically, it
follows from verifying that, in the given conditions, the covariance Qx of X =
(X(r) : t € [0, 1]) as a stochastic process coincides with the covariance Q of X as a
L>(0, 1)-valued random element as follows: denote (-, -); the L (0, 1) inner product,

1/ rl
(Oxf. 82 1=/0 (/o q(s, t)f(S)dS)g(t)dt

1 1
IE/ f(s)X(s)ds/ gX(t)dt
0 0

_ / (f, )2 (g, X)2y (dx)
L>(0,1)
== (va g)2

forall f, g € L»(0, 1). Hence, Qx = Q and Examples 2 and 3 coincide.
The next two sections survey two descriptions of the Cameron-Martin space and
point directions on how to represent it.

2.3.1 The Cameron-Martin Space via Series Representation

Suppose a Gaussian process X is given in the conditions of the second example
above. In particular the associated covariance operator Q is a positive, symmetric,
trace class operator and the covariance function ¢(s, ) is a positive definite kernel
(meaning that the matrices (g(s;, s;));; are positive semi-definite, symmetric).

If the covariance operator Q is injective the following series representation is
available

2
2 |hk|

||
Hy={h= hey € H; Z%k«xa}, Ih2 = o heH,,
k k

k

where (ey) is a complete orthonormal system of eigenvectors of Q, with correspond-
ing eigenvalues 1; > 0. Inturn, the diagonalization of Q amounts to solving equations
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of the type
Of =X < (Q—-ADf =0,f #0

with Q positive, self-adoint and trace class, or equivalently

T
/o q(s, Of (s)ds = Af (1), f #0, (6)

with ¢(s, t) positive definite kernel such that fs q(s, s)ds < oo. Equations of type
(6) are said Fredholm integral equations of the second kind. Direct methods such as
differentiation and algebraic manipulation of both sides of the equation are of use
in the case of the Wiener process ([6, Example 2.3.15]). For more general cases like
the Ornstein-Uhlenbeck process, those methods are already less useful.

In [5] a partial result in this direction was shown: a differential equation for
the eigenvalues and the eigenvectors of the associated covariance operator of the
Ornstein-Uhlenbeck.

Proposition3 Leta#0,¢c> 0,0 <T <ooandlet X = (X(1);t € [0, T]) solve
dX(t) = —aX)dt + /cdW(1), t € [0,T], X(0) =0.

Let Qx be the covariance associated with X. If Oxf = Af, f # O, then

1" c 2 =0
A +(X_a)f_ ,

f0) =0, f(T)=—af (D).

2.3.2 The Cameron-Martin Space via RKHS

When we are dealing with the Gaussian law of a certain stochastic process over a set
S, we may use the notion of reproducing kernel Hilbert space (RKHS) to describe the
Cameron-Martin space. Indeed, associated with the covariance function ¢(s, t) there
exists a unique RKHS 7 of functions on S. The space 7 is obtained canonically
through the Moore-Aronszajn construction (see [1]): it is the completion of the finite
linear combinations of {g(z, -); t € S} under the inner product (-, -)4 determined by
requiring the reproducing property (q(t, -), g(s, -))g = ¢(t, s). It turns out that the
RKHS is very often isometrically isomorphic to the Cameron-Martin space, so that
in the literature various authors use the terms fairly indistinguishably. Furthermore,
the very term Cameron-Martin space often refers to the specific space associated
with the Wiener measure, first considered in the article by Cameron and Martin [7].
To avoid confusion, we will adopt the terminology that: a RKHS comes associated
with a positive definite kernel and the Cameron-Martin space comes associated with
a Gaussian law. As just mentioned, these notions are equivalent under mild assump-
tions. Sufficient conditions for equivalence have been established in [22, Theorem
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2.1]: if the process has paths in a separable Banach subspace of the bounded functions
equipped with the uniform norm, then J#, = J7.

3 A Finite Dimensional Tour

We now consider the case when y is the distribution law of a standard Gaussian
vector X € E = R first, we present the associated Cameron-Martin space—which
in this case is the support of y—and prove that Theorem 1 holds; next, we provide
a proof of the LDP for the laws of ¢X, as ¢ — 0.

Let X = (X1,...,Xy) be a zero mean Gaussian vector on a probability space
(2, #,P) with values in the Euclidean space (RY, |-|ga). Also, denote by y the
distribution law of X on R? and denote by Q its covariance matrix:

Q =cov(X) = (]EXI'Xj)?,j=1'

The covariance matrix Q is symmetric and positive (x’Qx > 0), so there exists a
positive symmetric square root matrix Q'/2. It is straightforward to verify that

X = Q'%,

where & € R is a standard Gaussian, hence X has measure support Q'/?R¢.

3.1 The Cameron-Martin Space in Finite Dimensions

We now find that the Cameron-Martin space associated with the Gaussian distribu-
tion y is Q'/?R. Firstly, we observe the following facts: Q'/?R¢ = QR? and the
previously defined inner products (-, -), in (4) and ((-, -)), in (5) coincide. Indeed,
OR? is a subspace of Q'/2R? and we have the linear isometry

0" : (Q'PR, I ra) — (OB 1), 1020"2ul, = 10" ulga.
Proposition 4 The space ¢, is the set

Ql/sz with inner product  (u,v), := (Q_l/zu, Q_I/ZV)]Rd.
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Proof From Proposition 2 and the facts stated above it is sufficient to show that
0'2RY = Q1/2Rﬁ,~)y~
Observe first that we have the continuous inclusion
(@R, (. )y) = R, | |ga),
i.e., on QV/2R? we have |-|g¢ < C|-|y, for some constant C: in fact for all u € R4,
10" ulga < C1Q"ul,,

where C is the operator norm of the matrix Q'/2. Now, take a Cauchy sequence
u, € Q'2RY for the norm |-|,,. By the continuous inclusion, it is also a Cauchy
sequence for the Euclidean norm |-|a. Since o 2R is closed for ||ga, un converges
in QV/2R4.

We now verify that 7%, indeed characterizes the vectors /& for which X and X 4 h
have equivalent distributions, that is, y and y (- — h) have exactly the same zero
probability events, i.e., we sketch the proof of Theorem 1, when E = R4 and y is
the distribution law of X.

We think it is instructive to pay attention to the case where X is non degenerate
first.

3.1.1 The Non-degenerate Case

If Q is non-degenerate, that is, the kernel N(Q) is {0} (or x'QOx > 0, x # 0), then
I, = R and (-, -), is just the inner product determined by the matrix O 'onR4.
This inner product may be written in a number of equivalent ways:

d
@)y = @ Q' Wpe = (@ %, 07 P ypa = D xivig. 071 = (¢,
ij=1

We visualize the geometry induced by (-, -),, by identifying the unit ball under this
metric: it is the set {x € R¢; x’Q~'x < 1}, an ellipsoidal level curve of the quadratic
form x — x'Q~!x (see [6, Chap. 1]).

Furthermore, the distribution y has a density given by Z—K(x) = exp(—%x’Q‘lx)
(here % is the Lebesgue measure of R?). In terms of the objects just defined

d 1
L) = exp(—3 l}).
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For any 1 € R?, X + h is a Gaussian vector and its law v is related to the law y:
V(A) = y(A — h), thatis, v = y (- — h). The density of y (- — h) is readily seen to be

dy(-—h)

o )—eXp(——Ix—hl )-

Also, y (- — h) and y (and also A) are equivalent measures and the Radon-Nykodim
derivative is

dy(-—h d
%(x) y( )(>—()
Y

— 2 2
Lo, loo 1o
= exp (—§|x|y +x'Qh — §|h|y + §|x|y

1
= exp((x, b}y — S 1Al

3.1.2 The Degenerate Case

If Q does not have inverse (we say Q is degenerate), some structure is lost and the
argument is not so direct. Contrary to the non-degenerate case, %, and R? can now
be very different from one another (see Example 4 and Fig. 1 at the end). Let r be
the dimension of JZ,. Here y is supported on J#, hence it is singular to A and there
is no density. Also, the shifted measure y (- — k) has support on J, + h.

If h & 2, the supports are disjoint and y and y (- — h) are singular.

If h € 77, then 97, — h = %, and we will use the following result, which
essentially says that y can be seen as a standard Gaussian multivariate distribution
on R" = J7,, with the inner product (-, -),,.

Theorem 3 For all bounded measurable f : R¢ — R

1 1
/Rdf(x)dy(x) = a0 /fyf(y) exp (—Elyli) dy.

See [10, Theorem 4.3].
Continuing, we conclude, by a change of variables, that for all bounded measur-
able f

| feodyi—i = / Foxt By @)

(271)’/2 / f(x+ h)exp (——|x|2)
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! 1
== 2~ /%_hf(x) exp (—§|x - h|)2/) dx
L I e I,
~ e /%,yf(x)exp —5 P+ @)y = SIE ) dx

1
= / f(x)exp ((x, hy, — §|h|";) dy (x).
%

Conclusion, y (- — &) and y are equivalent if and only if h € J7;,.
If h € S, the Radon-Nykodim derivative is

dy(-—h)

_ AT
dy (x) = exp((x, h), 2|h|y)~

Ifth ¢ jif,d, then y (- — h) and y are singular.

Summarizing, we showed Theorem 1, when E = R9 and y is the distribution law
of X.

3.2 The LDP in Finite Dimensions

There are various ways to show that the family €X, ¢ > 0, satisfies a LDP as ¢ — 0.
Here we illustrate on a simple finite dimensional setting a method that has been
generalized for more general Gaussian elements. We state right away the result

Theorem 4 (Little Shilder) The family of Gaussian vectors eX, ¢ > 0 satisfies a
LDP on R with rate function

1 —1/212 1/2md
I(x)=[2|Q e ™)

00, otherwise.

From what was shown in the beginning of this section, the rate function from
Theorem 4 can be written as

1.2
I(x) = [ZMV’ . (8)

00, otherwise.

Proof (of Theorem 4) We will show that (8) is the (normalized) action function of
eX (see Definition 2). For the lower bound, let § > 0, h € J7,, then
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h 1)
P(lé‘X—h|Rd < 5) =IP(|X— E|Rd < E)

o0 ()

_ /B o) exp (—gfl(x, hy, — 8*21(/1)) V(dx)

= exp (—8721(h)) /B<0 é) exp (—87] (x, h),,) y (dx),

where in the passage to the integral we used Theorem 1. Now, by Chebyshev’s

inequality
8 8 &2,
y{B10. 2= Py 1XIge < 2]z - 8_2E|X|Rd > 3/4, €))

for sufficiently small . Since X = Q!/?£, with £ being a d-dimensional standard
Gaussian, it is straightforward to verify that

E|(X. h)y|* = |hl} = 21(h)
so that

P (—s—l(x, h), < c) =P (|e—1(x, hy,| > c)
- eE|(X, h)3 |

< = —1/4
for C = 2\/58_1«/1(/’1). Therefore,
P (exp(—e_l(X, e exp(zﬁe—l,/l(h))) > 3/4. (10)

From estimates (9) and (10) it follows that
/ exp (—sfl(x, h),,) y(dx) > 1/2 exp(—2x/§871\/1(h)),
B(0.2)

consequently
P (leX — hlga < 8) > 1/2exp(—e 21 (h) — 2+/26"1\/1(h)),

which implies the wanted lower bound.
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As for the upper bound estimate, let @ (s) = {x € R?; I(x) = %|x|)2, < s} and
denote p(x, F) = inf{|x — y|ga; y € F}, for any F closed and x € R4

P(p(eX, ®(5)) > 8) < P(eX ¢ ®(s)) = P(eQ"?E ¢ D (s))
=P(|eQ'*E[}, > 29)

d
= P(s? Zg? > 25).

i=1

Since Y = Z;jzl Siz, Y is a chi-squared random variable with d degrees of freedom
with moment generating function Ee¥ = (1 — 2r)~%/2, ¢t < 1/2. By Chernoff-
Markov inequality, for all A > 0

P(E2Y > 25) < e "2 EPY
— e*)»ZS(l _ 2)\’82)751/2

inf {e 25 (1 — 2xe%) "2},
A>0

IA

for sufficiently small & > 0. With some calculus we obtain the optimal A = # —
Substituting we obtain the bound

Sla

P(p(eX, D(s)) > 8) < Ce %/

where C = ¢?/ 2(%)_d/ 2. This suffices to show the wanted upper bound, for suffi-
ciently small ¢ < 0.

Remark 2 As seen the argument has two main ideas: (a) for the lower bound, a
convenient change of measure, based on the Cameron-Martin theorem; (b) for the
upper bound, Chernoff-Markov type of estimates. With convenient modifications,
the previous result and method of proof can be generalized to various settings of a
Gaussian type and in fact the previous proof is an adaptation to Gaussian vectors of
the result appearing in [15, Theorem 4.2].

Example 4 LetX € R2 be a Gaussian such that EX; X; = 1, and EX;X; =0,i,j # 1.
Then Q = Q'/? = Py is the projection onto the first coordinate and » = dim ;= 1.
Translation along (2, 0) originates an equivalent Gaussian measure but not translation
along (2, —1). See also Fig. 1. Moreover, the rate function associated with the LDP
foreX,ase — 0,is

x2/2, y=0

00, otherwise.

I(x,y)={
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Fig. 1 Translated Gaussian
measures give rise to
equivalent measures if and
only if the translation is done
along the support of the
measure
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Kinetic Theory of Simple Reacting Spheres:
An Application to Coloring Processes

Filipe Carvalho, Jacek Polewczak and Ana Jacinta Soares

Abstract We consider a simplified version of the kinetic model of simple reacting
spheres (SRS) for a quaternary reactive mixture of hard-spheres in the dilute-gas limit.
The model mimics a coloring process occurring with probability ag, described by the
reversible chemical law A + A = A3 + A4. We provide the linearized collisional
operators of our model and investigate some of their mathematical properties. In
particular we obtain an explicit and symmetric representation of the elastic and
reactive kernels and use this to prove the compactness of the linearized collisional
operator in (L?(R?))*.

Keywords Chemically reacting mixtures * Linearized Boltzmann equation * Simple
reacting spheres - Compact operators

1 Introduction

In these proceedings we continue the work developed by the authors in the context of
the simple reacting spheres (SRS) model in the kinetic theory of chemically reacting
gases (see [1, 2]). The SRS kinetic theory has been initially proposed by Marron [3]
and then developed by Xystris, Dahler and Qin in a series of papers devoted to the
kinetic modeling, non-equilibrium processes, transport properties, and extension to
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dense-gas limit (see [4—6]). Some advances related to the mathematical analysis of
the SRS model have been done by Polewczak in paper [7], proving the existence
of global-in-time, spatially inhomogeneous, and L !-renormalized solutions for the
SRS system, in the case that there is no mass transfer and no alteration of molecular
diameters.

In the SRS kinetic theory, the molecules behave as if they were single mass points
and the elastic and reactive collisions are assumed of hard-sphere type. Moreover,
reactive collisions occur when the collision is sufficiently energetic, that is when the
kinetic energy of the colliding molecules exceeds the activation energy of the chem-
ical reaction. This theory incorporates some important aspects that renders the SRS
kinetic model so interesting. For example, reactive and elastic collisions are treated in
equal pair, contrary to those other models that consider the reactive terms as a small
perturbation of the elastic ones (see, for example, [8-10]). As a consequence, the
SRS theory results to be appropriate to deal with processes considerably influenced
by chemical reactions. Also, the dynamics of the reaction is fully integrated into
the model, so that the detailed balance condition and the microscopic reversibility
principle are built in the model. Additionally, when the chemical reactions are turned
off, the SRS kinetic model reduces to the Boltzmann kinetic system of four species.

All these aspects motivate the authors to investigate some mathematical and phys-
ical problems for the SRS kinetic theory.

Continuing with the work presented in paper [2], we consider here a simplified
version of the SRS model that accounts for a coloring process with probability ag
described by a reversible law of type A1 + A = A3z + A4. Since this process
does not modify the mass or chemical binding energy of the reactants, the reactive
terms become straightforward and the corresponding SRS kinetic system results
much simpler than the one of the general model considered in [2]. This allows to
obtain a more tractable linearized SRS system and a better representation of the
elastic and reactive kernels. The main purpose of the present paper is to use this
representation of the kernels to prove the compactness of some of the elastic and
reactive linearized operators, in particular, operators 29U 9@ 7@ and #@,in
the notation of Sect. 6. On the other hand, additional techniques are required for the
remaining operators, 23, .73 and #®, and work is in progress to complete the
proof of compactness for these operators. Once the compactness of these linearized
operators is achieved, we plan to provide full spectral analysis of these operators, and
this will be used to obtain expressions for the transport coefficients, the asymptotic
behavior of the evolution operator associated with the linearized SRS system, and
ultimately hydrodynamics limits for these systems.

The paper is organized as follows. In the next section, with reference to the con-
sidered coloring process, we describe the SRS kinetic model and state its consistency
properties. Section 3 is devoted to the equilibrium solutions and trend to equilibrium.
In Sect.4 we present the linearized SRS system and state its main properties. In
Sect.5 we provide the explicit representation of the kernels of the linearized elastic
and reactive operators and state some symmetry properties. Finally, in Sect.6 we
prove the compactness of two elastic and one reactive linearized operators.
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2 SRS Kinetic System

With reference to the simple reacting spheres (SRS) model [4-6], we consider a
dilute gas mixture of four constituents, whose particles behave as if they were single
mass points. Internal degrees of freedom for the gas particles, such as vibrational
and rotational energies, are not taken into account. Particles undergo binary elastic
collisions and reactive collisions, both of hard-sphere type. Reactive collisions obey
the chemical law

A+ B = A* + B*, (1)

where A, B, A* and B* indicate the constituents of the mixture. We use the indices
1,2, 3,4 for the constituents A, B, A* and B*, respectively. Furthermore, m;, d;
and E; denote the molecular mass, the molecular diameter and the chemical binding
energy of each i-constituent. In general, the chemical reaction results in a redistribu-
tion of masses among the constituents, in such a way that the law of mass conservation
holds in the form

my +my = m3 + my4.

At the same time, the chemical reaction implies a rearrangement of energies (kinetic
and binding) so that a conservation law of the total energy holds. The balance of
chemical binding energy of products and reactants of the chemical reaction defines
the reaction heat, namely Qg = E3 + E4 — E| — E». If Qg is positive, the reverse
chemical reaction, A* + B* — A + B, is exothermic.

In our paper [2], we described the SRS kinetic system for a general bimolecular
chemical reaction. In particular, we introduced in detail the mathematical aspects
of the SRS system and the relevant properties of the collisional operators for what
concerns the mathematical and physical consistency of the model. Our main result in
that paper is the representation of the SRS system linearized around the equilibrium
and the explicit representation of the kernels of the reactive operators.

In the present paper we consider a simplified version of the SRS system, in which
the reaction law (1) describes a coloring process with a fixed probability ag. We
assume that

m3y=my, my=mp, di3=d, di=dr, E3=E|, Es=E». (2)

When a hard-sphere A collides with another hard-sphere B, there is a probability ag
that they change their colors in the process A + B — A* + B*, without modifying
their molecular masses or diameters, and without altering their chemical binding
energies. The same probability rule is applied to the reverse reaction A* + B* —
A+ B.

This dynamical model represents a simplified version of the SRS system that is
appropriate to describe a coloring process.
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2.1 Collisional Dynamics

An elastic collision between particles from constituents i and s, with velocities v and
w, respectively, results in a change of velocities, say (v, w) — (v, w'), with i, s =
1, ..., 4. Since the linear momentum and kinetic energy of the colliding particles are
conserved, we have

miv+mgw = m;v + mew', (3a)
miv? 4+ mow? = mpy'* + mow'>. (3b)
We consider elastic cross sections of hard-spheres type, given by
2 1 2
oy = 7 (di +ds)". “)

Conditions (3) and (4), imply that the elastic post-collisional velocities are given by

V=v—2B5e v _we and w=wt+2B6v—we (5
m; mg

where ¢ is a unit vector along the line passing through the centres of the colliding
particles at the moment of the impact, and ;s is the reduced mass of the colliding
particles,
mim
eeS?, with S2={e¢cR3: |le|=1, (&,v—w) >0}, and pjy=—" .
T =1 llell ( ) > 0} Wis=

(6)

On the other hand, a reactive collision in our model is a coloring event in which
the participating molecules only change, besides their velocities, their color. Thus
the reactive collision between particles from constituents i and j with velocities v
and w, respectively, results in a transition into constituents k and / with different
colors from i and j, and a consequent change of velocities to v© and w®. The indices
(@@, j, k, 1) can take the values (1, 2, 3,4), (2, 1,4, 3), (3,4, 1,2) and (4, 3, 2, 1). The
conservation laws of linear momentum and total energy of the colliding particles are
represented by

myv + maw = m3v® + maw®, (7a)

mv? 4+ maw? = m3(°)* + ma(w®)?, (7b)

where the molecular masses satisfy conditions (2). The chemical reactive cross sec-
tions associated to the coloring process are given by

2 2 2 2
oy =agoj; and o3 = aroy 3)
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for the direct and inverse reaction, respectively. The post-collisional velocities asso-
ciated to the direct reaction A+ B — A* + B*, for the constituents k and /, are given
by
vO =y — M(zs,v—w)(»s and w®=w+2ﬂ£(£,v—w). ©))
mg mj

where (i, j, k,1) € {(1,2,3,4),(2,1,4,3),(3,4,1,2),(4,3,2,1)}. The post-
collisional velocities associated to the backward reaction A* + B* — A + B, for the
constituents i and j, are given by the same expressions (9), thanks to the assumptions
(2) on the molecular masses.

2.2 Kinetic System

Within the kinetic theory for rarefied gases, the state of the mixture is described by
the one-particle distribution functions f; (¢, x,v),i = 1,2, 3, 4, such that f; (¢, x, v)
represents the probability density of finding, at time ¢, a particle of the A;-constituent
occupying the position x with velocity v. Here, the time-space evolution of the
functions f; (¢, x, v) is given by the SRS kinetic system formulated for the coloring
problem, in the form

8.
8_J;l+V~foi=JiE+JiR, i=1....4 (10)

where JI.E is the elastic collisional operator, given by

4 .
JE =02 (A x ) [ W) = it 20 £ 0 w) (e v = widedw (1)
1 P s ]R3 Si

_ocRol% /]R3 /Sz [f,-(t,x,v/)fj(t,x,w/) — ﬁ(z,x,v)fj(t,x,w)](e,v—w)dsdw

with (7, j) €{(1, 2), (2, 1), (3,4), (4, 3)}, and JiR is the reactive collisional operator,
given by

JR = aRol%-/H@/Sz [t V@) fit, 6 w) = fit, 5 0) 503, w) e, v = widedw,
' (12)

with (i, j, k, 1) € {(1,2,3,4),(2,1,4,3), (3,4, 1,2), (4, 3,2, 1)}. Velocities v/, w
and v®, w® are given by Egs. (5) and (9), respectively. Moreover, the second term in
the expression (11) of JiE ,withO < ag < 1 in front of it, singles out those collisions
that result in a coloring process and prevent double counting of the events in the
elastic collisional integrals.
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The collisional operators JiE and JiR satisfy some mathematical properties, which
assure the physical consistency of the model, at least from the formal point of view.

Proposition 1 The collisional operators are such that

(a)/ JEdv=0,i=1,2,3,4
R3

(b)/ Jlev=/ Jidv:—/ J3Rdv=—/ JRdv;
R3 R3 R3 R3

4
(c) Z/]R? yi (JE+T5)dv = 0, where = (1, o, W3, Y14 is alternatively given
i=1 7R’

byy=(1,0,1,0), y=(1,0,0,1), y=(0, 1, 1, 0), or by i =m;vy, ¥, =m;va,
Y = m;v3, with vy, v2, v3 being the spatial components of the velocity v, and
Iﬂl’ = %m;vz. O

Property (a) assures that elastic collisions do not modify the number of particles of
each color.

Property (b) states the correct exchange rates of all constituents, in agreement with
the chemical law (1) describing the coloring process.

Property (c) implies seven independent macroscopic conservation laws, for the total
number of particles of the reactant-product pairs of the form Aj—Az, Aj—-A4 and
Ar—A3z, as well as for the three momentum components and kinetic energy of the
whole mixture. Proper linear combinations of the former three functions ¥ in (c)
reproduce conservation of the particle number density and of total mass of the mix-
ture. Note that, in contrast to a non-reactive mixture, there is no mass conservation
for the individual constituents in our simple model.

The conservation laws involve macroscopic quantities defined, as usual, as appro-
priate velocity moments of the distribution functions f; (¢, x, v). Paper [2] includes
a rather complete definition of the macroscopic variables for the more general SRS
system with bimolecular chemical reaction. The paper also includes the set of bal-
ance equations and conservation laws of the system. Here, for sake of brevity, we
omit the analysis of the macroscopic framework of the model.

3 Equilibrium Solutions and H-Theorem

Definition 1 The equilibrium solutions of system (10), (11) and (12) are distribution
functions f; (¢, x, v) satisfying

JE+IR=0, i=1,...,4 (13)

The above definition of equilibrium solutions is motivated by the following result:

Proposition 2 For n;(t, x), u(t, x), and T (t, x) with fi(t, x,v) > 0, the following
statements are equivalent:
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I M ( mi )3/2 mi =W\ 4 nd
. M;=n; |—— exp| ————),i=1,...,4 and ninr, = n3na;
=Mk P T ! 112 = 3na

2. JEAM;}) =0 and JR(M;}) =0, i =1,....4;

4
53 [ [ + 5 |tog (M) dv =
i=1 s

The notations Jl.E({M,-}) and JiR({Mi}) signify the fact that fori = 1,...,4, the
collisional operators depend on the set one-particle distribution functions, My, M3,
M3, and My. Also pij = mimj/(mi +mj) with (i, j) = (1,2), (2, 1), (3,4), (4,3),
and

n; :/ fitt,x,vydv, i=1,...,4, (14a)
R3

4 4
u = Z/ m,-vfi(t,x,v)dv/Z/ m; fi(t, x, v)dv, (14b)
i=1 /R i—1 /R
8 4
_ (v — 12 F .
T=q ;/R? mi(v — u) f,(t,x,v)dv/;n,, (14c¢)

where k is the Boltzmann constant. O

Equation n1ny = n3ng appearing in item 1. of Proposition 2 represents the mass
action law for our coloring system. The proof of Proposition 2 follows the same
line of arguments as the proof of Proposition 3.2 in [7]. See also the discussion in
Refs. [2, 11].

The Maxwellian distribution functions satisfy the properties stated in the next two
lemmas, which will be used in the next section.

Lemma 1 The Maxwellian distribution functions M; appearing in Proposition 2
with the number densities n; are such that

M;(t, x, V)M (t, x,w') = M;(t, x, VMs(t,x,w), i,s=1,2,34, (15)

where v and w are pre-collisional velocities of species A; and As, respectively, and
Vv and w' are the corresponding elastic post-collisional velocities given by (5). [

Lemma 2 The Maxwellian distribution functions M; with number densities n; con-
strained by the mass action law are such that

Mi(t, x, vVOYM;(t, x, w®) = M;(t, x, V)M (t, x, w), (16)
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where (i, j, k,1)€{(1,2,3,4),(2,1,4,3),(3,4,1,2),(4,3,2, 1)}, vand w are the
pre-collisional velocities of constituents A; and Aj, respectively, and v® and w®
are the corresponding reactive post-collisional velocities of constituents Ay and Ay,
respectively, given by (9). (I

Lemma 1 follows from the energy conservation of elastic events (3b) and Lemma 2
follows from the law of mass action and from the energy conservation of reactive
events (7b).

The trend to equilibrium of the reactive mixture and the macroscopic irreversibility
of the coloring process are assured by an #-theorem. In fact, for a nonnegative
smooth solution f;(t, x, v) of our kinetic system (10), (11) and (12), the convex
function H (¢) defined by

4
H(@t) = Z /Q/RSf,-(t,x,v) log [ fi (. x,v)/pij|dvdx, 17)
i=1

is a Lyapunov functional (see for example, [7]). Here, ;; is the reduced mass defined
in Proposition 2, and (i, j) = (1, 2), (2, 1), (3, 4), (4, 3). Moreover, H (t) attains its
minimum when the velocity distribution functions are Maxwellians given in Propo-
sition 2. Here, £2 is the physical evolution domain of the mixture. We assume that
£2 can be either the whole space R? or a box with boundary conditions of periodic
type or boundary conditions of specular reflection at the walls.

4 Linearized SRS Kinetic System

We assume that the evolution regime of the gas mixture corresponds to a small devi-
ation of the thermodynamical equilibrium. We then expand the distribution function
fi(t, x, v) around the Maxwellian M; (¢, x, v) with zero drift velocity # = 0 and den-
sities satisfying the mass action law. We introduce a new unknown function #; (¢, x, v)
connected to f;(t, x, v) through the expansions

filt.xv) = My xv) + M2 x v i xy), i=1040 (18)

Foreachi = 1,..., 4, the term Ml.l/ 2h,~ represents the deviation of the distribution
function f; from the equilibrium. The factors M il/ 2 infrontof h;,i = 1,...,4, make
the linearized operator symmetric in L? space without a need to introduce additional
weigh functions, see [12]. Inserting expansions (18) into Eqs. (10—12), and using the
properties (15) and (16), we obtain the linearized SRS kinetic system, as stated in
the next proposition. For sake of brevity, we use the notations & = (hy, h2, h3, h4)T,

h;i(v) instead of h; (¢, x, v), andiz\,- = Ml.l/zh,-.
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Proposition 3 The linearized SRS kinetic system for our model is given by

% +v-Vohi = ZEM) + LRy = LB, i=1,....4, (19
with
4
LEW = 3 o, / / [ M0 2y 2008 09)
s=1 R3 Si
+ My )M )M W W) — M ()i (v)
M2 o) M 0y (w)] (6. v — w) de dw
_aRaU/ / M;owyM )M 0N ()
+ MM, 2 0)M; PR W) — M) (v)
1/2(w)M1/2(v)ﬁj(w)]<a, v —w)de dw, (20)
LR®) = ago}, / / [ M 008 0y 02 (v)
" JR3JSE
+ MM )M PO R @) — Mjw)hi (v)
MY onym,! (v)hj(w)](a, v — w)de dw, Q1)
where (i, j, k,1) € {(1,2,3,4),(2,1,4,3),(3,4,1,2), (4,3,2, 1)}. O

We introduce the linearized collision operator . with components .¢; = ,,?jE +
QZR, i=1,2,3,4, where ,iﬂiE and .,Z”iR are defined above. Such operator possesses
fundamental properties that are stated below. At this end, we consider the Hilbert
space ¥ = L2(R?) x L2(R?) x L%2(R3) x L%(R3) endowed with the inner product
defined by

(F,G) = Z / F;(v)G; (v)dv, (22)

for F = (F, F2, F3, f4) € Y and G = (G1, G2, G3,G4) € ¥, with F;, G; (i =
1, 2, 3, 4) real-valued functions. Then we have the following result.

Proposition 4 The linearized collisional operator £ is symmetric and non-positive
semi-definite, that is

(@) (L(F),G) = (F, % (G)), forall F,Ge€Y;

(b) (L(F),F) <0, forall F €Y. Additionally, (£ (F), F) =0 if and only
if F is a collisional invariant weighted by M'/> = (Ml/2 M]/2 M]/2 ;/2),
that is the null space of the operator £ is T-dimensional and is spanned by the
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collisional invariants (weighted by M'/?) associated to the conservation laws of
the partial number densities ny + n3, n1 + n4, ny + n3, momentum components
and kinetic energy of the mixture. O

5 Kernels of the Linearized Operators

In the case of a gas mixture, even if without chemical reaction, the representation of
the kernels is much more involved than in the case of a single inert gas. In fact, the
complexity of the collisional terms increase significantly when collisions between
particles of different constituents and different molecular masses are considered,
especially when chemical reactions are also allowed. The computation of the kernels
of the linearized collisional operators requires much more work and therefore the
explicit representation of the kernels becomes, in our opinion, a very difficult task.

In the last years, we have been interested in this topic and some results have been
obtained in this direction. In particular, the explicit representation of the kernels
of the SRS linearized operators, both elastic and reactive, is presented in [11], for
the general case of a quaternary mixture with reversible bimolecular reaction and
arbitrary molecular masses. The expressions are, in general, quite long and rather
complicated, because some of the transformations used to compute the kernels do
not retain the symmetry of the integral operators. A better representation has been
obtained in paper [2], for a similar chemically reactive mixture but considering that
the constituents have equal molecular masses. The expressions are more tractable
but those of the reactive operators are still intricate.

For the simplified version of the SRS model considered in the present paper, we
were able to obtain a rather simple representation of the kernels. In particular, the
expressions of both elastic and reactive kernels keep the symmetry property of the
corresponding integral operators. In this section, we give the kernels of the operators
and briefly explain the computations. We also state some symmetry properties of the
kernels useful in the next Sect. 6.

5.1 Explicit Representation of the Kernels

In view of the explicit computations, we first work on the expression of the linearized
operator .%; by manipulating expressions (20) and (21) of .i”lE and ,ZR. The last
two contributions of .Z; E and <, R are equal with opposite signs and thus they cancel
out. Then, using the energy conservatlon (3b) of elastic events we modify those
contributions appearing in the expression of .&; E with the perturbation function h
evaluated in the post collisional velocities v/ and w'.

Analogously, we use the energy conservation (7b) of the reactive events and the
mass action law to work on those contributions in .&; R with h evaluated in the post
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collisional velocities v© and w®. Using the same notations .Z.E and .i’jR for the
elastic and reactive contributions in the resulting expression of .%;, we obtain

172 1/2

4
LM = Z"’%‘/ / [ 00 M3 0B ') + 7 o) M 26y ()
s=1 R3 S?F

172 1/2

— M) = M2 M@)o [ (2. v = w) de dw

— ago? [ M} 00 M 003 )
T e Js2 LY ’

+ M) M () (w/)] (e,v —w)de dw, (23)

LFW) = aro / / [ M2y m! 2 ) e )
R3JS%
+ M;/z(w)M,j/z(VG)ﬁl(WG)](e, v —w)de dw, 24)

where (i, j, k, 1) € {(1,2,3,4),(2,1,4,3),3,4,1,2), (4,3,2, D}.

5.1.1 Kernels of the Elastic Operators

We split the elastic linearized operator D%E given by (23) in several contributions,
as follows

LED) = —vihi)—20 ) +22 () +2° ) - 72 ) - 7 (), (25)

with

4
viv) = > o}, / / M;(w) (e, v — w) dedw, (26)
s=1 R3 S?F

4

20 =>" o2 / 3 / i MM )l (w) (e, v — wy dedw,  (27)
s=1 R S+
4

2P = a7 / } / MM O ) e v — w) dedw, (28)
=1 R3 JS7

4
20® = o}, /Ra /S MY 00) M 2Ry () (e, v — w) dedw, - (29)
s=1 +

72 &) = ago}) / / MM )Ry () e, v = w) dedw,  (30)
R s J
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TO® =anay [ [ M 0m! P60 e = ) dedw, 3D
R3JSZ

where v; (v) represents a generalized collision frequency.
We work separately on each operator. It is easy to extract the kernel of each operator
Qi(]) and o@l-(z). We obtain

4
2%@=Z/}&mﬁmwm (32)
s=1 R
. 4
22w = / K& v, wyhi (w) dw, (33)
s=1 R?

with the kernels Kl-(; ) and Kl-(sz) (i,s =1,...,4) given by

3/4 2 2
1 2 m;m, m;v-+mgw
Ki(s)(v’ w) = mojg ||[v — wll/ning (M) exp(—T) , (34)

2nkT 2uis) v —wl|l
2
exp| e P mg (i
PRk = wlZ 8T \m, '

The computation of the kernel of c@l@ requires more work. It results convenient to

mg N2 mi \* 1
KD 0w =alns (o) (‘) (35)

split the operator 353) as a summation according to the molecular masses m and
m;. Thus, we introduce the following sets of indices

1={1,2,3,4},
Ioz{selz mszm,-}, I+={s el: mg >m,~}, Ifz{s el: mg <m,~},

and split the operator Qi@) into three contributions, namely

290 = 2B + 287D + 28 b, G0
where
2"® =3 [ KD owhondw, G7
R3

sel®
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20 =3 /R K@ b dw,

selt
25w = / K27, w)hs (w) dw.
sel— R

Then we obtain the kernels of the operators (37-39) in the form

1/2
€D 2 2 _mi 1
K=o, oun (7)o

mi (V¥ —w??  m;
DIk v —w|? 8T

2 /4
3+ 20 m;m
Ki(s )(v’ w)=7”2(n,'ns)l/2 (’Sj lv—wl

my —m; (2kT)?
(ms +m;
1 (mgw —m;v)?
Xexp|————"—""—""—
4kT  m; + mg

2
/”/2 ) wis ({(v+wl v —wllcoso
X cos“fexp |—— — i
0 kT 2 ms —m;

ms +m;

ms —mj

165

(38)

(39)

(40)

- (v—w)2i|, i=1,23,4, sel’,

(41)

v—wl| |[v+w|cosf (1 —cosb*
+” Ll I ( ))i|d9, i=1,2,3,4, selt,

ms +m;

- 2o’ . /4
3 mim
Ki(s )(V’ W)=7ls2(nins)l/2 (Hj v —wl

(42)

my —m; QrkT)?
ms+mi)
1 (msw—m,-v)2
xexp| —— ————
4kT  m; + mg
T 2
2 His [Ilv 4wl lv —w| cos®
X cos” 6 exp T 5 — TR
/2 ms +m;
v —w| |[v+w|cosb (1 —cosO*
vl mJLm ( ))}d& o sl
mg +m;

In the above Eqs. (41) and (42), 6* is the angle defined by the vectors v + w and ¢.
Observe that, in (41), we have m; > m; because s € I, whereas in (42), we have

mg < m;, because s € .
Now we proceed with the operators .7; @ We obtain
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TO®) = /]R NP @ whi )y dw, *3)
T ®) = /R3 Ni(j3)(v, W)l (w) dw., “44)

and the computations are similar to those developed for Ql.(z) and 31'6)~ For sake of
brevity, we omit their expressions here.

5.1.2 Kernels of the Reactive Operators

The calculation of the reactive kernels are similar. We start by splitting the linearized
reactive collisional operator (24) as follows

ZRW) =27 ) + % (), (45)
with
%7 (1) = ago} / / i M )M} WOl (v2) (e, v — w) dedw, (46)
R3 Js2

% () = ago}; / / i MM GO w®) e, v — w) dedw.  (47)
Rr3 Js?

We obtain
%i(z)@ _ /IRg TiE'Z) v, W)ﬁk(w) dw, (48)
7 (h) = /R 7 @, Wi (w) dw. (49)

with the kernels given as follows. For the operator %i(z) the calculations are simple
and

S N1/2 \2 1
T.Q)(v, w) = OlRO’i2~ njn ( " ) i (50)
Y J 27kT 2/1,'1' ||V—W||

(02— w2)2 i \2
X exp |:_ " M_ﬂ(ﬁ) (v—w)2:|.

8kT |lv—w|? 8kT \m

Concerning the kernel of the operator %;3), similarly to what we have done before

for the elastic operator Qi(3), we consider three different cases. If m; = m;, and
therefore all constituents have equal molecular masses, then the kernel is given by
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1/2
3% _ 2 a2 M 1
Y7 (v.w)=agoj; (njng) (anT) vl (51)

X ex _ﬂ(vz—w —mi’v—W)2
PI78kT Tv—wl®Z kT '

2)2

If m; > m;, the kernel is given by

2

2T RO e V4
3% ij 12 Mim;
Ty 'v,w)=——=(nin —_— V—w
500 =2 2 o) ( o) vl
(m,-+mj)

L (mjw — mjv)®
X exp | — )
4kT m; + m;
2
X /H/zcoszeex i [ fIvEwl v —w]cos6
0 p kT 2 m]'—ml-
m; +m;

[[v—=w| [lv+w|cosO (1 —cosb*)
mj —m;
mj +m;

deo.

Ifm; < m;,thekernel Ti(.3 is given by a similar expression to (52), but with the inte-
gral in 0 extended to [r/2, 7] instead of [0, 7 /2]. In expressions (50), (51) and (52),
theindicesi, j, k, [ are fromthe set{(1, 2, 3,4), (2, 1,4, 3), (3,4, 1,2), (4,3, 2, 1)}.

5.2 Properties of the Kernels

From the explicit representation of the kernels given in the previous section, it is
easy to state the properties given below.

Proposition 5 For any i,s = 1,2,3,4, the following properties of the elastic
kernels Ki(g), o =1,2,3, hold for all v,w a.e. in R3:

0 0
(@K 0wy =KPwv); (0K 0w) =K (w,v);
B KD w) =KD w,v): (K w) = KS ) (w,v) O
is ’ is ’ ’ is ’ N ’ :
The properties stated in Proposition 5 assure the symmetry of the elastic integral
operators 2\ (a = 1,2, 3). See expressions (32), (33), (37), (38) and (39).

Similar properties hold for the kernels Nl.(;”) of the elastic operators .7, @ (¢ =2,3),
assuring the symmetry of these operators.
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Proposition 6 Forany (i, j) € {(1,2), (2, 1), (3,4), (4, 3)}, the following proper-
ties of the reactive kernels Ti;‘x), o = 2,3, hold for all v, w a.e. in R3:

()77 0ow) = TP (v v); @75 wow) =17 w0,
3% 3%
(b) T,/ (v,w) = Tj,’ (w, v); U

The properties stated in Proposition 6 assure the symmetry of the reactive integral
operators %’i(“) (¢ = 2, 3). See expressions (48) and (49).

6 Compactness of the Linearized Collisional Operator

In this section, we study the compactness of the elastic and reactive linearized oper-
ators, as operators from (L2(1R3))4 to (Lz(R3))4. We introduce the notation

20 = (2", 2 2W 9V «=1,2,3,
@ (z(a), %(Ol)’ %(a)’ 2(01)), o =23, (53)
B = (B, B R, B, =23

We extend to our mixture of reactive gases the techniques introduced by Grad (see
[12, 13]) and then revisited by Cercignani et al. (see [14]), for one single inert gas.
However, these techniques seem to be not enough for the operators 2, 73 and
Z, due to the cumbersome expressions of their terms when the molecular masses
are different. See expressions (41), (42) and (52). For these operators, our idea is to
adapt to our model the methodology recently proposed by Boudin et al. (see [15]) for
a mixture of non-reactive gases. In paper [15], the authors consider the non-reactive
Boltzmann equation for gas mixtures and propose a new approach to treat the terms
of the linearized operators associated with particles with different masses.

Work is in progress to extend the approach of paper [15] to the similar terms appearing
in our model. In the present paper we focus on the compactness of both the elastic
operator 21 and the reactive operator 7. Operators 2 and .7 ) can be treated
in a similar way to 2.

6.1 Compactness of the Operator 2V
We consider the elastic kernel K i(sl ) of the operator 21 defined by expression (34).
We start with the estimate for for K l.(sl ) stated in the following lemma.

Lemma 3 For each i,s = 1,2,3, 4, the elastic kernel Ki(s1 ) is square integrable
with respect to w. We have
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2 2
(1) 2 _mpy
[ (x2) wowaw=cas+pi )exp( —M) , (54)
R3

where C depends only on mj, n;, ois, and T.

Proof Fori,s =1, 2,3, 4, we have

3
5 . 2 2
1 2 4 min ni
/ (k) o wydw = G(m) o (_ T )

R3
— dw
/lv w| exp( 2k3)
3 2
2 4 m;m m;v
<2m“o;n;ng (m) exp (— ZIZcT )
w2
d
/(IVI +wl )eXP( 4kT) w
2
<CU+ Pexp (-2
- 2kT )’
and the proof is complete. O

Then we can prove the compactness of 22U as follows.

Theorem 1 The linearized elastic operator 2% is a compact operator from
(L*R)* to (L*(R%))*,

Proof Ttis enough to show that each Qfl) (i =1,2,3,4)is acompact operator from
(L?(R))* to L>(R). To this end, we notice that, for fixed i and s, the operator A with
the kernel K l.(sl) given by (34) is a compact operator from L?(R?) to L2(R?). Indeed,
condition (54) implies that K ,(vl ) e L2(R3 x RY), showing that the operator A, as a
Hilbert-Schmidt operator, is compact from L2(R?) to L%(R3). Since this is true for
each s = 1,2, 3, 4, the operator Qi(l) (i = 1,2,3,4) is a compact operator from
(L?(R3))* to L?(RR?), and this completes the proof. (Il

6.2 Compactness of the Operator ¥

Similarly to what we have done in the previous subsection, we consider the reac-
tive kernel Ti?) of the operator Z® defined by expression (50). We first state the
following result.
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Proposition 7 For each i, j = 1,2, 3,4, the reactive kernel Tig»z) is square inte-
grable with respect to w. Moreover, we have

1720, ) sy < €, (55)

where C is independent of v.

Proof From

S 12 \?
T(z)(v W) = AR O " ) i
2nkT 2uiji ) v —wll

i njn (
(2 2)2 ) \2
s exp [_ﬂw_ﬂ (m_) - W)z]
m;

8kT ||lv—wl|? 8kT

172 2
) (56)
2nkT 2/L,J [lv—wl

VT (5
xexp[ ' (v—w)}

8kT

| /\

and for any M > 0, we obtain

2 1
2)
T wydw < C —d
/(U)(vw) w < 1/ I w

R3 wl<M

mj m; 2
—I-Cz/exp SkT( )(v—w) dw < C. (57

lw|>M

The first term on the right hand side of (57) is bounded since 1/|lv — w]|? is inte-
grable on any bounded set containing v, while the second term is bounded because
exp(—cx?) is integrable over R? for any ¢ > 0. The constant C does not depend on
v since the expression in (57) is translational invariant. O

We also have the following estimate for Tz<] ).

Proposition 8 Foreach i, j = 1,2, 3, 4, the reactive kernel Tiﬁ.z) is integrable with
respect to w, and we have

r® ¢
/ v, w)ydw < TENNBLEE (58)
R3

where C is independent of v.

Proof See [12] or [14]. [l
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Then we can prove the compactness of R, as follows.

Theorem 2 The linearized reactive operator Z% is a compact operator from
(L*(R¥)* r0 (L*(R*)*,

Proof 1tis enough to show that each %’i(z) (i=1,2,3,4)is a compact operator from
(L2(1R3))4 to Lz(]R3 ). For fixed i and j, consider the operator A with the kernel '1’}5.2)
given by (50).

For M > 0, define xu to be the characteristic function of the set {v € R3 : |v| < M}.
Consider the identity Af = xpAf + (1 — xm)Af for f € L?(R?). Proposition 7
implies that for each M > 0, the operator yps A, as a Hilbert-Schmidt operator,
is compact from L2(R%) to L?(R%). Now, if || - || 3z2(r3) denotes the operator

norm in the space of bounded operators on L?(R?), then using Schwartz inequality,
Propositions 7 and 8, the operator (1 — xp7)A has the property (see [14], Theorem
7.2.4),

2
I =30 Al o), = sup / (I_XM(V))[ / 2o, w)f(w)dw] dv
1Al 23y =<1 k3 3

< sup /(1 — XM(V))[ /Ti;z)(v, w) dw]

1Al 2@3) <1 R R

x [ / 72 0w ()2 dw:|dv

R3
—12
<C sup /(1 — ) (1+1v12)
1126351 J,
x [ [ wmiron? dw] v
R3
<C (1 +M2)71/2 sup /7;(].2)(v,w)(f(w))2 dw:|dv

11,2 g <1
®= vi>M "R3

<Cca+m*>12 sup /[ /Tif)(v, w)(f(w))zdw]dv

Il2n=t 4, L,
—1/2 —1/2
sc(1+M2) 2 /(f(w))zdw < C(1+M2) &
1123y =1 B3

Therefore, (1 — xp)A — 0 in the operator norm as M — oo. This also yields
that xpyA — A in the operator norm as M — oo. Since for each M > 0, xy A
is a compact operator from L%(R3) to L2(R?), and the set of compact operators is
closed in the space of bounded operators with the operator norm || - || gz2(r3)), We
conclude that A is compact as an operator from L2(R?) to L2(R?). Since this is



172 E. Carvalho et al.

true for each j = 1, 2, 3, 4, the operator %,i(z) (i =1,2,3,4) is a compact operator
from (L2(R3))* to L?>(R?). Thus, the operator Z® is compact from (L?(R*))* to
(L%2(R3))* and the proof is complete. O
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Can Translation Invariant Systems Exhibit
a Many-Body Localized Phase?

Wojciech De Roeck and Francois Huveneers

Abstract We review some recent works related to the exploration of Many-Body
Localization in the absence of quenched disorder. We stress that, for systems where
not all eigenstates of the Hamiltonian are expected to be localized, as it is generically
the case for translation invariant systems with short range interactions, some rare
large ergodic spots constitute a possible mechanism for thermalization, even though
such spots occur just as well in systems with strong quenched disorder, where all
eigenstates are localized. Nevertheless, we show that there is a regime of asymptotic
localization for some translation invariant Hamiltonians.

Keywords Statistical physics + Condensed matter - Interacting particles systems -
Anderson localization + Thermal transport

1 Introduction

Anderson localization refers usually to the single-particle wave function of an elec-
tron being confined in some limited region of space for all times [1]. In perturbative
regimes, being for example that of strong disorder, this phenomenon is by now
well understood at both physical and mathematical levels [11]. The topic benefited
recently from a huge revival of interest, when it was argued that localization could per-
sist in presence of electron-electron interactions [3]. Since in an interacting system,
there is no appropriate analogue for one-particle wave functions, the phenomenon of
Many-Body Localization (MBL) has to be characterized in other ways, than spatial
decay of wave functions. One of the most appealing ways is to contrast MBL with
an ergodic phase, where the latter can be defined as a phase in which the system
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thermalizes if initially prepared out of equilibrium. Several indicators can serve to
quantify the “absence of thermalization” and characterize the MBL phase:

1. The existence of a complete set of integrals of motion,

2. An area law for the entanglement entropy of eigenstates,

3. The breakdown of the Eigenstate Thermalization Hypothesis (ETH),

4. The vanishing of transport coefficients (e.g. thermal conductivity), etc....

These characterizations are not equivalent (e.g. while the first one fully describes the
structure of the many-body Hilbert space, the last one implies only that relaxation
times are sub-diffusive, strictly speaking); we refer to the recent review [19] for more
explanations.

Both one and many body localization can be understood as the result of frequency
mismatch, or lack of resonances, between the different states of the system, in a sim-
ilar way as the persistence of KAM tori can be understood in classical mechanics.
From a mathematical point of view, the study of MBL can be regarded as the inves-
tigation of the fate of KAM-like phenomena in the thermodynamic limit, where
the volume is sent to infinity while the temperature is kept constant and positive.
Recently, a mathematical approach based on the KAM scheme was indeed proposed
to show the existence of MBL in one-dimensional spin chains [17].

1.1 MBL Without Disorder

As Anderson localization is naturally associated to an inhomogeneous medium, MBL
has mostly been investigated for quenched disordered systems. Nevertheless, in a
many-body set-up, interaction between particles could supply the needed frequency
mismatch, as it is the case for the finite dimensional systems in the regime where
KAM theory applies. The possibility of finding an MBL phase in translation invariant
systems was recently explored by several authors [7, 13-15, 18, 21].

To illustrate this, let us consider two classical models of coupled oscillator chains.
First, the one-dimensional pinned disordered harmonic chain, with Hamiltonian

1 .
Hig.p) = 5 Z P2+ 02 + g1 — g2}, oriid, J>0, (1)

X

is a well known example of perfect thermal insulator, as a consequence of Anderson
localization [4]. Because the chain is harmonic, this system can indeed be seen as
an example of one-particle localization rather than MBL.! This, however, is as such
not important for the point we want to make here: to compare this system with the

' In fact, one believes that only quantum systems, e.g. like in [17], exhibit MBL in genuinely
interacting systems.
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rotor chain, described by the Hamiltonian (with the angles gy € T = R/(2nZ) and
the angular momenta w, € R canonical conjugates),

Hw,q) = ! {0F + Jcos(grs1 — g0} 2
2

In contrast to the disordered harmonic chain, w, are now dynamical variables rather
than frozen degrees of freedom. Nevertheless, they can be regarded as i.i.d. random
variables with respect to the Gibbs state at positive temperature. Moreover, stability
results for Hamiltonian mechanics at finite volume suggest that w, could be stable
for very long or even infinite times. Therefore, one might try to compare the high-
temperature regime to the large disorder regime for disordered systems, and be led
to the somehow provocative conjecture that thermal fluctuations can generate MBL.

1.2 Mobile Bubbles

Despite this suggestive analogy, the replacement of a fixed external disordered field
by dynamical variables can in principle deeply modify the long time behavior of the
system. Following [8, 15], itis the first purpose of this article to explore a mechanism
for delocalization by means of rare mobile thermal bubbles that do not appear in
quenched disorder, fully MBL systems (having all their eigenstates localized), but that
seem to be unavoidable in translation invariant systems with short range interactions.

We hope that these findings can also shed some light on the localization-
delocalization transition in quenched disordered systems. First, in the cases where a
transition in function of the energy density is expected [3], the argument developed
here suggests in fact that there is no MBL phase at all (except possibly at zero tem-
perature) in the true thermodynamic limit. Second, the absence of an MBL phase in
classical disordered anharmonic systems could be explained by a mechanism of rare
mobile ergodic bubbles too [2, 20].

At the moment of writing, the validity of our theoretical scenario is being inves-
tigated more thoroughly and also tested numerically [9]. Indeed, what our argument
ultimately shows is that an overwhelming majority of the states in the Hilbert space
are connected via a sequence of resonant transitions (see below). Strictly speaking,
delocalization does not follow at once; we refer to [8] for a more detailed discussion
on this point.

1.3 Asymptotic Localization

However, though true MBL can fail for the systems considered in this work, some
asymptotic localization effects are surely expected, comparable to Nekhoroshev
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estimates at finite volume. We review here several recent mathematical works, where
such estimates have in some sense been extended in the thermodynamic limit, pre-
dicting a non-analytic behavior of the thermal conductivity near the (trivial) critical
point for various systems, as classical anharmonic disordered chains [16], the rotor
and DNLS chain [6], or a quantum particle system analogous to the Bose-Hubbard
model [7].

1.4 Organization of the Paper

The main quantum model studied in this paper is introduced in Sect. 2, where the
principal difference between quenched and thermal disorder is discussed. In Sect. 3,
a first version of the mechanism for delocalization, based on perturbation theory, is
presented. In Sect. 4, it is shown that non-perturbative considerations lead to the same
conclusion, through a slightly less explicit but probably more robust way. Results on
asymptotic localization are reviewed in Sect. 5. Some technical issues are gathered
in the appendices.

2 Quenched and Thermal Disorder

We study quantum lattice systems defined in a large volume V C Z< in the ther-
modynamic limit |V| — oo. We think of each lattice site x as containing a variable
number of particles 1, € {0, ..., N}, where N > 1 is the maximal occupation num-
ber per site. There is thus a preferred product basis in the many-body Hilbert space,
consisting of classical configurations |n) = |(1y)x). The total Hamiltonian is the sum
of local operators:

H = Z Hy forsome R>1, 3)
ACZA,|A|<R

where A are connected and Hy acts inside A, i.e.,

('[Haln) = 0 if  n #nc for x ¢ A. 4)

We assume that the total number of particles is conserved: [H,N] = 0 with
N = >, blby, where by and b} are respectively bosonic annihilation and creation
operators with cut-off N: by| ..., 9y, ...) = /mxl...,me— 1L,...)if 1l <y <N
and by|n) = 0 if n, = 0. Moreover, we consider the case where H is a small per-
turbation of a Hamiltonian H® which is manifestly MBL, for example H® of the
type (3) and diagonal in the {|n)} basis,
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) e — -

I
X X

Fig. 1 First order resonances for the Hamiltonian (9). Left panel Non-resonant nearest-neighbor
hopping on the left; resonant second neighbor hopping on the right. Right panel As shown in
Appendix 1, the classical state |n) is connected to |n’) through a sequence of resonant transitions.
The naive resonant spot in |1), indicated in blue, appears thus as part of a larger one seen in |n’)

H=H?4+JH" J « 1. ©)

More precisely, we require that the matrix elements of JH" are smaller than the
level spacing of the local Hamiltonians Hy.

Following [8], we give two examples. In the first example, translation invariance
is broken by an external field (quenched disorder). At small enough coupling J >
0, resonances, that are potentially responsible for delocalization in the considered
perturbative regime, are rare and their location is determined by the external field.
In the second example, translation invariance is restored. Although, for small values
of J, resonances are equally rare in the second example as in the first one, they
can appear everywhere and therefore they can be possibly part of a giant cluster in
configuration space (see the right panel in Fig. 1). This is the main difference between
these two types of systems.

2.1 Quenched Disordered Hamiltonian

We letd = 1, N = 1 (i.e. we have hard-core bosons) and we define a Hamiltonian
of the form (5) by

H = D obibe +J D {bi(bey1 + b)) +be(blyy + 650}, oriid. (6)
X X

(second neighbor hopping is introduced to break integrability). We simply refer to
H© as the uncoupled energy, and to H!) as the hopping term. To facilitate the
comparison with the translation invariant case described below, we assume that the
values of w, are uniformly distributed in a finite set {«y, . .., an'} for some N’ > 1.
We think of the numbers op < - -+ < oy as picked at random in an interval of size
1, so that aj 1 — ap ~ 1/N’. We assume J <« 1/N’.

Consider now two classical states |n) and |n’) connected in the first order in
perturbation in J: (n'|H(|n) # 0. These two states only differ from each other
by one particle that hopped one or two sites away. Thanks to the properties of the
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random field (wy), described above, at most of the places, the change in energy due
to the hopping cannot compensate the resulting change in uncoupled energy:

J'H )| < [HO0) —HO )| = |oy — wl, (7)

assuming that the particle hops from x to y, with |y — x| < 2 (here and below,
the convention A(¢) = (P|A|¢p) is used whenever ¢ is an eigenstate of A). As a
consequence, it is possible to remove these transitions via a perturbative procedure
[17]. However, in some rare places, the hopping does not produce any change in the
uncoupled energy:

HO0)-HO(0) = oy —w, = 0. ®)

In these cases, despite the fact that J <« 1, the hopping becomes the dominant
effect and cannot longer be treated perturbatively. These latter transitions are called
resonant. However, the most important point seen from (8), is that the location of
resonances is determined by the external field (wy ), alone: the second equality in (8)
only depends on the points x and y, and not on the configurations |n) and |"). More-
over, the probability with respect to the distribution of (wy)y, of finding a resonance
somewhere is of the order of 1/N’, so that even for d > 1, they form small isolated
clusters in physical space. This is the reason why they entail no delocalization.

2.2 Translation Invariant Hamiltonian

We let d = 1, N > 1 and we consider the Bose-Hubbard Hamiltonian with the
cut-off N on the number of particles per site, and with second neighbor hopping:

H = > (bibe)* + 3D {bi a1 +bei) + bl + b5} (9)
X X

This Hamiltonian is of the form (5): H®)creates a repulsion between particles, and
is referred to as the interaction energy, while 1) allows again for particles to hop.

First order resonances in J are defined as in the disordered case: two classical
states |n) and |n’) such that ('|H(V|n) # 0, enter in resonance if the inequality in
(7) is violated. Thanks to the strong anharmonicity in the interaction, coming from
the square in (bjbx)z, and thanks to the assumption J < 1, a resonance between the
states |n) and |n’), due to the hopping of a particle from x to y, with |x — y| < 2, only
occurs if

/

me =1y = m+1=m+1 or n =mn =n—-1=mn-1 (10

This is illustrated on the left panel of Fig. 1.
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For the disordered Hamiltonian considered above, the distribution of the disorder
allowed to quantify how likely it was for a hopping between two given sites to induce
aresonant transition. This comes as a little surprise on second thought: the inequality
in (7) involves two states |n) and |5’) so that we would naturally expect the nature
of the transition (resonant or not) to depend on these states. In general, the Gibbs
state can serve to quantify the occurrence of resonances. Here for example, thanks
to (10), we can tell how likely it is for a resonance to occur due to a hop between x
and y, for a typical classical state |7) in the Gibbs state. To simplify the discussion,
we consider the Gibbs state at infinite temperature, such that, in the basis of classical
configurations, it can be viewed as a bonafide probability measure that gives equal
weight to each configuration, allowing to define unambiguously the probability of a
resonance. However, as the number of particles is conserved, we can and will fix the
density p of particles per site. By definition, 0 < p < N is the average number of
particles per site.

We distinguish two regimes. First, at very low densities” (p < 1), most of the
particles are isolated, so that, according to (10), they can typically hop via resonant
transitions. An ergodic phase is expected, though, since d = 1, atypical clusters of
particles can slow down thermalization very much [5]. Second, at densities close to
N/2, we deduce from (10) that the probability of finding a resonance somewhere
becomes of the order of 1/N, precisely as in the quenched disordered case, with
N’ there being N here. This observation is a possible starting point to address the
question of Many-Body Localization [7, 8, 21]. However, due to translation invari-
ance, resonant spots have no preferred location. Therefore, there is no reason why the
picture of small isolated clusters would remain valid. Contrary to what a naive look
at typical classical configurations suggests, resonant spots might be just the “visible
part of the iceberg”, a giant cluster in configuration space, as illustrated on the right
panel of Fig. 1.

3 Rare Bubbles Due to Perturbative Effects

Following [8], we here study more systematically the effect illustrated on the right
panel of Fig. 1, though we switch to d = 2 as that allows for a more transparent dis-
cussion. More precisely, we show that, in the thermodynamic limit, the overwhelming
majority of pairs of classical configurations are connected via a sequence of resonant
transitions in the first order in J, as long as some obvious conservation laws are
satisfied (resonant transitions preserve the number of sites with a given occupation
number). Therefore, we conclude that the choice of a typical classical state as initial
state, does not suffice for the picture of small resonant localized islands to survive.
To achieve this, we observe that, in a typical classical state at some density
p ~ N/2, arbitrary large low density bubbles are found in the thermodynamic limit.
Since, as noticed in the previous section, low density states are expected to be ergodic

2 An analogous conclusion actually also holds at very large densities due to the cut-off N.
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for the Hamiltonian (11) below, it should be possible to displace these bubbles across
the system through a sequence of resonant transitions in the first order in J, at least
if this phenomenon is already visible in a first order approximation. We prove below
that this is indeed the case, by showing that resonant transitions allow the bubble
to absorb and expel particles from its surrounding. By continuously absorbing and
expelling, it can thus move across the system and carry particles all over the places,
providing a mechanism to connect all states satisfying the above mentioned conser-
vation laws.>

3.1 The Resonant Hamiltonian

Letd = 2 and N > 1. We consider the Bose-Hubbard Hamiltonian with the cut-off
N on the number of particles per site:

J
H =H®+JHD = > bib)* + 3 > {biby+bebr). (D)
X

X, yx~y

where x ~ y means |x — y|; = 1 (nearest neighbors). Transitions that are non-
resonant in the first order in J can be removed perturbatively, up to second order
corrections [17]. Therefore, if these corrections are neglected in a first approximation,
the dynamics is dominated by the resonant Hamiltonian H,.; defined by

: , J / /
(st} = 40/ 1H Ot} + 58 (HO ) = HO) 601

= IHO ) +J D 80y —ne — DWBIbyI),  (12)
X,y x~y
with §(-) the Kronecker delta function. Let us make some remarks:

1. The fact that two classical states |n) and |n’) are connected via a sequence of
resonant transitions, can now simply be expressed by saying that |n) and |5’) are
connected via H,.g, meaning

(n'led™™res|yy £ 0 forsome ¢ > 0. (13)

2. By definition of H,, if two states are connected via H ., then they have the
same value of H®. Therefore, the term (n'|H®|5) in (12) is constant in every

3 One could wonder whether localization could emerge at some larger scale. As all involved transi-
tions are resonant, there is surely no obvious reason to think that bubbles are localized. Nevertheless,
we will see that a long specific sequence of transitions is required for a bubble to move over a dis-
tance of order one, as, for arandom sequence of the same length, the bubble would rather shrink to a
minimal size than start moving. This feature could suggest that the bubbles are ultimately localized,
though no conclusion in that direction can be drawn from this observation alone.
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subspace left invariant by H,.s, and could thus be removed. This confirms that
resonant transitions are non-perturbative even though J <« 1.

3. If the dynamics generated by H,. is delocalized, it is hard to conceive that higher
orders could restore localization. On the other hand, should the dynamics gen-
erated by H,.s be localized, we would need to check the effect of higher orders
before we conclude that there is localization.

3.2 The Bubble

Let us consider a classical initial state |n) that is typical at the density p ~ N/2 in
the thermodynamic limit, and let 8 C V be a connected region corresponding to a
bubble with density p so small that p < 1. Since N > 1, the number of particles
sitting on a given site in %, is approximately given by an exponential distribution
with mean p. We assume that | 4| is large enough so that it is likely to find at least
one site occupied by N particles in Z (|| > edN/? is thus needed). Let us denote
by nj, be the number of sites in % occupied by k particles (0 < & < N). There exists
a number p ~ ed'/? > 1 so that nj, < (1/p)ng_q for1 < k <N.

For convenience, let us assume that % has a rectangular shape, as depicted on
Fig. 2. Let us first show that, inside the bubble, it is possible to move the particles

Fig. 2 Possible motion of particles inside a bubble. Blue square site with 3 particles, dark pink
square site with 2 particles, light pink square site with 1 particle, yellow square site with no particle.
From left to right and from fop to bottom as an example, we use a systematic procedure to show
that a classical state where the site occupied by 3 particles is in the upper left corner, is connected
via H,.s to a classical state where this site is in the lower right corner
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all over the places via a sequence of resonant transitions. To go directly to the point,
let us consider an initial classical state |n) such as depicted on Fig. 2, with high
density sites in the upper left corner (our argument shows that we could well have
started from a more typical configuration inside the bubble). On Fig. 2, we show a
systematic strategy to connect this state via a sequence of resonant transitions (see
(13)) to another classical state |") where the high density sites are in the lower right
corner. This is exemplary: it is seen that the sites with N particles (the blue square on
Fig. 2) could first be placed everywhere, and that sites with N — 1 particles (the dark
pink squares) could then in turn be placed at (almost) any of the remaining places,
etc..t

As a consequence, starting from a classical configuration |n) inside the bubble, it
is possible to populate any given site on the inside border of the bubble by any given
number of particles, via resonant transitions only. Therefore, it is also possible to
absorb a particle on a site on the outside border inside the bubble via a sequence of
resonant transitions, or to expel a particle outside. We conclude that the bubble can
move across the system, and carry particles from any site to any site, via a sequence
of resonant transitions.

4 Rare Bubbles Due to Non-perturbative Effects

A drawback of the analysis of Sect. 3 is that it relies on fine details of the model,
there given by (11). It is actually shown in [8], and we will see another example
below, that if only nearest neighbor hopping was present in (9), all but a vanishing
proportion of the eigenstates of the corresponding first order resonant Hamiltonian
would be localized. It could thus seem conceivable that, by restricting our attention to
a well-chosen class of models, we cannot find any delocalizing bubble at any order,
and hence conclude the existence of a localized phase.

We aim to show here that this is not the case, once non-perturbative effects are
taken into account. Once again, we follow [8] (a similar reasoning has been developed
by [15]). While in the previous section we proceeded via a detailed analysis at low
orders, we now assume that, for the full dynamics, ETH is satisfied inside low density
bubbles. When their size is large enough, these bubbles can act as baths: they absorb
and eject particles from and to the system. It is worth pointing out that such baths are
eventually observed in quenched disordered systems too, such as (6), due to large
deviations in the disorder that appear unavoidably at large enough volume, no matter
how strong the disorder is. In both cases, delocalization does not follow at once since,
due to their finite size, these baths are not perfect. The difference between quenched
disordered and translation invariant systems comes once again from the fact that, in
the latter case, the bubbles can be located everywhere and can therefore move across

4 It is well possible that, due to geometrical constraints, not precisely all configurations can be
reached that way, but this is not relevant for the discussion.
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the system by interacting with the rest of the system, while in the former case, their
location can be determined a priori if the disorder is strong enough.

We now proceed to a more precise description. Though we study a rather specific
case, where our argument can be stated neatly, the described phenomenon is very
general. In particular, we expect it to show up for all the Hamiltonians of the type
(3-5). In contrast to the cases considered until now, in models (9) and (11), we do not
longer take H® to be uniformly localized. We know indeed that in these examples,
H cannot be such, and we wish to incorporate this feature into H ), Below, we first
describe H© in more details, and then show how arbitrarily small perturbations force
all eigenstates of H©) to hybridize to form the eigenstates of H.

4.1 The Hamiltonian H©®

We let d = 2 and N > 1. The Hamiltonian H© is itself the sum of a diagonal
interaction term and a hopping term: H©® = Hi(o) +AH ,(10). We assume J < A < 1.

. 0 . 0 1 :

A natural choice fqr H }(l ) would be givenby H }(l ) =2 2y Oiby + éxb;} but, since
non-resonant transitions can be removed perturbatively at first order in A as pointed
out in the previous section, let us consider a caricature, similar to (12), where only
resonant hoppings appear:

' HO ) =

A
a1 n) + 56 (B0 = HO ) D 016k +bibylm). (14)

X,yiX~y
Let us specify the interaction energy H l.(o). We set

Hi(O) — 2 ngo) (A connected). (15)
ACZ*:|A|=2

The operators H/go) are diagonal in the {|n)} basis, and are such that, for any translation
7, by x, it holds that Hi?jx(n) = ngo)(r_xn), so that Hi(o) is translation invariant.
Therefore, we only need to specify ngo) for A being A1 = {(0,0), (1,0)} or Ay =
{0, 0), (0, 1)}, so two functions f1, /> : {0, ..., N}2 — IR such that

0 0
Hf\l)(n) = fi (0,0 1(1,0)) » Hf(,z)(n) = £ (10,0 n0.1)) -
In analogy with the Bose-Hubbard Hamiltonian, we require that typically Hf‘?) (n) ~

N? (j = 1, 2). Moreover, we impose a genericity condition on f1, f>: these functions
are injective, the set of values of f] has no intersection with the set of values of f>, and
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the values oy, . . ., ANty € fdo,.. .N}2) Ui (o, .. .N}2) are not in any rational
combination of each others:

2
kla] + et + kz(N+1)2a2(N+1)2 75 0 A4 (k], ceay kz(N+l)2) € Zz(N+1) \{0} (16)

We can think of the values oy, .. ., ayny1)2 a8 2(N + 1)? numbers picked at random

in an interval of size 1. In particular, Hl.(o) is not invariant under lattice rotations.

The study of the localized and delocalized phases of the Hamiltonian H® defined
through (14 and 15) boils down to a percolation analysis in Z>. This is a consequence
of the following property, shown in Appendix 2. Let |1) be an initial classical state,
and let |¢ (1)) = ed ™" © |n) be its time evolution after a time ¢ > (. Consider four
distinct points x, y, z, w forming a square of nearest neighbors:

x—yh =1ly—zhh = lz—=wh = lw—x)1 = 1.
If it holds that

e —mnyl = 2, Iny—mnl =22, Inz—nwl = 2, Inw—ml = 2, (17

then, for all # > 0, it holds that

2 (1) = 1y, ¢y(t) =Ny, G () = nz dw(1) = Ny (18)

The following picture emerges. At very low density, for a typical initial classical
configuration |n), particles are few and far between. Under the dynamics generated
by H©, given by (14 and 15), isolated particles evolve like on a billiard: they move
freely with the additional constraint that two particles can never come at a distance
less or equal to one from each other. Therefore, though a cluster of frozen particles
appears here and there, for example because some particles are in a configuration
satisfying (17 and 18), we observe a low density gas of interacting particles. Ergodic
behavior is expected.

At higher density instead, above some threshold, for a typical initial classical state
|n), the sites included in a square of nearest neighbors where (17 and 18) is satisfied,
form a giant cluster in the lattice, so that the dynamics is frozen. The system is in
the MBL phase. Nevertheless, the localization length is not uniform: it becomes
arbitrarily large on some islands, whose locations are determined by the initial state
[n7). Indeed, in the thermodynamic limit, low density bubbles of arbitrary large size
are found in a typical classical configuration. Since normal thermal behavior is again
expected inside the bubbles, the localization length becomes there of the size of the
bubble.

In view of the above, despite the rather specific, and perhaps artificial, definition
of H® given by (14 and 15), we hope that this model furnishes a reasonable cartoon
of the MBL phase in translation invariant systems, so that our conclusions will
ultimately not depend on the particular choice of this model.
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4.2 Hybridization of Eigenstates

Let us assume that the density is large enough so that H(©) is in the localized phase
described above. Moreover, we assume that H(D allows for nearest and second neigh-
bor hopping. Let us give two classical states |) and |n’). To simplify the discussion
let us assume that the volume V is large but finite, and that |n) and |n’) contain only
one thermal bubble, located at precisely the same place, while all the other sites are
frozen. The state |’} is distinct from |7) in that a single particle on a frozen site on
the outside border of the bubble in |1) has moved inside the bubble in |5’); we have
' HO|n) = 0but (y|HD|n) # 0. We denote by |) any eigenstate of H® such
that (|y) # 0, and by |/) any eigenstate of H© such that (1’|/’) # 0.

We show below that, as soon as the size of the bubble is big enough, given any
state |y), we can find at least one (but actually much more than one) state [¥’) such
that

> 1. 19)

J'IH D )
HOW) — HO(y)

This means that the extraction of a particle from the surrounding to the inside of the
bubble can be achieved via a resonant transition. As this is then true for the reverse
process too, we conclude, as in the previous section, that the bubble can eventually
move everywhere by absorbing and expelling particles.

In [8], (19) is shown to follow from ETH inside the bubble. In the hope of being
more explicit, we here prove (19) under stronger hypotheses (Berry conjecture, see
[22]). Let us denote by .4 the dimension of the Hilbert space spanned by all the
classical states that are connected to |n) via a sequence of resonant transitions (see
(13)), and by | #| the physical size of the bubble. It holds that .4~ ~ ed® 1% for some
entropy density s > 0, that depends on the density of particles inside the bubble.
Obviously, the values /" and % would be slightly different for |) replaced by |n’)
(i.e. the values change slightly before and after the absorption of a particle from the
surrounding), but we neglect this as it is irrelevant for the present computation. Let
us fix [¢).

We first estimate the numerator in (19),

WIHO Y = D @i Gl @ 1HO 1),

el

n.n

where the sum ranges over the classical states 7 and 77’ such that (7j|ed ~"# © n) #0

for some ¢ > 0, and (7' |ed="H” |/} # 0 for some ¢ > 0 (the sum is thus over
N x A states). Since the bubble is ergodic, we assume, inspired by [22], that

edi@W i) ed =0

(i) ~ ——=— ) ~ NG

20
NG 20
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for some phases 0 (v, ') and 6 (v, 7). Next, for any state |77), there are at most |%|
states |77’} such that (77’ |[HV|77) # 0. Moreover, following again [22], we assume that
the phases in (20) are distributed randomly. Therefore, by a central limit argument,

we find
\BINA B
N NV
Let us then look at the denominator in (19). Since there are .4 possible states |1/},
the denominator takes .4 possible values depending on the choice of |1/'), all sitting
in an interval of length |2|. Assuming them to be approximately equidistributed,

we conclude that, for some |'), the denominator is of size |%|/./ . Altogether we
conclude that

w1 O| < 9

> 1

' HO Wy | A
HO) —HOW) | o7

for a large enough bubble. This is (19).

5 Asymptotic Localization

For this last section, we consider both classical and quantum systems, and we restrict
ourselves to d = 1 though this is probably not at all necessary. We assume that
V={-(VI-1/2,...,(V|—1)/2} for some odd integer |V| > 1. We still take a
Hamiltonian of the form (3), but write it now more simply as H = > _,, Hy, where
H, only acts on the variables at the sites x and x + 1.5 We also assume that Hy is
of the type H, = HJEO) + JH)EI) with {H)EO), H)(,O)} = O forall x,y € V, where {-, -}
denotes the Poisson bracket in classical mechanics, or the commutator in quantum
mechanics. Given a site a € V, we can define the energy current G, 441 across the
bond (a,a + 1) by

SGoarr = [H. D H} = (Ho Hos)

xX>a

1 0 1
J ({H;OLH;QI} n {Hén,Hégl}) CHD HD ).

The Green-Kubo thermal conductivity is defined as the space-time variance of the
current in equilibrium at temperature 7':
2
> , @D
T

1 t

J2
kJ,T) = lim lim
Vi Jo

100 [V]—o0 T2

Z Ga.at1(s) ds

aeV

SHe = H{y .1y in the notation introduced in (4).
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(-)r being the Gibbs state at temperature 7', and G, 441 (s) being the time evolution
of G, 441 at time s under the action of the Hamiltonian.

We aim to understand the behavior of « (J, T) in the integrable limit, being most
notably the limit J — O for fixed T ~ 1, though it can also correspond to the limit
T — 0or T — oo at fixed J ~ 1 for some of the examples considered below.
Rigorous results on the conductivity of non-integrable Hamiltonian dynamics are
most likely too hard to get at the present time. Nevertheless, in the examples below,
we make the idea of asymptotic localization mathematically precise, by introducing
some cut-off, possibly modeled by a energy-conserving noise, in the time integral in
(21). We expect this cut-off to furnish a reasonable approximation to obtain an upper
bound on «, in both the scenarios where the dynamics is truly MBL or diffusive.

5.1 Classical Disordered Anharmonic Chain

We consider a quenched disordered system as a first example. Despite the fact that
translation invariance is broken, no true MBL phase is expected [2, 10, 20], and it is
possible that rare mobile chaotic spots constitute the main delocalization mechanism.
Though we could allow for much more generality, let us take as an example the
Hamiltonian

H(g,p) = Y (p?c + o7y +d(qer1 — g’ + Jqﬁ) : (22)

xeV

with the convention g(v|+1)/2 = ¢(v|-1)/2, meaning that free boundary conditions
are taken on both ends. We assume the frequencies w, to be i.i.d., with smooth
compactly supported density, bounded away from zero. Let n > 1 be some integer
(we are interested in the case n >> 1). As a cut-off in time, we perturb the Hamiltonian
dynamics by an energy preserving noise that becomes relevant on time scales of order
J™", generating a very slow diffusive behavior. The generator of the full dynamics
is given by

L = Lg+J"'S  with
Ly = {H,} and Sf(g.p) = D> (f(@ -, =px--)—f(g.p). (23)

xeV

Let k(J, T, n) be the Green-Kubo conductivity defined for this noisy dynamics. In
[16], we show

Theorem 1 For given T > 0, and for any integer n > 1, there exists a constant Ct ,
such that, for almost all realizations of the frequencies wy, it holds that k (J, T, n) <
CrJ"

This result suggests thatx (J, T) = &'(J") forany n > 1asJ — 0. We expect that the
theorem remains true if J(gy+1 — qx)2 isreplaced by (gy+1 — q,c)2 in (22), since all the
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eigenmodes of the chain are localized in the absence of nonlinearity (ind = 1 oreven
ind > 1 at strong enough disorder). In that case, as the scaling k (J, T) = « (J/r, rT)
holds then for any r > 0, we conclude that asymptotic localization at small coupling
implies also asymptotic localization at low temperature.

5.2 Classical Rotors and DNLS Chain

In [6], Theorem 1 is extended to the translation invariant rotors chain (2) with the
same noise as in (23). In this case, the scaling for the true conductivity is given by
kW, T) = %/c(er, r>T) for any r > 0, so that, this time, asymptotic localization
at small coupling implies asymptotic localization at large temperature, in agreement
with the observations of [12].

The Discrete Non-Linear Schrodinger (DNLS) chain, with Hamiltonian

HW. 9 = (el +dlen = wiP) . ¥ueC 24)

xeV

with again ¥(v|+1)/2 = ¥(v|-1)/2, displays a thermal behavior similar to that of the
rotors chain in the small coupling limit. Nevertheless, the introduction of an energy
preserving noise is non-obvious. We adopt therefore a different, less physical, type
of time cut-off. For an integer n > 1, we define
| >
T

Theorem 2 For given T > 0, and for the Hamiltonian dynamics generated by the
Hamiltonian (24), it holds that limy_,oJ~"~V&(J, T, n) = 0 for any integer n > 1.

RW,T,n) = lim

J2 1
|V|~>OOE<‘ /an/o /|V| ZGa,a-H(S)ds

aeV

and in [6], we prove

Again, this result suggests that k(J,7) = O0J") forany n > 1 asJd — 0. It is
observed that asymptotic localization is not to be attributed to any statistical inter-
play with a second conserved quantity (total momentum for the rotors chain, total
£2-norm for the DNLS chain). The conservation of these quantities could be broken
by an additional perturbation. We conjecture that this result stays valid in higher
dimensions and for many more similar Hamiltonians, as for example H(q, p) =
> {p% + qﬁ 4+ J(gx+1 — ¢gx)}- This has however not been shown at the present time.
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5.3 Quantum Chain Analogous to the Bose-Hubbard Chain

In [7], we show that a quantum chain, analogous to the Bose-Hubbard chain, becomes
asymptotically MBL in the limit 7 — 00.% The Hamiltonian is given by

H = z ((a;kax)q +J(@lacs1 + axa;‘H)) . q>2,

xeV

where a, and a}; are respectively bosonic annihilation and creation operators (without
cut-off). The need for the constraint ¢ > 2 is seen as follows.” The typical energy
per site is NI ~ T (with N, = alay), so that the typical energy difference due to
hopping is given by (Nx + 1)7 — N& ~ N?~' ~ T1=1/4_ The coupling is of order
JN, ~ JT'/4. Therefore, the ratio between coupling and energy difference is given
by JT?/9=1 This ratio needs to go to zero as T — oo for resonances to become
sparse in this limit, imposing g > 2.
2>
T

For any integer n > 1, let us define
Theorem 3 There exists ¢ < 400 such that, for the Hamiltonian dynamics gen-
erated by the Hamiltonian (5), and for fixed J > 0, it holds that limp_, oo T" &
J, T, n) =0 for any integer n > 1.

J2
€W T.m = |V1|l£>noo T2

. 3
— — Gaati1(s)ds
A 0 |V|a€V

The following theorem is shown in [7].

Let us notice that the conductivity depends separately on the temperature 7 and the
coupling strength J. Our result does not imply asymptotic localization as J — 0
for a fixed temperature 7' ~ 1. Actually, especially for d > 2, the considerations of
Sect. 3 lead us to think that the conductivity behaves as a power law in J in the limit
J— 0.

Acknowledgments We thank D. Huse, J. Imbrie, R. Nandkishore, M. Miiller and M. Schiulaz for
discussions.

6 This limit could be compared to the limit N — oo, while keeping the temperature infinite, in the
set-up of Sect. 2.

7" A regime of asymptotic MBL could still be expected for ¢ = 2 if both T — oo and J — 0.
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Appendix 1

We show a sequence of possible steps to connect |n) to |’} via resonant transitions
on Fig. 1. We start from |n) in the upper left corner, go from left to right and from
top to bottom, and end up with |5’) in the lower right corner. Occupation numbers
marked in red are the ones that will get swapped.

Appendix 2

We prove (17 and 18). Consider an initial classical state |n) and another classical state
|’} such that ('|H@|n) # 0. There are thus points x, y satisfying |x — y|; = 1 and
suchthatn, = n+1and 77; = ny—1,whilen, = n forallz # x, y. For concreteness,
let us assume that x = (x1, x2) and y = (x1, x2 + 1) (other cases analogous), let us
write 1y = a, 11y = b and let us denote by r, s, .. ., w the occupation numbers on the
neighboring sites. The transition from |n) to |5’} is represented as

r r
[ ] [ ]

w b s w b—1
L] [ ] L] L] [ ] L]
—_—

V a t v a+l t
L ] [ ] L ] L ] [ ] L ]
u u
[ ] [ ]

Because transitions must preserve the interaction energy according to (14), and
because of the genericity condition (16), the states |) and |n’) must contain “the
same oriented nearest neighbors pairs with the same multiplicity”, meaning that all
the patterns (w, b), (b, ), (v, @), (a, 1), (}), (la’), (%) must be found in »". This imposes
strong constraints on |1) for the transition to be possible. First we find that we need
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to have b = a + 1, and then that |n) must actually be a configuration of one of the
following two types

a+1 a
[ ] [ ]

v a+1 s v a+1 S
[ ] [ ] [ ] [ ] [ ] [ ]
or
y a s v a s
[ ] [ ] [ ] [ ] [ ] [ ]
a+1 a

for some s and v. Now, for |n) satisfying (17), we find a configuration depicted as

& f
e 8= f1=2.[f—e|>2,|e—h|>2,|h—g| >2.

In order for |1) to be connected by H ©) to a state |’) where at least one of the values
e, f, g or h has changed, a particle must hop along one of the twelve bonds appearing
on the last figure. By the above, this is not possible. This shows (18).
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Stability of Non-deterministic Systems

Pedro Duarte and Maria Joana Torres

Abstract A space of non-deterministic dynamical systems of Markov type on
compact manifolds is considered. This is a natural space for stochastic perturba-
tions of maps. For such systems, both the combinatorial stability, of the periodic
attractors, and the spectral stability, of the invariant measures, are characterized and
its genericity established.

Keywords Stochastic dynamical systems < Combinatorial stability - Spectral
stability

1 Introduction

Given a state space X, any function f that associates to each state x € X a state
probability transition f, on X will be called a (discrete time) stochastic dynamical
system or, simply, a Markov system. Deterministic dynamical systems correspond to
such functions when each value f; = y(y) is a Dirac measure sitting on some point
fx) e X.

In the present work we will consider a space .7 (X) of stochastic dynamical
systems defined on a compact Riemannian manifold X, with volume measure m,
which is large and natural to make stochastic perturbations in continuous deter-
ministic dynamical systems. Our main goal is to study and compare, for generic
systems f € 47 (X), the combinatorial-topological stability of the limit behaviour
of the nondeterministic system ¢y : x — supp(fy), with the spectral stability of the
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linear operator %7 : ;u — fiu, that to each probability distribution y associates the
wu-conditional probability distribution in the next instant, also known as the Perron-
Frobenius operator.

Given a point-set map ¢ : X — Z(X), any sequence Xxp, X1, --- ,X, such that
Xi € @(xj—1) fori = 1,---,n will be called an orbit of ¢, and we shall say that
Xp 18 an iterate of the state xg. If there is ¢ > 0 such that d(x;, ¢(xi—1)) < ¢ for all
i=1,...,nthen xp, x1,---,x, will be called an e-pseudo orbit of ¢ and we shall

say that x;, is an e-pseudo iterate of xy. We shall say that x,, is a pseudo iterate of xg
if for every ¢ > 0, x,, is an e-pseudo iterate of xg.

The recurrent set of ¢, denoted by £2(¢), is the set of all states x € X such that x
is an iterate of x. Analogously, the chain recurrent set of ¢, denoted by R(¢), is the
set of all states x € X such that x is a pseudo iterate of x.

The point-set map ¢ has two limit sets: the §2-final, or final recurrent set, denoted
by 2fna1(@), of all states x € £2(¢) such that every iterate of x still has some iterate
which comes back to x, and the R-final, or final chain recurrent set, denoted by
Rinal (@), of all states x € R(g) such that every pseudo iterate of x still has some
pseudo iterate which comes back to x. These limit sets contain all the asymptotic
dynamical behaviour of the point-set map ¢.

A point-set map ¢ is called open when its graph

graph (¢) = {(x,y) e X x X : y € p(x), Vx € X}
is an open set in X x X, and ¢(x) is connected for all x € X.

Theorem
If ¢ is an open map then both limit sets $2fnal (@) and Rena(¢) decompose into a
finite number of connected pieces which are permuted by ¢.

The restriction of ¢ to each of these pieces is, in some sense, irreducible.

The system ¢ will be called combinatorially stable when this topological decom-
position is stable under perturbations. Since any iterate is also a pseudo iterate, there
is a natural relation between the connected pieces of £2fna1(¢) and those of Rena) (¢0).
We shall see that for a generic system ¢, with respect to some natural topology, this
relation is bijective, and that whenever this happens the system is combinatorially
stable, thus obtaining:

Theorem
There is an open and dense set of combinatorially stable systems.

Given f € J#(X), both topological decompositions for the limit sets of ¢, cor-
respond to the unit circle spectral decomposition of the linear operator %7 act-
ing on the Banach space L!(X, m). There is an Zf-invariant spectral decompo-
sition LY(X, m) = Eo(f) @ E1(f) which corresponds to the spectrum partition
o (%) = o0 (%) Uon (%), where
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o0 (L) =treo () IAl<1},

and
o1 (L)=(reo (L) : IA=1}.

This second component of the spectrum consists of a finite number of eigenvalues,
all with finite multiplicity. Hence dim E} (f) < +o0, and the operator .%; is quasi-
compact.

The system f will be called spectrally stable if there is some 0 < k < 1 such that
for every small perturbation g of f:

(@) % |E, () is conjugated to £ |E(g)
®) [Z s || = &

In our setting the operator . depends continuously on f and, therefore, so does the
spectrum o (,,?jc) The spectral stability of f relates with the fact that no eigenvalue
can enter, or leave, the unit circle.

In Sect.5 we establish the spectral stability for a generic system f, with respect
to some natural metric in 7 (X).

Theorem
There is an open and dense set of systems f € 7 (X) for which ¢yis combinatorially
stable and f is spectrally stable.

We are naturally led to consider finite state Markov chains when trying to approx-
imate a continuous dynamical system by discretizing the manifold X. Finite state
Markov chains are the stochastic, or random dynamical systems on a finite state
space. One may think that these dynamical systems are what we actually see when
running computer simulations of deterministic dynamical systems. Each such dynam-
ical system is specified by a stochastic matrix with the state probability transitions.
The stochastic matrix is the Perron operator of this finite state system. The Markov
chain also determines an oriented graph, encapsulating some qualitative aspects of
the system behaviour. The theory of finite state Markov chains establishes a cor-
respondence between spectral properties of the stochastic matrix on one side, and
combinatorial properties of the corresponding graph on the other hand. See, e.g., [1].

For measurable spaces and Markov systems satisfying the Doeblin-condition sim-
ilar spectral results were obtained in a more general setting by Doob [2], but the sta-
bility problem is never addressed. As far as we know the topological-combinatorial
approach of our work is also new (see [3, 4]).

In the theory of smooth deterministic hyperbolic systems f : X — X the spectral
decomposition theorem states that there is a decomposition of the non-wandering
set £2(f) into a finite number of hyperbolic basic sets which are permuted by f.
The dynamics of f partially orders the basic set components of £2(f), the minimal,
or final, elements being the attractors of f. Analogously, in our setting, there are
partially ordered decompositions of the recurrent and chain recurrent sets, £2(¢) and
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R(¢), respectively. The final connected components in $2fna1(¢), and Rfna (@), are
the attractors’ equivalent in £2(¢), and R(¢), respectively. As the name indicates this
decomposition relates with the spectral decomposition of the linear operator which
describes the action of f on the tangent vector fields to X. The ergodic theory of
these systems is also well studied. It is well known that in each attractor there is
a unique ergodic stochastically stable measure, called the physical measure of the
attractor. Furthermore, almost every point x € X lies in the basin of attraction of one
of these physical measures. The concept of stochastic stability is usually attributed to
Kolmogorov. Roughly, a measure u is said stochastically stable if it is stable under
small stochastic perturbations of the system f. In general it has been conjectured by
Palis [6] that for a dense set of dynamics, the system has a finite set of transitive,
stochastically stable attractors whose basins of attraction cover almost every point in
X. This conjecture suggested the main motivation for the present study: to understand
stochastic stability in the realm of stochastic dynamical systems, at least in a class of
Markov systems which is suitable for stochastic perturbations of continuous maps.

2 Topological Semigroups of Open Maps

Several semigroups of point-set maps are defined, namely open, continuous and Lipschitz point-set
maps. The key concept of topological semigroup of open maps is introduced.

Throughout this work X will denote a compact Riemannian manifold of dimension
n, d will be the geodesic distance on X and m will be the corresponding normalized
(m(X) = 1) Riemannian volume. Similar notation will be used on X x X, where d
will stand for the metric d((x1, y1), (x2, ¥2)) = max{d(x1, x2),d(y1,y2)} .

Let .“(X) be the space of all point-set maps on X, that is, ¢ € ¥ (X) if and
only if ¢ is a map from X into the power set of X, i.e. ¢ : X — Z(X). For a
point-set map ¢ € .%’(X) and a subset A C X the image ¢(A) € & (X) is defined by
©(A) = Uyeap(x). We say that A C X is g-invariant when ¢(A) € A. Analogously,
we say that A is fully g-invariant if ¢(A) = A. For two point-set maps ¢, ¥ € . (X)
the usual composition product ¢ o ¥ : X — P (X) of ¢ and ¥ at x is defined by

(po¥) (x) =@ (W) =Uyeyne®) -

Clearly, . (X) with this composition product is a semigroup.
We define 0'(X) to be the space of all open point-set maps ¢ in . (X). See the
definition of open map in the introduction.

Proposition 1 ([3, Proposition 4.1.]) Given ¢ € O(X) and an open set C C X, if C
is connected then ¢(C) is open and connected.

From the previous proposition we easily have the following.
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Proposition 2 ([3, Proposition 4.2.]) 0(X) is a subsemigroup of . (X).

Given sets U, V € X we will use the following notation: B,(U), respectively
B,(U), denotes the set of all points whose distance d to U is less than, respectively
less thanorequal tor,and py (U, V) =inf {r >0 : U C B,(V) and V C B,.(U) }
denotes the Hausdorff distance between U and V. Furthermore, U is the closure of
U in X and U° is the interior of U in X. Similar notation will be used on X x X.

We say that a point-set map is Lipschitz if and only if the map x — ¢(x) is
Lipschitz with respect to the Hausdorff distance pg, i.e. there is K > 0 such that
or (p(x), ¢(y)) < Kd(x,y) for every y € X. We shall denote by Lip(¢) the greatest
lower bound of all Lipschitz constants K for this map. We denote by &1;,(X) the
subset of all Lipschitz point-set maps in &'(X).

We recall the following continuity concepts. A point-set map ¢ : X — Z(X)
with non-empty values is called lower semi-continuous, respectively upper semi-
continuous, if for every x € X and ¢ > 0 there is a neighborhood N, of x in X
such that for any y € N, ¢(x) € B:(¢(y)), respectively ¢(y) € B:(p(x)). It is
called continuous if ¢ : X — Z(X) is both lower semi-continuous and upper semi-
continuous. This means continuity with respect to the Hausdorff distance. We denote
by Ocont(X) the subset of all continuous point-set maps in &'(X).

Proposition 3 ([3, Proposition 4.6.]) 01, (X) and Ocon (X) are both subsemigroups
of O(X).

Given ¢ € 0(X) we define @, ¢ : X — £ (X) by setting

graph (¢) = graph (¢) and

graph (@) = (graph (¢))° ,

We call the open map ¢, whose graph is the interior of the closure of graph (¢), the
regularization of ¢. The following proposition is easily proved.

Proposition 4 ([3, Proposition 4.7.])

(1) All maps ¢ in O(X) are lower semi-continuous.
(2) Forevery map ¢ € O(X), @ is upper semi-continuous.
(3) Every map ¢ € Orip(X) is continuous.

Because there are several natural non-equivalent ways of endowing ¢'(X), and its
sub-semigroups, with some topology we give the following abstract definition. Con-
sider any sub-semigroup of open maps & € &' (X), endowed with some topology.

Definition 1 We say that ) is a topological semigroup of open maps if

(1) the Hausdorff distance between open map graphs is continuous;
(2) foreach ¢ € 0, there is a family of open maps {@, }.~0 in & such that
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(a) graph ((ﬂ) = ﬂ£>0 graph ((ﬁé‘);
(b) foralley, es, ife; > >0 then graph (@) € graph (¢, ); and
(¢) lim,_, o+ @ = ¢ w.r.t. 0] topology;

(3) given ¢ > 0, an integer N € N, and non-empty open subsets U, V C X such
that U x V < graph (¢"), there is a neighborhood .4 of ¢ in & such that for

allyy € A andx € U, m(V \ ¥V (x)) < ¢, where 1’/7 denotes the regularization
of .

Condition (2) above is an outer continuity assumption that says every open map ¢
can be well approximated from above within the topology. Condition (3) expresses
a kind of inner, or lower, continuity.

Identifying each ¢ € €'(X) with its graph we can see €'(X) as a subset of the
space of all non-empty connected open subsets of X x X. Therefore, we can con-
sider on &'(X) and its sub-semigroups, topologies induced from general (topological)
spaces of open sets. See [5] for an overview on topological spaces of sets. We shall
now topologize &'(X) with a topology that is natural to address the subtle concept
of combinatorial stability for continuous deterministic dynamical systems (see
[3, Sect. 6]). Firstlet 7 (X) denote the space of all non-empty connected open subsets
of X. We define the following pseudo-metric p in % (X). Given U, V € % (X),

p(U, V) = max {pg(U. V), pu (U, V)},

where pg stands for the Hausdorff distance and U¢ denotes the exterior of U in X.
Now consider €'(X) as a subset of % (X x X) and let p be the induced pseudo-metric,
which is given by

p(@. ¥) = p (graph (¢) , graph (¥)) .

Proposition 5 With the topology associated to p, O (X) is a topological semigroup
of open maps.

To prove Proposition 5, we first introduce the following two families of open
maps. Given ¢ € 0(X), define ¢} by

graph (¢}) = B, (graph (¢)) ,

and define ¢, setting ¢, (x) to be the largest connected component of the open set

{yeX :d((x.y), graph(p)‘) > ¢} .

where graph (¢)¢ denotes the complement of graph (¢) in X x X. Then ¢} € 0(X),
and ¢? € O(X) for all small enough ¢ > 0.

Next we provide the following characterization of the ¢-ball for the pseudo-metric
p. Given open maps ¢, ¥ : X — Z(X), we will write ¢ < ¥ to mean that

graph (¢) € graph (/).
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Proposition 6 Given ¢ > 0, for every ¢, ¥ € 0(X),

plo.¥) <e = ¥ <@ < ¥,
Proof First py (¢, ¥) < e implies that
graph () C graph (@) C Be(graph () = graph (v7) .
On the other hand pg (graph (¢)¢, graph (¥)¢) < ¢ implies that

graph () € B (graph ()*) < Be(graph (),
which in turn implies that ¥ < @. O
We prove now Proposition 5.

Proof 1t is clear that Definition 1(1) holds. To prove Definition 1(2) we just need
to take ¢, = ¢;. To prove Definition 1(3), let U, V C X be non-empty open sets
such that U x V C graph (goN ) Taking § > 0 small enough we have U x V C
graph ( (¢5)"). Consider the §—neighbourhood .#* = Bj () with respect to the
pseudo-metric p. If 1/ € .4 then, by Proposition 6, @5 < i, implying that

U x V C graph ((wg’ N ) C graph ((@)N ) C graph (W) :

Therefore, m(V \ W(x)) =0forallx e U. O

3 Combinatorial Stability of Open Maps

Combinatorial stability of open maps is defined and characterized. Its genericity is proved.

Let us briefly recall the main dynamical concepts for open maps (see [3]). Given
¢ € O(X), a sequence xg, X{, -+ , X, such that x; € p(x;—y) foralli=1,---,n
is called a p—orbit, and we say that x, is a p—iterate of xg. If for every ¢ > 0, y
is a g} —iterate of x, where ¢ is the open map whose graph is an ¢—radius ball of
graph (¢), we say thaty is a p—pseudo-iterate of x. The recurrent and chain-recurrent
sets of ¢ are defined respectively by £2(¢) = {x € X : x isa ¢—iterate of x}
and R(p) = {x € X : x isa g—pseudo-iterate of x}. Both these sets split into
equivalence classes, each class being formed by states which are accessible from
each other. The set of all these classes is then partially ordered by the dynamics of ¢.
At the bottom of this hierarchy are two special limit sets: the final recurrent and the
final chain-recurrent sets, denoted respectively by §2na1(¢) and Rena1 (@), of all states
x € £2(p) (x € R(p)) such that every iterate (pseudo-iterate) of x still has some iterate
(pseudo-iterate) which comes back to x. These limit sets contain all the asymptotic
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dynamical behaviour of ¢. They both decompose into a finite number of equivalence
classes, called respectively £2—final and R—final classes. We denote by A;ffnal (®)
respectively Agnal (p) the set of all equivalence classes of the limit sets $2fp,1(¢)
and Rfna (¢). Each 2 —final and R—final class decomposes into a finite number of
connected pieces, called respectively $2—final and R—final components, which are
permuted by ¢. See Theorems 5.1 and 5.2 of [3]. The restriction of ¢ to each of these
pieces is in some sense irreducible. We call period of a final class to the number of
its connected components. The period of a connected component is the period of
its class. We denote by Zﬁ?lal (p) respectively Z‘{fnal () the set of connected pieces
of the limit sets £2fna1(¢) and Renai(¢). Thus, each open map ¢ € ¢(X) induces a
permutation 7, on the set Eﬁ(l’zlal (¢) of £2—final components.

Definition 2 Let ¢, ¢ € O(X). We say that ¢ is combinatorially equivalent to Vr,
and write @ < v, if and only if the permutations 7, and 7y are conjugated, that is,
there is a bijective map  : X2 | (¢) — X () such that the following diagram
commutes:

580 @) —> T8y )

ﬂwl l?‘[w

h
28 () — ZL . ()

Definition 3 Given a topological subsemigroup & € 0'(X), we say that ¢ € 0(X)
is combinatorially stable in ¢ if and only if there is a neighbourhood % of ¢ in 0
such that all » € % are combinatorially equivalent to ¢.

Theorem 1 (Combinatorial stability characterization) Forany ¢ € O(X), ¢ is com-
binatorially stable in (0 (X), p) if and only if ¢ satisfies the following combinatorial
stability condition: ¢ induces the same permutation on Eﬁ?lal (p) and E{fna] (9), or,

equivalenﬂy’ \Agznal (¢)| = |A§nal (§0)| and \Z‘ﬁ?lal (¢)| = |2§nal ((,0)|

Proof In [3, Theorem 5.3.]) we have proved that given any topological semigroup
of open maps O, ¢ is combinatorially stable in & if and only if ¢ satisfies the
combinatorial stability condition. Thus the proof follows immediately in view of
Proposition 5. (I

Theorem 2 (Genericity of combinatorial stability) The set of combinatorially stable
systems is open and dense in (O(X), p).

Proof In [3, Theorem 5.4.] we have proved that for any topological semigroup of
open maps O, the set of ¢'1-combinatorially stable maps is open and dense in the
semigroup &7. Thus the proof follows immediately in view of Proposition 5. ]
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4 Topological Semigroups of Markov Systems

A semigroup 7 (X) of Markov systems is defined. The key concept of topological semigroup of
Markov systems is introduced. For each f € 7 (X), the Perron-Frobenius operator <5 is recalled.
Invariant measures are defined.

We denote by .#yrob (X) the space of all Borel probability measures on the compact
manifold X. This is a subset of the Banach space .Z (X) of all finite Borel real
measures on X, with the usual total variation norm ||u||. .# (X) is the dual of the
Banach space of continuous real-valued functions on X, denoted here by C°(X),
endowed with the uniform proximity norm || - || . The space .#pon (X) is a compact
and convex subset of ./ (X) with respect to the weak-+ topology, which is the weak
topology of . (X) as dual of C°(X). We will call here Markov system to any weak-x
continuous mapping p : X — .#pop(X). The probability measure p(x) = py is
referred as the transition probability at state x € X. We denote by .#Z .7 (X) the set
of all Markov systems. A Markov system p : X — .#}yrob(X) will also be referred as
a stochastic dynamical system. A Markov system is called deterministic if for some
continuous mapping f : X — X, we have p(x) = §y(y) for every x € X, where 87y
denotes the Dirac measure sitting at the point f (x). The Perron-Frobenius operator of
a Markov system p : X — .#prob(X) is the linear operator %), : .4 (X) — # (X),
defined by

Z(n) = /p(x) du(x), forevery ue #(X).
X

The integral of the measure-valued function p is well defined, in a sense that can be
found, for instance, in [7]. The adjoint operator .Z;?* : C%(X) — C°(X), is given by

L) = /X YO) dpy),  forevery ¥ € COX) .

Both .7}, and £ are bounded linear operators with norms less or equal than 1. The
convolution of two Markov systems p, ¢ € A4S (X)is p*q : X — Mpop(X),
where

P* D) = Zp(q0) = Lp(Zy(5)  forevery x € X .

The space (# . (X), %) is a semigroup with identity, where the identity is the deter-
ministic Markov system x +— §,. The map p = %), is a semigroup homomorphism
taking .# .7 (X) into the algebra of bounded linear operators on the Banach space
A (X). We will say that a measure . € .# (X) is p—invariant when .Z,u = u, and
that a measurable set A C X is p—invariant when .,Z;,* XA = XA, Where x4 denotes
1 ifxeA
0if xeX—A"

We denote by L!(X, m) the Banach space of m-integrable functions on X with
the usual L' —norm, ||Al|; = f ' [h(x)| dm(x). This space is isometrically embedded

the characteristic function 4 (x) = [
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in .# (X) through the inclusion map L'(X, m) < .#(X), h — hm. We say that
a Markov system p : X — #(X) is absolutely continuous with respect to m if
px = fem, with f, € LY(X, m), for every x € X. Absolutely continuous Markov
systems are defined by stochastic transition functions f : X xX — R such that:

(a) f(x,y) is measurable on X x X,

(b) f(x,y) >0, forevery (x,y) € X xX,

(©) [yf(x,y)dm(y) =1, forevery x € X,

(d) the real valued function X — R, x +— f f(x,y) ¥ (y) dm(y), is continuous for
every test function ¥ € cOXx).

A function f : X x X — R satisfying (a), (b), (d) and
(€) [yf(x,y)dm(y) <1, foreveryx € X,

is called a sub-stochastic transition function.

The subset of all absolutely continuous Markov systems forms a sub-semigroup,
without identity, of .# .7 (X). Given two transition functions f, g : X xX — R, the
convoluted Markov system is defined by the usual function convolution

(f*g(x,2) = /Xf(x,y)g(y, 2) dm(y) .

From now on we shall identify each absolutely continuous Markov system with its
probability transition function f : XxX — R. Given any such absolutely continuous
Markov system f, the operator .%; takes .# (X) into L'(X, m) and its restriction to
L'(X, m) is given by

L (@) = /X g fx,y)dmx) qet'(X,m).

The adjoint action on L*° (X, m) is given by

L) = /Xf(x,y)g(y) dm(y) geL>X,m).

Given a Markov system p : X — #pop(X), 0(%,) will denote the spectrum
of the Perron-Frobenius operator .%,. The spectral radius of %, i.e. the lowest
upper bound for absolute values of elements in o (%47), will be denoted by r(.Z),).
Of course r(.%,) = 1. The discrete spectrum of .£,, i.e. the set of all eigenvalues in
o (Z,) that are isolated and have finite multiplicity, will be denoted by o4isc (.,?},)
The complement of ogjsc (.,S,’jy) in 0 (%)) is called the essential spectrum of .Z),, and
denoted by oegs (-Z)). The essential spectral radius of %}, 1.e. the lowest upper bound
for absolute values of elements in oegg (,2’}) is denoted by regs (,2”[,). It is well known,
see for instance [8], that the Perron operator .} of any absolutely continuous Markov
system f is a weakly compact operator. In particular, regs (.Z}) = 0 and, therefore,
the spectrum o (.Z}) is at most countable. All spectrum points in o (Z7) — {0} are
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isolated eigenvalues with finite multiplicity. Given an absolutely continuous Markov
system f, we can decompose the spectrum of .Z; as:

0 (<L) = 00(L5) Uo1(L),

whereog (%) = {L € 0(%) : Al < 1}, and 01 (%) = 0 (%) —00(Z). Of course
01(%) is finite while 0 (%) is at most countable but closed for the complex plane
topology. Consequently, o (%7) and o (.,2?) are disjoint compact sets and, therefore,
there is an associated decomposition of L' (X, m) into two #7-invariant subspaces:

L' (X, m) = Eo(f) ® E1(f)

where E1 (f) has finite dimension. We shall denote by rjy (.5,”,‘) the interior spectral
radius of £, 1.e. the lowest upper bound of all absolute values of elements in oy ().

Given any absolutely continuous Markov systemf a sequence xg, xi, - - - , X, such
that f(xj—1,x;)) >0 forall i =1, ---, n is called an f —orbit, and we say that x;, is
an f —iterate of xo. An absolutely continuous Markov system is called irreducible it
for almost all points x, y € X there is some n € N such that the probability transition
density from x to y in n iterates is positive, i.e. f" (x, y) > 0. A recurrence time is any
integer n € N such that the set £, = {x € X : f"(x, x) > 0} has positive measure.
Given an absolutely continuous irreducible Markov system f the greatest common
divisor d of all recurrence times n € Nis called the period of f. An irreducible Markov
system f is called acyclic if it has period one. The state space X of an irreducible
Markov system f of period d can be decomposed into a finite union of f¢-invariant
subsets X = Xo U - - - U X;_1 such that each restriction (fd)xi  X;xX; — R,is an
irreducible acyclic Markov system on X;.

We shall denote by fr the restriction to R X R of a given function f : X xX — R,
for any subset R C X. If f is stochastic transition function then:

1. fr is a sub-stochastic transition function.
2. fgis a stochastic transition function < R is f-invariant.

Let 57 (X) be the set of all absolutely continuous Markov systems (i.e. probability
transition functions) f : X x X — R satisfying the following extra conditions:

(1) fis bounded on X x X;
(2) f is lower semi-continuous on X x X;
(3) foreachx € X, the open set ¢y (x) ={y € X : f(x,y) > 0} is connected.

The space 7 (X) is a convolution sub-semigroup of .Z .7 (X). Item (2) in the
definition of #(X) ensures that ¢y € &(X). Thus, this semigroup carries a natural
homomorphism ¢ : 77 (X) — O(X).
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Given f € #7(X) and an open ¢ —invariant set R C X, let

w(R) = = SupR / [f(x,y) = f(z, y)| dm(y)
=1— min /f(X»y) Af(z,y)dm(y) . (D
x,Zz€R JR

and |
o/ (R) = inf [rfn(R)] /e

The quantity —In (r; (R)) is a kind of mixing rate for the action of % on
AMprob(R), which measures how fast the .Z;-iterates of any probability distribution
on R will converge to the unique .#7-invariant measure supported in R. Next, we
make some trivial remarks on this concept:

1. 7 (R) = 0 < the transition probabilities /' (-) = f"(x, -) do not depend on x, for
x over R.

2. If for some pair of points x,y € R, the transition probabilities f{' and fi' have
disjoint supports, then 7/ (R) = 1.

3. If ';}?.‘ (R) < 1 then the restriction Markov system fg on R is irreducible and acyclic.

Under the same invariance assumption on R C X, ¢r(R) C R, we define

Br(R) = 1 — min / Fer.y) dm() @)
xeX R

=sup [ f(x,y)dm(y)
xeX JR¢

and

BrR) = inf [Bp(R)]'" .

The quantity —ln(ﬁj:" (R)) is a kind of escape rate, which measures how fast the
restriction to R® of the .Zs-iterates of any probability distribution on X will tend to
zero. We also make some obvious remarks on this concept:

L B (R) =0 < ¢(X) = (¢p)"(X) SR

2. If for some point x € X, the transition probability f7' has support disjoint from R,
then B (R) = 1.

3. If ,B]i‘ (R) < 1 then for every x € X the probability density (f')ge converges to

zeroin L}, as n — +oo0.

We shall say that an open ¢y —invariantset R C X is an acyclic spectral attractor
for f € #(X) if and only if R is connected and rff“ (R) < 1. When the set R splits
as a disjoint union of d connected sets,
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R =Ry U g(Ro) U--- U ¢f (Ro),

such that Ry is an acyclic spectral attractor for f¢ we say that R is a periodic
spectral attractor of period d. We shall say that an open ¢y—invariant set R C X is
spectrally attractive for f € 7 (X) if and only if ﬂ; (R) < 1.

We can extract some spectral information on %7 from the combinatorics of ¢y.

Proposition 7 ([4, Proposition 5.9.]) Given f € 7 (X), each §2—final class of
period d is a periodic spectral attractor of period d for f.

Proposition 8 ([4, Proposition 5.10.]) Given f € J(X), S2fina(¢s) is spectrally
attractive for f.

Corollary 1 ([4, Corollary 5.11.]) Given f € J(X), let Z‘f{fml ((pf) = {Ry,
Ry, -, Ry} Let kf be the maximum between ﬁ;f(R) and ?;‘(Ri), fori=1,---,s.
Then

rint (L) < xp-

Corollary 2 ([4, Corollary 5.12.]) Given f € (X), let Eﬁ?ml ((pf) = {Ry,

Ry, - -+, R}, where each component R; is (p;i"—invariantfor some power d; > 1.
Then there is a f%-invariant measure supported on R;, i = .i?-d,- Wi, for each
i=1,---,s, such that:

1. The sum E1(f) of all generalized eigenspaces associated with eigenvalues in the
unit circle is the s—dimensional space spanned by the measures L1, - - -, [Ls.

2. The action ofD?jr on the invariant subspace E1(f) w.r.t. the basis {i11, - - - , g} is
represented by the permutation matrix associated with the permutation 7y,.

3. The eigenvalues of £ in the unit circle are, with multiplicity, the d—unity roots
U4 = {1 € C : A% = 1}, counted for every cycle of length d in permutation Ty

4. The operator induced by Z; on the quotient Mpob(X)/E\(f) is contractive, ie.,
it has norm less than one.

Consider now any sub-semigroup of Markov systems .7 < 7 (X), endowed
with some topology.

Definition 4 We say that J7] is a topological semigroup of Markov systems over a
topological semigroup of open maps & if and only if for any f € J73:

1) ¢ € O

(2) The map f + ¢y is continuous for the topology of &7;

(3) 774 admits outer approximations in the sense that given f € J#, for every
neighborhood .4 of f in J#] thereis g € .4 suchthat ¢ < @g;

@) limg_; Hgf* o— L ¢H — 0 forall ¢ € COX);
o
(5) The quantities 7 (R) and B(R), defined in (1) and (2), vary upper semicontin-
uously with f, for any set R € X.
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We now topologize the semigroup .7 (X) turning it into a topological semigroup
of Markov systems. Consider

doo(f, 8) = ( max |f(x,y) — g(x, y)l

x,y)eXxX
and
di(f.g) = maX/ Lf(x, y) — glx, y)| dm(y).
xeX X
Define
Poo(f, 8) = max{do(f, 8), p(¢r, ¥g)}
and

Iol(f’ g) = max{dl (f’ g)’ P(‘Pﬂ ‘pg)}

Proposition 9 With the topology associated to any of the metrics poo and py, 5 (X)
is a topological semigroup of Markov systems.

Proof In [4, Proposition 6.2.], we have proved the following result. Consider any
sub-semigroup ¢ C (X) with a topology defined by some metric p which makes
it a topological semigroup of open maps. Consider the metrics p and p; as defined
above. Then 74 = {f € J#(X) : ¢r € O} with the topology associated with any
of the metrics poo and p; is a topological semigroup of Markov systems over .
Thus the proof follows immediately in view of Proposition 5. ]

S Spectral Stability of Markov Systems

Spectral stability of Markov systems is defined and characterized. Its genericity is proved. Continuity
of the invariant measures.

The main goal of this section is to relate, for generic systems f € 77 (X), the
combinatorial stability of ¢y with the spectral stability of f, defined below. The
novelty here with respect to finite state Markov system theory is that in this context,
because we are dealing with continuous systems, it makes sense to define stability.
Assume 7] C 7 (X) is a sub-semigroup endowed with some topology.

Definition 5 We say that f € 7 (X) is spectrally stable in 5 if and only if there
is a neighborhood % of f in .74 andthereis 0 < k < 1 suchthatforall g € % :

(1) thereisalinearmap hg : E1(f) — E1(g) thatconjugates 27 |E, () t0 L5 |E, (o)

(2) the map h, depends continuously on f w.r.t. the topology in 771, in the sense
that for any ¢ € Cc(X), Ay o hg convergesto A, as g tendsto f in J#, where
Aot LY(X,m) — R is defined by r,(w) = [ ¢d p;

3) oo(ZH)N{AeC k<Al <1} =0.
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We note that item (2) above is equivalent to say that the invariant measures of
% vary continuously with f w.r.t. the weak-* topology. The fixed points of this
linear operator are precisely the system invariant measures. The spectral stability of
f relates with the fact that no eigenvalues can enter, or leave, the unit circle.

Theorem 3 (Spectral stability characterization) For anyf € € (X), f is spectrally
stable in any of the spaces (7 (X), poo) and (€ (X), p1) if and only if ¢y satisfies
the combinatorial stability condition.

Proof In [4, Theorem A]) we have proved that given any topological semigroup
of Markov systems .77, f is spectrally stable in 7] if and only if ¢ satisfies the
combinatorial stability condition. Thus the proof follows immediately in view of
Proposition 9. ]

Theorem 4 (Genericity of spectral stability) The set of spectrally stable systems is
open and dense in any of the spaces (€ (X), poo) and (7€ (X), p1).

Proof In [4, Theorem B]) we have proved that for any topological semigroup
of Markov systems 77, the set of .77 -spectrally stable Markov systems is open
and dense in the semigroup .#7{. Thus the proof follows immediately in view of
Proposition 9. (]
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Derivation of the Stochastic Burgers
Equation from the WASEP

Patricia Gongalves

Abstract In these notes we give a simple proof of the second-order Boltzmann-
Gibbs Principle, which is the main tool in order to prove that the equilibrium fluctu-
ations of the WASEP are given, in the regime of the critical strength asymmetry, by
the Stochastic Burgers equation.

Keywords WASEP - Boltzmann-Gibbs principle + Stochastic Burgers equation -
Additive functionals

1 Introduction

The KPZ equation was proposed in [1] as the default stochastic partial differential
equation ruling the evolution of the profile of a growing interface. For a time ¢ and a
space variable x, if i;(x) denotes the height of that interface at r and x, then the KPZ
equation reads as

dhy = AAhdt + B(Vh)*dt + NCH,,

where A, B, C are constants which depend on the thermodynamical quantities of
the interface, A = 83, V = 9, and % is a space-time white noise. This equation
is ill-posed since its solutions are similar, locally, to the Brownian motion and the
main problem comes from the nonlinear term (Vhy)2, which makes no sense. For
a very detailed exposition on the KPZ equation we refer to [2]. A way to solve

. . S . B
this equation is to consider its Cole-Hopf solution, namely, u;(x) = ea”"®_ The
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Cole-Hopf solution u; (x) solves the linearized version of the KPZ equation, namely,
the stochastic heat equation (SHE) with multiplicative noise given by

BC
dlztt = AAutdt + Tu,%

Since the equation is now linear, its solutions can be constructed and characterized
by means of the constants A, B, C. In [3] it was proved that these Cole-Hopf solutions
can be obtained as a scaling limit of the weakly asymmetric simple exclusion process
(wasep). Their approach consists in taking a microscopic analogue of the Cole-Hopf
solutions, that is, they exponentiate the underling microscopic dynamics and use
this new process to characterize the solutions of the SHE by means of martingale
problems. The advantage of this new process is that its martingale decomposition
has a compensator which is “linear”, contrarily to what happens when dealing with
the original process.

More recently, there has been many advances in characterizing the KPZ uni-
versality class. The approach used is to describe several functionals of asymmetric
conservative systems in terms of determinantal formulas that can be solved by using
the machinery of random matrix theory. This approach allows to obtain very much
detailed information about the solutions of the KPZ equation, nevertheless, it depends
highly on the properties of the underlying model. For more details on this we refer
to [4] and references therein.

Another stochastic partial differential equation related to the KPZ equation is the
stochastic Burgers equation (SBE) which can be obtained from the KPZ equation,
at least formally, by taking % = Vh,. In this case, %; satisfies

d% = AAZdt + BV, dt + N CV Y.

In [5] the SBE was obtained by a tightness argument and by showing that all
limit points are energy solutions of the SBE equation, see Definition 1. This was
done in [5] for general exclusion processes in equilibrium and in [6] for a general
class of models in a non-equilibrium scenario. If uniqueness of energy solutions is
proved, then convergence would follow. The approach of [5, 6] is to work directly
with the given microscopic dynamics and to characterize the solutions by means of
a martingale problem. The difficulty in this approach is to make sense to the non-
linear term in the SBE. To overcome that, they used a second order Boltzmann-Gibbs
Principle which allows to identify the non-linear term in the SBE from the underlying
dynamics. This principle is the most difficult step to achieve in this approach and the
purpose of this paper is to give a simple proof of it in the case of the most classical
weakly asymmetric interacting particle system, namely, the wasep. We consider the
process evolving on 7Z but we remark that all the results presented here are also true
when considering the process evolving on the one-dimensional torus T

The outline of this paper is as follows. In Sect. 2 we give the statement of results, we
describe the model, we give the notion of energy solutions of the SBE equation and we
introduce the density fluctuation field. In Sect. 3, we characterize the limiting points
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of the sequence of density fields by means of a martingale problem. In Sect.4 we
study the non-linear term in the SBE, we state and prove the second order Boltzmann-
Gibbs Principle and we generalize it to any local function of the dynamics.

2 Statement of Results

2.1 The Model

In this section we introduce the most classical weakly asymmetric interacting particle
system, namely, the wasep. Its dynamics can informally be described as follows. Fix
a parameter a > 0. In the one-dimensional lattice, we allow at most one particle per
site and at each bond we associate an exponential clock. Clocks associate to different
bonds are independent. When one of these clocks ring, the occupation variables at the
vertices of the bond are interchanged with a certain rate. More precisely, a particle at
x jumps to x + 1 (resp. x — 1) at rate p,, := 1/2 + a/2+/n (resp. g, := 1 — p,,) if and
only if the destination site is empty. If the destination site is occupied, then nothing
happens and the clocks restart (Fig. 1).

Formally, we denote by {n; := n,,2 : t > 0}, the speeded-up, one-dimensional
weakly asymmetric simple exclusion process with state space = {0, 1}%. The
configurations of the state space are denoted by the symbol 7, so that n(x) = 1 if the
site x is occupied and n(x) = O if the site x is empty. Its infinitesimal generator is
denoted by n*.%, where %, acts on functions f : Q@ — R as

Lf ) =D {pan @) (1= n(x + D) + gan e + D(1 = n(0)) } Va1 f ().

xX€Z

where V, 1/ () = f(7***1) — f(n) and for x € Z,

7T ) = 0+ Dlyey + 0 Lymgtt + 1O yzr vt

Let p € [0, 1]and denote by v, the Bernoulli product measure on 2 with density p,
which is defined as the unique measure in 2 such that the variables {n(x) : x € Z}
are independent and such that v,{n(x) = 1} = p for any x € Z. The measures

1/ 2—al 2/n 1/ 2+al 2/

v VY
\Q\o\ \Q\ \Q\ \0\0\0\ \o\

Fig. 1 The one-dimensional weakly asymmetric simple exclusion process
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{vp : p € [0, 1]} are invariant, ergodic and reversible when a = 0, but for a # 0
they are no longer reversible.

We start by remarking some microscopic functions of the model that will be
important in what follows. For that purpose, from now on up to the rest of this
article, we fix a density p € (0, 1) and a positive time 7. We will consider the
process 7; with initial distribution v, and we denote by E, the expectation with
respect to v,. We denote by IP,, the distribution of {n; : ¢ € [0, T']} in the space of
cadlag trajectories Z([0, T, €2) and we denote by IE,, the expectation with respect
toIP,.

Fix x € Z. A simple computation shows that .Z,(n(x)) = jx—1.x — jx.x+1, Where
forabond {x, x 41}, jx x+1 denotes the instantaneous current through that bond, that
is, the difference between the jump rate from x to x 4 1 and the jump rate from x 4 1
to x:

1
Jeat1() = ( n) (1 —nx+1)) - n(x+ DA —nx).

“1) (-2

We will use the following decomposition of the microscopic current

. . 1
Jrar1() = J o () + ﬁjﬁmw),
(1)

1
= E(n(x) —nx+ 1)+ (n(x) — n(x + D).

a
2/n
Notice that j° Jrxt1 is written as the gradient of the function D(n) = 5 n(x) This point

will be 1mportant in what follows. _
For a local function f, we denote by f(p) its expectation with respect to v,, that

is, f(0) = [f(n)dv,. Therefore, j%(p) = 0 and jA(p) = 2ax (p)D'(p), where
x(p)=p(—p) and D(p) ==

are, the static compressibility of the system and the diffusivity of the system, respec-
tively.

2.2 Stochastic Burgers Equation

Before introducing the SBE we need to set up some notation. Let .%’(IR) be the
Schwarz space of test functions and .’ (IR) its topological dual with respect to inner
product of .Z2(IR). We denote by ||F||> the £ (IR)-norm of a function F : R — R,
that is, ||F||% = fIR, F2(x)dx. Fix T > 0 and let ([0, T], .#’(R)) be the space of
continuous trajectories in . (R).
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Definition 1 We say that a stochastic process {#%; : t € [0, T']} with trajectories in
([0, T], & (R)) is an energy solution of the Stochastic Burgers equation

A% = A(p) A%dt + B(p)VZ dt + /C(o)VH;

(i)  if there exists a constant k € (0, co) such that for any F € . (R), any
&> ¢ > 0andanyt € [0, T] we have

E[ (4 (F) — & (F))’] < kte||VF|3,

where

t
)= [ ] oGP F e deds
0 JR

and for x € R, ic (x,y) = & ' L(xxre] ().

(ii) if the #’(R)-valued process {« : t € [0,T]} defined as < (F) :=
lim,_,o @°(F) fort € [0,T] and F € . (IR), has trajectories in € ([0, T],
7" (R)),

(iii)  if for any function F' € .¥(IR), the process

! 1
A (F) =%(F)—%(F)—A(p)/0 Ys(AF)ds — S B(p)eh(F)  (2)

is a continuous martingale of quadratic variation C(p)t||VF ||%.

We remark here that the uniqueness of energy solutions of the SBE equation, as
given above, has not been proved.

2.3 The Density Fluctuation Field

Recall that we have fixed a density p € (0, 1) and we consider the starting measure
v,. The density fluctuation field {#;" : t € [0, T} is the linear functional defined
on 2([0, T], ' (R)) and given on F € .#(R) by

D) = % > T (5 ) ) = ),
X€EZ

where T;F (x) = F(x — ﬁ(fA)’(p)t). Now we explain why we remove the veloc-
ity 2G4 (p)t = n*?(1 — 2p)ar in the test function F. It is well known
(see [7] and references therein) that, at a first order, the density fluctuation field
of asymmetric systems are rigidly transported along the characteristics of the
corresponding hydrodynamic equation. In order to see a non trivial temporal
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evolution, we should look at the density fluctuation field around the characteristics
of the system. Therefore, we need to look at the density fluctuation field evolving in
a time dependent reference frame as given above.

Now we are ready to state our main result. Roughly speaking, it says that, in the
limit n — oo, the density fluctuation field is an energy solution of the stochastic
Burgers equation.

Theorem 1 The sequence of processes {#" : t € [0, T1}pen is tight with respect
to the Skorohod topology of 2([0,T], ' (R)) and all its limit points are energy
solutions of the SBE equation

- 1 -~ -
4% = D' (p)A%di + S GNY (0) VD di + 20 (0D DV Hi. ()

where jA(p) = 2ax (p)D' (p).

The method of the proof of last theorem is classical in the literature and can be done
in two steps. First, we prove that the sequence is tight. Second, we characterize its
limit points by means of a martingale problem. Given the uniqueness of solutions of
the stochastic partial differential equation, convergence follows. For tightness issues
we refer the interested reader to [5]. As mentioned above, up to now, uniqueness
of energy solutions of the SBE has not been proved. If one proves uniqueness, then
convergence would follow. In [8] a new approach for proving uniqueness of solutions
of the SBE, and other stochastic partial differential equations, when the equations
are taken on T, has emerged. Nevertheless, up to our knowledge, so far, the methods
developed by [8] do not extend to solutions evolving on R and do not give any answer
about uniqueness of energy solutions on T nor R.

3 Characterization of Limits Points

In this section we prove that any limit point of the sequence {#" : t € [0, T]}seN
is an energy solution of the SBE equation (3). According to Definition 1 we have to
check three points. In these notes we will give a simpler proof of (iii) and we refer the
reader to [5] for the remaining points. Recall that we want to characterize the limiting
field %; as a solution of (3) by means of a martingale problem. For that purpose we
fix a test function F € ./(R) and we use the Dynkin’s formula which is a tool that
provides a decomposition of functions of a Markov process as a martingale plus a
compensator. More precisely, we apply the Dynkin’s formula in our setting to the
density fluctuation field as follows. For each n € N,

t
MF) = DF) — D (F) — / (WL + 02 (F)ds )
0
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is a martingale of quadratic variation given by
t
/O n* Ly ( B (F))? = 29" (F)n* £, % (F)ds. (5)

Now we look to the compensator in (4), that is, the integral term in that equation.
Recall that %, (n(x)) = jx—1.x — jx.x+1, therefore, a summation by parts gives

nzfn(gsn(F)) = ZV TF( )Jx x+1(15)
er
= VY VT (5 )8 1 09+ 3 VTP (5 )i (1),
X€EZL XEZL

where V, T\ F (x) = n(TyF (x + 1) — TyF (x)).
Since jf, o (1) is written as the gradient of the function %(n(x) — p), the term on
the left hand side of last expression can be rewritten as

ZfZA TF( )(m(x) p).

where A TF(x) —nz(TF(x—i—l)—i—TF(x— 1) — 2T,F (x)).

Since /4 (1) = z(n(X) =+ 1) =50 — 20 + 1) + nlx + 1))
we can write the remaining term as

x\ /1 1
a > VaTF () (300 = mCome+ D + 3G+ D).
XEZ
On the other hand, 9;%,"(F) equals to
a3 0 TF(2) (1 =2p)(1s0) = ).

x€Z

The sum of the two last terms can be written as

> VT F(2) (52— om0+ D (200000 - )

X€Z

+ a3 (W (3) —amr (7))o -2000 =)

By the Taylor expansion of TyF, a simple computation shows that the L*(IP 0)-
norm of the time integral of last term vanishes, as n — co. Now we look at the first
term in the previous expression. Since
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N s 1
1 éx) — s+ 1) + % — (1 =20)(ns(x) = p)

1
— (1) = P+ 1) = )+ (p = 3) ) = e+ D),

that term can be written as

—a > VLF(Z) s = )+ 1) = p)

xeZ

+g% AT (%) (o - %)(n(X) ~p).

Notice that in all the expressions above we can introduce constants since the terms
V. TsF and A, TgF add up to zero.

A simple computation shows that the L? (IP,)-norm of the time integral of the
second term on the previous expression vanishes, as n — 00. Therefore, we can
write the integral part of the martingale in (4) as the sum of the following terms

/"(F)—/tLZA 7 (%) 0150 = pd ©)
t _02\/ﬁxez nls nnsx p)as,

A (F) = —a / S TF(Z) 05 = P+ D = p)ds. (D)

xXeZ

plus some term %' (F)) whose L*(P p)-norm vanishes, as n — oo. Notice that
1 t
s =5 [ o,
0

and when n — oo, this term will converge to the third term on the right hand side
of (2).

Now it remains to analyze the term 28] (F). This is the most difficult task and we
postpone it to the next section.

Finally, the quadratic variation of the martingale in (5) can be written as

/0 t % > (v,mF(%))z((m(x) G+ DY + %(m(x) — G+ 1) )ds
XEZ

Asa consequence,

[ ///n(F) / Z VTF( ))22x(p)ds+0(%),
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and lim,— oo E,[(#/"(F))?] = tx(p) | VF 3. Notice that the limit of the quadratic
variation is also equal to 2 x (0)D'(p)|VF II%, which matches with the strength of the
noise in (3).

Remark 1 Suppose that we are looking at a weakly asymmetric dynamics such that
its symmetric part of the current jf, 41 1s written as the gradient of a function D(1)
which does not allow to immediately write the corresponding term in the martingale
decomposition as a function of the density field, as happens here for the term ./ (F).
Then, we cannot close the term as we did above. A way to overcome this problem
is to apply the classical Boltzmann-Gibbs principle, see Sect. 4, which allows to do
that as long as the function D(n) is local. In that case, we would be able to write
that term in the martingale decomposition as D’ (p) fot " (A, F) ds, which is exactly
what we have above for the dynamics we consider here.

4 The Non-linear Term in SBE

The main goal of this section is to analyze the term ] (F) given in (7). Looking
to that field one can see that the integrand function is not written in terms of the
density fluctuation field in a closed form, as happens for the term ./ (F). Therefore,
we need to replace it by some function of the density field. This kind of replacement
is known in the literature as the Boltzmann-Gibbs Principle. This Principle was first
introduced by [9] and it says that, for any local functionf : 2 — R, h: R — R of
compact support and for any ¢ > 0,

Jim B, [ ﬁzzh(;—c) [rr 0 7@ ~F @00~} as] = 0.

We notice that in our case t,.f(n) = (n(x) — p)(n(x + 1) — p), so thatf’(,o) =0
and the previous does give any useful information about the limit of the term %} (F).
Moreover, in 2} (F) we do not have the factor 1/ J/nin front of the sum. Nevertheless,
the following result is the key point in order to write the term %} (F) as a quadratic
function of the field %/". Basically it says that, when time averaged with /, we can
replace the function (n(x) — p)(n(x + 1) — p) by its conditional expectation in a box
of size en.

Theorem 2 (Second-order Boltzmann-Gibbs Principle) For every t > 0 and any
measurable function h : 7 x [0, T] — R,

0" ] ds]2 =0,

i [ S0 2) oo e
"V xez
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where 1(x) = n(x) — p and

x+en—1

B =— > 0.

y=x

By the previous result, we can write

B'(F) = —a /Ot D VnTSF(i—Cl)Ep[ﬁs(x)ﬁs(x + 1| @ |as.

X€Z

plus some error that vanishes, sending n — +o00 and then ¢ — 0. At this point
we compute the conditional expectation appearing above. Notice that the projection
of v, over the space of configurations with a fixed number of particles in the box
{x,x+1,---,en — 1} is the uniform measure [10], so that

en—2

y 2 k- 1)
Eplnmx+ D™ () =kl = —=5- = en(en— 1)
k

and by a simple computation we get

x (" (x)). ®)

1
Ep[(0)ii(x + DIn™" ()] = (7" (x))* —
en—1

Since > .y VaTsF (%‘) is equal to zero, we can introduce constants in the summation

2
above and since (775" (x))? = %(@s”(ts (x/n))) we write

B(F) = — a/ot %gz: V,,TSF(;—C) (@X"(ts(x/n)))z ds

! X 1 2
va [ Zvnr (D) oo - o) as
0 n/en—1
x€Z
Now, by the Cauchy-Schwarz’s inequality we have
B, [ S varr(E) en ds|”
o[ [ 3t () o { s = xor ]
xeZ (10)

<2 3 ()t (2) o {x o o0 — x| {xon - x),
X,YEZL
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Since the functions above correlate for x and y at a distance at most en, we can bound
the previous expression by

cg > (v (2)) B[ @ — xo]
xezZ (11)

<cl_|vFI2

which vanishes, as n — o0.

4.1 Proof of the Second-Order Boltzmann-Gibbs Principle

The proof of Theorem 2 is divided into two steps. For notational convenience we
consider a function 4 that does not depend on time. We start by showing that we can
replace the local function 7;(x)7ns(x + 1) by its conditional expectation on a box of
size £.

Lemma 1 (One-block estimate)
For every t > 0, £ > 2 and any measurable function h : 7. — R,

t 2 £3 5
B[ [ S heoviona] < ans 3w,

X€EZ X€EZ

where Ve(ny) = sty (x + 1) = Ep [ @iis(x + D|nf o).

Proof Before giving the proof we introduce some notation. For two functions f, g
in Lz(vp) we define the inner product (f, —.%,8), = — ff(n)fng(n) dv,. Let Hy
be the Hilbert space generated by Lz(vp) and this inner product. Denote by || - ||; the

norm induced by this inner product and let || - |-; be its dual norm with respect to
Lz(vp):
2 = sup {2 / Fongm dv, = g1} (12)
gELZ(Vp)

Immediately we see that for every f € H_1, g € L2(vp) andA > 0

1
2/f<n)g(n)dvp < lefllz_l +Algl. (13)



220 P. Gongalves

By Proposition A1.6.1 of [10], the expectation in the statement of the lemma is
bounded from above by

CtH Zh(x)VgH:,

xX€Z

where C is a constant.
By the variational formula for the H_j-norm (12) the previous expression is
equal to

Ct sup {2Zh(x)/Vg(n)g(n)dUp —nt<g—Zg>, ).

8€L2(vp) x€Z

Now we bound f Ve(n)g(n) dv,. We notice that by a simple computation one can
prove that the adjoint of .Z,, denoted by .Z," is given on functions f : @ — R by

Zrf) = > {aam@(1 =+ 1) + pan+ D (1 = n(0))} Va1 f )

xXeZ

We denote the symmetric part of the infinitesimal generator .Z;, by .7}, which is
given by
L+

B
2

First, we notice that for any g € Lz(vp) it holds that (g, —£5.8), = (8, —u8&)p-

Since (pn + g)n@) (1 — n(x + 1)) + (o + g)nx + D(1 = 1) = nk)
+n(x+1) —2n(x)n(x + 1), we obtain that

1 1
Faf ) =D {500(1 = e+ D) + Z06+ D (1 =) | Vaerrf ),
xeZ

which is the infinitesimal generator of the symmetric simple exclusion process.
Before proceeding we compute (g, —.7,,8),. By definition it equals to

1 1
=3 [ e {3n@ (1= a6+ 1) + 3+ D(1 = 16) | TrrirgOnav,.

X€Z

Now we write it as twice its half and for each x € Z and in one of the parcels we
make the exchange 7 into 7°**! (for which the measure v, is invariant) to obtain
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1 1 1
-3 Z/g(n){in(X)(l =G+ D) + 306+ (1 - n(X))}Vx,ng(n)dvp

X€Z

1 1 1
3 2 [0 Sne e+ D(1 =) + 50001 = G-+ D) Trer 180

XeZ
Now we organize the terms and we get
1 2 2
=S80 = 3 2 [ (160 = 6+ 1) (Vessrzm) .
X€Z

For simplicity we write (g, —7,,8), as erz I x+1(g), where

L@ = 5 [ (109 =0+ D) (Vasirgn) av,.

Now for fixed x € Z and € > 2, let .%; ¢ be the restriction of .7, to the set
{x,x+1,--- ,x+£€—1}. Since E,,[Vg|ne(x)] = 0, then V; belongs to the image of
the generator .%; ¢. Therefore, by (13) for each x € Z and A, a positive constant it
holds that

A,
/ Veng dvy = Ve (=70 Velp + 5508 =S

1
2Ax

Now, we notice that by translation invariance it holds that

x+£
DUg —Fulo =D D Liyi1(9) < D tei1() = L{g. —Zg).
X€Z xeZ y=x+1 xXeZ

Therefore, taking foreach x, A, = n2(h(x))~ ¢!, the expectation in the statement
of the lemma becomes bounded by

L
Ct 2 W0 — Ve, (=)™ V), (14)

X€EZ

By the spectral gap inequality [11] we have that (Vy, (—%.¢) ™ Ve), < €2Var,[V,],
where Var,[V,] denotes the variance of the function V, with respect to v,. From (8)
it is easy to see that Var,[V,] < C, from where (14) is bounded by

o )
Ct— > ).

X€Z

which finishes the proof.
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We remark that from the previous estimate we cannot take £ = en, otherwise the
error would blow up, when taking n — oo.

The second step consists replacing the conditional expectation of 7, (x)7(x + 1)
in the box of size ¢ by its conditional expectation in a box of size 2¢.

Lemma 2 (Renormalization step)
For every t > 0, £ > 2 and any measurable function h : 7. — R,

t
Ep[/o Zh(x)Ve,zz(m)ds]z < Ct% th(x),

X€Z X€Z

where V1,26(19) = E 1,00+ D|nf (0| = Ep [y + D[n? o).

Proof Using the same arguments as in the proof of Lemma 1, the expectation
becomes bounded by

cr s (23000 [ Vearngn dv, — g ~g), ).
geL?(vy) © xew

Therefore, taking for each x, A, = n?(h(x))~'@2e)~! together with the spectral gap
inequality, last expression becomes bounded by

e -
Ct th(x);Varp[Vg,zg]. (15)

X€Z,

Since,

- 1
Veoe(n) = (7°(0)* — mx(nf(x» — @) + x (Pt (x)),

20 -1

then a simple computation shows that Var,, [‘7@,2@] < e%’ from where we get that (15)
is bounded by
LS 1
Cr— D W), (16)
XEZ

which finishes the proof.

We notice that instead of doubling the box in the previous lemma, we can also
estimate the price for replacing for the conditional expectation in a box of size £ by
the condition expectation in a box of size L.
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Lemma 3 (L-Renormalization step)
For everyt > 0, £ > 2 and any measurable function h : 7Z — R,

t
E,| / Zh(x)f/g,L(ns)ds] < Ctz—ﬁth(x)

X€Z XEZ

I = Byt + 1)

where Vo 1.(15) = E, [ﬁs(x)ﬁs(x +1) nf(X)]-

Proof The only difference with respect to the previous proof is that here we take for

eachx, Ay = n2(h(x))~'L7L, the spectral gap inequality (\715 L, (=)~ f/g Lo

L? Var, [\7@, ] and in this case Var, (\74, L) < from where the result follows.

E_Za

So far we have been able to replace the local function 7(x)7(x+ 1) by its condition
expectation in a box of size 2¢. Now we want to increase the box in order to get to
one of size en. We notice that so far we cannot do that, otherwise the errors (obtained
in the One-block estimate and in the Renormalization step) explode, as n — oo. In
the next lemma we compute the price to go any box.

Lemma 4 (Two-blocks estimate)
Foreveryt > 0, £ > 2, £ > £y and any measurable function h : 7 — R,

t - 2 g )
B[ [ S hoTig o] = cry 3o

X€Z X€Z

Proof We start by giving the proof in the case £ = 2¥ ¢. In this case we write

M-1

‘N/fzo,e(ﬂs) = Z V2i£0,2i+1£0(77s)~
i=0

Therefore, by Minkowski’s inequality the expectation in the statement of the lemma
is bounded from above by

M

Z / Zh(x)vz, ™ MOds] )1/2}2.

X€Z
From the Renormalization step (Lemma 2) we have
t 5 2 2i Y o )
Ep[/ Zh(x)vz,-_leoyz,-gods] <2 > K,
X€Z X€Z,

from where we get that last expression bounded by
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{221/2} 2bo 05 12w < Ct th( ),

X€Z XEZ

This proves the lemma for the case £ = oM £o. In the other cases, we choose M such
that 2M ¢ < ¢ < 2M+1¢,. Then,

/ E h(X)VEOE(nY)dS] % / Zh(X)V2I Leo, Z'ZOdS] )1/2
XEZ 121
+< / z h(X)VzMZOE(nS)dS] )1/2}2.

X€Z

From the previous computations, we have that the first term on the right hand side of
the previous expression is bounded from above by Ct DI h2(x). To bound the
second term, we notice that by the L- Renormalization step (Lemma 3) we get that

3

t _ 2 ¢
EP[/ Zh(x)szeo,z(ns)dS] = CIW th(x)

XeZ

2M+1£ 3
(Z(ZMEO;Z > < Ct— >R

X€Z XE€Z

which ends the proof.

4.1.1 The Proof of Theorem 2

From the previous computations we obtain that the expectation appearing in the
statement of the Theorem is bounded by

Ct_xezzh2< )

which converges to Cté‘”h”%, as n — 400, and then vanishes taking ¢ — 0.

4.2 The Boltzmann-Gibbs Principle for Occupation Variables

In this section we make some remarks concerning the Boltzmann-Gibbs Principle.

To make it as general as we can letm € N and x € Z and let /7 (n) = Hfiffl ().

A simple computation shows that for any o € [0, 1], Es[f;;] = (0 — p)™.
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Now we establish the Boltzmann-Gibbs Principle (Theorem 2) for the function
f- We have already done it for the case m = 2 and now we look to the other cases.

Lemma 5 (One-block estimate)
For everyt > 0, £ > 2, m € N and any measurable function h : 7 — R,

2 03
E| / > Vi r)ds] < Cr > W),

X€Z XEZ

where VI'15) = £ 015) — Ep [/ (ny)

R (x)].

In this case the error is the same as above, since Var,[V}"'] < C. Nevertheless, in
the Renormalization step, the higher the value of m the less is the error.

Lemma 6 (Renormalization step)
For everyt > 0, £ > 2, m € N and any measurable function h : 7 — R,

B[ [ Shovihma] <t i,

xXe€Z XEZL

7]

Proof The only difference with respect to the proof in the case m = 2 is that here
Var, [Ve el < lm , from where the result follows.

3 —m

where Vlee(nS) =E, [f,,);(m)

nw| = Epfan0

In the case of the L-Renormalization step we have that

Lemma 7 (L-Renormalization step)
For everyt > 0, £ > 2, m € N and any measurable function h : 7 — R,

t
E| / Zh(X)VZ’L(m)dS] <Ct—Zh2<x)

X€Z XEZ

where f/ZlL(nS) =E, [fn’;(m)

1] = Epfan0

nf(x)]-

Lemma 8 (Two-blocks estimate)
For everyt > 0, £ > 2, m € N and any measurable function h : 7Z. — R,

t
Ep[/o Zh(x)VZ),e(m)ds]z < Ctn% th(x).

X€Z X€EZ
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Proof In this case we notice that the only difference in the proof is that now we have
the expectation bounded by

< 3—m)/2 265" 2
i(3—m)/ 0
a{Zz’ m } 72;1 (x).
i=1 X€EZ
Now, if m = 1 then last expression is bounded by
s £
al > - ,
I RD JIBICES Yt
i=1 xeZ xeZ

while if m = 3 it is bounded by

Ct{ > 1}2n—12 > W) = Cthniz > K.

i=1 X€EZ X€Z

2
Since ¢ = 2M ¢, then last expression equals to Ct(lo“’;# D er h?(x). For the other

cases of m, one notices that >V, 213-m/2 < 5% 9iG=m/2 - 55 from where we
get the bound

1 2
Cr— Z W2 (x).
X€Z
We can summarize the Boltzmann-Gibbs Principle as follows:

Theorem 3 (General Boltzmann-Gibbs Principle)
Foreveryt > 0, ¢ > 2, m € N and any measurable function h : [0, T]| xZ — R,

- o e N em®
Bl [, e éhs(;){fm(”f) =B riw ] as] < e GO v
where 113, = 1 3, 17 (%) and
2, ifm=1,
_ Za lf‘ m = 2’
=1 o2, if m=3. o
1, otherwise,

In order to conclude we have the following scheme.
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I.m=1
From the previous estimates we have that for 6(n) > /n

i B g (o) <o

while for 6(n) = /n, since E,, [fn’i(ns)

I | = ) = /) we

have
/ va h )ng(x)dsN/Ot%)évnh(%)@t"(tg(x/n))ds
\:
/ t [ heoa. o ds
0 JR
2. m=2

From the previous estimates, for 8(n) = n®, with § > 0 we have
lim E ( 1 ZVh(x)x d)z—O
n= oo p[ 0 %Xez w5y Pm(s) ds ] -

while for §(n) = 1, since E, [f;;(ns) n§"(x)] = (7¥"(0))? — L1 x (" (x)) and
since (75" ()% = 3 (%" (te(x/n)))* we get

/Zv h( )m(x)m(x+1)ds~/ Zv h( )(@"(Lg(x/n)))%s

x€Z
\:

t
/ / VA (4 (0)))2 ds.
0 JR

4.3 The Boltzmann-Gibbs Principle for General Functions

In this section we rephrase the results of the previous subsection in terms of more
general functions. First we recall the notion of the degree of a function from [12].

Peﬁnition 2 Letf : 2 — R be a local function and for o e~[0, 1], recall that
f(o) = E[f]. The function f is said to have degree m € N if f/(p) = 0, for all

j=0,---,m—1land f™(p) # 0.
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Notice that the function f;;, defined above has degree m. From the previous results
we have the following bounds:

Corollary 1 Letm € N and let f : Q — R be a local function of degree m with
support contained in {x,x + 1, --- ,x + £}, with £ > m. Foreveryt > 0, £ > 2 and
any measurable function h : [0, T] X Z — R,

[ t — Z;,h(j—;) {ro0 = Es[ran

where ¢, (£) was given in (17).

i)} as]” = o i

Proof Recall the function f;; given above. For a function f with degree m, we define
the auxiliary function

x+m—1

H(y)

f’"()

v =fm) —

where f’"(p) = d p,,, (p) which is non zero, since f has degree m. A simple compu-

tation shows that

f’”(p)

V(o) =f(o) — (@ —p)",

from where it follows that the degree of i is greater or equal than m + 1. Therefore,
as a consequence of the previous results, by using the inequality (x+y)? < 2x>+2y?,
the fact that ¢;;,+1(¢) < ¢, (£) and also by writing

Fon = Ep[fan|n‘ ] =ron - fm()xﬁ]n@)
+fn;§,")x+ﬁl‘<)— [fm(p)xﬁl 10| )]
oo

2L ") y]:[_ 0| @] = B[ ron|n @]

=)~ E, [y |n @]

fm( )x+m 1 x+m—1

I1 70~ £ [0 1 70}'w)

the proof ends.
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Large Population Asymptotics
for Interacting Diffusions in a Quenched
Random Environment

Eric Lucon

Abstract We review some recent results on large population behavior of interacting
diffusions in a random environment. Emphasis is put on the quenched influence of
the environment on the macroscopic behavior of the system (law of large numbers
and fluctuations). We address the notion of (non-)self-averaging phenomenon for this
class of models. A guiding thread in this survey is the Kuramoto synchronization
model which has met in recent years a growing interest in the literature.

Keywords Interacting diffusions -+ Random environment - Self-averaging - Fluctu-
ations - McKean-Vlasov equation + FitzHugh-Nagumo model - Kuramoto model -
Stochastic partial differential equation

1 Introduction

1.1 Diffusions in Mean-Field Interaction

In this paper, we review some recent results [39—41] concerning large population
asymptotics of interacting diffusions in a random environment. This class of models
generalizes systems of particles in a mean-field interaction that have been intensively
studied since McKean [44]. A general instance of such mean-field models may be
given as follows: for any fixed T > 0, forany N > 1 and m > 1, consider the system
of N coupled stochastic differential equations in R”

d6;; = c(0;,)dt + b(O;s, vv)dt + 0(6ir, vy,) -dBiy, t€[0,T], i=1...,N,
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where vy is the empirical measure of the particles (61, ..., Oy):

N
1
W= > 84,. tel0,T1. )

i=1

For fixed N and ¢, vy, is an element of .#;(R™), the set of probability measures
on R™. In the following, unless specified otherwise, .# is endowed with its weak
topology. In (1), (B;)i=1.....n is a collection of independent Brownian motions in R”
(p=1),0,v)— b@,v) € R"and (8, v) — o(0,v) € R™*P are (possibly not)
regular functions of (6, v), where v belongs to . (R™). To fix ideas, the reader may
think of the particular case where b or o are of the form (6, v) — f r©,0)v(dd)
where I is a regular function. In such a case, the mean-field terms in (1) reduce to
LN r©:,6).

N £L-j=1 1]

Mean-field models like (1) have been quite popular in recent years in both physical
and mathematical literature, as they provide the most natural way to represent the
time evolution of a population of particles in all-to-all interaction. In (1), we have
distinguished the local contribution c(6; ;)dt to the dynamics (that would govern the
dynamics if 6; had not been connected to the rest of the population) from the mean-
field contribution of all other particles b(6; ;, vy ;)dt modeling the interaction with
the rest of the population.

A reason for the interest in such systems is that they also provide natural particle
approximations for various partial differential equations appearing in physics (e.g.
granular media equation [12, 42], porous media equation [11], Vicsek model for
alignment of self-propelled particles [20]), biology (neuronal models [4, 22, 38],
Keller-Segel model for chemotaxis [30]) or finance (rank-based models [34, 36]).

The problematic concerns the large population behavior of (1): under mild
assumptions on the coefficients ¢, b and o, one can show that the empirical measure
(2) converges weakly as N — oo to a measure-valued solution ¢ +— v; of a nonlin-
ear Fokker-Planck equation (or McKean-Vlasov equation [27, 44]). In that extent, a
crucial feature of such mean-field systems is exchangeability: if, at t = 0, the law of
the vector (61,0, ..., On,0) is invariant under permutation, the same property holds
for (1) at any positive time ¢. It is well understood [53] that, under this assumption,
the above convergence is equivalent to the notion of propagation of chaos: for any
fixed k > 1, the first k particles (01, ..., 6;) converges in law as N — oo to k
independent copies of a nonlinear process, whose law is given by the solution to the
McKean-Vlasov equation. More generally, a vast literature addresses the questions
of fluctuations and large deviations of the empirical measure around its limit (see
[19, 24, 26, 27, 32, 46] and references therein) as well as long-time behavior of such
processes (uniform propagation of chaos and concentration inequalities [12, 13]).
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1.2 Inhomogeneous Interacting Diffusions

1.2.1 General Framework

The class of models we address in this paper is a generalization of (1) in the presence
of a random environment. Namely, the system we consider is the following:

N
1
do; ; = c(6; 1, w))dt + N E I, w;, Gj’t, a)j)dt +dB;;, i=1,...,N, t€[0,T], 3)
j=1

endowed with an initial condition (6; 0);=1, . n i.i.d. with law ¢ on R™.

The difference between (3) and (1) is that the particles (61, ..., 6y) now live in
a random environment, that is both the local dynamics c(-) and the mean-field term
I' (+) are perturbed by a given sequence (w;)i=1,...N € (RMY (n > 1) of i.i.d. random
variables, independent of the thermal noise (Bq, ..., By). This sequence models a
local inhomogeneity in the system: particles are similar but not necessarily identical.
The common law of the random variables (w;);>1 is denoted as u € .#1(R").

Remark 1 Note that we do not address the whole generality of the coefficients b and
o as described in (1). In particular, we restrict ourselves for simplicity to the case
p = m and o = I. But the results exposed here should remain valid for general o,
provided further regularity and non-degeneracy assumptions are made.

From the point of view of statistical physics, the additional randomness (w;);>1
in (3) will be considered as a disorder. In this framework, there exist two ways to
consider (3): one can either study the averaged (or annealed) model (where one
looks at (01, . . ., Ox) under the joint law of the noise and the disorder) or one can fix
once and for all a typical realization of the disorder and consider (3) under the law
of the noise only (quenched model). In this paper, we focus on the quenched model,
which is more realistic from a modeling point of view. Under the same hypotheses,
the asymptotic results proven here remain valid in the (technically easier) averaged
framework.

The difficulty of working in a quenched environment (w;);> lies in the fact that
the particles (61, ..., 0y) are no longer exchangeable. In particular, the question
of propagation of chaos concerning (3) is a priori not clear. More precisely, the
question we want to address is the influence of a fixed realization of the disorder on
the behavior of the empirical measure of the system as N — oo

N
1
VN = ) = v > 8wy, 1E€0.T], N> 1. 4)
i=1

As in (4), we will specify when required the dependence of the empirical measure
in the specific choice of the disorder (w) := (w;)i>1.
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1.2.2 Synchronization Models and Neural Networks

A first motivation for systems such as (3) comes from synchronization models in
physics. The Kuramoto model [1], which will be the guiding thread of this review, is
a particular case of (3) where the particles 6; reduce to one-dimensional oscillators
(or rotators) on the circle S := R/2x, within a mean-field sine interaction, perturbed
by random frequencies w; € R:

N
K
d6;; = widt + v > sin(@), —6;)dt +dB;,, i=1.....N, t€[0,T]. (5
j=1

In (5), K > Oisthe coupling strength between rotators, and the disorder wj is the local
random frequency of the rotator 6;, that may differ from one rotator to another. As
N — 00, the system is described by the following nonlinear Fokker-Planck equation
(whose solution (¢, 8, w) — ¢;(f, w) is the density of rotators at time ¢ at position 6
with frequency w):

0rq; = %392%(9, w) — (ql(Q, ) (a) + K/S sin(@ — 0)q; (0, cb)d@u(dd)))) .

(6)
The Kuramoto model was first introduced in [37] in order to study collective behavior
of synchronizing individuals (neurons, social insects, cardiac cells) and has been
since the subject of a vast literature, mostly in physics (see [1, 37, 51] and references
therein) and more recently in mathematics.

The intuition for the dynamics of the Kuramoto model is simple: in a large popu-
lation, each rotator 6; obeys to the influence of its local frequency w; which tends to
desynchronize the rotators, in contradiction with the mean-field coupling that tends
to make the particles rotate together. A striking result, first observed by Kuramoto
and Sakaguchi [50], is that (6) exhibits a phase transition: if K is smaller than a
critical value K., the uniform distribution g = % is the only stationary solution of
(6) (there is no synchronization), whereas it coexists with nontrivial synchronized
profiles for K > K,. Recent results address the question of the long-time stability
of such synchronized solutions, in the case without disorder [8, 9, 29] and also with
small disorder [28].

A second motivation for this work comes from the modeling of the spiking activ-
ity of neurons in a noisy environment. The FitzHugh-Nagumo model, which is a
2-dimensional simplification of the Hodgkin-Huxley model (see [4, 23] for further
neurophysiological insights on the subject) is given as follows: 6; := (V;, w;) and

xR

Vi = (Vi) = 2L — wioy +1) dr,

i=1,...,N, te€[0,T], (7)
dwi(t) = (ai(biVito) = wi(0) )dr,

where a@; and b; are random coefficients. The variable V;(¢) denotes the voltage
activity of the neuron, w;(¢) is a recovery variable and [ is the exterior input current.
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In (7), the disorder w; = (a;, b;) € R? plays the role of a random discrimination
between inhibited and excited neurons: it is well known [23] that, depending on the
values of the parameters (a;, b;), the dynamics (7) exhibits either periodic behavior
around a limit cycle (spiking activity) or convergence to a fixed point (inhibition
of the neuron). If one incorporates this dynamics into (3), the mean-field term I"(-)
models connections between neurons through electrical synapses. We refer to [4] for
precise details and the exposition of more elaborate mean-field models applied to
neuronal activity. Note that one difficulty of the dynamics given by (7) is that it is
unbounded and not uniformly Lipschitz-continuous.

1.2.3 Existing Literature on Disordered Interacting Diffusions

The subject of diffusions in random environment has already been addressed in the
literature. In particular, one should mention the seminal paper of Dai Pra and den
Hollander [18] where an averaged large deviations principle for models similar to
(3) is proved, with applications to the Kuramoto model and spin-flip systems. Other
interesting applications of (3) may be found in the context of statistical physics
(random Curie-Weiss model [16], model of social interactions [17]).

Instead of putting the disorder on the particles, it would also make sense to put the
disorder on the connections between particles. There is currently a growing interest
in mean-field models with random connectivities (in particular with applications to
neuronal models, see [14, 25, 54, 55] and references therein), that is, models of the

type
N

iy = > Jijl i, 6.0dt +dB;y, i=1,....N. 1€[0,T], (8)
j=1

where (J; j); j=1,...,n is a (possibly symmetric) collection of random variables. Large
population asymptotics of such models have been first studied through large devi-
ations techniques by Guionnet and Ben Arous [3, 6] in the context of spin-glass
systems. The long time analysis of the associated nonlinear process appears to be
significantly more difficult than for the models considered here.

Other mean-field models of neurons with integrate-and-fire dynamics have
recently been studied [15, 21, 22]. For such models, existence of a solution for
all time to the nonlinear Fokker Planck turns out to be problematic.

1.3 Organization of the Paper

We summarize in Sect. 2 the main results of the paper, that is a quenched law of
large numbers and a quenched central limit theorem for the empirical measure (4).
In Sect. 3, the main lines of proof for the two results are indicated.
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2 Main Results

In the remaining of the paper, for any p > 1, the euclidean norm and scalar product
in R? are respectively denoted as |u| and u - v (u,v € RP). P is the law of the
sequence of Brownian motions and [P’ is the law of the sequence of the disorder. The
corresponding expectations are denoted as E and E respectively.

2.1 Quenched Law of Large Numbers

The first result concerns a quenched law of large numbers for the empirical measure
vy defined in (4).

2.1.1 Assumptions

We assume that the coefficients and initial condition in (3) satisfy:

1. The function (0, w) > ¢(8, w) is locally Lipschitz-continuous in 6 (for fixed w)
and satisfy a one-sided Lipschitz condition:

VO, ), @.d), (0—10)-(c0.0)—c@,d) <L (|9 —0) + o — 5)|2) ,
)

for some constant L. The function c also satisfies a polynomial bound:
V0, w), e, )| < C(1+101 + |ol'), (10)

for some constant C > 0 and where k > 2 and ¢ > 1.

2. The interaction term I” is bounded and globally Lipschitz on (R” x R")2.

3. For fixed 0, @, @, the functions  — ¢(0, ) and 6 — I'(0, w, §, @) are twice
differentiable with continuous derivatives.

4. The initial distribution ¢ of the particles in (3) and the law p of the disorder satisfy
the following moment conditions:

/ |01 £(d9) < oo and / lo]* n(dw) < oo, (11)
Rm er

where the constants « and ¢ are given in (10).

Remark 2 These assumptions differ from the hypotheses of the original proof in [39].
Indeed, in [39], we were mostly concerned with particles living in a compact space
(as in the Kuramoto model (5)), in which case assumptions on ¢, I" and ¢ (especially
the differentiability of ¢ and I") can be simplified. We refer to [39], Sect. 2.3.1 for
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further details. Note that the present assumptions specifically include the case of
polynomial coefficients (as in the FitzZHugh-Nagumo case (7), set k = 3 and ¢t = 1)
which is not covered by [39].

2.1.2 Law of Large Numbers and McKean-Vlasov Equation

Theorem 1 ([39, 41]) Under the hypotheses of Sect. 2.1.1,

1. there is a unique process t + v, in € ([0, T], #1(R™ x R")) such that vp =
¢ x pandsup,_y J (01 Vv |w]*) v (d6, dw) < 400, satisfying the weak McKean-
Vlasov equation

d 1
(V[,f) = <U07f>+/0 <US7 EAQf"’VQf([F, US]+C)>dsv re [01 T]1

(12)
where (v, f) := [f(0, ®)v(d0, dw) and

([, m]O, ) := / e, 0,o)mdd,dd). (13)

2. for almost-every sequence (w;);>1, the sequence (vj(vw)) N>1 converges as N — 0o
in ([0, T], 4 (R™ x R")) to the unique solution v of (12).

Remark 3 Note that if we take a test function f in (12) that does not depend on 6, we
obtain that (vo, f) = (v, f), Vt € [0, T]. In particular, the marginal distribution
on w of v; is independent of ¢ and equal to u.

Since the noise in (3) is non-degenerate, using the regularizing properties of the
heat kernel, one can prove that for any measure-valued initial condition in (12), the
solution of (12) has a regular density v;(d6, dw) = ¢;(8, w)dfu(dw) for all ¢ > 0.
Integrating by parts in (12), we find that ¢, is a strong solution to

1 )
0rqr = EAGQI(G, w) — divy (g/(9, w)c(0, w))

— divg (q,(@,a))/F(G,w,é,cb)q,(é,&))déu(dd))), r>0. (14

For a proof of this fact and further details, we refer to [28, Prop. A.1].

A consequence of Theorem 1 is that, at the level of the law of large numbers, the
system only depends on the law p of the disorder, but not on a typical realization of
the (w;)i>1: there is a self-averaging phenomenon. The notion of self-averaging (or
its absence) is crucial in many disordered models of statistical physics and is deeply
related to the influence of the disorder on the phase transition in such systems (see
e.g. [2, 48] and references therein).
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2.2 Quenched Central Limit Theorem

The second result concerns the influence of a typical realization of the disorder
(wj)j=1 on the fluctuations of the empirical measure (4) around its McKean-Vlasov
limit (12). The question is whether or not self-averaging also holds at the level of the
fluctuations, and if not, if it is possible to quantify the dependance in the disorder of
the system (3) at the level of fluctuations.

2.2.1 Non-self-averaging Phenomenon in the Kuramoto Model

The motivation comes from the Kuramoto model (5). To fix ideas, consider the case
where the frequencies w; in (5) are sampled with u = % (6—1 + 61): this is simply a
random decomposition of (61, ..., Oy) between two subpopulations, one naturally
rotating clockwise (w; = +1) and the second rotating anti-clockwise (w; = —1).
One can imagine that fluctuations in the finite sample (w1, ..., wy) € {jzl}N may
lead, for example, to a majority of +1 with respect to —1, so that the rotators with
positive frequency induce a global rotation of the whole system in the direction of
the majority. Direction and speed of rotation depend on this initial configuration of
the disorder (see Figs. 1 and 2). This phenomenon, noticed numerically in [5], can
be computed through the order parameters (ry.;, ¥n,;):

N
. 1 . .
ry VN = v zel@xr :/ vy (df, dw), N=>1,1>0, (15)
X SxR
Jj=1

144
1.2+ 1.24
1.0 1.0
0.5 0.8
0.6+ 0.6+
0.4 0.4

0.24 0.24
0.0 0.0+
0 1 2 3 4 5 6 ) 1 2 3 4 5 6

N(w) 144

s = T

1.0

0.8

0.6

0.4

0.2

o 1 2 3 1 5 6 0 1 2 3 1 5 6

Fig. 1 Evolution of the marginal on S of vy in the Kuramoto model (N = 600, u = %(371 +681),
K = 6). The rotators are initially independent and uniformly distributed on S and independent of
the disorder. First the dynamics leads to synchronization (+ = 6) to a profile close to a nontriv-
ial stationary solution of (6). Second, the center ¥y ; of this density moves to the right with an
approximately constant speed; this speed of rotation turns out to be sample-dependent (see Fig. 2a)
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(b)

Fig. 2 The red trajectories in both figures correspond to the averaged model where there is no
disorder-dependent rotation. a Trajectories of the center of synchronization ¥y for different real-
izations of the disorder (w1, ..., wn) (u =1/2 (605 + 80.5), k =4, n = 400). Direction and speed
of ¥y depend on the initial configuration of the frequencies. These simulations are compatible
with speeds of order N~!/2. b Trajectories of the process #; (sin) for different realizations of the
mean-value C(w) (see 23). Trajectories of the limiting fluctuation process n(sin) are almost linear
and compatible with (a)

Here ry; € [—1, 1] gives a notion of synchronization of the system (5) (e.g. ry; = 1
if the oscillators ¢; ; are all equal) and vy ; captures the position of the center of syn-
chronization (see Fig. 1). One can see on Fig. 2a that r — v ; has an approximately
linear behavior whose slope depends on the sample of the disorder. Note that this
disorder-induced phenomenon does not happen at the level of the nonlinear Fokker-
Planck equation (6), but only at the level of fluctuations (the speed of rotation in
Fig. 2a is of order N~/ which vanishes as N — o0). Consequently, in order to
understand this phenomenon, one needs to make sense to a quenched central limit
theorem for the empirical measure vy.

2.2.2 Weak Quenched Convergence of the Fluctuation Process

We consider, for a fixed realization of the disorder (w) = (w;);>1 the fluctuation
process ny = nj(vw) given by

771(\;03 = ‘/N(Vﬁzwi - v,) st <T, N>1. (16)

Forfixedt < T, (w) and N > 1, 711(\/&)3 is arandom element of .%’, the Schwartz space
of tempered distributions on R” x R".

Remark 4 One observation about (16) is that the convergence of r;](\;”) as N — oo
cannot hold for a fixed realization of (): consider the particular case of (3) when
m=1,c0,w) =w, " =0

Qi,tza)it—{-Bi’;,l‘ST,i:l,...,N, (17
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that is simply Brownian motions with random drifts. Studying the fluctuations of
the empirical measure associated to (17) requires to look at functionals of the type

VN (Ilv vazl o(w;) — f <p(w)u(dw)), for regular functions ¢. But almost-surely in
(wi)i>1, the latter quantity does not converge (it only converges in law with respect
to (wi)i=1)-

In order to make sense of any possible limit for n](\,w), one needs to find a weak
formulation of a notion of quenched convergence. To do so, fix () and denote as
I (w) the law of the process nl(\;”); I (w) belongs to .41 (% ([0, T1, ")), the set of
probability measures on continuous paths with values in .#”. As noted in Remark 4,
J (w) is not likely to converge weakly as N — oo for fixed (w). Instead, consider
the random variable:

(@) € RN — H(w) € A (E([0,T], 7). (18)

The purpose of Theorem 2 below is precisely to state that this random variable (with
values in the big set . (% ([0, T],.¥"))) converges in law to a random variable
w +— H(w) € #1(€(0,T],.)). The second point of Theorem 2 is to identify
J (w) as the law of the solution to a linear stochastic partial differential equation.

Remark 5 1Tt is important to note that this weak notion of quenched convergence
differs from an averaged convergence: it is also possible under the same hypotheses
to state an averaged central limit theorem which gives a different limit from the
one found in (23) (see [39]). The quenched convergence still keeps track of the
dependence in the disorder of the particle system as N — oo (see Theorem 2),
whereas the averaged limit does not.

2.2.3 Assumptions

In addition to the assumptions of Sect. 2.1.1, we suppose that

1. The functions (0, w) — ¢(0, w) and (0, w, 0, o) — I'0,w, 0, ) are infinitely
differentiable. The derivatives of I" are uniformly bounded and the derivatives of
c are bounded in 6 and satisfy the same polynomial bound in w as in (10).

2. The following moment conditions are satisfied:

/ 16]?Y £(d6) < oo and / 0> p(dw) < oo, (19)
Rm er

where the constant ¢ is given by (10), for a sufficiently large constant y (depending
explicitly on m, n, ).
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2.2.4 Quenched Central Limit Theorem

Before stating the result, let us give some definitions: for all 0 < s < T, let .Z; be
the second order differential operator defined by

1
Zf (0, w) = EAef(é’, w) + Vof (0, w) - ([I", v5](6, @) + c(0, w))

+ /ng(é, @) -T(0,d,0,w)vdd,dd).

Let W the Gaussian process with covariance (for every s, t € [0, T]):

SAL
EW,(f) Wy () = /0 / Vofi (6, ©) - Vafs(©, 0)va(d6, do)du.  (20)
For all f1, f> bounded and continuous on R” x R”, let

I (fi.f2) = /R" Cov; (fi (-, ), f2(, ) p(dw), 21

B / ! {/R (f ! _/Rmf 1("“))df) (f2 - /R,,,fzhwdc) d:} p(dw),

and
ratiuf = Cov ([ e, [ i), 22

=/ (/ fldf—/ fldCdM) (/ fzdc—/ fzd(du)du.
n R”‘l Rm X R)'l Rm RWI P% Rn

The main theorem is the following:

Theorem 2 ([39]) Under the assumptions of Sects. 2.1.1 and 2.2.3, the sequence
(w) > % (w) converges in law to the random variable w — € (w), where 7€ (w)
is the law of the Ornstein-Uhlenbeck process n® solution in .’ of the following
stochastic partial differential equation:

t
nY =X+ C(w) +/ LinPds + Wy, (23)
0

where, £ is the formal adjoint operator of Z;, X is a centered Gaussian process
with covariance I'y and where for fixed o, C(w) is the nontrivial deterministic mean
value of the initial condition. As a random variable in @, w — C(w) is a Gaussian
process with covariance 1. Moreover, W is independent on the initial value (X, C).

In (23), the linear operator .£;* is deterministic ; the only dependence in o lies in
the initial condition n5 = X + C(w), through its non trivial mean-value C(w). We
give here some intuition about the fact that C(-) precisely captures the fluctuations of
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the disorder in the microscopic model and show how one can understand from (23)
the non-self-averaging behavior of the Kuramoto model described in Sect. 2.2.1. For
N > landf : R” x R" — R, the initial fluctuation applied to f is given by

1
.00 = Z( .0, ) — f(e,w)adem(dw)),

VN =1 xR"
1 N

= N;(f(ej,Oswj) - /R mf(G,wj)C(dB))
1 N

+ —NZ( . 0p)£(do) — / . f(e,w)ade)u(dw)), (24)

j=1 R
= XN +CNG

The process Xy captures the initial fluctuations of the rotators whereas Cy captures
the fluctuations of the disorder. It is easy to see that Cy converges in law (w.r.t. the
disorder) to the process C with covariance (22). In the framework of the Kuramoto
model with binary disorder (recall Sect. 2.2.1), computations show ([40]) that the
relevant quantity for the dynamics of (23) is the restriction C of the process C to
the component on +1:

Ci(¥) :=C(W¥lo=y1), ¥:S—>R (25)

C is the limit in law of the microscopic process Cy  defined by

Cn.4 () = (/wd;) \/_Z( (@i=+1) — ) (/wmc) . (26)

Here, oy is exactly the (centered) number of frequencies among (wy, ..., wy) that
are positive, so that Cy  captures the lack of symmetry of the disorder: oy > O (resp.
ay < 0) represents the case of an asymmetry in favor of positive (resp. negative)
frequencies. Hence, Theorem 2 provides a way to study, through the process C,
the influence of the asymmetry of the disorder on (3). The main lines of proof of
Theorem 2 are given in Sect. 3.2.

2.3 Long-Time Behavior of the Fluctuation Process
in the Kuramoto Model

In this paragraph, we restrict the study to the Kuramoto case (5) with binary disorder:
n = % (5—w0 + 5w0) for some wp > 0. One can see numerically (see Fig. 2b) that
the initial asymmetry C(-) propagates from ¢ = 0 to positive times and provide
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analogous trajectories to the ones observed in the microscopic model (Fig. 2a). One
can make this observation rigorous, at least when @y is small:

Theorem 3 ([40]) In the Kuramoto model (5) in the small-disorder regime, the
solutions of (23) are asymptotically linear and disorder dependent. More precisely,
for all K > 1, there exist an Hilbert space of distributions H and o* > 0 such
that for all 0 < wy < w* and for fixed initial value n§ = X + C(w), there exists
V(w) € H such that

w

0 inlaw V(w), ast— +oo. 27
Ho—_—

Moreover, v +— V(w) is a Gaussian process in H with explicit (in terms of C(w))
covariance.

The proof of Theorem 3 relies on a spectral analysis (based on perturbation argu-
ments from the case without disorder, [8]) of the linear operator .Z;" governing (23).
Following the intuition of the finite-dimensional Jordan block (;)/ = (8 (])) . (’;)
(whose solutions are obviously linear), one of the key ingredients to the proof of
Theorem 3 is to prove a similar property for the unbounded operator .Z;*: there exist

u and v such that £y = 0 and .Z;'v = u. We refer to [40] for more details.

2.4 Conclusion and Perspectives

Disordered mean-field models such as (3) (and especially the Kuramoto model)
are not self-averaging at the level of fluctuations: the dynamics of the quenched
fluctuations of (4) is disorder-dependent. However, in order to derive rigorously the
exact speed of rotation of synchronized solutions in the Kuramoto model described
in Fig. 2, it would be necessary to study (5) on larger time scales, as in [9]. This is
currently under investigation.

Another difficulty is that, although both law of large numbers and central limit
theorem are valid in a rather general setting, investigating the long-time behavior of
the limiting objects v and 7 is often very difficult. In that sense, one of the reasons
for the popularity of the Kuramoto model is that the stationary solutions of the
nonlinear Fokker-Planck equation (6) are explicitly computable [50]. A key point in
the analysis of the stability of such solutions [8, 9, 29] is that the Kuramoto model
without disorder is reversible [ 8], whereas reversibility is lost for many other neuronal
models (e.g. FitzHugh-Nagumo [7]). The results presented here should be applicable
to other models of disordered diffusions, provided sufficient information is known
about characterization and linear stability of stationary states (see for example [38]).

There is currently a growing interest in generalizations of (3) where the interac-
tions depend on the topology of non-mean-field networks or on the distance between
particles. The motivation comes from the biological observation that neurons do not
interact in a mean-field way (see [55] and references therein). As far as weighted
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interactions are considered, models of moderately interacting diffusions [35, 46] have
been one of the first attempts to go beyond pure mean-field models. Several papers
in physics [31, 43, 47] have also considered models of oscillators within P-nearest
neighbors or with power-law interaction. Those models are known to exhibit anom-
alous dynamical properties (chimera states). The mean-field limit in this framework
has been rigorously shown in [41], showing in particular anomalous speed of con-
vergence to the nonlinear Fokker-Planck equation. The exact central limit theorem
in this case is currently under investigation.

Generalizing the result of Dai Pra and den Hollander concerning possible quenched
large deviations for (3) is of course a natural perspective for this work and is the
object of an ongoing project.

3 Sketches of Proofs

3.1 Law of Large Numbers

We give in this paragraph the main lines of the proof of Theorem 1. The difficulty
here is that we allow the coefficient ¢ in (3) to have polynomial growth (recall
Sect. 2.1.1); in particular, one needs to have a priori controls on the moments of
any accumulation point of (4). The well-posedness of the McKean-Vlasov equation
(12) under the hypotheses of Sect. 2.1.1 can be seen as a consequence of [41]. The
existence of a least one solution v (satisfying the required moment conditions) to (12)
is established in [41] via a fixed-point procedure on the nonlinear process associated
to (12) using arguments from Sznitman [53] and the uniqueness comes from the fact
that for any such solution v, the empirical measure vy necessarily converges to v as
N — 00, in terms of an adequate Wasserstein metric. Note that we cannot directly
use this last result for the quenched convergence of vy, since the convergence in [41]
is averaged w.r.t. the disorder.

Remark 6 The framework of [41] concerns the more general case of diffusions within
weighted spatial interactions (P-nearest neighbor with parameter R €]0, 1] and power
law with exponent &« > 0, see [41], Sect. 1.2.2 for detailed definitions of these
models). It is easy to see that one retrieves the full mean-field setting for R = 1 or
a=0.

As far as the quenched convergence of the empirical measure (4) is concerned, one can
proceed as follows. The result for the initial condition is clear: since (6;.0, ;) 1<i<N
arei.i.d. random variables with law ¢ ® i1, the initial empirical measure vy o converges
almost surely in (w) to vp(df, dw) = ¢(dO)u(dw), as N — oo.

An application of Ito’s formula to (3) (for any regular function (8, w) — f (6, w))
leads to the following semi-martingale representation for vy:
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! 1
<VN,l1f)=<vN,07f)+‘/0 <VN,X! 5A9f—|—V9fL>dT

t
+/O <VN,S, vgf./r(-,-,é,a))uN,s(dé,dca)>ds+MN,t(f), (28)

where My () = ]i\, j-vzl fé Vof (6; 5, ®j) - dB; g is a martingale. Using usual tight-
ness criteria [45, 49] based on Aldous criterion [10] for real valued continuous
processes, it is easy to derive from (28) the tightness of (vy) in ([0, T, (.#1(R™ x
R"), v)), where v is the vague topology (i.e. the coarsest topology that makes the
evaluations v + (v, f) continuous for every f continuous with compact support).
Using the one-sided Lipschitz continuity of ¢, one can prove that, almost surely in (w),
Supy> Supj<;j<y E (|9,~, t |K) < 00. Using this estimate and a localization argument
([39], Lemma 3.4) one obtains that for any accumulation point v of (vy)n>1,

/ (161 V |o]') 5(d6, dw) < +oo. 29)
RINXRI‘I

The tightness of (vy)y=1 in the weak topology and its convergence to (12) follows
from the a priori estimate (29) and the fact that My ;(f) in (28) vanishes as N — oo.

3.2 Fluctuations

‘We now turn to the proof of Theorem 2. The principal tool used here is Hilbertian tech-
niques for measure-valued processes developed by Fernandez, Méléard and Jourdain
[26, 35] for similar models without disorder.

An application of Ito’s formula to (3) leads to a semi-martingale decomposition

of the fluctuation process nj(vw) of the following form: for all regular functions f, for

every sequence (w) and forall t < T

t
(i) 1) = (i )+ [ (), Zus)as = Wil o
where Zy , is an unbounded linear operator defined by

1
INsf (0, w) = EAef(Gs w) + Vof (6, ) - ([T, vy 510, ©) + (60, »))

+ /ng(é,a)) T'@,d,0,wvs(dd,dd), 6 e R™, w e R".  (31)

and W]f,wt) (f) is a real continuous martingale with quadratic variation process

(W), = /0, (v} 1Vaf @, )2 ds.
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Equation (30) is nothing else but a discrete version of the SPDE (23). The natural
procedure is then to show that (w) — JZy(w) is tight and identify the limit. Since
the identification of the limit is standard, we focus on the main difficulty, that is the
tightness result.

3.2.1 The Nonlinear Process

The core of the proof consists in introducing the nonlinear process [35, 42, 52, 53]
associated to the McKean-Vlasov equation (12), that is the diffusion 0 whose finite
dimensional laws are precisely given by v;, ¢ > 0. This notion was first introduced by
Sznitman [53] for systems without disorder. In the context of disordered diffusions,
the nonlinear process may be defined as the solution Oy, ®) te[0,7] to

D

i = 00+ [y c(Bs, w)ds + [o[I, vs] Gy, w)ds + By,
o~ (32)
Vr = f(@t, (,()), vVt e [O, T]

Note that in (32), 0 depends on v, which itself is the law of 9, so the existence of
such a nonlinear process is unclear.

Proposition 1 ([39]) There is pathwise existence and uniqueness in (32).

Proof The proof follows ideas from Sznitman [53], Th 1.1, p. 172. The point is to
use a Picard iteration in the space of probabilities on % ([0, T], R™ x R") endowed
with an appropriate Wasserstein metric. ([

The key point in the proof of the fluctuation theorem (see [26]) is to build a coupling
between the particle-system (6;)1<;<y given by (3) and a well-chosen collection
of independent nonlinear processes. Namely, for all i = 1,..., N, consider the
nonlinear process g; defined by (32), with the same initial value as 6;, with the same
inhomogeneity w;, driven by the same Brownian motion B;.

Proposition 2 ([39]) Under the assumptions made in Sect. 2.2.3,

sup E |:sup 10,1 —éi,t|2:| <Zy(wi,...,oy), N=>1, (33)

1<i<N t<T
where the random variable (w) — Zy(w) is such that

lim limsupP (NZy(w) > A) = 0. (34)

A—00 N0
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Proof By (3) and (32) and using the one-sided Lipschitz continuity of ¢, one has

t
E [sup |9i,s - Gi,sﬂ =< C(/ sup E [SUP |9j,u - Qj,uﬂ ds
s<t 0 1<j<N U=S

t
+ / E [‘[r, \_JN,S — Vs](éi,s, a)i)|2] ds)’
0

where vy is the empirical measure of the nonlinear processes vy ; = % vazl
85, ,.p- Define Tij.s := I G5, @i, b5, @) — [ T (05, 03, 0, d)vy(dh, dd), so that

_ 1 il
E (’[F, UN,s — Vsl (O s, a)i)‘z) = ]WE Z ’Ti,j,s’2 + Z Tiks-Tils
j=1 k£l

1
< N2 CN +E 2 , TiksTils )
ki, Ii
oy

where we used that I" is bounded. Suppose for a moment that there is no disor-
der. Taking conditional expectation w.rt. (9,7 # I) in the last term and using
the exchangeability of the particles, we obtain that this term is zero, leading, by
Gronwall’s Lemma, to an upper bound in (33) of the form C /N (see [26], Lemma 3.2).
Since we work here in a frozen environment (i.e. we do not integrate w.r.t. the disorder
and lose the exchangeability of the particles), this additional term becomes nontrivial
and not bounded for fixed (w). This fact precisely motivates the weak formulation
of the quenched convergence introduced in Sect.2.2.2. Proof of (34) can be found
in [39]. (]

3.2.2 Weighted Sobolev Spaces

Proposition 2 is the key result in order to show that the random variable % defined
in Sect. 2.2.2 is tight. The second tool we use is the introduction of weighted-Sobolev
norms that are specifically adapted to the analysis of (30) (see [26] for a previous
similar approach). Namely, for every integer j, « > 0, we consider the space of all
real functions f defined on R” x R” differentiable up to order j such that

ok 2 1/2

5 (D(;Dg}f(@, )

0l = / o | < oo,
S lia SR (1410197 (14 |0]%)?

ki |+lk2 | <j
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where, if k = (k],... km) and 0 = (0D, ...,0), we define |k| := > k
and DER(9) = 9(1) h(0). Let WJ “ be the completlon of €°(R™ x R")

for this norm; (W{)a, I ll;,0) is a Hilbert space and W, " 7 is its dual space. The
only thing that differs from the usual Sobolev norm is the weight which is here to
control the possibly unbounded coefficient ¢ in (3) and the unbounded disorder. In
this framework, using Proposition 2, one can show that under the assumptions of
Theorem 2,

9<m>

Proposition 3 There exist well-chosen Sobolev indices (ji, ®1) and (ja, an) such
that for fixed (w) and N > 1, forall T > 0,

1. the imbedding W et e, Wy e of Hilbert-Schmidt type,
2. the process 771(\;0) is bounded in Wy :

supE [H m(v‘”;

t<T

] <An(wi,...,wN), 35

—j1.a1

3. the linear operator £y s defined in (31) is continuous from Wj** to W',

4. the process 171(\;”) is bounded, uniformly in time, in Wo_jz’ol2 :

sup | nfy)
t<T

Moreover, as random variables in (w), Ay and By satisfy

) ] < Bn(wi, ..., wN). (36)
—J2,02

11m limsupP (Ay > A) =0, and hm limsupP (By > A) = 0.

A—>0 N0 -0 Nooo

3.2.3 Tightness Result

In the case without disorder (or in the averaged case), the random variables Ay and
By would simply be replaced by constants. Using the estimates of Proposition 3 and
standard tightness criteria for continuous processes with values in Hilbert spaces (see
Joffe and Métivier [33]), proving that the fluctuation process is tight is straightforward
[26]. In the quenched model, Ay and By are not bounded for fixed (w). We need to
work harder to prove that the random variable (w) + % (w) defined in (18) is tight
in ., (€(10,T1,.9")).

Theorem 4 For all ¢ > 0, there exists a relatively compact subset K. in the set
WA (‘5([0, T], y’)) such that

limsupP ({(w) ; 4 (w) € KS}) <e. (37)

N—o0
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The idea of the proof of Theorem 4 is that, based on Proposition 3, for all ¢ > 0,
one can choose A(e) sufficiently large so that the quantities in (35) and (36) are
smaller than ¢ with large probability. K¢ is then constructed as a set of elements
in ., (€(10,T],.7")) satisfying a Joffe and Métivier criterion (hence relatively
compact) with parameters (depending on €) chosen in such a way that .73 (@) belongs
to K, with high probability. We leave the technical details to [39], Theorem 4.10.
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Shock Structure and Temperature
Overshoot in Macroscopic
Multi-temperature Model

of Binary Mixtures

Damir Madjarevic

Abstract The present study deals with the shock wave profiles in the macroscopic
multi-temperature model of binary gaseous mixtures. For that purpose we adopt the
hyperbolic model developed within the framework of extended thermodynamics. It
is assumed that the mass difference between the constituents has the most prominent
influence on the shock structure. Simplicity of the model enables systematic analysis
of the results, using a large set of values for parameters, with special regard to the
temperature overshoot (TO) of the heavier constituent. We found that TO varies
non-monotonically with mass ratio of the constituents. In the context of the previous
research, the influence of the different types of dissipation on the shock structure
is considered by extending the original hyperbolic system with diffusion terms. It
has been observed that TO continued to exist even in the presence of additional
dissipative mechanisms.

Keywords Binary mixtures + Shock structure + Extended thermodynamics - Diffu-
sion in gases - Heat transfer

1 Introduction

In macroscopic continuum modeling shock structure problem represents a standard
test problem for studying features of rarefied gas flows and validating accuracy of
the model [28, 29]. The beginnings of the shock wave structure analysis in binary
gas mixtures was related with the work of Cowling [9] which takes into account the
diffusion between the components as the only dissipative mechanism. Dyakov [10]
and Sherman [26] included viscosity and thermal conductivity. In the framework of
the kinetic theory many different models were developed. Goldman and Sirovich
[14] in the model included the possibility that each component has its own velocity
and temperature.
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Harris and Bienkovski [17] used the method of moments for Maxwell molecules
in the kinetic theory of gases. Until then, it was the most complete hydrodynamic
model applicable to the analysis of strong shock waves with no restriction on system
parameters. They analyzed the equations for the different cases of the mass ratios and
densities of components in front of the shock wave. The results are compared with
experiments [ 16] without definitive conclusion about results. Another very important
paper [12] is devoted to shock waves in binary gas mixtures in the case where the
mass of the components significantly differ. They have developed a method and a
set of equations which were not limited to the assumption of Maxwell molecules. In
the paper [11] model was developed in the form of moments equations in relaxation
approximation. The results were compared with the results of the direct simulation
Monte Carlo for the shock structure in a binary mixture of argon and xenon and for
the diffusion processes in a binary mixture of argon and helium. Only qualitative
agreement in the results has been shown.

Most of existing models due to its complexity do not provide systematic analysis
of specific phenomena and reduce to the analysis of particular cases instead.

Nevertheless, these approaches revealed certain important features of shock struc-
ture in mixtures: the velocities and the temperatures of the constituents have different
values within the profile of the shock wave. Moreover, for certain values of parame-
ters there appears a temperature overshoot (TO) of the heavier constituent—a region
within a profile where the temperature increases above the terminal temperature of
the mixture [1, 2, 18, 23].

The aim of this paper is to give a systematic analysis of the shock structure problem
in binary multi-temperature (MT) mixture of gases using macroscopic hyperbolic
MT model [24] in the context of temperature overshoot of the heavier component.
Ascribing to each component its own temperature, along with their own velocities,
one gets deeper insight into non-equilibrium processes in the mixture. Moreover, it is
the simplest way, within the macroscopic framework, to quantitatively describe the
mutual exchange of internal energy between the components. Using the macroscopic
model over kinetic one also allows us to use simpler low cost numerical schemes.
At the same time, model provide accurate solutions for macroscopic quantities and
capture important phenomena like TO.

In recent research we deal with the hyperbolic MT model where diffusion between
components is only present. We found very good agreement with experimental results
for weak shock waves [19]. Our calculation confirmed existence of TO even in
that simple case. In this paper we proved that existence of TO was evident even
after introducing additional dissipation in the form of viscosity and heat conduction.
Systematic analysis of TO in terms of the mass ratio of the constituents reveals its
non-monotonic behavior in both cases.

The paper is organized as follows. In Sect.2 we give a description of the MT
model for binary mixtures of gases. Shock structure equation in inviscid and viscous
caseis givenin Sects. 2.1 and 2.3, respectively. A detailed analysis of the temperature
overshoot in terms of the parameters of both models is presented in Sect. 3. The paper
is closed with conclusions.
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2 Multi-temperature Models of Mixtures

In general, kinetic theory of mixtures treats phenomena on a molecular scale. It has
a great potential for description of non-equilibrium processes in rarefied gas flows
by means of numerical solution of the system of Boltzmann equations.

On the other hand, kinetic models are connected with numerical difficulties
resulting from the complex nature of the collision integral of the Boltzmann equation.
In most cases, the complexity of numerical schemes prevent massive calculations and
detailed study of the shock structure problem.

Besides solving all sorts of kinetic models, another possibility for obtaining solu-
tions of the Boltzmann equation lies in Direct Simulation Monte Carlo (DSMC)
[3]. However, like any statistical techniques, the DSMC method suffers from the
statistical noise which becomes particularly severe for low-speed flows and weak
shock waves. This limits the application of the DSMC on rarefied flow conditions.
Alternatively, one can use, direct, deterministic numerical finite-difference method
for solving Boltzmann equation whose evaluation requires calculating multidimen-
sional integrals which is very computationally intensive [18, 23].

Between the kinetic theory on one side and the classical thermodynamics of
irreversible processes (TIP) on the other side there is a macroscopic theory called
extended thermodynamics (ET). Bridging the gap between two theories, ET actually
links two scales—macro and meso scale.

The way in which ET achieves that goal is through extension of the set of state
variables needed for description of the non-equilibrium processes. This calls for
introduction of additional set of balance laws for the new state variables, and treatment
of the entropy inequality in a broader sense. This approach, thoroughly described in
the book of Miiller and Ruggeri [21], will be the one we will stick to in our study. It
provides a systematic way for derivation of extended set of field equations for non-
equilibrium processes, which is in accordance with the basic physical principles—
Galilean invariance and the entropy principle.

Although macroscopic models are widely appreciated, they also have some inher-
ent drawbacks. Physically, they suffer from the paradox of infinite speed of propaga-
tion of disturbances, and their predictions are relevant only for a class of processes
which occur in the neighborhood of local equilibrium state.

The paradox of infinite speed of diffusion was resolved by Miiller [20] through
introduction of velocity fields for each constituent as state variables. This model was
extended even more by adjoining to each constituent its own temperature [24].

Recently, the hyperbolic MT model was tested against experimentally determined
shock structure in Helium-Argon mixture [19]. Even though the model was simpli-
fied, since viscosity and heat conductivity were neglected, a good agreement was
obtained for available experimental data [16].
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2.1 Inviscid Model—Mixture of Euler Fluids

Starting with the hyperbolic MT model established in [24], in this section we shall
restrict the analysis to a non-reacting binary mixture of ideal gases which are neither
viscous, nor heat conducting. The neglect of viscous dissipation and heat conduction
has twofold motivation; for the processes not far from the local equilibrium state it is
justifiable to neglect these effects; dissipation will enter through relaxation processes
due to mutual exchange of momentum and internal energy between the constituents.

Consider the MT model of binary (two-component) mixtures whose behavior is
described by equations:

01 po + div(pe Vo) = 7o,

0 (pa Vo) + div(pa Ve @ Vo — t) = my, (1
1 . 1
0y (Epavi + :005801) + div [(Ep(xvi + paga) Vo — taVo + qa] = €q

where « = 1, 2. Apart from standard notation for mass, momentum and energy
densities of the constituents, as well as non-convective fluxes, we have also the
production terms. Namely, r, is the mass rate of change of constituent o due to
chemical reaction; m,, is the momentum rate of change due to mechanical interaction;
eq 1s the energy rate of change due to exchange of energy between the constituents.
The behaviour of the mixture is determined by the global conservation law:

9 p +div(pv) =0,

9 (pv) +div(pv®@ v —1t) =0, 2
1 1
0y (E;Ovz + p8) + div [ (E,ov2 + ,08) vV—tv+ q] =0.

State quantities and non-convective fluxes which are defined for the whole mixture
by the following relations are called global field variables:

2 2
1
IOZE Pa s VZEE PaVa, Uy = Vg —V,
a=1 a=1

2 2
1 1
E1=— D Pufar E=E1+— D pally, 3)
P a=l1 2'0 a=1
2 2 1
t:Z(ta_paua‘@ua)’ q:ZHQa+pa(5a+§ui)ua_taua],
a=1 a=1

where u, are diffusion velocities of the components and ¢; is the density of the
intrinsic internal energy where diffusion term is not included. The source terms must
satisfy the following conservation conditions:
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2 2 2

Dra=0. D my=0 > e, =0. 4)

Below we assume that both components of the mixture are ideal gases described
by thermal and caloric equations of state:

kg kT,
Pa=pa—Ty, &4 =—o—=cy,Ty, &)
My me (Yo — 1)

where kg is the Boltzmann constant, cy, are the specific heats of the components at
constant volume, m,, are atomic masses, , stands for the ratios of specific heats and
T, refers to the temperatures of the components.

The average temperature of the mixture 7 is defined by an intrinsic internal energy
in a state of local equilibrium [25]:

(p1cvy + p2cv,))T = prev, T1 + pacy, . (6)

It should be noted that this definition is not the only one that can be found in the
literature. Average temperature can be defined by Dalton law [30], and also, it can
rely on the complete expression for the internal energy density of the mixture. As
our analysis is limited to monatomic gases where y; = y» = y = 5/3 total pressure
of the mixture p and the density of the intrinsic internal energy can be written in the
following form:

kB kB
p=pitp=p—T, per=pier+mper=p——T (7
m (y — Dm
where m is the average atomic mass of the mixture.
In the analysis of binary mixtures it is convenient to introduce the mass concen-
tration of each component, namely:

ClzﬂZC, 622221—0. (8)

o o

and on this basis density of the components can be expressed:

p1=pc, p2=pd—0c).

Now, the average atomic mass of the mixture and the average temperature of the
mixture can be written as follows:
1 c 1—-c¢

m m
— = —+4+ , T=c—T1+({1—-c¢c)—T>. )
m  mi my mi my
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As noted before, we will assume in this part of the analysis that the effects of
viscosity and heat conduction are negligible. This is reflected in the structure of the
expression for the stress tensor and heat flow:

to = —pol, qu=0. (10)

Neglecting these dissipative mechanisms we implicitly assumed that the analysis is
restricted to weak shock waves.

Structure of the source terms is determined in accordance with the basic principles
of thermodynamics. In this paper the source terms which describe the influence of
chemical reactions will be ignored:

A

rq =rFq = 0.
Therefore, the structure of the remaining source terms will be:
m =m; =-my, e =¢& +m-v=—ep, (11)

The velocity-independent part of the source terms is determined taking into
account one possible solution of the residual inequality in the entropy balance law:

; o (M) e (- L+ L (12)
m = — — , ey = — —_ .
1 11 T] T2 1 11 Tl T2

The phenomenological coefficients ¥11 and 611 can be expressed in terms of the state
variables and relaxation times for the diffusion tp and for the temperature tr

L p1p2 L picvipacyr
Yii=——"T, 6Oj=———""""T">

(13)
D P T PICVI + P2cv2

In the case of binary mixtures, the relaxation time tp and 77 measures of the speed of
convergence of the state variables to their equilibrium values. In MT model equations
the relaxation time will appear in the equations of change of momentum and energy
for the lighter component (20).

Models developed in the framework of kinetic theory have source terms linear
with respect to state variables [5, 6]. In our model, however, the source terms are non-
linear, which is expected to play an important role in the analysis of non-equilibrium
processes.

In the study of non-equilibrium processes in binary mixtures is very useful from
the point of evaluation to use quantities such as diffusion flux vector J and diffusion
temperature ©@:

J=piuy=—pw, ©@=7-T. (14)

Note that they are genuine non-equilibrium variables, i.e. J vanish when the
velocities of the constituents are equal (vi = v;) and ® vanish when the temperatures
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of the constituents are the same (77 = 7). Moreover, the temperatures of the
constituents can be expressed in terms of 7', ® and concentration ¢

In=T-fi(©B, Th=T+ ()0, (15)

where

m m
fi)=A—-c)—, falc)=c—, (16)
my m

1

with average mass m = m(c) introduced in (9).

2.1.1 Shock Structure Equations

Problem of the shock wave structure in one-dimensional case involves the continuous
solution in the form of a traveling wave, which is moving at a constant speed s. This
assumption involves change of independent variables § = x — st and introduction
of the relative velocity u = v, — s, where v, is the component of the velocity vector
v in x-direction. The new independent variable £ binds observer (moving reference
frame) on the wave front where the problem becomes stationary. Based on this, the
system of Egs. (1)—(2) is transformed to the following set of ordinary differential
equations:

i( u) =20,
EP

d( + +J—2)—0
g\ TP =) T

d 1 ulJ 1 sl Zo
ds[( pu “’””)”(pc(l—cﬁﬁ) ]_ ’

E(pcu%—]) =0, (17
d +J +2uJ + =7
d.‘;‘ pcu u plLp =m

d [[1 J\? J . .
—_— —pc\u—+— ) + pcer+ p1 u-+ — =miu + ey.
d¢ 2 pc pc

Equations (17);—3 are conservation laws for the mixture, while (17)4_¢ are balance
laws for the first component. J and 171 are labeled components of the diffusion flux
vector and source term in x-direction.

LetU=(p,u,T,c,J, ©)T denotes the column vector of state variables. Assum-
ing that the wave front moves from the right to the left at speed s < 0, boundary
conditions can be rewritten as follows:



260 D. Madjarevié¢
lim U¢) =Up, lim UE)=1Uj,
E——o00 E—o00

gEI:}:lOOU &) =0. (18)

The structure of the shock wave can now be treated as a continuous solution of the
system (17) which asymptotically tends to the equilibrium states Uy and Uy, in front
of and behind shock wave. According with the theory of dynamical systems [13,
15] this continuous solution represents a heteroclinic orbit connecting the stationary
points Up and Uj.

The inviscid shock structure problem (17)—(18) will be addressed and analyzed
numerically as an initial problem [27]. The structure of the shock wave is defined
by heteroclinic orbit on unlimited domain, —oo < & < oco. We will be restricted to
a domain that is large enough to ensure that the terminal value of the state variables
U(&p,1) can be found in the vicinity of the stationary point Up ;.

In order to solve the problem in dimensionless form we will introduce dimension-
less variables:

- T ~ J ~ (C) ~
ﬁ:ﬁ’ I:i:ly T:_’ J = ) J =, E:i’ Mozﬂﬂ
£0 ao Ty £0do Ty AQ ag
(19)

where X is areference length, ap = {y (kg/mo) To}l/ 2 represents the speed of sound,
mo = m(cop) is the average atomic mass of the mixture and My is the Mach number
at steady state in front of the shock wave. Independent variable & and the newly
dimensionless state variables were scaled relative to the equilibrium state variables in
front of the shock marked with index 0. Dimensionless form of equations (17) reads:

d

% (pu) =0,

d 5 1my J?

& (p” +;w”m) =0

d [(L o L mo .. J? N LA & W B
— 3 =pu _ —u _— = =0,
d&{ 2'0 y —1 mp 2pc(l —c¢) pc(l—c¢c) B

d

% (pcu+J) =0, (20)
— jpcu”+ — +2uJ + ——pc (T — f1(c)®)
d§ pc Yy mi
A0
= - m[L(T’ c, @)Js
Tpao
d {1 I\ 1 mg J
S sec(u+ =) +—20e (T~ fi@0) ) [u+ =
d& 2 oc y —1m pc
Ao 2o

= — my(T,c, ®)Ju —
Tpao Trag

e (p,T,c,©)6.



Shock Structure and Temperature Overshoot ... 261

For the sake of simplicity tilde mark will be dropped in the sequel. Auxiliary functions
in the source terms reads:

T +[(1 —c¢) fa(c) — cf1(c)]O® T
[T — fi(e)@IT + f2(c)O]
1 mo m pc(l — o)T?
y(@y =D mimy [T — fi@©OIT + f(c)O]

my(T,c,®) =

elL(IO’ T7 c, @) =

Dimensionless thermal inertia has the following form:

L__L [mo,_ yp_momg +12 1 1
By —1|m ’ my mo 202 |2 (1-=0)2)
where p is the ratio of masses of the constituents:

m3

Shock structure equations (20) can be written in the following form:

dF(U)
i £(U), (@2))

where F(U) is the vector of fluxes and f(U) is the vector of production terms, whose
structure is obvious and will be skipped for the sake of brevity. Equilibrium states are
determined by the condition f(U) = 0. For a given equilibrium state Uy in front of
the shock wave, the steady state U behind it is determined as solution of the system
F(U;, My) = F(Ug, Myp). In dimensionless form it reads:

4M3 ]
1 3+M3
34+M?
Afo Tty
= = 1 3 2
Uo w P9 = % (14 — gt SMO) : (22)
0 o
0 0
- O —

Note that the order of the system (20) can be reduced due to the presence of conser-
vation laws (first integrals), as it was done e.g. in [6]. We shall, however, retain the
complete system, which certainly does not affect final results.
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2.2 Parameters of the Model

The main quality of the dimensionless analysis is in reduced number of relevant
parameters of the system. In our Eq. (20) there is only two dimensionless parameters:

A A
H]_) = 0 and HT = 0 .
Tpdao Trao

(23)

The values of the relaxation times for the diffusion tp, temperature t7 and the
reference length Ao will be determined in the following using the results of the kinetic
theory of gases [7] in the case of hard spheres gas model. In the case of monatomic
gases it is possible to establish a relationship between the relaxation times in the

form:
T mi +my

o cmy+(1—cym;’

(24)

On the other hand relaxation times can be related to the transport coefficient. More
specifically, the relaxation time for diffusion tp is proportional to the diffusivity of

the binary mixtures of D1;:
nmimy

pkgT

p = D12, (25)

where n = p/m represent the number density of the mixture:

P1 2
P
m;  mp

n=n|+ny= (26)

Based on the well-known classical approaches to the kinetic theory [4, 8] diffu-
sivity of binary mixtures of ideal gases D1, can be expressed as follows:

27)

3 kgT my + my 172
Di» (— )

- 8nd122 2r mimo

where di; = (d1 + d)/2 is average atomic diameter of the mixture.
Finally, using (24)—(26), the relaxation times can be expressed as a function of
diffusivity:

Dy, 1 =—-7—Dp. (28)

In the kinetic theory of gases the mean free path of molecules i.e. atoms Aq is
closely associated with the viscosity of gas mixture. Since we start with the assump-
tion that the viscosity of the components is negligible, this method of determining
the average length of free path of atoms Aq is not adequate. To overcome this diffi-
culty, we have used the fact that the Ao can be expressed through the properties of
components of mixtures, atomic mass, atomic radius and number density [4]:
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ro = 7()»1)0 + 7(?»2)0, (29)

where (Aq)o represents average mean free path of the components:

1 —1
(o = — | n1(1+ 2212 4y (1 4+ 2212 | (30)
nd}, mi ma

Index 0 denotes the equilibrium value of in front of the shock wave.

2.3 Viscous Model

In Sect. 2.1, dedicated to the analysis of a hyperbolic model in inviscid approximation,
we have seen that due to limitations inherent in hyperbolic systems, a more detailed
analysis is possible only for a limited set of system parameters that correspond to
weak shock waves. By including an additional dissipative mechanism in the existing
model structure of shock wave can be determined for higher values of the Mach
number, which corresponds to a strong shock wave. In other words, it means that the
analysis is extended to the cases where the transport phenomena can not be ignored.
However, the analysis will focus primarily on determining the effect of the mass of
the components on the structure of shock waves and comparison with the results
obtained in inviscid approximation.

Mathematical model of multi-temperature mixture in viscous approximation con-
tains the stress tensor and heat flux vector, representing the dissipative effects
described by the constitutive relations of Navier-Stokes-Fourier type (diffusion type
phenomenological relations). In this way, the model gets a mixed character, contain-
ing the law of conservation of mass, equation of change of momentum and energy in
which dissipative effects occur in two ways—as a source terms of the relaxation type
and as of a diffusion type. This model will be, as before, put into a dimensionless
form. Also, as in the previous case system of ordinary differential equations that
describes the structure of the shock wave will be established.

The basic assumption of the viscous approximation of the multi-temperature
binary mixtures is that the stress tensor and heat flow vector components no longer
have the structure given by Eq.(10). Now, they include terms in which the effects
of viscosity and thermal conductivity are described by constitutive relations Navier-
Stokes-Fourier type:

1
to = —pad + 04, 00 =2aDs. Dy =3 (VVO, + (Vva)T) ,

Qo = =Ko VIy, (@ =1,2) €2y

where [, 1S viscosity, and «, thermal conductivity of the components.
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The equations which describe the thermodynamic processes in mixture under the
above assumptions, have the following structure:

oo .
— +d =0
3t+ v (pv)
8pv+d, ve v+ pl 4+ ! J®J 0
—_— 1v — 0 ErEE— =V
ot P p pc(l — o)
3 (V2 + pe 1
M—kdiv —pvi4pe+p)v—ov+q

Jt 2

01 o) v-J 1

(2 Yo ()] <o

(pc p(l—C)) pc(l—c) B
ad
% +div (pev + J) = 0; (32)
d(pev+J . 1
%"_dlv{pcv®v+EJ®J+V®J+J®V+[711_UI]:ml;

2
8(%pc (v+ %) +pcel)
at
(1 I\ J J
+divil zpc{v+—) + pcer + pi V+ — ) —0oi{\V+— ) +qi[ =ey,
2 pc pc pc

where:

c*=01+02 q"=q+q.

Equation (32) do not represent a closed system of equations. They must be associated
with constitutive relations (31).

2.3.1 Shock Structure Equations

Assuming a solution in the form of the normal traveling waves in Eqs. (31)—(32) we
get a system of equations that describes the structure of the shock wave. One will
consist of ten ordinary differential equations of the first order by an unknown state
variables U = (p,u, T, c, J, ©®, 01, 02, q1, q2).

Dimensionless stresses and heat flow rates were determined by the following

relations:

Ou ~ qa

=—— Ga=—F—
oy To P02 Toao

Oq

(33)

As in the inviscid case, the tilde will be omitted when writing dimensionless
equations.
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Equations for the shock wave structure in dimensionless form are as follows:
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They are also associated with constitutive relations which are written in dimension-
less form:

d J 3 poaoio o1
“fu-=)=:
d& pc

T4 yu VT - fi(0)B’
d (u o J ) _ 3 poaoko o) (35)
ds p(l—c)) 4 yux JT+ L6
d P0ag o q1
~ (T - ) =— ,
dE ( f1(©)®) Y Tokro VT = 700
d poagro q2
=T 0)=— .
e T OO = e VT F 00

In further analysis, viscosity and thermal conductivity components, which appear in
previous equations, will be expressed using the relation of kinetic theory of gases for
model of hard spheres:

N 5 ao [mont | N 5 a [mom?y (36)

15 k 15 k

K10 = —/— —M10, K20 = —/ — M20,
4 my 4 my
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where, as we mention before, the d; and d» are atomic diameters of the mixture
components. Hence, there are two important consequences. First, in the model appear
four new dimensionless groups:

_ 3 poaoro _ 3 poaoio . _,0061(3))»0 P poagro
4 oyt T T 4y yTokio yTok2o
(37)

Second, the presence of viscosity and thermal conductivity in the model implicitly
introduced atomic diameters of the components, which are not present in inviscid
approximation. So, apart from the influence of the parameters that have been previ-
ously analyzed (Mo, co, 1) the effect of the atomic diameters on the structure of the
shock wave can be introduced into the analysis through the ratio DR = dj/d,. This
fact entails another very debatable question that should be addressed when analyzing
the structure of the shock wave in terms of the different mass of the components.
In fact, with the change of the mass ratio the ratio DR also changes. In the general
case, this relationship is different from the unit. In our analysis, we have adopted the
DR = dye/dar = 0.4366.

3 Temperature Overshoot

Temperature overshoot (TO) is one of the peculiarities of the shock structure in
mixtures whose constituents have disparate masses. It manifests through existence
of the region of non-zero width where the temperature of one constituent raises above
the terminal, i.e. downstream equilibrium temperature of the mixture. TO has been
defined as:

" —T

T —To

TO = (38)

where T,"* denotes the maximum temperature of the heavier constituent within the
profile, whereas Ty and 77 are upstream and downstream equilibrium temperatures
of the mixture, respectively.

Available experimental data [16] do not provide enough evidence to support exis-
tence of the temperature overshoot. However, authors supposed existence of TO of
the heavier component temperature for efficiently small mole fractions of it in the
mixture. This phenomenon has been observed in numerical calculations based upon
Boltzmann equations for mixtures [1, 6, 18, 22], extended thermodynamics [19], as
well as DSMC [3].

In [2] Abe and Oguchi offered physical explanation of this phenomenon. They
stated that in the case of vanishingly small mole fraction of heavier component
the main structure of the shock wave is determined by the lighter one. This causes
the deceleration of heavier component and, at the same time, conversion of kinetic
into thermal energy. However, dissipation through conduction is slow process which
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cannot diffuse thermal energy gained by deceleration. As a consequence, internal
energy (temperature) of heavier component is raised above the terminal one.

Despite that, in most studies, due to the nature of the process and limited number of
numerical simulations, TO is not pronounced and visible and so difficult to distinguish
it from measurement i.e. calculation error. To supply evidence of TO appearance, the
vast amount of numerical simulations was carried out and presented in the following
subsection.

3.1 Temperature Overshoot in Inviscid Model

In Sect. 2.1, we excluded the influence of viscosity and heat conductivity from the
model. We focused only on dissipation caused by mutual exchange of momentum
and energy between the constituents, where the most prominent role is played by
their mass ratio p. From this perspective we examined the TO, analyzing its depen-
dence on the mass ratio u, as well as upstream Mach number M, and upstream
concentration cg.

The central result of our study is concerned with the analysis of TO in terms of mass
ratio u and with fixed concentration cg. It has an outstanding feature, not reported in
previous studies, that the temperature overshoot varies non-monotonically with mass
ratio. Different pattern appears when the Mach number is increased. Namely, there
exists a value u* of the mass ratio which determines the local minimum of the TO.
Further analysis, revealed two typical patterns shown in Fig. 1. The first one, which
appears for low Mach numbers, is characterized by the existence of the minimal
value of the mass ratio below which the TO does not occur. For mass ratios above
this value, TO increases with the increase of . The second one appears with the
rise of Mach number where TO experiences non-monotonic change. In other words,
there is a value i at which TO attains minimum TO(perit) = TOmin # 0. This
very important feature of TO was not observed in earlier studies which dealt only
with individual cases.

Temperature overshoot can also be analyzed in terms of upstream concentration
cp, for fixed mass ratio u (Fig.2). It is obvious that TO increases with ¢y, which
corresponds to low fraction of heavier component. This is in sound agreement with
the known results obtained by other methods. Interestingly enough, there is also a
region of low values of ¢y, i.e. high fraction of heavier component, for which TO
exhibits a slight increase. For low values of Mach number one can also observe that
TO does not have significant variations for a broad range of cg.

From this point of view, the reason for non-monotonic behavior remains unre-
vealed. We may found explanation after completing the model by introducing more
dissipation.
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Fig. 1 Dependence of TO on mass ratio p for fixed mass concentration cyp. Mach number is

increased from My = 1.1 with an increment 0.1

3.2 Temperature Overshoot in Viscous Model

Our analysis of the viscous model will be primarily concerned with the analysis of
TO. On the basis of individual results (Fig. 3) it can be concluded that the introduction
of dissipative mechanism is not enough to completely exclude the occurrence of TO.
Specifically, in relation to the values of the TO in inviscid case, here the values of
TO are considerably lower. This also means that at the same time the minimal value
of the Mach number at which TO occurs is increased.

Analysis of the temperature profiles provides new information about the dominant
dissipative mechanisms (Fig. 3). Compared to the inviscid case, it is shown that the TO
is reduced but still present. Moreover, the newly introduced dissipative mechanisms
also increase the width of the shock wave.

At this point we should mention a few characteristics of the temperature profile
in the viscous case. The occurrence of the TO, which was observed in the inviscid
model for certain (low) values of Mach number, now ceases to exist for certain values
of mass ratio u (Fig.3a). Namely, it can be seen from Fig. 4a that in viscous case TO
is smaller and even vanishes for certain values of mass ratio.
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On the other hand, there are values of the parameters for which TO exists also in
viscous case (Fig. 3b). Detailed analysis shows that TO could exist for all values of i
and also retains its non-monotonic character (Fig.4b), which confirms the existence
of this phenomenon in viscous case. Thus, viscosity cannot attenuate TO, but just
make it smaller than in the inviscid case, especially for larger values of .
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As well as in the inviscid case, at higher values of the Mach number, there is a
noticeable non-monotonic change of temperature overshoot depending on the mass
ratio, which confirms the existence of this phenomenon (Fig. 4b).

Our results for the heat fluxes support the hypothesis set by Abe and Oguchi [1] that
the occurrence of TO is attributed to the insufficient intensity of the heat flow within
the heavier component (see Fig.5). Influence of viscosity and heat conductivity on
temperature profile for strong shock waves can be seen in Fig.5 where heat fluxes
increase with increasing of the Mach number.

4 Conclusion

This paper analyzes the structure of shock waves in gas mixtures with special
emphasis on the analysis of the temperature overshoot and its existence. We used
multi-temperature model for gas mixtures developed within the extended thermo-
dynamics. In order to capture this phenomenon, interaction of the components is
modeled with the help of phenomenological coefficients taken from the kinetic
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theory of gases for the model of hard spheres. Previous studies did not provide much
concrete evidence to support existence of TO because they dealt with particular cases
only. Our approach allows detailed systematic analysis of TO for the wide range of
model parameters. Led by the excellent results of the comparisons with experimental
data [19] for the case where the viscosity and thermal conductivity were excluded
from the model, we have confirmed the existence of the overshoot. By introducing
the additional dissipative mechanism we concluded that the overshoot persists which
indicates that it is the essential characteristic of the model. Also, in some cases, we
noticed a non-monotonic change of TO with the change of the mass ratio of the com-
ponents which are not given in previous studies. Explanation for this new behaviour
should be found in a comparative analysis with shock thickness and this will be the
major task of our future study.
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Diffusive Limit for the Random Lorentz Gas

Alessia Nota

Abstract We review some recent results concerning the derivation of the diffusion
equation and the validation of Fick’s law for the microscopic model given by the
random Lorentz Gas. These results are achieved by using a linear kinetic equation
as an intermediate level of description between our original mechanical system and
the diffusion equation. The diffusion coefficient is given by the Green-Kubo formula
associated to the generator of the stochastic process dictated by the linear Landau
equation and the linear Boltzmann equation respectively, according to the weak-
coupling regime and low density regime we are considering.

Keywords Diffusion + Weak-coupling limit - Diffusion limit - Low density limit -
Heat equation - Linear Landau equation + Linear Boltzmann equation - Fick’s law *
Green- Kubo * Lorentz gas

1 Introduction

The problem of deriving macroscopic evolution equations from the microscopic
laws of motion governed by Newton’s laws of classical mechanics is one of the most
important keystones in mathematical physics.

Here we consider a simple microscopic model, namely a gas of non-interacting
particles in a fixed random configuration of scatterers. This dynamical system is
usually referred to as the Lorentz gas, since it was proposed by H.A. Lorentz in
1905, see [23], to explain the motion of electrons in metals applying the methods
of the kinetic theory of gases. Even though this model is quite simple, it is still
paradigmatic. Indeed complexities and interesting features come up in the analysis
showing new and unexpected macroscopic phenomena.
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The Lorentz gas consists of a particle moving through infinitely heavy, randomly
distributed scatterers. The interaction between the Lorentz particle and the scatterers
is specified by a central potential of finite range. Hence the motion of the Lorentz
particle is defined through the solution of Newton’s equation of motion. Lorentz’s
idea was to view electrons as a gas of light particles colliding with the metallic
atoms; neglecting collisions between electrons, Lorentz described the interaction of
electrons with the metallic atoms by a collision integral analogous to Boltzmann’s.
The original system is Hamiltonian, the only stochasticity being that of the positions
of the scatterers. This randomness is absolutely necessary to obtain the correct kinetic
description. Indeed, for this system, one can prove, under suitable scaling limits, a
rigorous validation of linear kinetic equations and, from this, of diffusion equations.

We can argue in terms of stochastic processes. The motion of the Lorentz particle
is a stochastic process which is non Markovian. The scaling limit procedure can be
understood as a Markovian approximation which leads to a Markov process whose
forward equation is a suitable kinetic equation. More precisely the scaling limits
we are considering consist of a kinetic scaling of space and time, namely ¢t — &t,
x — ex and a suitable rescaling of the density of the obstacles and the intensity of the
interaction. Accordingly to the resulting frequency of collisions, the mean free path
of the particle can have or not macroscopic length and different kinetic equations
arise. Typical examples are the linear Boltzmann equation and the linear Landau
equation.

The first scaling one could consider is the Boltzmann-Grad limit. The first result
in this direction was obtained by Gallavotti in 1969, see [14], who derived the lin-
ear Boltzmann equation starting from a random distribution of fixed hard scatterers
in the Boltzmann-Grad limit (low density), namely when the number of collisions
is small, thus the mean free path of the particle is macroscopic. This result was
improved and extended to more general distribution by Spohn [26]. In [4] Boldrighini,
Bunimovich and Sinai proved that the limiting Boltzmann equation holds for almost
every scatterer configuration drawn from a Poisson distribution. Moreover, for the
sake of completeness, we refer to [15, 25] for a rigorous derivation of the nonlin-
ear Boltzmann equation from a system of hard spheres, or a system of Newtonian
particles interacting via a short-range potential, in the low density limit. As we
already pointed out we remind that the randomness of the distribution of the scat-
terers is essential in the derivation of the linear Boltzmann equation, in fact for a
periodic configuration of scatterers the linear Boltzmann equation fails (see [7]), and
the random flight process that emerges in the Boltzmann-Grad limit is substantially
more complicated. The first complete proof of the Boltzmann-Grad limit of the peri-
odic Lorentz gas, valid for all lattices and in all space dimensions, can be found
in [24]. The mathematical properties of the generalized linear Boltzmann equation
derived are analyzed in [8].

Another scaling of interest is the weak coupling limit. The idea of the weak
coupling limit is that, by some kind of central limit effect, very many but weak
collisions should lead to a diffusion type evolution. The correct kinetic equation
which is derived in this scaling limit is the Linear Landau equation
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(at+v'vx)f(x7 v, t) :BA|Ulf(x7 Uat)’ (1)

where A\, is the Laplace-Beltrami operator on the d-dimensional sphere of radius
|v|. It is a Fokker-Planck equation for the stochastic process (V(#), X (¢)), where the
velocity process V is a Brownian motion on the (kinetic) energy sphere, and the
position X is an additive functional of V. The velocity diffusion follows from the
facts that there are many elastic collisions. The diffusion coefficient B is proportional
to the variance of the transferred momentum in a single collision and depends on
the shape of the interaction potential. The first result in this direction was obtained
by Kesten and Papanicolau for a particle in R? in a weak mean zero random force
field, see [16]. Diirr, Goldstein and Lebowitz proved that in R? the velocity process
converges in distribution to Brownian motion on a surface of constant speed for
sufficiently smooth interaction potentials, see [9].

The linear Landau equation appears also in an intermediate scale between the
low density and the weak-coupling regime, namely when the (smooth) interaction
potential ¢ rescales according to ¢ — &%¢, o € (0, 1/2) and the density of the
obstacles is of order e72¢~@=1D [11, 17]. The limiting cases « = 0 and o = 1/2
correspond respectively to the low density limit and the weak-coupling limit.

The rigorous derivation of hydrodynamical equations grounds on the heuristic
idea that after a few mean free times the Lorentz gas is already very close to the local
equilibrium which subsequently evolves according to the diffusion equation. Clearly
the only hydrodynamic equation for the Lorentz gas is the diffusion equation since
the only conserved quantity is the mass.

The rigorous derivation of the heat equation from the mechanical system given by
the Lorentz gas is actually a very difficult and still unsolved problem. In fact we would
expect that, under the diffusive scaling, the distribution density of the test particle
converges to that of a diffusion process. Bunimovich and Sinai (see [5]) showed that
such diffusive limit holds when the scatterers are periodically distributed. This is
the most important result in the transition from the microscopic to the macroscopic
description.

Nonetheless one can handle this problem by deriving the diffusion equation from
the correct kinetic equation which arises, according to the suitable kinetic scaling
performed, from the random Lorentz gas. We remark, however, that the hydrody-
namics for the Lorentz model is not equivalent to the hydrodynamics for the kinetic
equation.

In this direction, in [2], we provide a rigorous derivation of the heat equation from
the particle system (the Lorentz model) using the linear Landau equation as a bridge
between our original mechanical system and the diffusion equation. It works once
having an explicit control of the error in the kinetic limit (see also [10], where the set
of bad configurations are explicitly estimated). The diffusive limit can be achieved
since the control of memory effects still holds for a longer time scale.

Moreover, since it is well known how important and challenging is the char-
acterization of stationary nonequilibrium states exhibiting transport phenomena in
the rigorous approach to nonequilibrium Statistical Mechanics, we are interested in
considering the Lorentz model out of equilibrium. Energy or mass transport in non
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equilibrium macroscopic systems are described phenomenologically by Fourier’s
and Fick’s law respectively. There are very few rigorous results in this direction in
the current literature (see for instance [20-22]). A contribution in this direction, dis-
cussed in Sect. 4, is the validation of the Fick’s law for the Lorentz model in a low
density situation which has been recently proven in [3].

2 From Microscopic to Macroscopic Description

We consider a Poisson distribution of fixed scatterers in R? and denote byci,...,cn
their centers. This means that, given > 0, the probability density of finding N
obstacles in a bounded measurable set A C R? is

N
P(dey) = eI %dcl .. de, )

where |A| = meas(A) and ¢y = (c1, ..., cy). The equations of motion for the point
particle of unitary mass are

X=v
3
Iﬁ =3V Vé(x —cil), 3)

where x and v denote position and velocity of the test particle, ¢ the time and, as
usual, A = % indicates the time derivative for any time dependent variable A.

Finally ¢ : RT — R is given by

1 ifr<1
0 otherwise,

¢(r) = [ “4)

namely a circular potential barrier.

This choice for the potential arises from a problem of geometric optics. We are
looking at the optical path followed by a light ray traveling in a inhomogeneous
medium. More precisely we have a medium, for example water, in which circular
drops of a different substance are distributed. These drops are made of a different
substance with smaller refractive index, for example air. The analogy between geo-
metric optics and classical mechanics implies that the trajectory of the light ray is
the trajectory of a test particle moving in a random distribution of scatterers where
each scatterer generates a circular potential barrier.

To outline a kinetic behavior of the particle, we introduce the scale parameter
¢ > 0, indicating the ratio between the macroscopic and the microscopic variables,
and rescale according to

X—ex, t = ¢t, ¢ — &% (5)
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with @ € [0, 1/2]. Then Eq. (3) become

Xx=v
[ﬁ = —e* 13, Vo (g, ©

We rescale also the intensity j of the scatterers as e, = pue?, where § = 1 + 2a.
Accordingly we denote by P, the probability density (2) with u replaced by . and
E. will be the expectation with respect to the measure P,.

Now let TC’N (x, v) be the Hamiltonian flow solution of Eq. (6) with initial datum
(x, v) in a given sample ¢y = (cy, ..., cy) of obstacles (skipping the ¢ dependence
for notational simplicity). TC’N (x, v) is generated by the Hamiltonian

lx — ¢jl

H(x, v, cy) = %VZ‘I'EO[Z‘/’(T)’ 7
J

where ¢ is given by (4). For this choice of the potential V¢ is not well defined.
However the explicit solution of the equation of motion is obtained by solving the
single scattering problem using the energy and angular momentum conservation (see
Fig. 1).

In Fig. 1 we represent the scattering of a particle entering in the ball

BO, 1) = {xs.t. x| <1}

toward a potential barrier of intensity ¢ (x) = £“.

Fig. 1 Scattering by a spherical potential barrier. The particle moves in a straight line which is
refracted on entering and leaving the barrier
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Using the Snell law of refraction we have an explicit expression for the refractive

index, i.e.
. _ 75
_Smh _M_ -2 ®)
sinfy vl v2

where v is the initial velocity, ¥ the velocity inside the barrier, 81 the angle of
incidence and B, the angle of refraction. The scattering angle is 6 = & — 2¢9 =
2(B2 — B1) and the impact parameter is p = sin f;.

Remark 1 Formula (8) makes sense if % < land p =sinB) < \/@

V %
When one of these two inequalities is violated, the outgoing velocity is the one given
by the elastic reflection.

A careful computation (see Appendix 1 in [2] for further details) shows that the
explicit expression for the scattering angle is given by

2 (arcsin (%) - arcsin(p)) if p <ng

2 arccos(p) if p > ne.

O:(p) = I )

Here we are not considering possible overlappings of obstacles. The scattering
process can be solved in this case as well. However this event is negligible because
of the moderate densities we are considering.

Now let fo = fo(x, v) be the initial probability distribution. We are interested in
characterizing the asymptotic behavior, under the scaling illustrated above, of the
evolved distribution

fe(e,v, 1) = Eelfo(Te (x, v))]. (10)

We expect that the probability distribution (10), in the limit ¢ — 0, solves a linear
kinetic equation, more precisely the linear Landau equation. However, due to the
particular choice of the interaction potential, new features emerges at a mesoscopic
level. The novelty, compared to [10, 17], is that we have a logarithmic divergence
of the diffusion coefficient appearing in the Landau equation, due to the lack of
smoothness of the potential. This divergence suggests to look at a longer time scale
in which a diffusion in space arises. In fact, for a potential of the form (4), the classical
formula giving the diffusion coefficient in the Landau equation (1), i.e.

—2a 1
B = lim X8 |v|/ 62(p) dp, (11)
e—0 2 -1
becomes
. 20
B = lim u | —|log(e)| | = +o0, (12)
e—0 [v|3

where 6, is the scattering angle defined in (9). For the detailed computation of the
diffusion coefficient we refer to [2], Appendix 2. Roughly speaking, we can state
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that the asymptotic equation for the density of the Lorentz particle reads as
(B +v-Vf (v, 1)~ |loge| BAf(x,v, 1), B<+oo. (13)

Hence, the asymptotic behavior of the mechanical system we are considering is the
same as the Markov process ruled by the linear Landau equation with a diverging
factor in front of the collision operator. This is equivalent to consider the limit in the
Euler scaling of the linear Landau equation, which is trivial. Therefore we do not
get any hydrodynamical equation and the system quickly thermalizes to the local
equilibrium. To detect something non trivial we have to look at a longer time scale
t — |loge|t in which the equilibrium starts to evolve. As expected, a diffusion in
space arises.
The main results are summarized in the following theorem ([2], Theorem 2.1).

Theorem 1 Suppose fo € Co(R? x R?) a continuous, compactly supported initial
probability density. Suppose also that |Df§f0| < C, where Dy is any partial derivative
with respect to x and k = 1, 2. Assume Ly = g2 witha € (0, 1/8). Then the
following statement holds

1

lim f; (x, v, 1) = (fo) := —i fo(x,v)dv, (14)
e—0 27 |v| S

Vt € (0, T], T > 0. The convergence is in L*(R? x Spvp)-
Moreover, define Fg(x, v, t) := fo(x, v, t|loge|). Then, forallt € [0,T), T > 0,

lim Fe(x, v, 1) = p(x, 1),
e—0

where p solves the following heat equation

[ dp =DAp )

p(x,0) = {fo),

with D given by the Green-Kubo formula

2 1 2 5 [
D= = [ v-(=Ap)vdv="]v| E[v- V(@ v)]d:,  (16)
12 S| 2 0

where V(t, v) is the stochastic process generated by A, starting from v and E[-]
denotes the expectation with respect to the invariant measure, namely the uniform
measure on S|y|. The convergence is in L*>(R% x S),).

Remark 2 To recover instead the kinetic picture, we can rescale suitably the density
. . . —2a-1 . . .
of the Poisson process. More precisely, if ©, = SIIOW’ the microscopic solution

fe defined by (10) converges to the solution of the linear Landau equation (1) with
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1

2

a renormalized diffusion coefficient B := lim &8 [v] 952 (p)dp = el . This
e—0 2 —1 |l)|3

is stated in [2], Theorem 2.2. The explicit expression for the renormalized B can be

found in [2], Appendix 2.

We have seen that, according to the particular choice for the potential we are
considering, the natural divergence of the diffusion coefficient B leads to a diffusion
when we look at the system on a longer time scale. We can wonder if this result can
be achieved in presence of a smooth, radial, short-range potential q~5 e C%([0, 1]). In
the same spirit as in [13, 18], we scale the variables, the density and the potential
according to

X — &ex

A
t — gtet,
e = g~ QarthtD) (a7

b — e%.
The naive idea is that the kinetic regime describes the system for kinetic times O(1)

(i.e. A = 0). One can go further to diffusive times provided that A > 0 is not too
large. Indeed the distribution function f; “almost” solves

(" +v - Vi) fo e 2 Lof, M e h e Apife

which is the analogue of (13) above. In other words there is a scale of time for which
the system diffuses. However such times should not prevent the Markov property.
This gives a constraint on A. In fact, we can prove that there exists a threshold 1y =
M(a), emerging from the explicit estimate of the set of pathological configurations
producing memory effects, s.t. for A < A(«), fort > 0 and ¢ — O,

e, v, eM) — p(x, 1) in L*(R* x R?),

solution of the heat equation
{ dp =DAp

p(x,0) = {fo),

with D given by the Green-Kubo formula

2
D= —|y| v-(—A

Dy dv.

vl

This is stated in [2], Theorem 6.1.



Diffusive Limit for the Random Lorentz Gas 281

3 Ideas of the Proof

To give some ideas about how this machinery works we can divide the problem into
two steps. The first step concerns the kinetic limit. We analyze how the limiting
process, whose Fokker-Planck equation is the linear Landau equation, is obtained
from the deterministic time evolution of the mechanical system in the intermediate
regime described by Eq.(5). The other step shows how to pass from the kinetic
description ruled by the linear Landau equation to the macroscopic picture where a
diffusion in the position variable arises. We remind that the heat equation is, in the
present case, the correct hydrodynamic equation.

3.1 The Kinetic Description

Following the explicit approach in [10, 11, 14] we will show the asymptotic equiv-
alence of f;, defined by (10), and %, solution of the following Boltzmann equation

O +v-Vhe(x,v,1) = Lehe(x, v, 1), (18)
where

1
Lh(v) = e || / dp(ht') ). (19)

Herev' = v—2(w-v)w where w = w(p, |v|) is the unit vector obtained by solving the
scattering problem associated to ¢ (see Fig. 1). This allows to reduce the problem to
the analysis of a Markov process which is an easier task. In fact, the series expansion
defining /. (obtained perturbing around the loss term) reads as

oy t %)
he(x, v, 1) = e 267 'vlfzug/ dtQ.../ dn
0 0

0>0
/ dpr ... / dpo foEe(—1), Bs (—1)). 20)
with _
(=) =x—vty —vi(ta —11)--- — vo(t — tg) @
Be(—1) = vg.

We remark that @, is an autonomous jump process and &, is an additive functional
of w.. Hence Eq. (20) is an evolution equation for the probability density associated
to a particle performing random jumps in the velocity variable at random Markov
times.
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We consider the microscopic solution f; defined by (10). For (x, v) € R? x R2,
t > 0, we have

N
— 1< -
felr, v, 1) = e HelBOMT R " / dey fo(Te! (x, ), (22)
v=o N By

where TéN (x, v) is the Hamiltonian flow generated by the Hamiltonian (7). Here
B;(x,v) := B(x, |v|t), where B(x, R) denotes the disk of center x and radius R.
Thanks to suitable manipulations (see [2] to go into details), Eq. (22) becomes

e
f&‘(-xs U,t) = ZE/B

o Do T e )
0>0 X,V

x ({the by are internal}), (23)
where here and in the sequel x ({...}) is the characteristic function of the event {. . . }
and the “internal obstacles” are the obstacles of the configuration which, up to time
t, influence the motion of the light particle. Moreover .7 (by) is the tube

T (bg) ={y € Bi(x,v) s.t. Is € (—1,0) s.t. [y — x(s)] < €}. 24)
Here (x:(s), ve(s)) = TgN (x, v). We introduce

0
folx, v, 1) — 2 vl E Ll db
e, Y,y = Q' s 0]

0>0 t(st)Q
x ({the by are internal}) x; (bQ)fo(Tl;Qt(x, V), (25)

where x is the characteristic function of the set of configurations by for which the
particle is outside the range of all scatterers at time O and at time —#, namely

x1(bg) = x{bg s.t. b; ¢ B(x, ¢) and b; ¢ B(x.(—t),¢) foralli=1,..., Q}.

(26)
Since
|7 (bo)| < 2¢|vlt, 27
we have B
fe = fe. (28)

The key idea of this Markovian approximation is a suitable change of variables
which has been introduced by Gallavotti in [14]. We order the obstacles by, ..., bg
according to the scattering sequence. Let p; and #; be the impact parameter and the
entrance time of the light particle in the protection disk around b;, i.e. B(b;, €). Hence
we perform the following change of variables
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bi.....bg = p1.t1.- ... pos o, (29)

with
O<ti<h<---<tg=t

Conversely, fixed the impact parameters { p;} and the hitting times {z;} we construct the
centers of the obstacles b; = b(p;, ;). By performing the backward scattering we con-
structatrajectory (£, (s), wg (s)),s € [—t, 0]. However (£, (s), we (5)) = (x:(s), vs(5))
(therefore the mapping (29) is one-to-one) only outside the following pathological
situations (Fig.?2).

(i) Overlapping.

If b; and b; are both internal and B(b;, &) N B(bj, &) # ¥ .

(i1) Recollisions.

There exists b; such that for 5 € (4, tj41),j > i, £&(=5) € B(b;, ¢).
(iii) Interferences.

There exists b; such that & (—5) € B(b;, ¢) for 5 € (tj, tj11),] < .
In order to skip such events we define

Fig. 2 Pathological events: on the left the backward trajectory delivers a recollision, namely the
obstacle whose center is by is recollided in the time interval (—ts, —t; ), on the right the backward
trajectory delivers an interference, namely the obstacle whose center is b4 belongs to the tube
spanned by &, (—5) for s € (0, 11)
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fee vty =e” eIl ZMQ/ dig .. / dr

0>0

/_ dpi /_ dpg x1(1 = Xxov) (1 = Xrec)(1 — Xint)fo (e (—1), we (1)),
(30)

where xo,, Xint and e are the characteristic functions of the events (i), (i), (iii)
respectively. Moreover we observe that

fo <fe < /e
Next we remove x1(1 — xov) (1 — Xrec)(1 — xint) by setting
he(x, v, 1) = e 2 “'”"ZM / drg .. / dt
0>0
£ £
b/ dpL.l/ dpo foEe(~1). we(—1)). (1)
—& —&

Since

I —x1(1 = Xou) (I = Xree) (A — Xin) < (1 = x1) + Xov + Xrec + Xint» (32)

from (30) and (31) we have

fe(t) = ho (D) + @1 (e, 1).

with

pi(e,1) :=e 2’““Z‘(MS)Q/ dig .. / dtl/ dp; .. / dpg

0>0
{(1 = x1) + Xov + Xreec + Xint}fo(Ee(—1), we(—1)). (33)

We observe that this is the crucial part. In the two-dimensional case the probability
of those bad behaviors producing memory effects (correlation between the past and
the present) is nontrivial. To control the unphysical trajectories we need an explicit
estimate of the set of bad configurations of the scatterers, in other words we have
to estimate the error term ¢ (¢, f) showing that it is negligible in the limit. In [2],
Sect. 5, we prove that

loi(e, Ot — 0 as ¢ — 0 forall ¢el0,T].

Moreover the control of memory effects still holds for a longer time scale, namely
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llo1(e, )l —6 0 Vrel0,|logelT], T >0,
e—

which implies that we can look at the system on a longer time scale.

Since we are working to achieve the asymptotic equivalence of f; and &., we need
to compare i_ze with h.. This is fulfilled once we consider the collision as instanta-
neous. More precisely, for the sequence 71, ..., g p1, . .. pg consider the sequence
Vi, ..., Vg of incoming velocities before the Q collisions. This allows to construct the
limiting trajectory &, (—t), given by (21), which approximates the trajectory & (—t)
up to an error vanishing in the limit. Indeed, due to the Lipschitz continuity of fy, we
can assert that

he(x, v, 1) = he(x, v, 1) + @2 (x, v, 1), (34)
where
sup  |ga(x, v, 1| < Ce! 2T, (35)
x,v,t€[0,T]

3.2 The Diffusive Limit

For the sake of simplicity we set n, = |loge|. We rewrite the linear Boltzmann
equation (18) in the following way

(3 +v - Vi) he(x, v, 1) = e Lehe (x, v, 1), (36)
where L, = L/,, namely

&

5 —2a 1
Lef (v) = vl loge] /_1 dplf ") —f)]. (37)

Performing the limit n, — oo in (36) we getatrivial result (Eq. (14), Theorem (1)).
To obtain something non trivial we look at the solution for times 7., thus performing
the diffusive scaling for space and time.

We denote by izg = hg(x, v, ngt) the solution of the following rescaled linear
Boltzmann equation ~ s

(3 + e v - Va)he = 07 Lehe, (38)

and we introduce the rescaled Landau equation

(3 + e v - Vi) gy, (x, v, 1) = 0> Ly, (x, v, 1), (39)

1
where ¥ = E—AM.
2 |v]
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Firstly we compare g;, with he to show that they are asymptotically equivalent.
We look at the evolution of &, — g, , namely

(az +nev-V )( —&n.) =1 (L hs ggng)’

and we obtain

1 ~ -
5 Orllke = gyl < [ (Ee = 2)gn. . (40)

where || - || denotes the L>—norm. A straightforward computation shows that the
collisions are grazing: each collision changes only slightly the velocity of a particle
(for the detailed analysis of the scattering angle (9) we refer to [2], Appendix 1).
Therefore we perform a Taylor’s expansion of g,,, withrespect to the velocity variable
and we get

Lo, = S ot
e8ne v ||10g | gng( ) — g,,g( )]
g2 1 / , o
= vl Agp/ dp v —v| +/ dpR, ),
Toge] 2 Amen: | Aok}
with Ry, = O(Iv' — v|*). Since
/ dp v —v? n2 8(,0) 221
8~>0 |10g8| ~>0 |]0g8| 2 |U|4
and
—2a 1
€ 14 o B 5
L _ _ o] 4 5.4
s—>0|10ge| ¢ s—>0|10gs| plv=vi " =e"llogel”, <p< 7oL
we have

I(Le — 2)gn. |l < %I logelP [ A}, g, Il < Ce¥|logel’, € >0,

for some —1 < B8 < oe — 1 and ¢ sufficiently small. See [2], Appendix 2, for the

details. Consequently, using (40), we have that hg, solution of (38), is close to g,
solution of (39), in L2(R? x Sjy).

Therefore we need to prove that g,,_, solution of (39), converges to p as & — 0.
The convergence is in L? (R2 x S}y)), uniformly inr € (0, T]. p : R2x[0,T] — R4
is the solution of the diffusion equation (15), i.e.

dp =DAp
p(x,0) = (fo),
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11 2
where (fy) = — — fo(x,v)dv and D = —|v| vo(—Allel)vdv.
2w |1)| N M N

The proof relies on a classical tool which is the Hilbert expansion technique. The
Hilbert expansion is a formal series, in powers of n]_s’ which allows to write g,, in
the following way

400 1 k
k=1

&€

where the coefficients g*) are independent of 7,. The well known idea is to deter-
mine them recursively, by imposing that g, is a solution of (39). For the complete
statement and the detailed computations we refer to [2], Sect.4.

We assume that the initial datum of the Cauchy problem associated to (39) depends
only on the position variable, namely the initial datum has the form of a local equi-
librium, i.e. gy, (x, v, 0) = (fo). Moreover we require g to satisfy the same initial
condition as the whole solution g, , namely g (x, 0) = (fo). We consider the trun-
cated expansion for g, at order n, 2, namely

1 1 1
gne (.X, v, t) = g(())(-x7 t) + _g(l)(-xv v, t) + _2g(2)(-x7 v, t) + _Rna’
Ne Ur Ne

where g@, i = 0, 1, 2 are the first three coefficients of a Hilbert expansion in 7., and
Ry, is the reminder. Comparing terms of the same order in 7, in (39), we obtain the
following equations

. w1
@v- ng(O) = Em A\vlg(l)

.. w1
(i1) 0; g(o) +v- ng(l) = EM A‘v|g(2)

n 1
(iii) (3 + ne v - Vi)Ry, = nﬁim ARy, — Ay, (1),

with A, (1) = Ay, (x, v, 1) = 8,8V + %Ebg(z) +v-V,g?.

From Egs. (i), (ii), thanks to suitable computations, we obtain that g© is the
solution of the heat equation (15). Hence, by showing that the coefficients g €
L*(R? x S},|) and that R,,, is uniformly bounded in L?, we have that g, converges
to g© in L? as n, — o0o. We observe that we have assumed as initial condition
for the linear Landau equation a local equilibrium state (independent of v). Strictly
speaking this is not necessary since there is an initial regime (the initial layer) in
which a general state, depending also on the velocity variable, thermalizes very fast
in time and locally in space (see [2], Lemma 4.1).
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4 Perspectives: Transport Properties of the Lorentz Gas

Roughly speaking, to consider the system out of equilibrium, we consider the Lorentz
gas in a bounded region in the plane and couple the system with two mass reservoirs
at the boundaries. We wonder about what to expect in a stationary non equilibrium
state. The naive physical intuition tell us that there there exists a stationary state for
which

J=~ —-DVp “4n

where J is the mass current, p is the mass density and D > 0 is the diffusion
coefficient. Formula (41) is the well known Fick’s law which we want to prove in
the present context.

In [3] we deal with the validation of the Fick’s law of diffusion for the following
model. We consider the slice A = (0, L) x R in the plane. In the left half-plane
(—00,0) x R there is a free gas of light particles at density p; with correlation
functions given by

Fon v xg, ) = (M) . MOy, j=1,

where M (v;) is the density of the uniform distribution on the unit circle S;. In the
right half-plane (L, +00) x R there is a free gas of light particles at density p, with
correlation functions given by

SR v xg ) = (Y M) . M () =1

The two half-planes play the role of mass reservoirs. Inside A there is a Poisson
distribution of hard core scatterers of diameter ¢ and intensity n. We denote by
c1, ..., cy their centers.

A particle in A moves freely up to the first instant of contact with an obstacle.
Then it is elastically reflected and so on. See Fig. 3.
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Fig. 3 The two-dimensional strip A
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Since the modulus of the velocity of the test particle is constant, we assume it to
be equal to one, so that the phase space of our system is A x Sj.

We rescale the intensity s of the obstacles as e = e ™', where, from now on,
w > 0 is fixed and 7, is slowly diverging as ¢ — 0. More precisely we assume that

e8>0 as & — 0. (42)

Hence we are in a low density regime and the scatterer configuration is dilute.

For a given configuration of obstacles ¢y, we denote by Tc;f (x, v) the (backward)
flow with initial datum (x, v) € A x Sy and definet — 7, T = ©(x, v, 1, ¢y), as the
first (backward) hitting time with the boundary. With ¢ = 0 we indicate the event
such that the trajectory T¢ *(x, v), s € [0, 7], never hits the boundary. For any 1 > 0
the one-particle correlation function reads

foleov, 1) = Ee[fa (T, 7 o) x (t > 0] + Ee[fo (T (x. ) x (T = 0)], (43)
where fo € L (A x S1) and the boundary value f3 is defined by

p1 if xe{0} xR, v >0,

Jp(x,v) = (44)

pr if xe{lL} xR, v <0,

with p1, pp > 0. Here we absorbed M (v) = % the density of the uniform distribu-
tion on S, in the definition of the boundary values p1, p;. To deal with the stationary
regime we need to introduce the stationary solution of the problem, fgs (x, v), which
solves

L0, v) = Eelfp(Te, " e, v)x (x> 0] + Eelf (Te (x,v)x (x = 0)]. (45)

We observe that fSS depends on the space variable only through the horizontal com-
ponent x| since it inherits this feature from the boundary conditions. Moreover we
introduce the following observables

ﬁm=%4vﬁ@ww, (46)

p3(x) = ; S, v)dv, (47)
1

i.e. the stationary mass flux and the stationary mass density respectively. We define
Jf as the total amount of mass flowing through a unit area in a unit time interval
and we observe that, although in a stationary problem there is no typical time scale,
the factor 1, appearing in the definition of J?, is reminiscent of the time scaling
necessary to obtain a diffusive limit.
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We are interested in the determining the existence and uniqueness of fgs and its
asymptotic behavior. We can prove that there exists a unique stationary solution for
the microscopic dynamics which converges to the stationary solution of the heat
equation, namely to the linear profile of the density. Moreover, in the same regime,
the macroscopic current in the stationary state is given by the Fick’s law, with the
diffusion coefficient determined by the Green-Kubo formula.

The main results are summarized in the following theorems ([3], Theorems 2.1
and 2.2)

Theorem 2 For ¢ sufficiently small there exists a unique L* stationary solution fgs
for the microscopic dynamics (i.e. satisfying (45)). Moreover, as ¢ — 0

15— oS, (48)

&

where p3 is the stationary solution of the heat equation, namely the linear profile of
the density

25 (x) = pl(L—xlll)‘szxl. 49)
The convergence is in L2((0,L) x S)).
Theorem 3 [Fick’s law] We have
JS 4+ DV, 05 — 0 (50)

as ¢ — 0. The convergence is in 2'(0, L) and D > 0 is given by the Green-Kubo
formula. Moreover
JS = lim J3 (x), (51)
e—0

where the convergence is in L*>(0, L) and

P2 — P1

JS=-DVpS=-D
P L

; (52)

where p3 is the linear profile (49).

As expected by physical arguments, the stationary flux J5 does not depend on the
space variable. Furthermore the diffusion coefficient D is determined by the behavior
of the system at equilibrium and in particular it is equal to the diffusion coefficient
for the time dependent problem.

Note that Theorem 3 is a straightforward consequence of Theorem 2. We observe
that in order to prove the convergence of the stationary solutions (48) we can relax

the hypothesis on 7, it is enough to require 1, such that & > 772 — 0. To prove instead
Fick’s law we need something more: we require 7, to satisfy (42).
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Our result holds in a low-density regime, hence we can use the linear Boltzmann
equation as a bridge between our original mechanical system and the diffusion equa-
tion. We exploited this basic idea to prove Theorem 1 by using the linear Landau
equation as intermediate level of description (see also [1, 13] where the linear Quan-
tum Boltzmann equation and the linear Boltzmann equation respectively have been
used to obtain the heat equation from the particle system in different contexts). This
works once one has an explicit control of the error in the kinetic limit, which suggests
the scale of times for which the diffusive limit can be achieved. This explains briefly
why the above constraint on 7, emerges. Moreover, since we are using the kinetic
picture as an intermediate level of analysis, the diffusion coefficient D appearing
in Egs.(51), (52), is given by the Green-Kubo formula for the linear Boltzmann
equation.

Here we have an additional difficulty since we have to deal with a stationary
problem. The basic idea is that the explicit solution of the heat equation and the control
of the time dependent problem allow us to characterize the stationary solution of the
linear Boltzmann equation. This turns out to be the basic tool to obtain the stationary
solution of the mechanical system which is the main object in our investigation.

We stress that, to handle the stationary problem, we characterize the stationary
solutions in terms of Neumann series, rather than as the long time asymptotics of
the time dependent solutions. This trick avoids the problem of controlling the con-
vergence rates, as t — 00, with respect to the scale parameter €.

Also in this case the strategy consists in two steps. The first one allows the tran-
sition from Boltzmann to the diffusion equation. It is in the same spirit of the one
performed in Sect.3.2. This is the Markov part since we approximate the Brown-
ian motion by the Markov jump process whose generator is the Linear Boltzmann
collision operator. We refer to [3], Sect.4, for a more detailed discussion. Despite
the technique is standard, we need an apparently new analysis in L°, for the time
dependent problem (needed for the control of the Neumann series) and a L? analysis
for the stationary problem.

The transition from the mechanical system to the Boltzmann equation in a low
density regime can be read instead as a Markovian approximation, in the same spirit
of the one performed in Sect.3.1. This allows the transition from the nonmarkovian
mechanical system to a Markov process. To reach a diffusive behavior on a longer
time scale we need to estimate the set of pathological configurations which produce
memory effects. Hence the constructive approach due to Gallavotti is complemented
by an explicit analysis of the bad events preventing the Markovianity. The complete
analysis is faced in [3], Sect.5.

Acknowledgments Iam indebted to G. Basile, F. Pezzotti and M. Pulvirenti for their collaboration
and for the illuminating discussions.
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Fractional Boson Gas and Fractional
Poisson Measure in Infinite Dimensions

Maria Joao Oliveira and Rui Vilela Mendes

Abstract As a consequence of Haag’s theorem, to obtain a non-trivial theory, one
either works with a non-Fock representation or with a Fock representation in a finite
volume. Calculations in the Fock representation taking the N,V — oo limit with
the ratio N/V = p fixed, show the equivalence of the free Boson gas and the infinite-
dimensional Poisson measure. The N/V limit provides a way to deal with non-trivial
infinite systems using the Fock representation. However, by the very nature of the
fixed p density limit, it is unable to deal with systems with density fluctuations, a
shortcoming that is solved by the use of reducible functionals. A particularly inter-
esting reducible functional is the one associated to the infinite-dimensional fractional
Poisson measure which we recall in this work.

Keywords Boson gases - Fractional Poisson measure

1 Introduction: Density Fluctuations, Reducible
Functionals and Fractional Gases

Systems with an infinite number of degrees of freedom have, in addition to the Fock
representation, infinitely many inequivalent representations of the canonical commu-
tation relations. Haag’s theorem states that, in a theory with a space-invariant vacuum,
any representation equivalent to Fock can only describe a free system. Therefore, to
obtain a non-trivial theory, one either works with a non-Fock representation or with
a Fock representation in a finite volume. In this latter case one considers N particles
in a finite volume V. Calculations are carried out in the Fock representation and in
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the end one takes N, V. — oo with the ratio N/V = p being fixed. Thus, the N/V
limit provides a way to deal with non-trivial infinite systems using the Fock repre-
sentation. However, by the very nature of the fixed p density limit, this approach is
unable to deal with systems with density fluctuations. This shortcoming is solved by
the use of the reducible functionals to be described later on.

First, let us recall the connection of the infinite-dimensional Poisson measure to
the free Bose gas. A particularly convenient way to establish this connection, and
also to explore generalizations, is the framework of non-relativistic current algebra
of many-body systems. That is, the basic variables of the many-body system are the
smeared currents [1, 2] (see also [3, 4] and references therein)

() = / &Pxf () p ()
I (@ =/d3xJ<x>-g<x>

f and g being respectively smooth compact support functions and vector fields. The
smeared currents satisfy the infinite-dimensional Lie algebra,

o), 0] =0
[o (). J@]=io(geVf)
[J@.J®]=iJ(keVg—geVk)
each particular physical system corresponding to a different Hilbert space representa-
tion of this algebra or of the semidirect product group generated by the exponentiated

currents

U(f) = P
1% (¢tg) — @

#? being the flow of the vector field g

d
E@g @) =g (¢f )

For a system of N free bosons in a box of volume V, the normalized ground state is

AN
Qny (X1, -0, xN) = (ﬁ)

and the ground state functional

Ly () = (2n,v. Un,v () 2nv)
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1 =\
= — (/ d3xe‘f(x))
V Uy

In general, this functional determines not only the representation of U (f) but also
that of V (¢f), up to a complex phase multiplier.

In the N — oo limit with constant average density p = % (also called the N/V
limit) one obtains

L) = nll>rgo (1 + IEV/ (ei/»(x) _ 1) d3x)n
= exp (/ (eif(x) — 1)ﬁd3x) (1)

which one recognizes as the characteristic functional of the infinite-dimensional
Poisson measure. Identifying pd>x as the measure dy in the underlying space M
(see Appendix 1), the L functional may also be written as a vacuum expectation
functional. Expanding the exponential in (1)

o = [ydu . n
un=2fn!(ﬁﬂmm) @

n=0

one may write

L(f) =2, U(f)$2)

for

2=@eh,
n

11,, denotes the identity function in the n-particle space and the % factor in (2) is
recovered by the symmetrization operation.

The conclusion is that an infinite dimensional free Boson gas at constant density o
is completely characterized by the infinite-dimensional Poisson measure. However
(1) is not the most general consistent representation of the nonrelativistic current
algebra, a more general one being [2]

L@:/ﬁw@/&wuﬂfﬁwm> 3)
0

with u a positive measure on [0, co) normalized so that fooo du(p) = 1.

Physically this reducible functional represents a Boson gas with density fluctua-
tions. Among the many possible reducible functionals consistent with (3) there is a
fractional generalization of (2), namely
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B (o) ([ o),
Ly (f) = - v (/ e'-f(x)du) ()
n=0 ’ 4

(0 < o < 1), which corresponds to a vacuum state

24 =EP [EP (—/Vdu)]],,

Eé") denoting the n-th derivative of the Mittag-Leffler function [5]. £2,, differs from
£2 in the weight given to each one of the n-particle spaces.

The measure associated to the functional (4) is called the infinite-dimensional
fractional Poisson measure and the corresponding physical system the fractional
Boson gas.

In the same way as the infinite-dimensional Poisson measure completely char-
acterizes the Boson gas, the infinite-dimensional fractional Poisson measure will
characterize a “fractional Boson gas” and the remainder of this work is dedicated to
recall the main properties of this measure [6]. A detailed analysis of the mathemat-
ical properties of the fractional Poisson measure is a precondition for the rigorous
formulation of some of the already explored physical implications of fractality (see
for example [7, 8]).

2 The Infinite-Dimensional Fractional Poisson Measure

2.1 The Fractional Poisson Process

The Poisson measure 77 in R (or N) is

n(A):e_“ZZ—T

neA

the parameter o being called the infensity. The Laplace transform of = is
le ()\') —E (e)v) — e—G Z G_ekn — ea(e)‘—l)

For n-tuples of independent Poisson variables one would have
Ly (1) = eZ0ok(e=1)

Continuing A, to imaginary arguments Ax = ify, the characteristic function is
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if —
Cr 9y = = (1) 5)
Looked at as a renewal process, P (X =n) = e‘“‘;—'; would be the probability
of n events occurring in the time interval o. The survival probability, that is, the
probability of no event is
U)=e?

which satisfies the equation

d
d—tp (0) = =¥ (0) (6)
o

Replacing in (6) the derivative % by the (Caputo) fractional derivative

DY () = —1 TV@ iy © 1
(a)_F(l—a) . =) T = (o) <a<

one has the solution
¥ (0) = Eq (—0%)

with E, being the Mittag-Leffler function of parameter «

0 n

Z
Ea(Z)=r§m, zeC (7)

(o > 0). One then obtains a fractional Poisson process [9, 10] with the probability

of n events
O_Cl

n
PX=n)= TE(S[") (—o%)

Eé") denoting the n-th derivative of the Mittag-Leffler function. In contrast with the
Poisson case (o = 1), this process has power law asymptotics rather than exponential,
which implies that it is not anymore Markovian. The characteristic function of this

process is given by
Cy (M) = E, (o“ (e"A - 1))

2.2 The Infinite-Dimensional Fractional Poisson Measure

For the Poisson measure (¢ = 1) an infinite-dimensional generalization is obtained
by generalizing (5) to
C(g) = o1 duto)
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for test functions ¢ € 2 (M), 2 (M) being the space of C*°-functions of com-
pact support in a manifold M (fixed from the very beginning), and then using the
Bochner-Minlos theorem to show that C is the Fourier transform of a measure on
the distribution space %’ (M). Because the Mittag-Leffler function is a natural an-
alytic generalization of the exponential function one conjectures that an infinite-
dimensional version of the fractional Poisson measure would have a characteristic
functional

Co (¢) :=Eq ( / (€™ —1)ydu (x)) , pEDM) (8)

with & a positive intensity measure fixed on the underlying manifold M . However,
a priori it is not obvious that this is the Fourier transform of a measure on %’ (M)
nor that it corresponds to independent processes because the Mittag-Leffler function
does not satisfy the factorization properties of the exponential.

Similarly to the Poisson case, to carry out our construction and analysis in detail we
always assume that M is a geodesically complete connected oriented (non-compact)
Riemannian C*°-manifold, where we fix the corresponding Borel o -algebra # (M),
and u is a non-atomic Radon measure, which we assume to be non-degenerate (i.e.,
1 (0) > 0 for all non-empty open sets O C M). Having in mind the most interesting
applications, we also assume that @ (M) = oo.

Theorem 1 For each 0 < o < 1 fixed, the functional C, in Eq. (8) is the charac-

teristic functional of a probability measure 7, on the distribution space 9" (M).

Proof That C, is continuous and C,, (0) = 1 follows easily from the properties of the
Mittag-Leffler function. To check the positivity one uses the complete monotonicity
of E,, 0 < a < 1, which by Appendix 2 (Lemma 1) implies the integral representa-
tion

Ey (=2) =/ e vy (1) )
0

for any z € C such that Re (z) > 0, v, being the probability measure (19) (Appen-
dix 2). Hence by (9)

0 _ d 1—¢l(@a—9p)
> Co (9a—0n) Ziap = / dvy (1) > " RO (=) 10y
0

a,b a,b

Each one of the terms in the integrand corresponds to the characteristic function
of a Poisson measure. Thus, for each t the integrand is positive and therefore the
spectral integral (10) is also positive. From the Bochner-Minlos theorem it then

follows that Cy is the characteristic functional of a probability measure 7, on the

measurable space (9/ (M), €, (T (M))), Cs (9/ (M)) being the o -algebra generated
by the cylinder sets.

Foro = 1 seee.g. [11]. [ |



Fractional Boson Gas and Fractional Poisson Measure ... 299

Introducing the fractional Poisson measure by the above approach yields a proba-
bility measure on (.@, M), 65 (.@/ (M))). The next step is to find an appropriate sup-
port for the fractional Poisson measure. Using the analyticity of the Mittag-Leffler
function one may informally rewrite (8) as

00 (n) _ n
Cy (9) = z M (/ Dy (x))

n!
n=0

o) (n)
Ea” (= [dp ) / O PRty ) g @

n!
n=0

For the Poisson case (@« = 1) instead of Eé[” (— f du (x)) one would have exp
(— [du (x)) for all n, the rest being the same, cf. Appendix 1. Therefore one con-
cludes that the main difference in the fractional case (o # 1) is that a different weight
is given to each n-particle space, but that a configuration space [12—14] is also the
natural support of the fractional Poisson measure. The explicit construction is made
below.

Notice however that the different weights, multiplying the n-particle space mea-
sures, are physically quite significant in that they have decays, for large volumes,
much smaller than the corresponding exponential factor in the Poisson measure.

Using now the spectral representation (9) of the Mittag-Leffler function one may

rewrite (8) as
Co () = / ” exp (r / (€™ —1) du(X)) dvy(7)
0

with the integrand being the characteristic function of the Poisson measure 7y,
T > 0. In other words, the characteristic functional (8) coincides with the charac-
teristic functional of the measure fooo 7¢; dve (T). By uniqueness, this implies the

integral decomposition
o
= / usm dvg(T)
0

meaning that nl‘i‘ is an integral (or mixture) of Poisson measures 77, T > 0. The
measure dv,, (t) corresponds to the measure d i () in Eq. (3), defining the particular
reducible functional that characterizes the fractional Boson gas.

T

TR

2.3 The Fractional Poisson Measure on I’

The fractional Poisson measure has support in the configuration space I" as
constructed in Appendix 1.
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Given a measure u on the underlying measurable space (M, 28(M)) described as
before, consider for each n € N the product measure w® on (M"*, B(M™)). Since
u® (M™\M") = 0, one may consider for each A € %B.(M) the restriction of ®"
to (;Xv”, 93(/71)), which is a finite measure, and then the image measure H(A) on
(F/(‘n), 93(1“/(1"))) under the mapping sym”,,

1 = u® o (sym’y)~!

For n = 0 we set “(/(1)) := 1.! Now, for each 0 < o < 1 one may define a probability

measure 77, 4 on (I'a, #(I'a)) by

« ._gm n

Tia = P (an
n=0

The family {nij 4 - A € PBe(M)} of probability measures yields a probability
measure on (I', Z8(I")). In fact, this family is consistent, that is,

—1
n,‘f’Al an’Az DAy A YA, A€ B.(M), Ay C Ay

and thus, by the version of Kolmogorov’s theorem for the projective limit space
(I", A(I')) [15, Chap. V Theorem 5.1], the family {ng’A 1 A € B.(M)} determines
uniquely a measure nl‘i‘ on (I, Z(I")) such that

mt a=nlopyl. VA€ Be(M)

Let us now compute the characteristic functional of the measure 7 . Given a
@ € (M) we have supp ¢ C A for some A € %B.(M), meaning that

(v, o) =(paly), @), Vyel
Thus
/Fei(y“p)dﬂ,‘f(y) — /FA ei(y.wdng’/‘(y)

and the infinite divisibility (11) of the measure JTZ’ 4 yields for the right-hand side
of the equality

i E<”)( u(A)) PO+ Ao g By i B (—pu(4) (/ e"“’(")du(X))n
A

n!
n=0 Ar n=0

which corresponds to the Taylor expansion of the function

1 Of course this construction holds for any Borel set ¥ € Z(M). In this case, ,u(”)(l";")) < 00
provided p(Y) < oo. For more details and proofs see e.g. [16, 17].
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E, ( / (e — l)du(x)) = E, ( / (e — l)dM(X))
A M

In other words, the characteristic functional of the measure n/‘f coincides with the
characteristic functional of the probability measure given by Theorem 1 through the
Bochner-Minlos theorem.

Similarly to the « = 1 case, this shows that the probability measure on
(Z' (M), 6, (Z (M))) given by Theorem 1 is actually supported on generalized
functions of the form ery 8y, ¥ € I'. Thus, each fractional Poisson measure
m,; can either be consider on (I, AB(I')) or on (Z',6,(Z'(M))) where, in con-
trast to I, 2'(M) D I is a linear space. Since nl‘f (I') = 1, the measure space
(2'(M), 6, (D' (M)), ;) can, in this way, be regarded as a linear extension of the
fractional Poisson space (I, B(I"), nz).

2.4 Fractional Poisson Analysis

2.4.1 Fractional Lebesgue-Poisson Measure and Unitary Isomorphisms

Let us now consider the space of finite configurations

o0
o=\ |ny
n=0

endowed with the topology of disjoint union of topological spaces, with the cor-
responding Borel o-algebra (1)) and the so-called K-transform [16, 18-22], a
mapping which maps functions defined on I into functions defined on I". By defin-
ition, given a #(Ip)-measurable function G with local support, that is, Gl ;\r, = 0
for some A € ZA.(M), the K-transform of G is a mapping KG : I' — R defined at
each y € I' by

(KG)(y) = > G(n) (12)

ncy
[n|<oo

Note that for every such function G the sum in (12) has only a finite number of sum-
mands different from zero, and thus KG is a well-defined function on I". Moreover,
if G has support described as before, then the restriction (KG) [, is a B(I4)-
measurable function and (KG)(y) = (KG)[,(ya) forall y € I'.

In terms of the dual operator K* of the K-transform, this means that the image of
a probability measure on I" under K* yields a measure on /. More precisely, given
a probability measure v on (I", Z(I")) with finite local moments of all orders, that
is,

/ lyal"dv(y) < oo forall n € N and all A € B.(M)
r
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then K*v is a measure on (I, (1)) defined on each bounded % (I})-measurable
set A by

(K*V)(A):/F(KHA)(V)dV(V)

The measure K*v is called the correlation measure corresponding to v. In particular,
for the Poisson measure 7, the correlation measure corresponding to m, is called
the Lebesgue-Poisson measure

1

=2 i w = o (symip”!

n=0
For more details and proofs see e.g. [16].

Theorem 2 For each 0 < a < 1, the correlation measure corresponding to the
fractional Poisson measure 71 is the measure on (I, $(10)) given by

o0
1
A=y 13
z gr(anﬂ)“ (13)

In other words, d), = Eé,l")(O) dhy.
In the sequel we call the measure AZ the fractional Lebesgue-Poisson measure.
Proof Let A be a bounded %(I()-measurable set, that is,
N
Acl|ry
n=0

for some N € Ny and some A € ZB.(M). By the previous considerations, this means
that for all y € I" one has (K1l4)(y) = (Kll4)(y4), and thus

/F (K1) (y) drl(y) = / (KA (p) dn% ()

ES (—pu(A
-y (—“())/”(KHA)W) du'y ()

n=0

- /F U (— (A (K 1) () iy (1)

Observe that the latter integral is with respect to the Lebesgue-Poisson measure A,
which properties are well-known (see e.g. [16]). In particular, those yield
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/FEé'"')(—u(A))(KﬂA)(”)d’\ﬂ(”)

= /F EJ™ (—pu(A)) D MA@ U, (0 \ &) dhyu ()
0

&Cn

= / 14 () ( / Eélnus)(—M(A))HFA(S)d)w(S))d)m(ﬁ)
Iy Iy

where for each n € I fixed, i.e., n € FA(,Im) for some m € Ny, the integral between
brackets is given by

M2
:|._.

! /m E1UD (— () WL, (8) d™ (6)

3
Il
=}

Eém—&-n) (A
—fﬂ KA

M

o

n=

) (— () 4 p(A))

As a result,
/F (KL () dl () = /F LAEY™ (0) iy ()
0

showing that the correlation measure corresponding to 7, is absolutely continu-
ous with respect to the Lebesgue-Poisson measure A,,. Moreover, denoting such a

o

correlation measure by A7,

o P _
the density is given by d:\\—z = E!"P(0).

To conclude, notice that for each n € Ny one has

n!
EMO) = ———
o O I'(an+1)
which combined with the definition of the measure A, leads to (13). |

Throughout this work all LP-spaces consist of complex-valued functions. For
simplicity, the L”-spaces with respect to a measure v will be shortly denoted by
L?(v) if the underlying measurable space is clear from the context.

Corollary 1 We have G € L*(3%) if and only if G\ ES™” (0) € L2(%,.). Then,

IGl2 ) = HGV EYY(0)

This result states that there is a unitary isomorphism between the spaces L? %)
and L2(x w:

L2(h)
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It L*(A%) — L* ()
L(G) = GJE!(0)

Hence, through 7, one may extend the unitary isomorphisms defined between the
space L2( ) and the (Bose or symmetric) Fock space ExpLz(u) and between the
space L*(x,,) and L2(m,,) [17] to L*(A%),0 < & < 1:

DL

1y I
L2029 L2y ¥ LXm) W Expl?(u)
G > GYEI0) > T2 (Ch ™) > (57)°,

for

(n)
VEa"(0)
TG wh, g% = EaOGW) = Gy
and C! a Charlier kernel.

In particular, the image of a Fock coherent state e(f) := (f T heo- f € L* (),

under (I; o))~ s the (Lebesgue-Poisson) coherent state ¢, (f) : Iy — C defined
for any (M )-measurable function f : M — C by

g(n)(‘xl7 A ,Xn) :=

alf,m =[]f@, ne \9), e =1

xen

This definition implies that e, (f) € LP(A,) whenever f € LP(u) for some p > 1.
Moreover, |lej (f)||p,(kﬂ) = exp (”f”?l’(u))' For o # 1, the following result holds.

Proposition 1 Let 0 < o < 1 and p > 1 be given. For all f € LP () we have
en(f) € Lp(k;‘i) and

et g = Ea (F1p,)

Proof By Theorem 2, given a f € L”(u) for some p > 1,

lex )y rg) = / e/, MPES(0) i (n)

o0

2 F(Oer 0 (/ lf(X)Ide(X))

which by the Taylor expansion (7) is equal to Eq ([, [f ()1 dpu(x)) . [ |

n

According to the latter considerations, the realization of a coherent state e(f),
feL?(uw),in aLZ(A ) space is A, -a.e. given by
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ex(f)

VES 0

In addition, given a dense subspace L < L%(1), the set {Ia_le)\ (f) : f € L} is total
in L2 (AZ). As in the Lebesgue-Poisson case, we define the fractional (Lebesgue-
Poisson) coherent state ey (f) : Iy — C corresponding to a A (M)-measurable
function f by

e f) = (14)

2.4.2 Annihilation and Creation Operators

The unitary isomorphism between the Fock space and L (A ) provides natural op-
erators on the space L (1 1) by carrying over the standard Fock space operators. In
particular, the annihilation and the creation operators, for which the images in L* (A w)
are well-known, see e.g. [23],

(@, @G) () = /M G U xhex)dux), nelpy

and
(af @G) ) =D Go\xhe(x), Ay —aanelp

X€n

Here ¢ € (M) and G is a complex-valued bounded Z(I7)-measurable function

with bounded support, i.e., G| i ( v F/(x")>E 0 for some A € %B.(M) and some

N € Np. In the sequel we denote the space of such functions G by Bps(17).
For more details and proofs see e.g. [17, 24] and the references therein.
Through the unitary isomorphism 7, 1.0 < a < 1, the same Fock space operators
can naturally be carried over to the space LZ(AZ).

Proposition 2 For each ¢ € Z(M), the following relations hold on Bps(1():

ay () =1 " a; ()l = ;T)(O)a; (¢)
\ o
and .
1 EJ1D o)
ag () =1 af ()l = Waf (@)



306 M.J. Oliveira and R.V. Mendes

Proof One first observes that I, maps the space Bjg(1p) into itself. In fact, given a
G € Bps(Ip), i.e., G[FO\(L“,V=0 F/(x"))z 0 for some A € %.(M) and some N € Ny,

one has

[T G) ()| = \/MK;(TIN < Jmax sup (IG(mD), Vnelp

n!
<n<N\ I'(an+1) ey

showing that I, G is bounded. Since the support of I, G clearly coincides with the
support of G, this means that I, G € By ().
Hence, given a G € By;(1y), for all n € Iy one has

(@, (@)U G)) () = /M(IaG)(nU {xDe(x) dp(x)

= \/EélTl)(O) (a; (©)G) ()

which proves the first equality by calculating the image of both sides under 7;!. A
similar procedure applied to a;} (¢) completes the proof. |

2.4.3 Second Quantization Operators

Given a contraction operator B on L?(j) one may define a contraction operator
ExpB on the Fock space ExpL?(1) acting on coherent states e(f), f € L?(u), by
ExpB (e(f)) = e(Bf). In particular, given a positive self-adjoint operator A on L2 (1)
and the contraction semigroup e 4, t > 0, one can define a contraction semigroup
Exp (e_’A) on ExpL? (1) in this way. The generator is the well-known second quan-
tization operator corresponding to A . We denote it by dExpA. Through the unitary
isomorphism between the Fock space and the space L2 (1 ) one may then define the
corresponding operator in L (A ). We denote the (Lebesgue-Poisson) second quan-
tization operator corresponding to A by H Iﬁp . The action of H/{“P on coherent states
is given by

(HEPe.(0) ) = 3~ AF) Wear m\xD, f € D(A)

xen

Through the unitary isomorphism 1, 1,0 < a < 1, the second quantization
operator can also be carried over to the space L2 (A):

HY :=I,'H'I,

Proposition 3 For any f € D(A) we have
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Egmfl)(o)

(Hie) ) = | =

> (@A) Wea(f, n\(x)

xen

Proof According to (14), Iyeq(f) = ex(f), and thus for A -a.a. n € I,

(HEF Gaearn) () = (HE e () () = VES"™" @ 3 ) ea .\

xen

leading to the required result by calculating the image of both sides under 7, ' m

Appendix 1: The Infinite-Dimensional Poisson Measure
and Configuration Spaces

Here a short summary is given of the properties of the infinite-dimensional Poisson
measure and its support on configuration spaces [12, 13, 16-19, 24].

Aninfinite-dimensional generalization of the characteristic function of the Poisson
measure is obtained by generalizing (5) to

C((p) _ ef(eiw(x),l)du(x) (15)

for test functions ¢ € Z (M) in the space of C*°-functions of compact support in a
manifold M. It is easy to prove, using the Bochner-Minlos theorem, that C is indeed
the Fourier transform of a measure on the distribution space 2’ (M).

A support for this measure is obtained in the configuration space I' = Iy
over the manifold M, defined as the set of all locally finite subsets of M (simple
configurations)

I' :={y CM : |yNK| < oo for any compact K C M} (16)

Here |A| denotes the cardinality of the set A. As usual one identifies each y € I’
with a non-negative integer-valued Radon measure,

FB)/I—)Z(SXG(//(M)

xey

where 6, is the Dirac measure with unit mass at x and .# (M) denotes the set of all
non-negative Radon measures on M. In this way the space I" can be endowed with
the relative topology as a subset of the space .# (M) with the vague topology, i.e.,
the weakest topology on I" for which the mappings
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ey rf) = [ fwdre = 3re

x€y

are continuous for all real-valued continuous functions f on M with compact support.
Denote the corresponding Borel o-algebra on I" by % (I).
Foreach Y € (M) let us consider the space I'y of all configurations contained in

Y, Iy :={y € I': |y n(X\Y)| = 0}, and the space F}E") of n-point configurations,
M ={yery:lyl=nneN, =y

A topological structure may be introduced on I’)E") through the natural surjective
mapping of Y := {(xl, wnXp)ixp €Y, xp £ xjifi ;éj} onto F("),

symy yn —s F;")
(xla ...,Xn) > {x]s "'5xn}

which is at the origin of a bijection between F)E") and the symmetrization Y" /Sy of
Y™, S, being the permutation group over {1, ..., n}. Thus, sym’{, induces a metric on

" and the corresponding Borel o -algebra 2 (F;")) on Iy,

For A € A(M) with compact closure (A € %.(M)), it clearly follows from (16)
that

00
'y = I_l 1"/(‘")
n=0

the o -algebra Z(I") being defined by the disjoint union of the o -algebras % (F;")) ,

n e No.

For each A € %.(M) there is a natural measurable mapping p4 : I — [4.
Similarly, given any pair Ay, Ay € B.(M) with A| C Aj; there is a natural mapping
DAs, Ay - T'ay = I'a,. They are defined, respectively, by

pAZF—>FA pAz,A1:FA2—>FA1
yr—yai=yNnNA Y > va

It can be shown that (I, Z(1")) coincides (up to an isomorphism) with the projective
limit of the measurable spaces (I'g, B(I'1)), A € PB.(M), with respect to the
projection p 4, i.e., B(I") is the smallest o -algebra on I" with respect to which all
projections p4, A € %B.(M), are measurable.

Let now u be a measure on the underlying measurable space (M, Z(M))
and consider for each n € N the product measure u®" on (M", B(M™)). Since
w® (M "\1\’47) = 0, one may consider for each A € %.(M) the restriction of u®"

to (;Xv", .@(ﬁ)), which is a finite measure, and then the image measure pL(X) on

(F("), %’(F/(‘"))) under the mapping sym”),
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wly = u®" o (sym’y) ™!

©) .

Forn = 0 we set u,” := 1. Now, one may define a probability measure 7, 4 on
(I'a, B(I'p)) by
o
exp(—u(4))
TuA :ZT“%) a17)
n=0

The family {r,, 4 : A € %.(M)} of probability measures yields a probability mea-
sure on (I", Z(I")) with the 7, 4 as projections. This family is consistent, that is,

Tudy =T Ay 0P gs p» VAL Ay € Be(M), Ay C Ag

and thus, by the version of Kolmogorov’s theorem for the projective limit space
(I", #(I")), the family {m, 4 : A € %.(M)} determines uniquely a measure 7, on
(I", (I')) such that

Tua=Tmu0p,, YAEBM)

The next step is to compute the characteristic functional of the measure 7. Given
agp € P(M) we have supp ¢ C A for some A € %B.(M), meaning that

(v, 0) =pay), @), Yyerl

Thus
r

I's

and the definition (17) of the measure 7, 4 yields for the right-hand side of the
equality

00 00
Z exp(—u(A)) ei((p(xl)+'"+¢(x”))d/1,®n(x) _ Z exp(—u(A)) / ei‘p(x)du(x) n
=0 n! An =0 n! A

which corresponds to the Taylor expansion of the characteristic function (15) of the
infinite-dimensional Poisson measure

exp ( / (e — l)du(x))
A

This shows that the probability measure on 7 (M), € (7 (M))) given by (15) is
actually supported on generalized functions of the form ery 8x, ¥ € I'. Thus, the
infinite-dimensional Poisson measure 7, can either be considered as a measure on
(I, B(IN)) oron (Z', 6, (2'(M))). Notice that, in contrast to I, 2'(M) D I' is a
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linear space. Since 7, (I") = 1, the measure space (2'(M), 65(2'(M)), 7,,) can, in
this way, be regarded as a linear extension of the Poisson space (I, Z(I"), m,).

Appendix 2. Complete Monotonicity of the Mittag-Leffler
Function for Complex Arguments

A positive C*°-function f is said to be completely monotone if for each k € Ny
0P =0, V>0

According to Bernstein’s theorem (see e.g. [25, Chap. XIII.4 Theorem 1]), for func-
tions f such that f(07) = 1 the complete monotonicity property is equivalent to the
existence of a probability measure v on ]R(J)r such that

f(f)=/ e "dv(r) <oco, Vt>0
0

Pollard in [26] proved the complete monotonicity of E,, 0 < o < 1, for non-positive
real arguments showing that

Ea(—t)z/ooe_"dva(r), Vi>0 (18)
0

for v, being the probability measure on Ra’
dvg (1) == o 717V (o1 gr (19)
where f; is the a-stable probability density given by

o0 o
/ e ""f(mdr=e", 0<a<l
0

The complete monotonicity property and the integral representation (18) of E,
may be extended to complex arguments.

Lemma 1 For any z € C such that Re(z) > 0, the following representation holds
o0
Ey(—2) z/ e Tdvg(t), 0<a<l
0

Proof According to [26], for each 0 < o < 1 fixed, for all # > 0 one has
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o
Ey(—1) = / et dve (1),
0

= Z " /OO " dvy (1) (20)
n=0

n! 0

Comparing (20) with the Taylor expansion (7) of E,, one concludes that the moments
of the measure v, are given by

n!

—.’ c N
Tant 1) "570

o
my (Vy) :Z/ " dvy (1) =
0
For complex values z let
(@]
I(—2) ::/ e T dvy (1)
0

which is finite provided Re(z) > 0. For each z € C such that Re(z) > 0 one then
obtains

I==7 (_,f,) ( /0 r”dvam) =2 (_,f,) Ma(ve) =D % = Ea(—2)
n=0 n=0 n=0

leading to the integral representation

Ey(—z) = /oo e Tdvg(7)
0

for all z € C such that Re(z) > 0. [ |
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Dynamical Properties of a Cosmological
Model with Diffusion

M.P. Ramos and A.J. Soares

Abstract The description of the dynamics of particles undergoing diffusion in gen-
eral relativity has been an object of interest in the last years. Most recently a new
cosmological model with diffusion has been studied in which the evolution of the par-
ticle system is described by a Fokker-Planck equation. This equation is then coupled
to a modified system of Einstein equations, in order to satisfy the energy conserva-
tion condition. Continuing with this work, we study in the present paper a spatially
homogeneous and isotropic spacetime model with diffusion velocity. We write the
system of ordinary differential equations of this particular model and obtain the solu-
tions for which the scale factor in the Robertson Walker metric is linear in time. We
analyse the asymptotic behavior of the subclass of spatially flat solutions. The sys-
tem representing the homogeneous and isotropic model with diffusion is rewritten
using dynamical variables. For the subclass of spatially flat solutions we were able
to determine all equilibrium points and analyse their local stability properties.

Keywords Cosmology - Diffusion - Robertson Walker metric + Dynamical systems

1 Introduction

A new model to describe the dynamics of particles undergoing diffusion in general
relativity is given in [1]. In this model the evolution of the particle system is described
by a Fokker-Planck equation without friction on the tangent bundle of the spacetime
(M, g). In general relativity, the matter field is specified by the energy-momentum
tensor T, and the geometry of the spacetime is given by the Einstein field equations,
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1
R,u.v - Egp.vR = T;w: (1

where R/, and R are the Ricci tensor and Ricci scalar respectively. In kinetic theory,
the matter field is described by the one-particle distribution function f in the phase
space and the energy momentum tensor is given by a suitable integral of f over the
velocity (or momentum) variable. When considering the existence of diffusion, f
is the solution of the Fokker-Planck equation. On the other hand, a matter source
with diffusion cannot be the only contributor to the Einstein equations (1), because
the kinetic energy of the particles is not preserved when undergoing diffusion. Con-
sequently, the energy-momentum tensor will not satisfy the energy conservation
condition V,,T*" = 0 (V,, denoting the Levi Civita covariant derivative), which is a
requirement of the Bianchi identity and Einstein equations (1). In order to overcome
this difficulty, a term in the cosmological scalar field ¢ is added on the left hand side
of (1) and the corresponding energy-momentum tensor 7}, satisfies the modified
Einstein’s equations

1
R;w - EguuR +¢guv = 1Ly, (2)

The scalar field ¢ is not an ordinary matter field but rather a background field inter-
acting with the fluid particles and therefore causing their diffusion. It is determined
by the one particle distribution function f, via the equation V,¢ = V#T,,,,.. In doing
so, the coupling of Fokker-Planck equation to the Einstein’s equations respects the
Bianchi identity V# (R, — %gWR) = 0 and the energy momentum tensor satisfies
the energy conservation condition V,, T#*" = 0.

It is shown in [2] that the evolution of the particle system described by a Fokker-
Planck equation without friction leads to an energy-momentum tensor satisfying

™ = putu’ + p(g"¥ + uu"), J" = nu*, 3)
vV, T" =onu’, V,(nu*)=0. 4)

The scalar functions p, p, n, o represent respectively the rest-frame energy density,
the pressure, the number density of the fluid and the diffusion constant, while the
vector u! satisfying the condition u”u, = —1 is the four-velocity of the fluid.
Equations in (3) are projected along the direction of u* and onto a hypersurface
orthogonal to the direction of u*, giving

Vi (put) + pVyut =on, 5
(o + PIu'Vyu® + u"uhV,p + V' p =0, ©)
V(nu?) = 0. (7N

The Euler equation (6) is the same as in the diffusion-free case. The continuity
equation (5) is affected by the presence of diffusion, due to the fact that the diffusion
force onu" acts on the direction of the matter flow.
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In the model studied in [2], the pressure and the energy density satisfy the following
linear relation,

p=(—Dp, ®)

where % < y < 2.In order to transform the system (5)—(6) into a complete system
we introduce the following equation of state,

p=n"S, ©)
where the entropy S satisfies the condition
uhv,S =onl7. (10

Equations (5), (6), (8), (9) and (10) constitute a complete system for describing the
evolution of the matter field variables (n, S, u*). These equations coupled to the
modified Einstein equations (1) are the equations of the cosmological model with
fluid matter undergoing velocity diffusion given in [2].

In this work we study the solutions to the cosmological model described above that
represent a spatially homogeneous and isotropic spacetime. Continuing with the
work done in [2], in Sect.2 we write the ODE system that describes these solutions
and we solve this system explicitly for the case where the scale factor a(¢) in the
metric is linear in time, for all values of the spatial curvature and all values of y. In
Sect.3 we study the asymptotic behavior of the subclass of spatially flat solutions
of the model, we find conditions on the initial data for which singularities may or
may not occur. A dynamical system formulation for the model is given in Sect.4.
In particular we write the dynamical system representing the spatially flat solutions
of this model in this section. The dynamical system in question has two ordinary
differential equations. We determine all the fixed points of this system and show
that the interior point is associated to the self similar solution given in Sect.2. We
obtain the phase portrait of the two dimensional system and study the local stability
of the fixed points on the boundary. Finally, in Sect.5 we state the conclusions and
make some closing remarks. For sake of completeness, we include an appendix with
some tools from dynamical systems theory that are used in the analysis developed
in Sect. 4 of the present paper.

2 Spatially Homogeneous and Isotropic Solutions

In this section we present the model equations and we solve them explicitly when
the scale factor is linear in time. We consider the Robertson-Walker metric [3, 4],

dr?
1 — kr?

ds®> = —dt* + a(t)? [ + r2d92] , (11)
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where k = 0 corresponds to spatially flat solutions, k = —1 corresponds to a space
with negative spatial curvature, and k = 1 corresponds to a space with positive spatial
curvature. In the case k = 0, we may introduce a cartesian system of coordinates
such that

ds® = —dt* + a(t)*(dx* + dy* + dz%), and ag:=a(0) = 1.

For any k = 0, &1, the equations for the scale factor a(t), the entropy S(¢) of the
fluid and the cosmological scalar field ¢ (¢) are

a=Ha, (12a)
3-3y
S oy U
S=on (am) , (12b)
;o a 3 12
¢ =—ong (E) , (12¢)
H= ! 3 1 H? 12d
=3l (3r-1)e) - (120
where
1
2 —_—— _— —
H” = 3(0 +¢) a(1)? (12¢)

is the Hubble function, and

0 = (0% yS(r) (12f)
P =\ 2w

is the rest energy density of the fluid. Moreover, y is the parameter of the equation of
state, o > 0 is the diffusion constant, and nop > 0 is the initial (at time ¢ = 0) particle
density. The initial data set consists of (ag, Ho, So, ¢0), where ag = 1 for k = 0, and
Hy, So, ¢o are positive numbers such that (12¢) is satisfied at time r = 0, i.e.,

1 k
H} = g(ngSo~|—¢o)—a—2. (13)
0

Using (12e) we may rewrite (12d) in the following two forms

. y k
H=-Yo4+ X 14
2p+a2 (14)
. 3 3y -2
H=Ygp_ V2 _2Y "2y (15)

2 2 2a?
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Equations (12) constitute the model equations studied in the present paper. In general,
such equations can not be solved explicitly. However, in the particular case that the
scale factor a(¢) is linear in time, we find the following explicit solution

a(t) = aop + axt, (16a)
3
onoa _
o) = — a7, (16b)
Qg
1-y 3-3y
S = 220 a2, (16¢)
a3y —2)
where o is the real solution of the polynomial equation
g yanoag _o
O TGy =2

Note thatay > 0, forallk = 0, £1. In particular, for k = 0 the solution (16) becomes

1/3
_ yong
at) =1+ (—2(3y — 2)) , (17a)
3y —2o0ng 23 s
o) = 2 a(t) -, (17b)
) 2-3y \1/3
S(t) = (%) a(t)’ 2, (17¢)

3 Asymptotic Behavior of Spatially Flat Solutions

In this section we consider the model equations (12) written in the previous section,
and we analyse the asymptotic behavior of the subclass of spatially flat solutions,
corresponding to the case k = 0. Since a(0) = 1, the scale factor is positive in
some maximal interval [0, T') and, by (14), H is strictly decreasing on [0, T') (which
implies that a (f) cannot blow up in finite time). If 7 = 400, the solution is singularity
free in the future; if T < o0, i.e.,a(T) = 0, the solution is singular at the time r = T.
In this section we look for sufficient conditions on the initial data for which one of
the two possibilities (existence or absence of a future singularity) may occur.

First, we observe that ¢ is strictly decreasing on [0, T). If ¢ (¢) is positive on
[0, T'), then by (12e) H cannot vanish in this interval. Whence H is positive, i.e.,
a(t) is increasing, on [0, T') and therefore a(7") > 0. Therefore a singularity cannot
form in the interval of time in which ¢ remains positive. In contrast, if ¢ vanishes
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at some time, then a singularity will form. In fact, by (15) we infer that if there
exists 7 such that ¢(f) < 0, then H < y/2¢ (1) — 3y H?/2, whence there exists
f <ty < 400 suchthat H — —o0 as r — f, (which implies lim,_,,_a(¢) = 0).

Let 7 be the maximal time such that ¢ (1) > 0 for r € [0,7). If 1 < 400, then
¢(f) = 0 must hold. By (15), H > —3yH?/2, forall t € [0,7). Since H > 0 in
this interval, we obtain

Hy -
H(t) 2 ————, t€[0,0),
14 5y Hot
whence, for ¢ € [0, 1),
3 2
at) > (1+ E)/HOI)3V~ (18)
On the other hand, since H (t) < Hy, we have
a(t) < exp(Hot). (19)

By the previous discussion, in order to see whether or not a singularity is formed in
the future, we may equivalently check whether ¢ vanishes or not in finite time.

Proposition 1 For

20ng
0= 70— (20)
3Ho(2—-y)
there is no future singularity. On the other hand, for
ono
- 21
$o < 3 Ho 21

a singularity forms in finite time in the future.

Proof Considering (18) then by (12c) we obtain

t ds ! ds
¢(t)=¢0—0n0/ ()3Z¢0—Cmo/—g
0 als 0 (1+3yHos)?

20 ng 3 -2
=¢0+m[(1+§VHOI) v — 1i|
S dp+ 2010 [(1+§yﬂoz‘)15 _1], ‘e (L,t_).
= 3H (2 — ) 4 2

It follows that when ¢ satisfies (20), ¢ (¢) is uniformly strictly positive on [0, 7)
and therefore it cannot vanish at + = ¢. Thus 7 cannot be finite, therefore no future
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singularity is formed. Suppose now that ¢(t) > 0 for all # > 0. Then, by (19), we
find that

t
@) < do — Uno/ e ds = o + %(exp(—3Hol) - D.
0 0

If (21) holds, then ¢ () — ¢oo < 0 ast — +o00, which is a contradiction. Whence
a singularity must form in finite time. (]

Note that by using (13), we may rewrite (20) as

4020277 o0
So> —0 ¢t — = 22
which is always satisfied for
1/3
o > 4a2n(2) / 23)
me-v?)

Thus we have the following result.

Corollary 1 Ifthe initial datum for the cosmological scalar field verifies (23), there
is no singularity in the future.

Note that the arguments used so far do not consider the equation (12b) for the
entropy S. In order to improve our singularity analysis, it is crucial to use (12b).
The qualitative dynamics of the cosmological model in the past depends on which
of the following two mutually exclusive behaviours the solution verifies.

Case 1. The entropy S(¢) vanishes at some negative time #y, while a(#p) is still
positive.
Case 2. The factor a(t) vanishes at some negative time #y, while S(#p) is still positive.

Observe that in case 1, the solution is unphysical for ¢ < £y, even if the metric of
spacetime remains smooth, because p becomes negative. This unphysical region of
spacetime can be avoided by matching the metric at the time 79 with the de Sitter
solution aps(t) = C exp(+/@(t9)/3 t), where the constant C is such that apg(fy) =
a(tp). The resulting cosmological model has no big-bang singularity and is vacuum
up to the time 7y (since p = 0 and a(¢t) = aps(t) for t < tp), at which time the
vacuum energy ¢ (o) starts to be converted into matter energy p. On the other hand,
in case 2, a big-bang singularity forms in the past.

We give sufficient conditions for the occurrence of each of the two possible scenarios
described in cases 1 and 2. Let us introduce the times ¢, and tg defined by

to, =inf{t < 0:a(r) >0, forallt < 7 < 0},
ts =inf{t <0:8(r) >0, forallt < v < 0},
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with ¢, ts < 0. Note that, from (18) and (19) we have

2
3 3
(1 + zyHot) ’ <a(t) < e forall ¢ e (max{t,, ts}, 0) 24)

In particular, the lower bound in (24) implies that

ty > (25)

_3)/H().

In the following proposition, we state the qualitative dynamics of the cosmological
model when the solution behaves as in case 1.

Proposition 2 Ift, < ts (case 1 above) then one of the following conditions holds

-y
on

(la) Wheny > 1, we have So < ———
3Ho(y — 1)

[1 —exp (201 - y)/y)}-
(Ib) Wheny <1, we have Sy <

Proof If we consider 7, < tg, then S(z,) < 0. For y > 1, using the upper bound of
(24) in (12b) we have

I—y

S(t) > So— —20 (1 — exp BGHo(y — D1)).
3Ho(y — 1)

On the other hand, if we consider (25), this last inequality leads to
Un(l)_y

S(ty) > So — m

(1-exp e =y)/m),

which then gives (1a). The proof when y < 1 is similar. In this case we use the lower
bound of (24) in (12b) to get

1—y
on
NOEK —*(1— 143 2Ht3_2/y),
(1) = So 3Gy - D H (14 3y/2Hot)
so that, by (25), this last condition implies that
an(l)fy

St So— ——"—F7—
(ta) > So 3Gy — 2)Ho

which in turn gives (1b). O
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4 Qualitative Dynamics of Solutions

In this section we introduce dynamical variables, that will be used to transform the
system (12) into an autonomous dynamical system. Then, for k = 0, we develop a
qualitative analysis of the resulting system in order to study the dynamics of spatially
flat solutions of (12). The fixed points of the dynamical system represent solutions
of (12) and the stability properties of the fixed points give qualitative information
about the evolution of the solutions of the cosmological system (12).

4.1 The Dynamical System

For each k = —1, 0, 1 we define the variable by D = ,/p, that is

b /3Hz_¢+i 06)

a*(t)’

and introduce the dimensionless expansion-normalized variables

P H é k
Xp =arctan (ﬁ) X H =arctan 5 , Xy =arctan ﬁ , Xq=arctan Dz_az .
27)

The constraint equation (12e) implies that tan x, = 1, thatis x, = m/4. Let us also
define a new time variable 7, defined in terms of the cosmological time ¢ by

Dt
T =

" COS X1 COS Xy COS Xq

The new time derivative is therefore given by

d()—lcos COS Xy COS d()
dt =D XH Xy Xa dr

and we use the simple notation (-) = %C). The system (12), in terms of the new

variables x g, xy and x,, transforms to

1 . .
X}-I = m COS XH [sin XH SIN Xy COS X COS Xq + 2sin g4 cos? XH COS Xy »

+ ¥ cos xy cos xq(3 sin® xz — cos’ XH)], (28a)

3
X‘//, = ﬁ sin yy cos X¢[Sin Xy COS X | €OS Xq + (3y — 2)sin xp cOs xy cOS Xa],
(28b)
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2
X, = % sin x, cos? Xa ((3y — 2)sin xg cos xy + sin xy cos XH)- (28¢)

Finally we introduce the state space 2, for the dynamical system (28), defined by
T b4 T

7= bor ) € (35 (30 (53)) e

(xw xy s xa) € (=5 7) % (=3:0) x (=73 3 (29)

The dynamical system (28) admits a smooth extension to the closure 2~ of the state
space. From (28c) we see that the 2-dimensional plane x, = 0 is an invariant plane.
The flow induced on this plane describes the dynamics of spatially flat solutions
(k = 0). In the next subsection, we study this flow in some detail.

4.2 Dynamics of Spatially Flat Solutions

The flow induced on the “roof” of 2" is described by the reduced dynamical system
obtained by setting x, = 0 in (28), that is

1
X m cos XH(sin XH €O XH sin xy + ¥ cos xy (3 sin’ XH — cos® XH)),

(30a)

3
X{h = m sin xy COS Xy [ sin xy cos xg + (3y — 2) sin x g cos le]. (30b)

The state space for this dynamical system is 2y, where

Zup = {(XH, Xy) € (—% %) X (—%O)}

The dynamical system (30) describes the flow of the spatially flat solutions of (12)
which we will study in what follows. We shall say that an orbit I" of the dynamical
system (30) is typical if there exists a one parameter family of orbits having the same
«- and w-limit set of I". If no orbit other than I" admits the same limit sets of I”, we
shall say that I is isolated. The qualitative behavior of the orbits of the dynamical
system (30) is depicted in Fig. 1. Our next goal is to prove the principal features of
this behavior as well as to analyse the physical interpretation of the flow depicted in
Fig.1 (in terms of solutions of the Einstein equations).

Fixed points. The dynamical system (30) possesses eight fixed points, seven of
which are located on the boundary and one in the interior. They are represented in
Fig. 1 and listed in Table 1. The interior fixed point U,, is associated to the self-similar
solution (17) which has been characterized in Sect. 2, with a (¢) being a linear function
on time. Since the other fixed points are located at the boundary of the state space,
they no longer correspond to exact solutions of (12), but to limiting states when one
or more variables take an extreme value.
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A xy

|

\

R_

Fig. 1 Phase portrait of the dynamical system (30). Full lines represent typical orbits and dashed
lines represent isolated orbits

Table 1 Fixed points qf the Fixed point Xn Xy
dynamical system (30) in the ~
state space Zyp. Uy, is the P 2 0
unique interior fixed point F_ - % 0
F4 % 0
| Z 0
Ry % — %
S 0 -z
R - -3
U, arctan % — arctan \/g By —2)

We state the following conclusions about the fixed points U,, F+ and Pi of
the dynamical system (30) and the corresponding solutions of the cosmological
system (12).

e U, : At this fixed point we have xy = — arctan \/g By —2) and xy =arctan \/g .

Hence, H/D = \/g and ¢/D> = —\/g (By — 2). Substituting these relations,
together with (26), into equations (12a), (12b) and (12c), we obtain a differential
system whose solution is given by (17).

e F.: Since H/D = +1/+/3 at these fixed points, the cosmological scalar field ¢
is identically zero. Thus the orbits that converge to (resp. emanate from) the fixed
point F_ (resp. F.) identify the diffusion-free perfect fluid solutions with zero
cosmological constant, i.e., the Friedmann-Lemaitre solutions
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3 %
ap, () = (1 + zyHot)3 . 31)

In particular, the fixed point F, is associated to the one-parameter family of
expanding solutions {ap,(¢)} H,~0, while F_ is associated to the one-parameter
family of contracting solutions {ax, (f)} Hy<0-

e P.: Atthese fixed points we have xy = Oand xy = +7. Hence, ¢ = const = A
and H/D — =00 as the point P4 is approached, which implies that D — O.
Thus H?> — A/3 and we obtain that P is associated to the expanding de Sitter

vacuum solution
+ A
ay(r) = exp ?t , (32)

while P_ is associated to the contracting de Sitter vacuum solution

a,(t) = exp (—\/gt) . (33)

The identification of the solutions corresponding to the fixed points Ry is not as
straightforward. Unfortunately we were unable to identify the orbits that emanate
and converge to the fixed points Ry and S with solutions of system (12). Posteriorly,
this has led us to reformulate the dynamical variables in order to overcome this
difficulty. However, at the time of the presentation of this work at the conference
Farticle Systems and PDEs II, the dynamical variables used to study the model
under investigation here were in fact the ones we describe in this section. A new
version of the dynamical treatment of the system (12) can be found in [5].

The flow on the boundary of .2,,. The analysis of flow induced on the one-
dimensional boundary of 2y is straightforward. The left (right) side xy = —m/2
(xg = m/2) consists of an orbit starting at R_ (P) and ending at P_ (R,); the
bottom side xy = —m/2 consists of two orbits, connecting the points Ry to S;
finally the top side x, = O consists of three orbits, one connecting P_ to F_, one
connecting F to F_ and one connecting F to P . Next we discuss the local stability
properties of the fixed points. This analysis is straightforward, except for the fixed
points Ry, which are not hyperbolic.

The interior fixed point U, . Point U, is a saddle: the matrix of the linearized
dynamical system around this fixed point has real eigenvalues of opposite sign, see
Fig. 2. Hence there exist exactly two interior orbits that have U,, as w-limit point and
exactly two orbits that have U, as a-limit point. This implies, in particular, that the
solution (17) is unstable in the class of spatially flat Robertson-Walker solutions.
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A
0.8 1
—
0.6 1
04 1

02+

Fig. 2 Eigenvalues A associated to the fixed point U, versus different values of y. Full line for
the positive eigenvalue and dashed line for the negative eigenvalue

4.3 Stability Properties of Spatially Flat Solutions

Next we analyze the local stability properties of some of the fixed points on the
boundary. To this purpose it is convenient to consider the dynamical system (30) in
the extended state space Z; defined by

Ze = [(XH,)(,#): —%—8 < XH < %—i—a, —%—8 < Xy <s], with & C Ze,
where ¢ > 0 is small. This extension allows us to perform the linearization procedure
to study the local stability of the fixed points at the boundary of 2. A straightforward
calculation shows that the fixed points P+ and S are hyperbolic saddles in the extended
state space, while F_ and F are respectively a hyperbolic sink and a hyperbolic
source in the extended state space. Combining this information with the structure of
the flow on the boundary we obtain the following result.

Lemma 1 The fixed point F_ (resp. F4 ) is the w-limit (resp. a-limit) of a one para-
meter family of interior orbits, while S is the a-limit of exactly one interior orbit.
There exists no interior orbit whose o or w-limit set contain the points P..

The fixed points R_ and R are not hyperbolic. In fact, the matrix of the linearized
system around these two fixed points vanishes. In general this feature is the signal of
a possible complicated behavior of the dynamical system near the fixed point. This
is not so however for the fixed point R_, which we will prove to be the source of a
one parameter set of interior orbits. The latter statement is part of claim (iii) in the
following theorem.
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Theorem 1 The following holds:

(i) xy <Ofor xug =0, and —7/2 < xy < 0. In particular interior orbits can
cross the line xg = 0 only from the right to the left. Moreover, the w-limit of
each interior orbit which intersects the region xg < 0 is the fixed point F_;

(ii) There exists exactly one orbit S — F_ whose «-limit is S and whose w-limit is
F_;

(iii) If an orbit I" intersects the region L on the left of S — F_, then the whole
orbit I is contained in this region. Moreover, the w-limit of I' is F_, while the
a-limit is R_. There exist a one parameter family of orbits having the same
properties as I';

(iv) If an orbit I intersects the region R on the right of S — F_, then the whole
orbit I' is contained in this region. The o-limit of I' is contained in the region
xH > 0. There exists a one parameter family of orbits having the same behavior
as .

Proof We have X}” . = —% cos xy, by which the first part of the claim (i)
XH=

follows. To prove the second part, we observe that Xx/p > 0, for (xu, xy) €

(=%.0) x (=%, 0). It follows that for any 0 < & < 7/2, the set

T b4
Se={m e[ =5.0]x [ -5 +e.0])

2 2
is future invariant. Since any interior orbit that crosses the line x z = 0 must intersect
Sg, for some ¢, it follows by LaSalle invariance principle [6, Th. 4.11] that the w-limit
set of any such orbit must be contained in the set {x € S; : X{y = 0}, by which it
follows immediately that it must coincide with the point F_. Next we prove (ii). We
have shown in Lemma 1 that there is exactly one interior orbit that has S as «-limit.
To show that its w-limit is the point F_, we use that the eigenvector corresponding to
the positive eigenvalue of the linearized system around S in the extended state space

is given by
V= (—Z, 1) .
4

Since vi = —% < 0, the unstable manifold of S intersects the region xy < 0
and hence, since this region is future invariant, the whole orbit starting from S must
be contained in it. Thus by (i) its w-limit set must coincide with F_. As to (iii),
we notice that the region to the left (as well as the region on the right) of the orbit
S — F_ isaninvariant set. Since — xy is strictly monotone decreasing on this region,
the Monotonicity Principle [6, Th. 4.12] gives that the w-limit set of orbits in L is
contained in the set

{x eL\L: lim 1y 7&—71/2},
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Fig. 3 Phase portrait of the

dynamical system (30) in a

corner neighborhood % of

Ri for2/3 <y <1 (left) v
and 1 < y < 2 (right). Each

orbit is typical

R,

while the «-limit set is contained in the set
{x €T\ L: lim xy 750}.
y—>Xx

The claim (iii) follows immediately from the structure of the flow on the boundary of
‘R. Finally, (iv) follows by the fact that R is an invariant set and that y gz is monotone
decreasing on xg < O. (]

In preparation for the global analysis of orbits that intersect the region xy > 0, we
describe the behavior of the flow near the point R. We define a corner neighborhood
of R4 to be the intersection of a neighborhood of R in the extended state space
with the interior of 2.

Proposition 3 There exists a corner neighborhood % of the fixed point R4 where
the qualitative behavior of the flow is as depicted in Fig. 3. In particular, for each
X € U, the orbit I'y passing through x verifies one (and only one) of the following
statements:

1. the a- and w-limit set of I'y consist of the point R, ;

2. the a-limit set of I'y consists of the point Ry, and % contains no w-limit points
of Iy,

3. the w-limit set of I'y consists of the point Ry, and % contains no a-limit points

of T'y.

Proof Let us first shift the fixed point R4 to the origin by introducing the new
variables Xy = xg — /2 and X, = xy + 7/2. The state space becomes

— — T
Zwp={ G- Tp) € (7.0 x (0. 5]
while the dynamical system becomes

1
Y/H = —ﬁ sin Y g (sin7H COS X p COS Xy + ¥ sin Xy, (3 cos? XH — sin27H))

= P(T . )
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= - sin CoS [sin Ccos + (3 y — 2) CoS sin ]
X X 2 X 2 XH X XH X v

=0XH: Xy)-

We study the previous dynamical system in a neighborhood of (X, X ) = (0, 0).
Let

POGn %) = - | 2 0,072 + L 0.0 +2—2F 0. 0x,%
XHs X == — s U)X — s U)X —— VXX
e ey, 0%, VT ax oy Hey
1
= —— 5T +3v%,).
2ﬁXH(XH )’Xw)
0270 = [ 220 032 + 220,022 +2—"2 0,05, %
XHs X == — s U)X — s U)X — VXX
H20 0 | o, 0%, V0 g%y, HAy

1
=——XuXy(Xu+3 —1*),
ﬁXHXw(XH (v = DXy

x=cos 6
y=sin6

50) = [x0®(x. ) = yPP(x. )]
= —% sin@cos@[cos@ +3sinf(y — 1)]

Since S(0) is not identically null, it follows by [7, Th. 2, pag. 140] that the solutions
of §(0) = 0 identify the directions along which an orbit may converge to or emanate
from the fixed point R4 = (0, 0). For y = 1 the only such directions are the axes
Xy =0, X x = 0.For y # 1 we have the additional direction

1
6, = — arctan (—) .
3y =D

Notice that for y < 1, this direction does not intersect the state space yup, which
is the reason for the different behavior depicted in Fig.3. Let us assume y # 1
(the case y = 1 can be analyzed similarly). The direction 6, and the axes ¥, = 0,
X g = 0divide any neighborhood of (0, 0) into six sectors, as shown in Fig. 4. By the
direction of the flow on the separatrixes, the sectors 11, IIl, V and VI are parabolic.
To identify the character of the sectors I and IV, we use that, by Theorem [7, Th. 7,
pag. 305], the number e of elliptic sectors and the number / of hyperbolic sectors in
the neighborhood of a fixed point satisfy the relation (proved by Bendixson in [8])

e—h=23-1), (34)

where i is the (Morse) index of the fixed point. For the fixed point R} we havei = 2
(computed with Mathematica), by which it follows that e = 2 and & = 0. Hence the
sectors I and IV are elliptic and the qualitative behavior of the orbits is depicted in
Fig.4. (]
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Fig. 4 The six sectors in a neighborhood of R in the extended state space for 2/3 < y < 1 (left)
and 1 < y < 2 (right). For y = 1 there exist only four sectors, separated by the axes. The sectors
labelled by “p” are parabolic, while the sectors I and /V may be both hyperbolic or both elliptic.
Bendixson formula (34) entails that they are both elliptic

S Summary

In this work we studied a model developed within the Einstein theory of relativity with
a cosmological scalar field. This scalar field can be viewed as a background medium
in which diffusion takes place. In particular we considered the Robertson-Walker
spacetime, so that the model studied here is homogeneous and isotropic. The matter
field variables are solutions of a non linear system of ordinary differential equations
on the variable time. All solutions for which the scalar function of the metric is
linear in time were obtained explicitly. In order to further understand the dynamical
nature of other solutions the system was rewritten in terms of normalized dynamical
variables. We obtained all fixed points of the dynamical system, one interior fixed
point and seven fixed points on the boundary of the phase space. In particular the only
interior equilibrium point is associated to the solution in which the scalar function
of the metric is linear in time. The seven equilibrium points on the boundary of the
state space correspond to limiting states when one or more variables take an extreme
value, these limiting states being the Friedmann-Lemaitre metrics and the de Sitter
vacuum metrics.
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Project PEstOE/MAT/UI0013/2014.

Appendix—Tools from Dynamical Systems

In this appendix we include some concepts and tools from the theory of dynamical
systems that are used in the paper. The content of this appendix is mainly based on
the books [6, 7].

We consider an autonomous dynamical system of the form

X = f(x), (35)
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where f : R" — R" is a €' vector field and x : ]Rar —> R”" is a function,
x = x(t). In the particular case of a planar dynamical system (n = 2) we introduce
the following notation

x=0»" i@ =Pxy, LK =0xy), (36)

and rewrite Eq. (35) in the form

X=Px,y), y=0xy. (37

Theorem 2 Consider the planar dynamical system (37) with P(x, y) and Q(x, y)
being analytic functions of (x, y) in some open subset E C R? containing the origin.
Assume that the Taylor expansions of P and Q about the origin begin with mth-degree
terms PY (x, y) and QU (x, y) withm > 1. Then any orbit of the planar dynamical
system (37) that approaches the origin ast — +00 either spirals toward the origin
ast — 400 or it tends toward the origin in a definite direction @ = 6y ast — +00.
If the function g(x, y) = xQ (x, y) — yP"™ (x, y) is not identically null, then all
directions of the approach 6 = 0y satisfy the relation

c0s 8o 0" (cos B, sin Bp) — sin Gy P ™ (cos O, sin 6p) = 0. (38)

Moreover, if one orbit of the system (37) spirals toward the origin ast — +00 then
all trajectories of (37) in a deleted neighborhood of the origin spiral toward the
origin ast — —+o00.

For details on Theorem 2, see Ref. [7], page 140, Th. 2.
Now, we recall the definition of a sector, with reference to the planar dynamical
system (37), as well as the possible character of a sector. If the Taylor expansions
of P and Q about the origin begin with mth-degree terms P and Q™ and if the
function

2(0) = cos 8 Q"™ (cos 6, sin ) — sin & P™ (cos 6, sin )

is not identically null, from Theorem 2 it follows that there are at most 2(m + 1)
directions, obtained as the solutions of the equation g(6) = 0, along which a orbit of
the system (37) may approach the origin. Thus, the solution curves of the system (37)
that approach the origin along these directions divide a neighborhood of the origin
into a finite number of open regions called sectors. Three types of sectors can occur,
namely either a hyperbolic, parabolic or an elliptic sector when it is topologically
equivalent to the sector represented in Fig.5, picture (a), (b) and (c), respectively,
where the directions of the flow need not to be preserved. Moreover, the trajectories
that lie on the boundary of a hyperbolic sector are called separatrixes.

Another important concept that is used in this paper is the Morse index of a fixed
point of the dynamical system (37). We begin with the definition of the index of a
Jordan curve. Let f = (P, Q)T be a ¢! vector field on an open subset E C R? and
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e

Fig. 5 Sector in the neighborhood of the origin of hyperbolic type (a), parabolic type (b) and
elliptic type (c)

let € be a Jordan curve contained in E, such that the system (37) has no fixed point
on €. The index of € relative to f is the integer i (%') computed as

1 PdQ — QdP

=L § PiQ=0ir,
27 J¢ Pc+ 02

Let xq be an isolated fixed point of system (37) and assume that the Jordan curve ¢

contains xp and no other fixed points of (37) on its interior. The Morse index of xg

with respect to f is defined by

i(x0) = i (%).

The following result is very convenient for the evaluation of the Morse index of a
fixed point. It is stated for a fixed point at the origin but it is also valid for an arbitrary
fixed point xq.

Theorem 3 Consider the planar dynamical system (37) with P(x, y) and Q(x, y)
being analytic functions of (x, y) in some open subset E C R? containing the origin.
If the origin is an isolated fixed point of the system (37) then the Morse index of the
origin, say i, satisfies the relation

i=1+%(6—h), (39)

where e and h indicate the number of elliptic and hyperbolic sectors, respectively,
in a neighborhood of the origin.

For details on Theorem 3, see Ref. [7], page 305, Th. 7.

As a consequence of Theorem 3, it follows that the number % of hyperbolic sectors
and the number e of elliptic sectors have the same parity.

Further concepts and properties that are used in the analysis developed in Sect.4
are those related to the o- and w- limit sets of and orbit. We come back to the
dynamical system (35) and assume that, for each xo € R", the system has a unique
global solution x € %' (R) such that x(0) = xo. We say that an equilibrium point
x* is an w-limit point of the solution x(¢) if there exists a sequence t, — +00
such that lim,_, 1o x(#;) = x*. The set of all w-limit points of the solution x(¢) is
called its w-limit set. Analogously, by considering a sequence f, — —o0, such that
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lim,— _ o x(#,) = x*, we define the concepts of an «-limit point and the «-limit set
of a solution x (¢). Since solutions with the same orbit have equal w- and «-limit sets,
we will refer to w- and «-limit sets of an orbit y, and we will denote them by w(y)
and a(y), respectively. The following two theorems state important results on the
limit sets w(y) and «(y), that are used in Sect. 4.

Theorem 4 (LaSalle Invariance Principle) Let S C R" be a compact and positively
invariant subset of the dynamical system (35), and Z © S —> R a €' monotone
function along the flow of the dynamical system. Let y be an orbit in S. Then

w(y) C {x €S: Z'(x) = 0},

where Z' = AZ - f.
For details on Theorem 4, see Ref. [6], page 103, Th. 4.11.

Theorem 5 (Monotonicity Principle) Let S C R”" be an invariant subset of the
dynamical system (35) and Z : S — R a € strictly monotonically decreasing
function along the flow of the dynamical system. Let a and b be defined by a =
inf{Z(x): x € S}and b = sup{Z(x) : x € S}. Let y be an orbitin S. Then

a(y) € {seaS: ;i_)rnsZ(x);éa}, w(y) C {seas: )}LmSZ(x);sb},

For details on Theorem 5, see Ref. [6], page 103, Th. 4.12. Finally, the following
theorem states a crucial result about the limit sets w(y) and «(y) in the particular
case of a dynamical system in R2.

Theorem 6 (Generalized Poincaré-Bendixson) Consider the dynamical system (35)
onR?, and suppose that the dynamical system has only a finite number of equilibrium
points. Then, for any orbit y of the dynamical system, each one of the limit sets w(y)
and a(y) can only be one of the following: an equilibrium point; a periodic orbit
the union of equilibrium points and heteroclinic cycles.

For details on Theorem 6, see Ref. [7], page 101, Th. 4.10, or Ref. [6], page 245,
Th. 2.
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The Structure of Shock Waves
in Dissipative Hyperbolic Models

Srboljub Simié¢

Abstract The study is devoted to the shock structure problem in hyperbolic sys-
tems of balance laws, where the dissipation is taken into account through relaxation.
These models typically arise by extending the set of state variables, as well as govern-
ing equations. The existence of physically admissible solution is related to stability
properties of equilibrium states and their transcritical bifurcation. The main exam-
ples will be the hyperbolic model of isothermal viscoelasticity, 13 moments equations
for monatomic gases and the binary mixture of non-reacting ideal gases. The prob-
lems which arise in models with mixed type of dissipation, i.e. both relaxation and
diffusion, are tackled as well.

Keywords Shock structure - Hyperbolic systems - Stability

1 Introduction

Shock waves are regarded as localized abrupt changes of state variables which move
through space. Mathematical models in continuum physics are often given the form of
hyperbolic systems of conservation laws [5]. In this case shock waves are represented
as moving singular surfaces on which jumps of state variables occur. When the model
comprises certain type of dissipation, the jumps are regularized—transformed into
continuous solutions of field equations with narrow regions where state variables
have steep gradients.

Dissipative mechanisms can be modeled in different ways. The most common
one is through diffusive type relations which lead to parabolic systems of balance
laws [13]. The term parabolic is not used here in a strict mathematical sense, but as
an indication that the system predicts infinite speed of propagation of disturbances,
in contrast to finite speeds of propagation in hyperbolic systems. Such parabolic
systems can be regarded as perturbations of hyperbolic systems of conservation
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laws, which can be recovered in the so-called vanishing viscosity limit [7] (the name
borrowed from the physically best known example). They also admit existence of
continuous traveling wave solutions which asymptotically connect two states of the
system corresponding to the jumps of state variables in hyperbolic systems [8]. In
this case it is said that the shock wave is endowed with a structure, i.e. we have a
shock structure instead of a shock wave.

Another way of including dissipation into the model is through relaxation mech-
anism [14]. Namely, the system of field equations can be extended by the evolution
equations which describe the trend of the fluxes towards the equilibrium values
[18]. This introduces several new features in the model: (a) the state space becomes
extended—the fluxes are treated as state variables; (b) it retains the hyperbolicity,
at least in a certain region of the extended state space; (c) the characteristic speeds
(speeds of propagation of the disturbances) of the extended system may not coin-
cide with the ones of the basic hyperbolic system. It is also common to regard the
characteristic time in which relaxation towards equilibrium occur—so-called relax-
ation time—as small compared to the time needed for significant changes of the
state variables. In such a way extended hyperbolic systems of balance laws appear as
singularly perturbed systems and one can recover the underlying hyperbolic system
of conservation laws in the limit of infinitely small relaxation time. These models
gained less popularity because they lie at the border of continuum approach—they
tend to capture non-equilibrium phenomena in a more precise way, and thus bridge
the gap between macroscopic and mesoscopic level of description. However, the
main feature of these systems, which is of interest for the present study, is that they
also admit the existence of the shock structure [27].

The aim of this review is to show recent results related to the existence of the shock
structure in dissipative hyperbolic models. The main feature that will be analyzed is
the bifurcation of equilibrium states and their stability properties. In Sect.2 exam-
ples of particular dissipative hyperbolic systems will be analyzed: hyperbolic model
of isothermal viscoelasticity, 13 moments model of viscous and heat-conducting
monatomic gas and binary multi-temperature mixture of ideal gases. It will be shown
that exchange of stability properties of equilibrium states coincide with the bifurca-
tion of solution of Rankine-Hugoniot equations of the underlying equilibrium (non-
dissipative) subsystem. Also, it will be shown that the existence of the shock structure
for weak shocks can be proved by solving the bifurcation equation. Motivated by the
aforementioned examples, the mathematical framework for stability and bifurcation
analysis of the shock structure in hyperbolic systems will be delineated in Sect. 3.
Moreover, extension to mixed hyperbolic-parabolic models will also be discussed.

2 Shock Structure in Hyperbolic Systems of Balance Laws

The main assumption in the present study of the shock structure will be that
shock waves, i.e. singular surfaces (shock fronts) moving through space, are plane
waves moving in direction orthogonal to the shock front at constant speed. As a
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consequence, the analysis can be confined to wave propagation in one space dimen-
sion, say x, and the traveling waves can be represented as functions of a single variable
& = x — st, where s is the constant speed of the shock wave. This will reduce the
original system of governing equations to a system of ordinary differential equations
(ODE’s) which will be studied by the methods of dynamical systems theory.

2.1 Isothermal Viscoelasticity

The simplest example to be studied will be the model of isothermal viscoelasticity,
proposed by Suliciu [25]. Starting point, i.e. non-dissipative hyperbolic system of
conservation laws, is the celebrated p—system [7] which models elastic response of
the medium

du' —au* =0, (1)
du’ — d,pu') = 0.

In (1) u' and u? are state variables and 9, and 9, denote partial derivatives with
respect to time and space variable, respectively. Characteristic speeds of the system
are (u = (u', uz)T stands for the vector of state variables)

M) =—/p'h), r@=,/p'uh. (@)

Certain assumptions have to be made about the function p(ul) in order to assure
hyperbolicity of the system, p’(u') # 0, and genuine nonlinearity of the charac-
teristic speeds, p”(u') > 0 (or p”(u') < 0). Rankine-Hugoniot equations, which
govern the jump of state variables, for (1) read

s (u(l) - u}) + (u% - u%) =0, (3)
K (u(z) — u%) + (p(u(l)) — p(u%)) =0,

where s is the speed of shock, and subscripts 0 and 1 denote the states of the system in

front and behind the shock, respectively. Equation (3) have trivial solution, u(l) =u % ,

u% = u% for any s. Nontrivial solution bifurcates from the trivial one in the neigh-
borhood of the critical value of the shock speed, i.e. the one which coincides with
the characteristic speed: s = A l(u(l)), ors = Az(u(l)). However, nontrivial solutions
of Rankine-Hugoniot equations are not physically admissible for any s. In this study
we shall use the Lax condition to select the admissible solution. For the shock wave

moving in positive x direction it reads

VP W) < s < \/ph. 4)
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Note finally that the simplicity of the model allows reduction of the Rankine-
Hugoniot equations (3) to a single equation of the form

$? (ub = ul) = (ptud) = ph) =0. 5)

To comprise dissipation this model can be extended by the equation which takes
into account viscous effects. By introducing non-equilibrium variable v, which plays
the role of stress, Suliciu’s model is written in the following form [25]

B,Ltl — 8xu2 =0,
u> — 3w =0, (6)

0V — u@xuz = —% (v — p(ul)) .

where 7 is a small parameter and 4 > 0. When 7 — 0, v — p(ul), so that vg =
p(u') determines the equilibrium manifold; on equilibrium manifold the system
(6) is reduced to (1), thus called the equilibrium subsystem. Important feature of
extended model (6) is that its characteristic speeds differ from the ones of equilibrium
subsystem (U = !, u?, »’ being the extended vector of state variables)

AU =—yu, L) =0, A3U0)=u, (7

but the entropy dissipation inequality requires that the subcharacteristic condition
[3, 4] has to be satisfied on equilibrium manifold Ug = (u', u?, pu')”

A1(Ug) < A1(u) < Az(u) < A3(Ug). ®)

Analysis of the shock structure starts with the assumption that solution has the
form of a traveling wave, U = U(€), where £ = (x —st) /7 is the scaled independent
variable. By denoting U= dU/dé&, (6) is reduced to the following set consisted of
two algebraic equations and a single ordinary differential equation (ODE), named
shock structure equations

s(u1 — u}) + (u2 — u%) =0,
s —ud) + (v — pu})) =0, 9)
sV 4 pi =v— p(ul).

Algebraic equations (9)1 2 emerged from (6); 2 through integration, using the down-
stream equilibrium data Uy = U(co) = (u}, u%, p(u}))T. Taking (9)1,2 to express
u? and v in terms of u!, the shock structure problem can be reformulated in terms of
a single ODE

2000 1\ o1 1
il oG s = s% (u usl)(S2 f(;)) + P(ul)’ (10)
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in which the shock speed s is a parameter. This equation reveals two important
features of the shock structure problem. First, stationary points of (10) are located
on the equilibrium manifold, thus recovering the Rankine-Hugoniot equations (5)
(or (3)) of the equilibrium subsystem. Second, the shock structure equations become
singular whenever the shock speed meets the characteristic speed (7) of the extended
system (6).

The shock structure is a continuous solution which asymptotically connects equi-
librium states of the system at infinity

Up = U(—00) = (u}, uj, pwp)”, Up =U(oo) = (ul, u}, pu})?. (11)

To that end it is important to determine the stability properties of the stationary
points. Starting from (10), the linearized variational equation can be derived in the
neighborhood of downstream equilibrium

s* = p'u))

e (12)

. 00
y=0®u,s)y, OWul, s)= m(u{, 5) =

where y = u' — u} Stability of the stationary point is determined by the sign of

@)(u%, s), and it depends on the shock speed s. It is obvious that (H)(u}, s*) = 0 for

s* = £,/p'(u}). (13)

Moreover, @(u}, s) changes the sign in the neighborhood of the critical shock
speed s*

e

as (u}7 57 = —

———— #0, (14)
w—p'uh)

thus indicating that downstream equilibrium changes its stability. Namely, the fol-
lowing conclusion can be drawn

° ui is unstable for s < s* = A (u}),

e u, is stable for s > s* = )Lz(u{),

which can be related to Lax condition (4).

The existence of the shock structure can be proved by further expansion of the
variational equation. Retaining the lowest order nonlinear terms, in this case the
second order ones, the following equation is obtained

1 pluly ,

v [ 26y + Ty (15)
T2 U
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where ¢ = s — s*. Equation (15) itself can be regarded as bifurcation equation
and it describes the transcritical bifurcation of equilibria. It also yields continuous
solution, at least for small £, which asymptotically connects upstream equilibrium u(l)
with downstream one u }, provided the critical value of the shock speed corresponds
to the genuinely nonlinear characteristic speed of the equilibrium subsystem. This
implies the existence of the shock structure for weak shocks.

The analysis of Suliciu’s model of isothermal viscoelasticity reveals the following
three important properties [21]:

1. equilibrium states correspond to the solutions of Rankine-Hugoniot equations on
equilibrium manifold (i.e. of the equilibrium subsystem);

2. they change stability properties when shock speed crosses the characteristic speed
of the equilibrium subsystem;

3. stationary points obey transcritical bifurcation pattern.

Our aim is to show that these properties hold also in more involved dissipative
systems, and to delineate the general mathematical structure which lies beneath
these features.

2.2 13 Moments Model

The 13 moments model was proposed by Grad [10] within the kinetic theory of
monatomic gases. Later it became a part of an approach known as extended thermo-
dynamics [18], a continuum theory which bridges the gap between macro and meso
scale. One of the important features of the model is its hyperbolicity, at least in certain
region of the extended state space. Nucleus of the model is consisted of conservation
laws of mass, momentum and energy. In one-dimensional case the equations are

8[,0 + 0y (IOV) =0,
3 (pv) + 0c(pv* — o + p) =0, (16)

1 1
0 (E/Ov2 +/Oe) + 0x ((E,OVZ +p€) v—ov+ PV'HI) =0,

where p,v, e, p,o and g are mass density, velocity, internal energy density, pressure,
stress and heat flux of the gas, respectively. They are adjoined with thermal and
caloric equations of state

kB 3kB
p=p, T)=p—T, e=e(p, T)=-—T, (17)
m 2m

where T is temperature of the gas, kg the Boltzmann constant and m the atomic
mass. If the stress and the heat flux can be neglected, 0 = 0, ¢ = 0, then (16)
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reduce to classical Euler’s gas dynamics equations, and the vector of state variables
isu=(p, v, T)T. The characteristic speeds in the Euler’s model are

M) =v—cg, ) =v, Az(u)=v+cy, (18)

5k 1/2
Ccs = (——BT) ,
3m

cs being the local speed of sound. Admissibility of the shock waves, moving with
speed s, is provided by the Lax condition

Az(ug) < s < Az(uy), (19)

where ug and u; are the states in front and behind the shock, respectively, which are
determined as solutions of Rankine-Hugoniot equations.

Classical way of introducing dissipation into Euler’s equations (16) is to propose
the constitutive relations of Navier-Stokes-Fourier type for the stress and heat flux

4
o = gl-’baxvv q= _Kasz (20)

where p and « are viscosity and heat-conductivity, respectively. Although widely
accepted, this model has two major drawbacks: it predicts infinite speeds of propa-
gation of disturbances and it is valid only in the neighborhood of local equilibrium
state. Another way to introduce dissipation is to extend the system of governing
equations by the balance laws for the stress and the heat flux. In one space dimension
they read

6 1
Or (,ov2 +p - a) + 0y (,()v3 +3pv—30v+ gq) = —o,
T

o

1 5
0r f,ov3+fpv—av+q 21
2 2
1 5 16 7p 5 p? 1 3
[ =p* +4p? — 20V + —qv— =& —— ) =— - = .
+ x(zpv +4pv 20v + qu 2p0+2 » = q 2av

In (21) 75 and 7, are small parameters—relaxation times. In the course of derivation
of this model there appears the closure problem, which can be solved by the Grad’s
method [10], application of the entropy inequality (extended thermodynamics [18])
and by the use of maximum entropy principle [6]. This problem will not be discussed
in this study. The extended set of state variables now becomes U = (p, v, T, o, q)T.
The equilibrium manifold is determined by Ug = (p, v, T, O, O)T and the equilib-
rium subsystem becomes the system of Euler’s equations (16). Characteristic speeds
of the 13 moments model (16)—(21) on equilibrium manifold are

A(Ug) = v — 1.6503¢c;, Ax(Ug) =v — 0.6297¢cs, Asz(Ug) =v, (22)
A4(Up) = v +0.6297¢;,  As(Ug) = v + 1.6503¢;.



342 S. Simié

They fulfill the subcharacteristic condition
A1(Up) < Ai(w) < A3(w) < As(Ug). (23)

The stability and bifurcation analysis of the 13 moments model is given in detail in
[22]. We shall give here only the results which are the most important for the present
study.

Assuming the traveling wave solution and exploiting the conservation laws (16),
the problem can be reduced to a set of two ODE’s of the first order

W T Mo, L= G T, My) (24)
- = u, ) 5 . = u, ) 5
dE AT 0

where u and T are dimensionless velocity and temperature, respectively, £ is dimen-
sionless space variable and M is Mach number in upstream equilibrium. The Mach
number is regarded as a parameter in the model and My = 1 corresponds to the
highest characteristic speed of the equilibrium subsystem. Explicit form of (24) can
be found in [22]. Equilibrium states, that are at the same time the stationary points
of (24), are given by

3+ M 1 3 2
=My, To=1, = , TT=—14——+5M;5), 25
ug 0, To ui Mo 1= 16 M§+ 5 (25)

subscripts 0 and 1 corresponding to upstream and downstream equilibrium, respec-
tively. They coincide with solutions of the Rankine-Hugoniot equations of the equi-
librium subsystem. It was shown by Gilbarg and Paolucci [8] in the case of Navier-
Stokes-Fourier model that the shock structure can be constructed as a heteroclinic
orbit which asymptotically connects stationary points. The result was confirmed by
Grad [11] and Weiss [27] for 13 moments model.

In [22] it was shown by means of linear stability analysis that stationary points
change their stability properties while M) is changed. Namely, there is one eigenvalue
at each stationary point which changes the sign for the critical value of Mach number
My = 1, while the other one remains negative. Consequently, upstream equilibrium,
which is a stable node for My < 1, becomes a saddle for My > 1, and vice versa for
downstream equilibrium. Since My > 1 corresponds to physically admissible solu-
tions of the Rankine-Hugoniot equations, heteroclinic orbit asymptotically connects
upstream saddle to downstream stable node. Moreover, two stability inequalities
emerge

0 < A1(Mop) & A11(Mp) < O, (26)
which are equivalent to the Lax condition (19) (Fig. 1).

Bifurcation analysis in the the spirit of the previous subsection can be performed
in this case also. It is based upon center manifold reduction procedure and leads to
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Fig. 2 Bifurcation diagram for the 13 moments model: y is lumped state variable and ¢ = My — 1

the following bifurcation equation [22]

dy 10 20 ,

g T T T 27
where y is lumped state variable obtained in the course of normal form reduction
and ¢ = My — 1. Like in the case of isothermal viscoelasticity, we obtain again a
transcritical bifurcation pattern (Fig.2). It was shown in [22] that the same stability
results, and the very same bifurcation equation (27), are obtained also in the case of
higher order hyperbolic dissipative models of gas dynamics, like 14 and 21 moments
models. This indicates the general pattern which has to be sought in the analysis of
weak shocks and corresponding shock structures in hyperbolic systems.

2.3 Binary Multi-temperature Mixture of Ideal Gases

Multi-temperature (MT) model of mixtures of Euler fluids is developed within the
framework of extended thermodynamics. It is deeply rooted in the principles of
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rational thermodynamics, proposed by Truesdell [26], which roughly state that behav-
ior of each constituent is described by the same balance laws as for a single fluid,
as long as we take into account the influence of other constituents upon it. On the
other hand, it is a continuation of the mixture theory developed by Miiller [17] which
removed the paradox of infinite speeds present in classical thermodynamics of irre-
versible processes. At the same time it is in agreement with macroscopic equations
derived from kinetic theory of gases [2].

Structure of the MT model of mixtures was studied by Ruggeri and Simi¢ [19], and
some of its properties were analyzed in [9, 20, 23, 24]. Recently, the shock structure
problem was studied by Madjarevi¢ and Simi¢ [16] for comparison with available
experimental data. Thorough derivation of governing equations for a binary mixture
may be found in [19] and in the paper by Madjarevi¢ [15] in the present volume.
Therefore, our starting point will be the one-dimensional shock structure equations
for a binary mixture of non-reacting Euler fluids with respect to a single independent
variable £ = x — st, s being the shock speed

—E(PM) =0,

d J? —o
de("” o <1—c>)_ ’

dll et p)ut(—2 —|—1J]—O
ds<p” 7 p)” (m E) -

_f (pcu +J) =0, 28)
,ocu — u =my,
ff P1 1

d |f1 J\? J . .
pc u+ + pcep + pi1 u-+ — =miu + eq.
dé pc

In (28) p is the mixture mass density, # = v — s is relative mixture velocity with
respect to the shock front, c = p;/p is the mass concentration of the first constituent,
J = prui(= —pauy) is the diffusion flux of the first constituent expressed in terms
of diffusion velocity u; = vi — v (up = vp — v). Also, p and ¢ are pressure and
internal energy density of the mixture, p; and ¢ are the same partial quantities for
the for the first constituent, while 8 determines the so-called thermal inertia

I\)

1
= , ga—8a+—+—a, (=1, 2). 29)
81 — 82 Pu 2

Mutual interaction between the constituents is described by the source terms 71 and
e1 (for detailed analysis of the structure of source terms see Madjarevié [15] in this
volume).
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The system of governing equations is consisted of two parts: equations (28);_3 are
the conservation laws of mass, momentum and energy for the mixture, while (28)4—_¢
are balance laws of mass, momentum and energy for the first constituent. Thus, the
system fits into the concept of extended thermodynamics if one regard density p,
(relative) velocity u# and (average) temperature 7" as basic state variables, and take
the concentration ¢, diffusion flux J and diffusion temperature ® = T, — T as their
extension. Therefore, the extended state vector reads U = (p, u, T, ¢, J, @)T.
Source terms determine the equilibrium manifold as J = 0, ® = 0, and ¢ = const.
along the trajectory. In such a way the system of conservation laws for the mixture
(28)1—3 becomes the equilibrium subsystem.

The shock structure problem consists in finding the heteroclinic orbit in the
extended phase space which connects two equilibrium states

U(—o0) = Uy, U(oo) =Uj, U(doo) = 0. (30)

By the analysis of (28) one easily determines that equilibrium states in dimensionless
form are

4M?
3+M;

34+M}
M, 0
0 4M

, Ui 1—6(14—M—5+5M0) ; (3D

U

&)
0
0

col8 ~

where My is the Mach number in upstream equilibrium calculated with respect to
equilibrium sound speed of the mixture. Note that p, u and T satisfy Rankine-
Hugoniot equations for equilibrium subsystem (28);_3,¢c =cpand J =0, =0
in both equilibrium states.

The shock structure equations (28) have a property which distinguishes them from
the same kind of equations in isothermal elasticity (9) and in 13 moments model (24).
Namely, although (28) consists of four conservation laws and two balance laws, the
system cannot be reduced to a minimal set of ODE’s, i.e. two ODE’s, since the
singularity appears at equilibrium states (stationary points) and in the interior of the
domain. It is a consequence of the physical mechanism present in the model: lighter
gas is heated first within the shock structure, but heavier one becomes hotter in the
rear part of the profile. Thus, diffusion temperature changes the sign within the profile
and there is a point —co < £* < oo where @ (§*) = 0.

Among several possibilities for solution of the problem we decided to analyze
the whole system (28) and determine the character of stationary points in the whole
extended phase space. General form of the shock structure equations is
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d dUu
EF(U) =QU) < A(U)E =Q(), (32)

where A(U) = DF(U) is Jacobian matrix. By linearizing (32) in the neighborhood
of Uy one obtains

dAU
A(Uo)F = P(Uy) AU, (33)

where AU = U —Ug and P(Up) = DQ(Uy). Eigenvalue problem and characteristic
equation corresponding to (33) then read

AA(Up)R =PUp)R; det(P(Up) — AA(Up)) =0, (34)

R being the right eigenvector. The same can be done at the equilibrium state Uj.
Since there are four conservation laws in the system, there will be four eigenvalues
A; = 0 at both equilibrium states. Consequently, stationary points are not hyperbolic
in the sense of dynamical system theory [12]. Among remaining two eigenvalues
there is one which changes the sign in the neighborhood of the critical value of Mach
number My = 1, while the last one is negative in the same neighborhood. In Fig.3
the graphs of the eigenvalues are shown for the case of the mixture of Helium and
Xenon. They confirm the observations given above.

Although the behavior of the eigenvalues indicate possible transcritical bifurcation
of equilibra, i.e. there exist a single eigenvalue which changes the sign when the
shock speed crosses the value which coincides with the highest characteristic speed
of the equilibrium subsystem, we shall not pursue with this analysis. Namely, in
the first two cases (isothermal viscoelasticity and 13 moments model) stationary
points were hyperbolic and the hyperbolicity was lost only for certain value of the
parameter (Mach number Mj), which formally permits application of the center
manifold reduction. In the MT model stationary points are not hyperbolic and the
center manifold reduction is not straightforward, but this does not prevent numerical

Fig. 3 Eigenvalues of the 0.2 .

linearized variational

equations of MT model for 0.1 Mo Ao
binary mixture of Helium

and Xenon in upstream 0.0

(A02, Ao3) and downstream
(X12, A13) equilibrium -0.1
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construction of the shock structure [15, 24]. However, one has to keep in mind that
hyperbolicity of stationary points in first two cases was achieved by reduction of
the system of shock structure equations—analysis of the original system also yields
non-hyperbolic stationary points in the extended phase space. This fact indicates that
there exist a common mathematical structure underlying the existence of the shock
structure.

3 Stability Aspects of the Shock Structure Problem

Motivated by the common properties of the stationary points in dissipative hyperbolic
models, we shall try to extract in this section their common features related to the
shock structure problem. The attention will be restricted to the properties of the
eigenvalues in hyperbolic and mixed hyperbolic-parabolic models.

3.1 Stability of Equilibrium States in Hyperbolic Models

Consider the hyperbolic system of conservation laws in one space dimension
du + 0, F(u) =0, (35)

where u € R” is the vector of state variables and F(u) € R” is the vector of fluxes.
To (35) one may adjoin the eigenvalue problem

(=AI 4+ DF(u))r = 0, (36)

where I is identity matrix, DF(u)) is Jacobian matrix of F and r € R”. If all the
eigenvalues A; (u) are real, the system (35) is said to be hyperbolic in ¢ —direction
and the eigenvalues are called characteristic speeds.

Systems of conservation laws admit weak solutions with jumps, where the jumps
of state variables are determined as solutions of Rankine-Hugoniot equations

[F(u)] = s [u], (37

s being the shock speed and [()] = ()1 — ()o, subscripts indicating the states in front
(0) and behind (1) the shock. Nontrivial solutions of Rankine-Hugoniot equations,
which are of interest for our analysis, bifurcate from the characteristic speeds, i.e.
they exist in the neighborhood of s = X, (ug). However, not all of them are admissible
and one must take into account appropriate selection rules. For our purposes it will
be sufficient to use the Lax condition (where we implicitly assumed that all the
eigenvalues are distinct)
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A(ag) < ... < Xti(my) <s < Ajr1(ug) < ... < Ay(ug),
Aa) < ..o <Ai1t(w) <s < Aj(ap) < ... < Ay(ap),

which can be combined into a single inequality for the so-called i —shock
Ai(ug) < s < Ai(up). (38)

Common way of introducing dissipation in continuum physics is to endow con-
servation laws (35) with diffusive term. In mathematical literature it is usually called
(vanishing) viscosity approach and the model has the following structure [7]

du + 3, F(u) = £d, (B(u)d,u), (39)

where B(u) is the viscosity matrix and ¢ > 0 a small parameter. Shock waves
in these systems are regularized, i.e. endowed with a continuous structure. When
the traveling wave solution is assumed, the shock structure can be represented as a
heteroclinic orbit in the phase space. Existence of the shock structure is naturally
related to the Lax admissibility condition (38), but the existence of heteroclinic orbits
is not a prerogative admissible equilibrium states—they exist even for non-admissible
solutions of Rankine-Hugoniot equations of (37) (see [22] for more details in the
context of Navier-Stokes-Fourier model).

The hyperbolicity of the model can be preserved in the dissipative case also if we
extend the set of state variables and derive the extended set of governing equations
in the form of the system of balance laws

U + 8, F(U) = %Q(U), (40)

with the following structure

_fu) weR", ~ = (f(u,v) _ 0
U - (V) ’ Ve RH‘L’ F(U) - (g(u’ V)) ) Q(U) - (q(u’ V)) . (41)

In (41) U € RY, N = n + m, is the extended set of state variables, I*A’(U) is the
corresponding vector of fluxes, Q(U) is the vector of source terms and ¢ > 0 a small
parameter—relaxation time. It is important assumption that there exist an equilibrium
manifold in the extended phase space determined by relation

q(u,v) = 0. (42)

We shall also assume that (42) can be solved for v, so that equilibrium manifold is
explicitly determined

qm,v) =0 = vg=h(@) as 7 — 0. (43)
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On equilibrium manifold system (40) is reduced to an equilibrium subsystem
du+ 0,f(u, h(w)) =0, f(u, h(u)) =F(uw), (44)

which coincides with the system of conservation laws (35). To the differential part
of (40) one may adjoin the eigenvalue problem

(—AI + DF(U))R = 0, (45)

whose eigenvalues A ;(U), if they are real, ought to satisfy the subcharacteristic
condition on equilibrium manifold

min_ Aj(u, h(u)) <2;(w) < max A;(u, h(u)). 46)
1<j=N 1<j=N

Shock structure is assumed to be a traveling wave solution of (40) which asymp-
totically connects equilibrium states. To that end we assume the solution in the form

u=ve), s="" @7)

and reduce the system of balance laws (40) to a system of ODE’s—the shock structure
equations

d )
i [—SU + F(U)] = Q(U). (48)

They are equipped with the boundary conditions
U(-00) = Uy, U(c0) = U, U(xoo) =0, (49)
for which it is assumed
v(—00) = Vo = h(up), v(00) = vg1 = h(uy), (50)

i.e. the solution approach the equilibrium manifolds at infinity. By integrating the
conservative part of the system (48), one obtains —su + f(u, v) = const. Using the
boundary data (50) the Rankine-Hugoniot equations for equilibrium subsystem (44)
are recovered

f(uy, h(uy)) — su; =f(ug, h(ug)) — sug. (51)

Therefore, we may conclude that shock structure connects equilibrium states of
the system (40), i.e. stationary points of (48), which correspond to the solution of
the Rankine-Hugoniot equations of the equilibrium subsystem (44). In view of that
fact, critical value of the shock speed s ought to be the one from which nontrivial
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solution of Rankine-Hugoniot equations bifurcate, i.e. the one which coincides with
the characteristic speed of the equilibrium subsystem.

Linear stability analysis of equilibrium states (stationary points), performed by the
spectral analysis of linearized variational equations derived from the shock structure
equations (48), yields that there are exactly n eigenvalues (corresponding to the
conservative part of the system) which are identical zeros

AW WUy =AW W) =0, k=1,...,n. (52)

Remaining m eigenvalues (corresponding to the non-equilibrium part of the system)
obey the following relations

290Uy < A2 (Ug) < ... < AU (Up) < 0 < AU (U, (53)
AU < AUy << AUy < AU Uy <0,

i.e. the highest eigenvalue has different signs at upstream and downstream equilibria.
Moreover, it is the only eigenvalue which changes the sign and it occurs when the
shock speed crosses the highest characteristic speed of the equilibrium subsystem

0 dnGm)
A (Wg, A (ap)) = 0, T(UO’ An(ug)) # 0. (54

This result, drawn from several convincing particular cases, which indicates the
occurrence of transcritical bifurcation pattern, is rather a conjecture than a genuine
theorem. The proof of this statement, which provides the general pattern recognized
in previous section, as well as proper bifurcation analysis, is still an open problem
for hyperbolic systems of balance laws. In the case of viscous dissipative systems
one may refer to a recent result of Achleitner and Szmolyan [1].

The promising aspect of the inequalities (53) is that stationary points Uy and Uy
behave like saddle and stable node, respectively, albeit in generalized sense since
they are non-hyperbolic. This permits the numerical solution of the shock structure
problem (48)—(49) as an initial value problem [27].

3.2 Stability of Equilibrium States in Mixed
Hyperbolic-Parabolic Models

The final part of this review is actually related to the question: is there a generalization
of the stability and bifurcation analysis to the systems with both relaxation and
diffusive dissipative mechanisms? It is motivated by the analysis of MT model in
viscous approximation [15]. We shall restrict here to a simple remark tempting to
indicate the general structure.
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By the system of balance laws with relaxation and diffusion we shall assume the
following system of equations

ou+ 0 f(u,v,w) =0,
1
v+ 0rg(u, v, w) = ;q(u, v), (55)

1
B(u)o,u = —w,
&

for w € R" and u and v as in previous subsection. The part (55)3 recovers the
diffusive mechanism in which B(u) is viscosity matrix. The equilibrium manifold is
determined by two relations

q(u,v), w=0. (56)

Omitting the complete analysis, we shall jump to the main result related to the linear
stability analysis of equilibrium states based upon shock structure equations. There
are still n eigenvalues which are identical zeros, like in (52). There is also one
eigenvalue with different signs in upstream and downstream equilibria, but it is not
anymore the highest one

)\(jl)(UO) < k(jZ)(Uo) <. . < X(j"_l)(U()) <0< )L(j")(U()) <. < )L(jm+n)(UO)’
AUDWUD < AU < ... < AW < AU U) <0 <. ..o< AUme)(Uy),

However, it retains the property of changing the sign (54) when the shock speed
crosses the critical value corresponding to the highest characteristic speed of the
equilibrium subsystem. The fact that both stationary points are generalized saddles
in the extended phase space has important consequences on numerical solution of
the shock structure problem. Heteroclinic orbit cannot be constructed as solution of
the initial value problem, but one must solve it as a boundary value problem using
some appropriate discretization scheme, such as finite differences, and taking proper
initial guess.

4 Conclusion

This study was devoted to the analysis of the shock structure in dissipative hyperbolic
models. The aim was to show that the existence of physically admissible shock struc-
tures is related to stability properties of equilibrium states. To that end three particular
hyperbolic systems were studied: isothermal viscoelasticity, 13 moments model and
multi-temperature model of binary mixture of Euler fluids. In each of these cases
it was shown that stationary points change their stability properties when the shock
speed crosses the critical value which corresponds to a characteristic speed of the
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equilibrium (non-dissipative) subsystem. In first two examples it was also shown that
equilibrium states obey the transcritical bifurcation pattern. These examples moti-
vated a formulation of the general result, which remains to be proved for hyperbolic
dissipative systems, but has appropriate counterpart in parabolic models. Along with
this open problem, there has to be determined under which conditions equilibrium
states obey the transcritical bifurcation in hyperbolic and mixed hyperbolic-parabolic
models.
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Diffusion Coefficient for the Disordered
Harmonic Chain Perturbed by an Energy
Conserving Noise

Marielle Simon

Abstract We investigate the macroscopic behavior of the disordered harmonic chain
of oscillators, through energy diffusion. The hamiltonian dynamics of the disordered
system is perturbed by a degenerate conservative noise. After rescaling space and
time diffusively, energy fluctuations in equilibrium evolve according to a linear heat
equation (Simon, Equilibrium fluctuations for the disordered harmonic chain per-
turbed by an energy conserving noise, 2013). Here we concentrate on the diffusion
coefficient, given by the non-gradient Varadhan’s approach, and equivalently defined
through the Green-Kubo formula. We compare the two approaches and investigate
the convergence of the diffusion coefficient in a vanishing noise limit.

Keywords Disordered harmonic chain - Diffusion coefficient - Green-Kubo

1 Introduction

This work is based on [1], and addresses diffusion problems for harmonic chains of
oscillators with random defects. The purely deterministic disordered harmonic chain
of N oscillators was introduced in [2] and since then has attracted a lot of interest.
After the first analyses of [2, 3], Ajanki and Huveneers [4] study this disordered chain
when coupled at the boundaries to Langevin heat baths, with respective temperatures
Tg and Tr. They prove an anomalous heat transport in the following sense: if Jy
denotes the total energy current across the chain, then

E [ / Jy dugﬁ} ~ (Tg — TL)N3/?
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inthelimit N — oo, where [E states for the expectation w.r.t. the random environment
and p.g\; is the non-equilibrium stationary state for the dynamical system.

Here we study the diffusive behavior for the disordered harmonic chain, but per-
turbed by an energy conserving noise. Thanks to the stochastic perturbation, the con-
ductivity of the one-dimensional chain should become finite and positive. Besides,
some homogenization effect occurs and the conductivity does not depend on the
statistics of the disorder in the thermodynamic limit.

The disorder effect has already been investigated for lattice gas dynamics, for
example in [5-8]. These papers share one feature: the models are non-gradient due
to the presence of the environment. Non-gradient systems are usually solved by
establishing a microscopic Fourier law up to a small fluctuating term, following
the method initially developed by Varadhan in [9], and then generalized to non-
reversible dynamics [10]. The study of disordered chains of oscillators perturbed by
a conservative noise has appeared more recently [11-13]. In these papers, the thermal
conductivity is studied via the Green-Kubo formula. Here, the diffusion coefficient
is furthermore defined through fluctuating hydrodynamics.

In [14], we have obtained the diffusive scaling limit for a homogeneous chain of
coupled harmonic oscillators perturbed by a noise, which randomly flips the sign
of the velocities, so that the energy is conserved but not the momentum. Our first
motivation was to investigate the same chain of harmonic oscillators, still perturbed
by the velocity-flip noise, but now provided with i.i.d. random masses. In [14], a
system of non-linear homogeneous hydrodynamic equations has been derived thanks
to the relative entropy method, and one of the major ingredient for the proof was an
exact fluctuation-dissipation equation (see for example [15]).

The disorder assumption makes all previous computations pointless: in particular,
the fluctuation-dissipation equations are not directly solvable any more. To overcome
this difficulty, one replaces these exact equations by approximations: more precisely,
there exists a sequence of local functions for which an approximate fluctuation-
dissipation decomposition holds, in the sense that the difference has a small space-
time variance with respect to the dynamics in equilibrium. The main ingredients of
the usual non-reversible non-gradient method are: a spectral gap for the symmetric
part of the dynamics, and a sector condition for the total generator.

Our model has special features that enforce the Varadhan’s method to be con-
sidered with new perspectives. In particular, the symmetric part of the generator is
poorly ergodic, and does not have a spectral gap when restricted to microcanonical
manifolds. Moreover, due to the degeneracy of the noise, the asymmetric part of
the generator is not controlled by the symmetric part (in technical terms, the sector
condition does not hold), with the only velocity-flip noise. Besides, remark that the
energy current depends on the disorder, and has to be approximated by a fluctuation-
dissipation equation which takes into account the fluctuations of the disorder itself.

Because of the high degeneracy of the velocity-flip noise, we add a second stochas-
tic perturbation, that exchanges velocities (divided by the square root of mass) and
positions at random independent Poissonian times, so that a weak sector condition
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can be proved (see [1, Proposition 5.7]). However, the spectral gap estimate and the
usual sector condition still do not hold when adding the exchange noise, meaning
that the stochastic perturbation remains very degenerate. Due to the harmonicity of
the chain, the generator of the dynamics preserves the degree of polynomials, and
even a degenerate noise is sufficient to apply Varadhan’s method. The sector con-
dition and the non-gradient decomposition are only needed for a specific class of
functions. Contrary to the standard approach, we do not need to prove any general
result concerning the so-called closed forms (we refer to [16, 17] for the general
theory). This is a clear advantage of our model: since some difficult technical parts
are in some sense simplified, the usual approach to non-gradient problems becomes
slightly neater.

We show in addition that the diffusion coefficient can be equivalently defined by
the Green-Kubo formula. This space-time variance of the current at equilibrium is
only formal in the sense that a double limit (in space and time) has to be taken. As in
[11], we prove here that the limit is well-defined, and that the homogenization effect
occurs for the Green-Kubo formula: for almost every realization of the disorder, the
thermal conductivity exists, is independent of the disorder, is positive and finite.

Finally, let us introduce y > 0 the intensity of the flip noise, and A > 0 the
intensity of the exchange noise. We denote the diffusion coefficient by D(A, y)
when obtained through the variational formula in the Varadhan’s method, and by
D\, y) when defined through the Green-Kubo formula. We prove in [1] that the
two conductivities are equal: D(A, y) = D(, y), when the two intensities A, y are
positive. Furthermore, the Green-Kubo formula remains well-defined when A = 0,
namely: D(0, y) exists, is finite and positive. Finally, D(%, y) tends to D(0, y)as i
vanishes. The existence question for D(0, y), when defining through hydrodynamics
(or even fluctuating hydrodynamics) remains open. We start in the following section
by introducing the model together with notations and definitions.

2 The Harmonic Chain Perturbed by Stochastic
Jump Noises

We introduce the harmonic hamiltonian system described by the sequence {py, rx},
where p, stands for the momentum of the oscillator at site x, and r, represents the
distance between oscillator x and oscillator x + 1. Each atom x € Z has a mass M,,
the velocity of atom x is given by p,/M,. We assume the disorder M := {M,},c7 to
be a collection of real i.i.d. positive random variables that are bounded from above
and below by positive constants. The equations of motions are given by

dps
dt

dre _ Pt Px
dr M1 Mx’

=Ty — Fy—1, x € Z.
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The dynamics conserves the total energy

2 2

Px Iy
& = — 4+ 1.
>+ 5]

xeZ

To overcome the lack of ergodicity of deterministic chains, we add a stochastic
perturbation to this new dynamics, so that the diffusion coefficient can be defined
through Varadhan’s approach (Theorem 3.3). The noise can be easily described: at
independently distributed random Poissonian times, the quantity p,/+/M, and the
interdistance r, are exchanged, or the momentum py is flipped into —p;.

Even if Theorem 3.3 could be proved mutatis mutandis for this harmonic chain,
for pedagogical reasons we now focus on a simplified model (as in [18]), which has
exactly the same features and involves less painful computations. From now on, we
study the dynamics on the new configurations {7, },c7 written as

mydny = (xy1 — Me—1)dt, (D

where m := {m,},c7 is the new disorder with the same characteristics as before. It
is convenient to change the variable 7, into w, := /m,1,, and the total energy reads

& = Za))%

X€ZL

Let us now introduce the corresponding stochastic energy conserving dynamics: the
evolution is described by (1) between random exponential times, and at each ring
one of the following interactions can happen:

a. Exchange noise—two nearest neighbour variables o, and w,1 are exchanged;
b. Flip noise—the variable wy at site x is flipped into —w;.

We now describe the dynamics on the finite torus Ty := {0, ..., N}, meaning that
boundary conditions are periodic. The configuration {@y}cT, €volves according to
a dynamics which can be divided into two parts, a deterministic one and a stochastic
one. The space of configurations of our system is given by 2y = R". The product
and translation invariant measure that describes the disorder m on the space 24 =
[C~', C1% is denoted by IP and its expectation is denoted by EE. For a fixed disorder
field m = {m,},c7, the dynamics can be entirely defined by the generator of the
Markov process {wx(t) ; x € Tn};>0, thatis

m_ A 4y SN ATN @)
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where,

,527]\]/11: Z [( Wy+1 o Ox—1 )aa ]7
Wy

xeTy \/mxmx—ﬁ—l \/mx—lmx
and, for all functions f : 29 x 2y — R,

AN, w) = > fm, o) —f(m, o),

XGTN

yﬁXChf(m, w) = Z f(m, wx,x—H) — f(m, w).

XGTN

Here, the configuration @* is the configuration obtained from w by flipping the
momentum of particle x: (0*); = w; if z # x and @] = —w,. The configuration
@***1 is obtained from by exchanging the momenta of particles x and x + 1:

(@), = w, if 7 # x, x + 1 while @ = 0,11, and o> = w.. We denote

x+1
the total generator of the noise by Sy := yylslp + )Lyf,“h , where y, L > 0 are
two positive parameters which regulate the respective strengths of noises.

One quantity is conserved: the total energy > a))%. The following translation invari-
ant product Gibbs measures ,u%’ on §2y are invariant for the process:

dug(a)) = H %T exp (—ga)ﬁ) dwy.

XGTN

In the following, the expectation of f with respect to ug’ is denoted by (f) g. The index
B stands for the inverse temperature: (a)(z)) g = 1/B. From the definition, our model
is not reversible with respect to the measure u%’ . Precisely, 273" is an antisymmetric

operator in L2 (,ulg ), whereas .%y is symmetric.

We denote by £2 the space of configurations in the infinite line, that is £2 := RZ,
and by g the product Gibbs measure on RZ. Hereafter, for every 8 > 0, we denote
by IP’E the probability measure on £2¢ x £2 defined by }P’E =P ® ug. We notice
that ]P’/*S is translation invariant and we write E}*S for the corresponding expectation.

Since the dynamics conserves the total energy, there exist instantaneous currents
of energy jy x+1 such that flf,“(w%) = jrxt+1(M, ®) — jy—1 x(m, w). The quantity
Jx.x+1 18 the amount of energy flowing between the particles x and x 4 1, and is equal

to
. 2wy i1 2 2
Jxar1(M, @) = ——— + )»(a)xH —wy).

N/ MMy -]

We write jx x+1 =jfx+] —i—jf ot whelreij‘XJrl (resp.jf 1) 1s the current associated
to the antisymmetric (resp. symmetric) part of the generator:
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2wy

N Mx My ’

Unfortunately the current cannot be directly written as the gradient of alocal function,
neither by an exact fluctuation-dissipation equation involving local functions (except
if masses are equal). We also define the static compressibility that is equal to xg =
(wg)p — (@g)g =287

A . 2 2
Jeap1(m, @) = Rap1 (M) = (@7, — wp).

2.1 Cylinder Functions and Dirichlet Form

For every x € Z and f a measurable function on 24 x 2, we consider the translated
function 7, f, which s the function on £2¢ x §2 defined by: t,.f (m, w) := f(t,m, T, ®),
where 7,m and 7y are the disorder and particle configurations translated by x € Z,
respectively: (zym), := my,, and (t,w), = wy4,. For a fixed positive integer ¢,
we define Ay := {—¥, ..., £}. If the box is centered at site x € Z, we denote it by
Ae(x) ;== {—€+x, ..., £ +x}. If f is a measurable function on 24 x 2, the support
of f, denoted by Ay, is the smallest subset of Z such that f (m, @) only depends on
{my, wx ; x € Ay} and f is called a cylinder (or local) function if Ay is finite. In
that case, we denote by sy the smallest positive integer s such that A, contains the
support of f and then Ay = Ay,. For every cylinder function f : 249 x £ — R,
consider the formal sum
Iy = Z of

X€EZL

which does not make sense but for which

(Vof)(m, o) := f(m, 0°) — f(m, w),
(Vext1f)(m, ) == f(m, @) — f(m, w)

are well-defined.

Definition 2.1 We denote by % the set of measurable cylinder functions
@ on §2¢ x £2, such that

1. for all w € £2, the random variable m — ¢(m, w) is continuous on £2;
2. for all m € 24, the function w +— ¢(m, w) belongs to Lz(,u,g) and has null
average with respect to 11g.

Definition 2.2 We introduce the set of quadratic cylinder functions on 2¢ x 2,
denoted by 2 C %, and defined as follows: f € 2 if there exists a sequence

{llfi, j (m)}l.jEZ of real cylinder measurable functions on §2¢ such that

1. foralli,j € Z, w € §2, the random variable m > ; ;(m, w) is continuous;
2. 4 j vanishes for all but a finite number of pairs (i, j),
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3. fis written as

fm o) =" yim)l, —of) + D Yijmojw;. 3)
i€Z i,JEZ
i#f

In other words, quadratic functions are homogeneous polynomials of degree two in
the variable w, that have null average with respect to g for every m € £24. An
other definition through Hermite polynomials is given in [1]. We are now ready to
define two sets of functions that will play further a crucial role.

Definition 2.3 Let %) be the set of cylinder functions ¢ on 24 x §2 such that there
exists a finite subset A of Z, and cylinder, measurable functions {F, G,}xe4 defined
on 2¢ x 2, that verify

0 =2 {VeF) + Va1 G0},
xeA
and such that, forall x € A,

1. forallw € 2, m — Fy(m, w) and m — G,(m, w) are continuous on £2¢;
2. forallm € 29, w — F,(m, ) and v — G,(m, w) belong to Lz(uﬂ).

Let 2y C % be the set of such functions ¢, with the additional assumption that the
cylinder functions F, G, are homogeneous polynomials of degree two in w.

Before giving a few properties of these two spaces, let us now consider operators
L™, o/™ and .7 acting on functions f € € in the same way as (2), except that the
sums now run on the whole line Z. For a finite subset Ay of Z defined as above, we
denote by ,,2”“2, resp. .#4,, the restriction of the generator £™, resp. ., to the box
Ay, assuming periodic boundary conditions.

Definition 2.4 Let %) (respectively 2) be the set of cylinder (respectively quadratic
cylinder) functions ¢ on £2¢ x §2 such that there exists a finite subset A € Z, and
cylinder functions {Fy, Gy}rc 4 satisfying

9 =D VilFo) + Vs 1(Gy).
xeA

If ¢ belongs to 2y, we assume the cylinder functions Fy, G, to be quadratic.

Finally we introduce the Dirichlet form associated to the generator: for any x € Z
andf7 8 € %’ let us deﬁne gé(liﬂ,f) = ((_g/l\lz)fvf)ﬂ = ((_fy/\g)fvf>ﬂ

2.2 Semi-inner Products and Diffusion Coefficient

For cylinder functions g, & € %, let us introduce
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((g. Mg = D Ehlgteh] and ((g))pun = D xEjlger] )

X€EZL x€Z

which are well-defined because g and & belong to 4 and therefore all but a finite
number of terms vanish. Notice that ((-, -)) g, is a semi inner product.

Definition 2.5 We define the diffusion coefficient D(B) for § > 0 as equal to

1 B N
A+ Eflgfgsélg {((f, — S+ 200 — L™, ) e — ({3, —5”8>>ﬂ,*} :

The first term in the sum is only due to the exchange noise, whereas the second one
comes from the hamiltonian part of the dynamics. Formally, this formula reads

1
D) = »+ X—ﬂ«ig‘,], (=™ 70 1) B (5)

but the last term is ill-defined because jg_y | is not in the range of .Z"™. More rigorously,
we should define ( '6"1, (—‘,f"‘)_lj’(‘)‘q1 )) g+ as

lim sup((ié,l, (z— fm)_ljg,1>>ﬂs*‘

z—0

The scalar product above is now well-defined, and the problem is reduced to prove
convergence as z — 0. From Hille-Yosida Theorem (see [19, Proposition 2.1] for
instance) (5) is equal to the infinite volume Green-Kubo formula:

o 1 +oo
D(B) = A+ — lim E|:/ e_zt<
Xp 220 0
z>0

In Sect. 4, we prove that (6) converges, inspired by [11]. Assuming the convergence
in the Green-Kubo formula, one can easily see that D(8) does not depend on 8. We
denote

Zj,i‘,x+1(z>,jé,1<0>> dr}. (6)
B

x€Z

1 +oo
L) = — / (GO O)))padt.
XB Jo

The function L is smooth on (0, +00). The Hilbert space generated by the set of
local functions and the inner product ({-, -)) g, is denoted by L%. We define h, :=
h,(m, w; B) as the solution of the resolvent equation (in Lf) (z — Z™h, = jal.

Then,
2

1
L(2) = — ((hz, jo ) pow = ’3—<<hz,jé,1>>,s,*. (7
XB 2
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Observe that if w is distributed according to g then B'/?w is distributed according
to 1. Since h;(m, w; 1) = h;(m, w; B) and j?’xﬂ is a homogeneous function of
degree two in w, it follows that the diffusion coefficient does not depend on 8.

From now on, we assume 8 = 1. This assumption is justified since we are going
to deal only with quadratic functions (as defined before). For instance, when one
result is stated for the scalar product ({-))1 ., the same argument in the proof can be
rewritten for any 8 > 0, after multiplying the process {w,(¢)} by B~1/2.

3 Non-gradient Varadhan Approach

In this section we are going to identify the diffusion coefficient D given in Definition
2.5. Roughly speaking, D is the asymptotic component of the energy current j y41
in the direction of the gradient a))% 1 a))%, and makes the expression below vanish:

1 ! 2
inf lim sup lim sup —JE;[(/ > livart = D(wiy — o) _gm(zxf)]ds) }
0

2 tN
fe2 Nooo t—o0 xeTy

3.1 An Insight Through Additive Functionals
of Markov Processes

Consider a continuous time Markov process {Ys}; >0 on a complete and separable
metric space E, with an invariant measure 7. We denote by (-), the inner product
in L?(77) and by .Z the infinitesimal generator of the process. The adjoint of .# in
L2(m) is denoted by .Z*. Fix a function V : E — R in L2 () such that (V), = 0.
Theorem 2.7 in [20] gives conditions which guarantee a CLT for

1 t
— V(Y5)d
ﬁ/o (Yo)ds

and shows that the limiting variance equals

o*(V,7) =2 lim (V,(z—2)"'V)
z—0t

T

Let the generator . be decomposed as . = . + o7, where . = (£ + £*)/2
and . = (£ — £*)/2 denote, respectively, the symmetric and antisymmetric parts
of Z. Let J# be the completion of L2 () with respect to the semi-norm || - ||1:

IF17 = {f. (=), =f. (=L)f), -
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Let 571 be the dual space of J# w.r.t. L2(7), in other words, the Hilbert space
generated by suitably regular functions and the norm || - || defined by

121 := sup {2, &), I}
8

where the supremum is carried over all local functions g. Formally, ||f||—; can also
be thought as (f, (—.%)~'f) . The following result is a rigorous estimate of the time
variance in terms of the .72 | norm, which is proved in [20, Lemma 2.4].

Lemma 3.1 Given T > 0 and a mean zero function V in L* () N -,

t 2
Ex | sup ( / V<s>ds) < 2AT|V|2,. (8)
0<r<T \JO

Then, we should take V proportional to

D lewtt = D@iyy — ) — L™ (1f)]

XETN

and then take the limit as N — oo. In the right-hand side of (8) we obtain a variance
that depends on N, and the main task is to show that this variance converges. Precisely,
we can prove that the limit of the variance results in a semi-norm, which is denoted
by |||-]||1 and defined in (9). The final step consists in minimizing this semi-norm on
a well-chosen subspace, through orthogonal projections in Hilbert spaces. The hard
point is that ||| - |||1 only depends on the symmetric part of the generator ., and the
latter is really degenerate (it does not have a spectral gap).

In[1], we prove that the variance (f, (—% )1 f)11s well defined for every function
fin 2. In Sect. 3.2, we relate the previous limiting variance (taking the limit as N
goes to infinity) to the suitable semi-norm. Finally, Sect. 3.3 focuses on the diffusion
coefficient and its different expressions.

3.2 Limiting Variance and Semi-norm

We return to the case § = 1. We look for a variational formula for the variance

(2e)—1E< 7V DI w>

[x|<Ly x| <y

where ¢ € 2y and £, = £ — s, — 1. We first introduce a semi-norm on 2. For any
cylinder function ¢ in 2y, let us define



Diffusion Coefficient for the Disordered Harmonic Chain Perturbed ... 365

e~ st [tmoany?] - s o]

elll} = 2 sup |((<ﬂ,g>>1,* +

ge2 AX1
= sup {2000, 81,0 + 2a((@))1.00 — B[ Fo (1 a0 + 1) | | ©)
geg

This formula can be formally restated as

2
HlelllF = (@, (=) o)) 1w+ K—((Wﬁ,ﬂ- (10)
X1

Since ¢ belongs to 2y, one can prove that the first term in the right-hand side of
(10) is well-defined (Proposition 4.4 in [1]). We are now in position to state the key
result of the non-gradient Varadhan approach.

Theorem 3.2 Consider a quadratic cylinder function ¢ € 2. Then

. —1
elingo(ZK) IE< ym z @, Z Tx<ﬂ> = |||<P|||1

x| <ty x| <ty

3.3 Hilbert Space and Projections

We can easily define from ||| - [||; a semi-inner product on %) through polarization.
Denote by .4 the kernel of the semi-norm ||| - |||; on %p. Then, the completion
of 9| 4 denoted by 57 is a Hilbert space. Let us explain how the well-known
Varadhan’s approach is modified. Usually, the Hilbert space on which orthogonal
projections are performed is the completion of 6| 4, in other words it involves all
local functions. Then, the standard procedure aims at proving that each element of
that Hilbert space can be approximated by a sequence of functions in the range of the
generator plus an additional term which is proportional to the current. The crucial
steps for obtaining this decomposition consist in: first, controlling the antisymmetric
part of the generator by the symmetric one for every cylinder function, and second,
proving a strong result on germs of closed forms. These two key points are not valid
in our model, but they can be proved when restricted to quadratic functions. It turns
out that these weak versions are sufficient, since we are looking for a fluctuation-
dissipation approximation that involves quadratic functions only.

In [1], we show that /7] is the completion of . 2| 4, + {j(s)’l}. In other words,

all elements of .77 can be approximated by ajg’ |+ gforsomea e Rand g € 2.
This is not irrelevant since the symmetric part of the generator preserves the degree of
polynomial functions. The sum of the two subspaces {/'g’1 Yand.” 2| y is orthogonal.
Nevertheless, this decomposition is not satisfactory, because we want the fluctuating
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term to be on the form Z™(f), and not . (f). In order to make this replacement,
we need to prove the weak sector condition, that gives a control of |||./™g|||; by
[1|-”¢l|||1, when g is a quadratic function. The only trouble is that this new decompo-
sition is not orthogonal any more, so that we can not express the diffusion coefficient
as a variational formula. This problem is solved by clever projections into a suitable
Hilbert space. The main theorem given in [1] is:

Theorem 3.3 For every g € 2y, there exists a unique constant a € R, such that
g+a(w} — o)) e 2™ in 4.
In particular; there exists a unique number D, and a sequence {fi} € 2 such that

llio.1 — D(@} — ) — L™l —0

Finally, one can prove more formulas for coefficient D defined in Theorem 3.3, and
relate it to Definition 2.5, by following the argument given by instance in [21].

4 Convergence of Green-Kubo Formula

Remind that the Green-Kubo formula predicted by linear response theory is

1
@ = a4+ {001 G = L™ 70101 (11)

Hereafter, we extend the inner-product ({-)) 1 « (originally defined on ¥’) to the Hilbert
space generated by the set of square integrable functions and denoted by L2.

4.1 Existence of the Green-Kubo Formula

In this paragraph we prove the existence and finiteness of the Green-Kubo formula.
The argument is based on the paper [11], where the author generalizes [22, 23].

Theorem 4.1 The z-vanishing limit D := lim k(z) exists, is finite and positive.

Proof Recall (7). We have to prove that ((h;, jé,l» 1.~ converges as z vanishes, and

that @e limit is finite and non-negative. Then, from (11) it will follow thatD > A > 0
and D is positive. We denote by || - ||; the semi-norm corresponding to the symmetric
part of the generator due to the flip noise

I = ((f, (=yLTP) )14
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and .77, is the Hilbert space obtained by the completion of L? w.r.t. that semi-norm.
We multiply the resolvent equation by £ and integrate with respect to ({-))1,4:

2z i) 1w+ IlT + Uy (2NN 1 = (e ) e

Let us notice that (—y.&11iP) (/6‘) D=2y j‘o“,1 . As a consequence, the Cauchy-Schwarz
inequality for the scalar product ({-, (—y.” ﬂip)~))1,* on the right-hand side gives
A, ||f < C for some positive constant C. Since {/.} is bounded in .7, we can extract
a weakly converging subsequence in .7%,. We continue to denote this subsequence
by {h;}, and we denote by hg the limit.

Now we are going to show that the convergence is stronger (see (4) in Lemma
4.2 below) and that the limit is independent of the subsequence. Since the generator
™ conserves the degree of homogeneous polynomial functions, we know that the
solution of the resolvent equation is expected to be on the form

ho(@) = D" @:(x, Yoy,
x,yeZ?

where . : Z?> — R is a square-summable symmetric function. Let s, = h + hzé
be the decomposition of &, according to the two subspaces 2= and 27, where 2=
is generated by {a))%, x € Z) and 27 is generated by {wywy, x # y}. The main point
in the following argument is that all gradient terms vanish in L2,

First, one can see how the spaces 2= and 27 are mapped by the generators:

g™ 9= 5 9% g™ 97 5 9
e . 9= 10y AP 97 5 9F
gxh. g=_, g= gxch. gF _ gF

Moreover, if f € 2=, then &/™(f) is a gradient in 27, and .”**N(f) is a gradient
in 2=. With all these considerations, the resolvent equation rewrites in L% as

T — 2SN R =0
th? = 1INRE) — y S (T — ™D = iy .

The first equation means that A7 = 0 in L? and therefore the solution 4, of
the resolvent equation is an element of 27. As a consequence, we can write
(—y.#MP)(h,) = 2yh,, and this remark is one of the key points in the following
argument.
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Lemma 4.2 All the properties below are satisfied:

lin%z((hz, h))ix =0

—>

{h;} weakly converges as z goes to 0 towards hy in Lf
((].6"17/’10»1,* = ({ho, (=)o) 1,x

(((hy = ho), (=) (h; — ho))) 1.« vanishes as z goes to 0
the weak limit of {h;} does not depend on the subsequence.

SRk~

We briefly prove the five points: (1) and (2) come from the fact that
(—ys ﬂlp)(hz) = 2yh,. To get (3), we multiply the resolvent equation by A, and
integrate:

2l B w 4 (s (=Y w 4 (B, (=™ ) 1w = (g D s

We first take the limit as 77 — 0 and then as z — 0, and we use (1) and (2) to obtain
(3). In the same way, multiplying the resolvent equation by 5, gives

2z R )1+ (B (=) 1w = (s fo D)1

The first term of the left-hand side vanishes as z goes to 0, and the right-hand side
converges to ((hg, (—-)ho))1.«. This implies (4), that is

{({((hz = ho), (=) (hz — ho)))1.« e 0.

The uniqueness of the limit follows by a standard argument with same ideas as before.
We have proved the first part: the limit exists. To obtain its finiteness, we are going
to give an upper bound, using the following variational formula:

(o1 @=L™ 7o e = sup {2 g = . = o™, .}

where the supremum is carried over local functions and the two norms || - ||+ ; are

12, = (s @ = D E ).

For the upper bound, we neglect the term coming from the antisymmetric part .<7™f:
(U @ = L™ g M iw < (g 1s @ =7 D e
In the right-hand side we can also neglect the part coming from the exchange sym-

metric part .#**", and remind that .71P (jg D= —2j§ 1 This gives an explicit finite
upper bound. Then, we have from Lemma 4.2, Property (3) that

Zligg)wé,l, @—Z™ 75w = (61 ho))1e = ((ho, (=F)ho))1.4 = 0.
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4.2 Equivalence of the Definitions and Vanishing Noise Limit
Finally, we can rigorously prove [1] the equality between the variational formula for
the diffusion coefficient and the Green-Kubo formula, precisely:
Theorem 4.3 For every A > 0 and y > 0,

= | _1;

D=+ 2 im (.1 = Z™ g ),

z>0

coincides with the diffusion coefficient D defined in Theorem3.3.

Moreover, it can be easily shown that the homogenized Green-Kubo formula also
converges if the strength A of the exchange noise vanishes. First, we turn (11) into
a new definition that highlights the dependence on A > 0. For that purpose we
introduce new notations: we define .7 := y.MP .7 1= A + A% and then

gom =™ + :5/0 . wow1 A
L e ™ g = g g e W TON= R =0 m ).

Let us introduce the homogenized Green-Kubo formula for both noises:

©(h, 2) = ((Jo(m), @ — L™~ Jo(m)))1 . (12)
and the homogenized Green-Kubo formula for flip noise only:

10(2) := ((Jo(m), (z — L™~ Jo(m)))1 .. 13)

According to the previous paragraph, we already know that the Green-Kubo formulas
(12) and (13) converge as z goes to 0. Then, the following diffusion coefficients are
well defined, for all A > O,

D) =i+ limx(k,2), Dp:= lim&o(2).
7z—0 z—0

The main result of this subsection is stated in the following theorem, proved in [1].
Theorem 4.4 The function ) — D()) is continuous at 0.

Let us remark that the theorem above does not imply the existence of the hydro-
dynamics diffusion coefficient D(0, y). This question remains open.
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Conditioned Stochastic Particle Systems
and Integrable Quantum Spin Systems

Gunter M. Schiitz

Abstract We consider from a microscopic perspective large deviation properties
of several stochastic interacting particle systems, using their mapping to integrable
quantum spin systems. A brief review of recent work is given and several new results
are presented: (i) For the general disordered symmetric exclusion process (SEP)
on some finite lattice conditioned on no jumps into some absorbing sublattice and
with initial Bernoulli product measure with density p we prove that the probability
S, of no absorption event up to microscopic time f can be expressed in terms
of the generating function for the particle number of a SEP with particle injection
and empty initial lattice. Specifically, for the symmetric simple exclusion process
on Z conditioned on no jumps into the origin we obtain the explicit first and second
order expansion in p of S, and also to first order in p the optimal microscopic
density profile under this conditioning. (ii) For the disordered ASEP on the finite
torus conditioned on a very large current we show that the effective dynamics that
optimally realizes this rare event does not depend on the disorder, except for the time
scale. (iii) For annihilating and coalescing random walkers we obtain the generating
function of the number of annihilated particles up to time ¢, which turns out to exhibit
some universal features.

Keywords Exclusion processes * Large deviations + Conditioned dynamics * Exact
results -+ Integrable models

1 Introduction

It is long known that the generator of some paradigmatic stochastic interacting par-
ticle systems such as the asymmetric simple exclusion process (ASEP) [46] on a
one-dimensional lattice A of L sites can be mapped to the Hamiltonian H of an
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integrable quantum many-body system [1, 65]. The non-diagonal matrix elements
hyy < 0of H are the negative transition rates for a transition from configuration 7 to
1’ of the particle system and each diagonal element /,,, > 0 is the sum of transition
rates out of a configuration 7, i.e., the negative sum of the non-diagonal elements
hyy of column 7. The interpretation as a quantum many body system becomes evi-
dent by a suitable choice of tensor basis [47, 65]. Consider a particle system with
local state space S; for each lattice site i and full state space S = S; x --- x SL.
For definiteness we assume finite cardinality 0 < |S;| < oo Vi, even though much
of what is discussed below can be generalized to infinite state spaces. To each local
configuration n(i) € S; with i € A of the particle system one assigns a canoni-
cal basis vector |n(i)) of the vector space C!Sil and an associated dual basis vec-
tor (n(i)| with inner product (n(i)|n’(i)) = 8@, n - The particle configuration
n = {n(),n?2),...,n(L)} € S on the lattice is then represented by the tensor
vectors [ 1) = [n7(1)) ® [n(2)) ® - - - ® [n(L)) and their duals by ( » |. Thus a prob-
ability measure P(n) is given by a probability vector | P) whose components are
P(m) = (n|P). The semi-group property of the Markov process is reflected in
| P(t)) = e 1| P(0) ) for the time evolution of an initial measure Po(n) = (1| P ).
The expectation (f(¢)) of a random variable f(7;) is given by the inner product
(f®)) = (s [fl P(t)) where (s| = ZneS (n] is called the summation vector and

f = zn es /M| n)(n|isadiagonal matrix (using the quantum mechanical shorthand

[-)(-]1=1|-)® (-]) with f(n) on the diagonal. Because of probability conservation
(s]is a left eigenvector of H with eigenvalue 0. Under this mapping the generator
of the ASEP is represented by the quantum Hamiltonian of a spin-1/2 Heisenberg
ferromagnet with an Dzyaloshinskii—-Moriya interaction with imaginary amplitude
[28, 40], see next section.

Using this mapping one can employ rigorous methods borrowed from condensed
matter theory to obtain information about the particle system. However, due to the
requirement of probability conservation and positivity of the classical transition rates
this mapping is restricted to quantum Hamiltonians with two special properties:

(i) All non-diagonal matrix elements of H must satisfy 4,/ € (=00, 0].
(i) The lowest eigenvalue of H is equal to zero for all lattice sizes L.

One can turn the mapping around and ask which integrable quantum Hamiltonian,
or, in fact, which general finite-dimensional matrix can be mapped to the generator
of a Markov chain.

The answer follows from the two properties (i) and (ii) by using similarity trans-
formations and the fact that adding a multiple of a unit matrix to H is a “harmless”
operation in the time evolution operator e ~*/: Imagine an irreducible square matrix
A which has—after a suitable similarity transformation—the property a,, < 0 for
all its off-diagonal elements n # n’. Then we can subtract a multiple A of the unit
matrix 1 such that M = e~A=*D? has only strictly positive matrix elements. It fol-
lows from the Perron-Frobenius theorem that the left largest eigenvector (0| of M
(and hence the left eigenvector to the lowest eigenvalue aq of A), has strictly positive
components A(7n). Next we define the diagonal matrix A with these components on
the diagonal. Since all components are strictly positive, its inverse exists. Consider
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now H := AAA~! — aq. Since A is diagonal and A(n) > 0 for all 5, we have
that h,, = a,]/,,A(n’)/A(n) < 0. Moreover, the lowest eigenvalue of H is 0 due to
the subtraction of a1 from AAA~!. Therefore H is the transition matrix of some
Markov chain. This implies that an integrable quantum many-body system that sat-
isfies property (i) (perhaps after some similarity transformation), but not property
(ii), can still be mapped to a Markov chain which can then be analyzed using the
mathematical machinery of quantum integrability.

There is a second reason to consider quantum Hamiltonians with property (i), but
not (ii). This comes from the fact that conditioning a process on some event may
naturally lead to such a generator. In order to see this consider first conditioning a
process on the event that a nonempty subset X C S has never been reached until
some positive time 7, when starting from an initial distribution with support in A =
S\X. We denote configurations in X by & and configurations in A by «. This “event
conditioning” can be studied by making the set X absorbing and frozen, i.e., all
transition rates wqe from X to A and transition rates wgg within X are defined to
be zero. The generator H of such a process has a block tridiagonal structure 0x| ®
G + Hyxy with a zero-block 0)x| of dimension |X| (corresponding to the absence of
transitions within X), a block G of dimension |A| containing all off-diagonal matrix
elements A,y,, for transitions within sector A and all diagonal elements for transitions
out of A, and the matrix Hy4 which has as only non-zero elements /¢, which are the
negative transition rates from A to X. We also define a truncated basis where the basis
vectors | ) ((n?|) are obtained from |7 ) ((n]) (spanning the vector space C5))
by deleting the 0-components corresponding to configurations in X. The truncated
canonical basis vectors span C4l. The truncated probability vector is denoted by
| Pé ) and the truncated summation vector by (s | = Zn el .

The block tridiagonal structure of H has as a consequence that starting from an
initial measure Py with support in A the conditional probability of being in a state
o € A at time ¢, given that the process has never been in any configuration £ € X
until time ¢, is given by

P(n,t) = (e " Py (1)

SP() (t)

where Sp, () = (s4|eY Pé ) is the survival probability of never having left A. By
construction, G satisfies property (i), but not (ii). The matrix H = AGA™! — £0
where g is the lowest eigenvalue of G and A the associated left eigenvector is then
Doob’s h-transform [58]. If G is the quantum Hamiltonian of some integrable model
then also H is integrable.

A different type of conditioning that has received much attention in recent years
arises from considering joint processes (1;, Q;) where 7, is an interacting particle
system evolving as described above and Q; is a separate random variable that has no
independent dynamics, but is incremented by some value ¢/, whenever a transition
from n to i’ occurs. Thus 71; evolves autonomously, i.e., independently of Q,, while
Q; contains information about the history of 7, up to time ¢. Interesting questions
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arise from conditioning the process at time ¢ on reaching some fixed value Q; = Q.
Important applications include large deviations for the current or the activity in
exclusion processes [22, 44] (where the increments are integers) or the derivation
of fluctuation theorems [30, 32, 43] (where the increments are real-valued). In this
paper we restrict ourselves to processes with integer increments so that Q € Z.

In order to see the link to quantum Hamiltonians we go to a fluctuating ensemble
where instead of the joint probability P(n, Q, t) = Prob[n; = n, O; = Q] one stud-
ies the generating function Y (n, s, 1) = ZQ eSQP(n, 0, t) with generalized “chem-
ical potential” s € R. We refer to this conditioning at time ¢ as grand canonical
conditioning. One finds (see below) that

1 '
Y(n,5.0) = o——(nle " Py) 2
Ys(1)
with normalization factor Yy(r) = (s|e 7| Py) where the weighted generator

H (s) is obtained from H by multiplying the off-diagonal elements h,/, by a factor
e’“'n where ¢,y is the amount by which the counting variable Q has changed in the
transition n — n’. The diagonal elements of H remain unchanged. Obviously, also
H (s) satisfies property (i), but not (ii). Notice that H(0) = H.

In many cases of interest the integrability of the original Hamiltonian is not
affected by this modification. The matrix Hep (s) = A(s)H (s) A~ (s) — eo(s), where
€o(s) is the lowest eigenvector of H(s) and A(s) the associated left eigenvector, is a
generalized Doob’s h-transform [7, 20, 36]. It defines a new process that we shall
call effective process (or effective dynamics). For processes with finite state space
it can be interpreted as that process which makes the untypical large deviation of
Q parametrized by s typical [31]. Evidently, if H(s) is the quantum Hamiltonian of
some integrable model then also the effective process is integrable.

We also define the conditioned history of some random variable f which is the
expectation (f(¢) ) of f at time ¢ of the process conditioned at time 7" > ¢t > 0. For
the event conditioning this quantity is given by

(f())€ = (sale”CT=DFe=C1 Py)/S(2) 3)

and for grand canonical conditioning by a similar expression with G replaced by
H (s), summation vector (sy4 | replaced by the summation vector (s | over the full
state space S of the particle system and S(¢) replaced by Y (7).

For both types of conditioning we present some new results which are motivated by
recent developments in the field. For selfcontainedness and for reference we discuss
in Sect.2 the grandcanonical conditioning in more detail and briefly review some
results that we obtained earlier. Then we present our new results in Sects.3.1-3.3
with a brief introduction into the history of the model that we treat.
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2 Conditioning on Current and Activity

Following the seminal papers [9, 24], the large deviation theory for the ASEP has
been developed in considerable detail, resulting in a powerful macroscopic fluctua-
tion theory (MFT) that is capable of describing large deviations of the current and
density profiles of quite general lattice gases on a macroscopic level, see [10] for a
recent review. Here the notion of “macroscopic” refers to the scale where the lat-
tice constant a is taken to zero and the lattice site k is taken to infinity with finite
rescaled macroscopic space variable x = ka. The microscopic time is taken to infin-
ity under rescaling by a factor 1/a* where z = 1 for Eulerian scaling and z = 2 for
diffusive scaling. The typical macroscopic density profile of the ASEP, i.e., without
conditioning on some large deviation, is obtained from the usual hydrodynamic limit
[57].

However, large deviations can also be studied directly on a microscopic level. To
illustrate this we focus on large deviations of the integrated hopping activity in the
asymmetric simple exclusion process (ASEP) on the torus T, := Z/LZ. Particles
jump according to the following rules:

1. Each particle attempts to jump independently of the other particles after an expo-
nentially distributed random time with parameter 1/(w4+ + w_) with probability
wy /(w4 + w_) to the next site on the right (clockwise) and w_ /(w4 4+ w_) to
the next site on the left (counterclockwise)

2. The hopping attempt is rejected if the site to which the particle tries to move is
occupied.

We introduce the hopping asymmetry ¢> := w, /w_ and time scale wy = SWAW=
and assume without loss of generality a hopping bias to the right, i.e., ¢ > 1.

The local state space of the ASEP is S; = {0, 1} for all i € Ty, corresponding
to a vacant or occupied site i with occupation variable n; = 0 or n; = 1. The
full state space therefore is therefore S = {0, 1} with microscopic configurations
n = {ny,...,n.}. Following the quantum Hamiltonian formalism outlined above
we introduce the usual Pauli matrices

. (01 (0= . (10
o=(0) 7=(0) #=(6h) e

and the two-dimensional unit matrix 1. From these we construct operators gy acting
locally on site k of the lattice in terms by the tensor product

g =1®...0aQ...01 )

with the arbitrary 2 x 2 matrix a at position & in the product. This allows us to define
local particle creation and annihilation operators oki = (o} £ ia,':) and projectors
iy = (1—0;)/2 on particles and ¥ = 1 — 7y on vacancies on site k where 1 = 1®L
is the unit matrix of dimension 2%. Here the local basis vector is chosen such that
10) = (1, 0)” and [ = (0, T where the superscript 7 denotes transposition.
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Correspondingly (0] = (1, 0) and (1| = (0, 1) for the dual basis. A state n € S is
then represented by |n) = |n1) ® ... ® |ny) and the generator is given by [28, 65]

L

H= = wilo o, — i) +w-(op oy = k) (©)
k=1

with the identification of site L + 1 with site 1. The total particle number N is
conserved whichis expressed in the commutation relation [H, N ] = O for the number
operator N = Zk | Tk It is well-known that (6) defines an integrable model related
to the six-vertex model [28, 40].

The unique stationary distribution of the process with N particles is the uniform
measure with P*(n) = 1/ (ZI\‘/) We refer to this invariant measure as canonical. From
these measures one can construct the grandcanonical Bernoulli product measure with
P*(n) = pN®™ (1 — p)L~N™ where N(n) = 3°%_, ny. The grandcanonical measure

has the vector representation | p ) := ((1—p, p)7)®F, reflecting its product structure.
In the thermodynamic limit L — oo with p = N/L fixed the canonical measure and
its grand canonical counterpart become equivalent. The stationary current in the
grandcanonical measure is given by j* = (wy —w_)p(1 — p).

Now we consider the time-integrated number of jumps J ,j (t) from site k to k + 1
up to time ¢, and analogously the time-integrated number of jumps J,” (¢) from site
k 4+ 1 to k up to time . The time-integrated local current is then given by Ji(f) =
J,:r (1) = J, (1) and Ag(?) = J,j (t) + J;, (1) is the time-integrated local activity and
Je (@) = Jk(t)/t, ax(t) := Ax(t)/t the respective time averages. We also define the
space-integrated quantities J 1) = Zéz 1/ ,jt (¢) and analogously J(¢) and A(t) as
well as their space-time averages j* (f) = J*(¢)/(Lt) and analogously j(r) and a(r).

In order to review the general philosophy of the large deviation approach to these
quantities we first recall that for the processes that we have in mind (such as the
ASEP) the probability to observe for a long time interval 7 an untypical mean j # j*
is exponentially small in L and ¢ [22]. This is expressed in the asymptotic large
deviation property Prob [ J(¢) = J ] o exp (—f (j)Lt) where f(j) is the rate function
and one takes first the limit # — oo and then L — o00. As a second step it is then
natural to introduce a generalized fugacity y = e® with generalized chemical potential
s and to study the generating function Y{ (1) := > ;.7 y/Prob [ J(¢) = J ]. In general,
this quantity depends on the initial distribution which will be indicated below when
appropriate. The cumulant function g(s) = lim;— oo limy— oo In Y$(£)/(Lt) is the
Legendre transform of the rate function, i.e., g°(s) = max;[js — f(j)]. The intensive
variable s is thus conjugate to the mean current density j. Similar large deviation
properties hold for the activity a(z) with generating function Y¢(¢) and the hopping
activities jjE (t) with generating functions Y, Si (¢) and their local counterparts Y, (k, ).

Following [22, 30] one has for an initial distribution Py of particles

Yk, t) = (sle & py) (7
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where H (k, s) = H + F(k, s) with
Frk,s) = (1 —eYwyolo,. F (ks)=(1—-e)w_o o, (8)

and F¢(k,s) = FT(k,s) — F~(k, —s) and F9(k,s) = F*(k,s) + F~(k, s). These
are examples for the general construction (2), detailed in [30]. For the ASEP and
other integrable models g (s) and other large deviation functions, e.g. associated with
particle creation and annihilation events, have been computed with the Bethe ansatz
[2, 19, 22, 23, 68] or free fermion methods [54].

The MFT provides also information about the optimal macroscopic density profile
q(x, t) to realize at time ¢ a prolonged untypical behaviour of the integrated current
at time T > t, i.e., the density profile that one is most likely to observe at time ¢
in the interval [0, T']. One expects the optimal macroscopic density profile to be the
large scale limit of the conditional history (3) of the local particle number. To our
knowledge no microscopic computation of this large deviation property has been
performed yet.

Using MFT for the weakly asymmetric exclusion process (WASEP), where
w4 — w_ = v/L is small, Bodineau and Derrida [12] have considered the time
range t = ¢T with ¢ € (0, 1). In the limit 7 — oo and L — oo they found a dynam-
ical phase transition at some critical s, < 0 (i.e., for conditioning on untypically
low currents j < j*), where the optimal macroscopic density profile g(x, ) changes
from a constant g(x, ) = p to a travelling wave of the form ¢g(x, ) = p(x — vr).
For strictly positive s (i.e., for any current j conditioned on j > j*) the macroscopic
density profile is time-independent and flat and hence equal to the typical profile
p(x,t) = p. More recently, this phenomenon was described in more detail and
also studied numerically with Monte-Carlo simulations [25, 34]. A dynamical phase
transition was also identified for conditioned non-conservative dynamics [13].

The macroscopic approach is extremely powerful, but has the drawback that no
information is available on the expected non-trivial space-time realization of the
ASEP conditioned on currents larger than the typical value j*. Also, no information
can be obtained about fluctuations of the traveling wave for s < 0. This gap was
partially filled in a series of papers [7, 52, 53, 66, 68], exploiting the integrability
and symmetries of the weighted generator H (s).

Significantly, this microscopic approach shows that for conditioning on high cur-
rents or high activities (more precisely, in the limit s — 0o on the time scale set by
wo = e *¢~!) there is a different dynamical phase transition that does not appear in
the density profile, but in the fluctuations. The dynamical exponent for density fluc-
tuations changes from z = 3/2 for typical behaviour to z = 1 for atypical behaviour
for times t = ¢T with ¢ € (0, 1) and T — oo. The associated effective microscopic
dynamics, obtained from the generalized Doob’s transform [7, 20, 36], have near-
est neighbour jumps, but the jump rate depends on the whole configuration of the
particles in the same way as in a process introduced by Spohn [69]. The stationary
distribution of the effective process with N particles located on sites k1, ..., ky € Ty,
has the determinantal form
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2N(N71)

PL(N) = "y [T sin? (;:%) )

I<i<j<N
with long-range anticorrelations (correlations with negative amplitude)

sin(kmp)

Ck) == (n(O)n(k) ) — p* = 22

(10)
in the thermodynamic limit L — oo.

For a current lower than typical we considered in [7] the grand canonically con-
ditioned ASEP at r = T finite for a special value of the conjugate variable s and a
special family of initial measures that are inhomogeneous product measures mim-
icking a microscopically sharp shock and some site k£ and a soft antishock extending
over the whole lattice Ty. It turns out that under the conditioned dynamics this
measure evolves into a time-dependent convex combination of such measures with
microscopic shock positions at sites / where the weights for each such measure are
the transition probabilities of a biased simple random walk starting from site k at
t = 0 and ending at site / at time ¢ = T and explicitly known random walk transi-
tion rates [7]. This is an exact microscopic result reminiscent of the typical shock
dynamics proved in [6] for special shock densities. Thus under these conditions one
has on macroscopic level a travelling wave with shock moving around the ring with
finite speed, reminiscent of what is predicted by MFT at times ¢T with ¢ # 1 for
general shock densities. Indeed, for generic shock densities one may still expect a
microscopically stable shocks under conditioned dynamics, as was argued to be the
case for typical microscopic behaviour in [59] by using numerical evidence and the
heuristic domain wall approximation [41].

In addition to this macroscopic information one finds that the shock position per-
forms diffusive fluctuations around its mean position with an explicitly computed
shock diffusion coefficient. Moreover, the shock remains microscopically sharp at
all times and there are no correlations seen from the shock position. The techniques
used to derive these results are an adaptation of our earlier work [6] on the micro-
scopic structure of shocks under unconditioned dynamics. This approach, which uses
the g-deformed non-abelian symmetries of the integrable weighted generator, has a
probabilistic interpretation as self-duality [15, 27, 35, 64].

3 New Applications of Conditioning

After this brief review of microscopic large deviation results we consider now some
models that have a long history of study, but where there is renewed interest from
the viewpoint of large deviations.
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3.1 SEP Conditioned on Not Entering a Sublattice

Recently Meerson et al. [49] used macroscopic fluctuation theory (MFT) to study the
absorption into a static target in a gas of diffusing particles with exclusion, modelled
by the symmetric simple exclusion process (SSEP) [45]. The target is considered to
be an absorber, i.e., when a particles hits the target it disappears from the dynamics.
A quantity Meerson and collaborators are interested in is the probability S(¢) that no
gas particle has hit the target until time 7. This conditioning on an event is of the first
type outlined in the introduction and is equivalent to the survival probability of the
target. This problem has a long history of study, for non-interacting particles see e.g.
[11, 17, 70] and more recently in the context of the search for an immobile target
by a swarm of diffusive searchers [51] and in the study of the complete statistics
of particle absorption by the absorber [50]. In the absence of exclusion the survival
probability for an initial density p of particles is of the form S’p (1) o exp (—ap~/1)
with some constant a.

For one dimension and in the presence of exclusion it was proofed rigorously
[18] that the survival probability is bounded from above by the survival probability
S »(t) without exclusion. Indeed, for an initial distribution that is a Bernoulli product
measure with density p on all sites not covered by the target, MFT predicts the
asymptotic behaviour [49]

S,(1) AN (11)

where f(p) plays the role of a large deviation function. By placing the right edge
of the target at site O, this problem is equivalent to conditioning the SSEP on the
event that no particle has reached site 0 until time ¢. For this case Meerson et al.
computed from MFT explicitly the first two terms in the Taylor expansion of (11)
around p = 0, with the result

2 2
f(p)=ﬁ[p+(x/§—1)p +.] (12)

where the dots represent terms of higher order in p. The first order term, corre-
sponding to non-interacting particles, has been known for a long time, see [49] and
references therein.

Here we take a microscopic approach and first generalize to the disordered sym-
metric exclusion process on any finite lattice &, i.e., alattice where hopping is allowed
with strictly positive rate between fixed, but arbitrary pairs (i, j) of sites with i, j € &
and such that the hopping rates may depend in the link (i, j).! We show for arbi-
trary targets that the conditioned process is equivalent to an unconditioned SEP with

! To clarify our terminology: The symmetric simple exclusion process (SSEP) has nearest neigh-
bour jumps only on a regular lattice such as Z¢, whereas the general symmetric exclusion process
(SEP) can have jumps between any pair of nodes on any graph. This terminology comes from
physical intuition and is not mathematically precise, since the set of links on which jumps have non-
zero rate may just as well be used to define an underlying graph on which one then would again have
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particle injection. Then we focus on the case of Meerson et al. For the SSEP in one
dimension the equivalent process was studied earlier [60] using a mathematically
rigorous reformulation of the Bethe ansatz. This reformulation involves expressing
the Bethe-wave function in terms of series expansions with simple convergence prop-
erties. This approach allows us to obtain the fluctuations of the conditioned process
in a fully microscopic approach and to prove the (not fully rigorous) prediction (12)
of MFT.

According to the construction outlined above, in one dimension (where & = Z)
the SSEP conditioned on no particle reaching the origin is given by the truncated
generator

o
Gz+ = —Wz [Uljakll +O]:Gk++1 — Vg1 — flkflk+1] + wny =: Gy + wn
k=1 a3)
For general finite lattices = and general targets, covering an arbitrary (but non-
empty) sublattice 2 C &, and disordered symmetric hopping with exclusion
between any pair of sites we by denote by A C Z the sublattice of sites not covered
by the target and between which hopping has non-zero rate. Hopping across a bond
(i,j) with i, j € A occurs symmetrically with bond-dependent rate w; j = wj ;. Fur-
thermore we denote by & C A the exit sites which allow for hopping into the target
in the unconditioned process. (For nearest neighbour hopping e.g. on a cubic lattice
these sites form the external boundary of the target.)
Then one has as similar truncated generator G 4 with projectors i on the set of
sites k € & from which jumps into the target can occur, viz.,

Gp=— ZWI'J (O‘i+0j_ + O’i_O'J-+ — ;l,'f/j — f/,‘;lj) + Zdjfl,’ =: G% + GL;‘ (14)
(i) ie&

where d; = Zje o Wi, is the sum of jump rates between i and the target region to
which a particle in the unconditioned process can jump from site i. Consider now
an initial distribution | Py ) restricted to configurations with support on the sites in
A outside the target, i.e., to all configurations with n; = 0 for / € £2. The survival

probability Sp, (¢) is then given by
Spo(1) = (1™ Py) (15)
where the summation vector (s | is also restricted to configurations with support on

the sites in A outside the target.
Our main result is the following.

(Footnote 1 continued)

only nearest neighbour jumps so that the process could also be called SSEP. However, we will only
consider the SSEP on Z with bond-independent rates. This removes any ambiguity of notation.
Moreover, we shall always speak of sites and lattices rather than of nodes and graphs.
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Theorem 3.1 Let = be a finite lattice with M sites, §2 be the sublattice with K sites
covered by fixed absorbers and A = 5 \ 2 with L = M — K sites. Then:
(a) For initial product measure with density p one has

Sp( = (1 —=p)")g (16)

where N is the total particle number under the evolution of an unconditioned SEP
with injection of particles at the sites i € & with rate d; = Zje(l Ww; j, defined by the
generator

Hy=— Zwi’j (UiJrO'ji +Gi7qj+ - ;l,'f/j - fliflj) — Zd,’(of — V) = H% +Hf‘ 17
(i) ie&

and (- ) represents expectation for the initial distribution representing the empty
lattice.

(b) For initially N particles placed with probability I on sites ki, ..., ky € A one has

Skt ek () = (Vi -+ Viy ) (13)
for the process with open boundaries defined by (17) and initially empty lattice.

Proof Observe that (s| = (0|U where U = (b 4+ o*)®L and that G% = HA is
symmetric under the action of the generators $*¢ =%, _, O’k 7% of the Lie-group
SU(2) and therefore commutes with U [62]. Moreover, by explicit computation
UnU=! = 9 — cr . These relations are valid for any lattice. Therefore G A =
UG U™ = GO — Zie ed; (rrl. — ;) which yields for an initial product measure
S,(t) = (0]1e=64"U| p ). Next we observe that U| p) = (1 —p)|s) and Hy = G|
where the superscript 7 denotes transposition. Transposition of (15) then proves (16).

On the other hand, for fixed initial condition with N particles on sites k1, . . ., ky one
has Ul ki, ..., kn) = Vg, -+ Vry| 8) since 0 +0%)[0) = |s) and (P+07)|1) = 10) =
v|s). Transposition of (15) then yields (18). O

In order to avoid irrelevant technicalities regarding arbitrary infinite lattices we
have restricted ourselves to finite lattices = . However, all the steps involved in the
previous proof remain valid for the SSEP on & = Z? by adapting duality arguments
along the lines discussed by Liggett [45] to the case of open boundaries. In particular,
for the SSEP on =& = 7Z with constant jump rates w and right target edge at site 0
we have A = Z™. The process (17) derived from Gz+ corresponds to injection of
particles at site 1 with rate w with generator

o0

_ + - — + A A A A —_ A

= —w E [ak Opr1 T 0x O3y — MVt —vknk+1] —w(o| — V1) (19)
k=1
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and initial density pg = 0. This is the special case p* = 1, pg = 0 of the SSEP with
open boundaries where particles are injected at site 1 with rate wp™* and extracted
with rate w(1 — p*) and the lattice has an initial product distribution with density pg,
see [60] with the (arbitrary) choice of time scale w = 1.

Corollary 3.2 From (16) it follows that the lowest order terms in the Taylor expan-
sion of In S, () in p are given by

_ _ l _ . 2\ 2
InS,(t) = (N)0p+2((N(N D)o <N)0)p +... (20)

Using rigorous techniques, viz., the explicit solution of a system of ordinary linear
differential equations by the rigorous reformulation of the (in general non-rigorous)
Bethe ansatz which was mentioned above, these expansion coefficients have been
computed in [60] for arbitrary boundary density p* and arbitrary initial density pg.
They agree for the relevant case p* = 1, pg = 0 with the MFT prediction (12) which
is thus proved.

Next we discuss the conditioned time evolution of the local density in the general
SEP.

Proposition 3.3 For the SEP (14) conditioned on no absorption in the target up to
time T >t > 0 let

(s]e” 9T Diye 94 p)

Gp,1(k, 1) = S, (T) ey

be the expected intermediate local particle number at time t € [0, T] with initial
Bernoulli product measure with density p.

(a) This function has for all p € [0, 1] and for all t € [0, T] the time reversal
symmetry

o1k, 1) =p 7k, T —1) (22)
(b) and the property

(5101 = pVe Hat iy — o )eHaT-0)0)
S, (1)

¢p. 7k, 1) = (23)
Proof (a) The first statement (22) follows from a reversibility argument: One uses
particle number conservation G4 = YVGAy™ = yYG,y™Y, ¥y € C, and the time
reversal symmetry G4 = Gﬁ of the conditioned evolution and notes that | p ) = (1 —

p)‘A/ pN | s). (b) The second equality (23) is obtained using the same transformations
as in the proof of (3.1). [
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For A = ZT (23) can be evaluated to first order in p using symmetries and
elementary computations. We define

d
ar(k.0) = —p o] _obp.1 (k.1 (24)
and obtain
o
qark,0) = p > (sle ™™ @ — o) T0)0) (25)
=1

with H given by (19). This brings us into a position to state:

Proposition 3.4 Let g7 (k, t) be the conditional expected particle number at site k at
time t to first order in the initial density p of the SSEP on 7Z, conditioned on the event
that no particle has crossed the origin up to time T > t > 0, with initial product
measure with density p on Z". One has

qr(k, 1) = pfs Qi @w(T — 1)) (26)
where
k
frwy =e™ D Lw 27
n=—k+1

with the modified Bessel function I,(-).

Proof In order to prove this result one first observes that (s |fzme_Ht(\3k -0, ) =
—(s |fzme_H’ Vx — o, ). Next one shows by direct computation that the vector

(m,t] = (s|vme M satisfies the lattice diffusion equation d/(df)(m,t| =
w((m+1,t|4+(m —1,t|—2(m,t]) with absorbing boundary condition (0, | = 0
Vt.Hence (m,t|=e 2 >0 . L,(2wt)(n, 0| which yields

m
grk,ty=pe ™ > LQwt)(s[p,(x — o )e T0).  (28)

n=—m+1

Now observe that (s [V,(Vx — 0, ) = (5 [Vndu.x and therefore g7 (k, 1) = pfi 2wt)
(s 9e T=D|0). Now one repeats the previous computation for the time evolution
of (s |V (with ¢ replaced by T — ¢) and uses (s |[V,|0) = 1. This yields (26). O

At large scales where u is large and k = O(4/u) the function f; (1) converges to
the error function. We rescale time r = t7, with 0 < 7 < 1, and space k = x~/wT.
Then (26) becomes
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. by X
TlLH;O qrk,t) = perf(ﬁ)erf(Z\/T_r). 29)

A similar result was obtained from MFT for the macroscopic optimal density profile
of non-interacting random walks [49] conditioned on no absorption at the origin.

3.2 ASEP with Defect Bond and Site Disorder Conditioned
on Maximal Current

The TASEP on T, with a defect bond is the TASEP essentially as described above,
with the difference that hopping attempts across bond (L, 1) happen with rate r
and 0 < r < 1. This process has a long history of study which started with the
numerical observation of a defect-induced phase transition first in a closely related
model of interface growth [75] and then with a numerical study by Janowsky and
Lebowitz [37] who also reported a defect-induced phase transition from a phase
with homogeneous density (on coarse-grained scale) to a phase-separated stationary
state with two domains of different densities. A major issue that is still open from
a mathematical perspective is whether at half-filling the phase transition occurs at
some finite defect strength r. < 1 or for arbitrarily small defects, i.e., at r. = 1 [38].
In a cellular automaton version of the TASEP with discrete-time update [61] this
question could be answered rigorously. In that model the phase transition sets in
for any defect strength. Tang and Lyuksyutov [73] predicted this behaviour also for
the original TASEP, using renormalization group arguments for the closely related
directed polymer problem. For subsequent work on this problem, both in mathemat-
ical probability theory and statistical physics, see [5, 29, 55, 67, 71] and references
therein.

Here we follow the line of investigation started in [52] and consider the ASEP
with a defect conditioned on a large current, parametrized by the conjugate variable
s. Hopping attempts across bond (L, 1) happen with rate rwx and 0 < r < 1.
It is convenient to define the defect strength r in terms of the positive variable
u := —In(r). Following the construction outlined above one has to study in the
maximal current limit s — oo the rescaled weighted generator

L—1
H*uw) =-> oo, —e "o/ oy, (30)
k=1

Solving for the conditioned stationary distribution and the conditioned dynamics
looks at first sight like a difficult spatially inhomogeneous many-body problem.
However, the inhomogeneity turns out to have a trivial effect. In order to see this we
prove
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Proposition 3.5 The weighted generator (30) with bulk hopping rate 1 and defect
hopping rate r = e~ is related to a homogeneous generator with hopping rate
c(u) = rV/L = e~/ py the similarity transformation

V,H* @)V, = c(u)H*(0). (31)

with V, = exp (=% S5 kie).

Proof Thisis proved by straightforward computation, using the factorized form V,, =
Hé:l V,(k) with V, (k) = e~ ¥ and the transformation property e %o +e®" =
eT?o* of the Pauli matrices. O

An obvious corollary is that all eigenvalues ¢;(u) of the weighted generator (30)
are given by

gi(u) = c(u)e;(0) (32)

in terms of the eigenvalues of the homogeneous generator. For the left and right eigen-
vectors to these eigenvalues onehas ( €;(u) | = (€;(0) |V, and | &;(u) ) = VM_1 | £(0)).
The eigenvalues and eigenvectors for u = 0 are computed in [52] using the integra-
bility of the model by free fermion techniques.

Another immediate consequence is stated in the following theorem:

Theorem 3.6 The effective dynamics for conditioning on maximal current in the dis-
ordered ASEP, given by the generalized Doob-transform H;’}?p (u) := A H*(u) Au_l —
go(u) of (30), has the property '

H;;f (u) = c(u)H;}(O). (33)

This follows from A, = AV, with A = A(0) given in [52]. The interpretation
of this at first sight surprising fact is the following. The conditioning on maximal
current selects those (untypical) realizations of the process where hopping attempts
occur instantly, irrespective of the actual rate (which determines the typical mean
frequency between hopping attempts). Only the time scale of the effective process
(rescaled by e°) is affected by the defect. As an obvious but noteworthy corollary we
find that the stationary distribution of the transformed process (33) does not depend
on u and is given by (10).

This result can be extended to the fully disordered ASEP [74], which also has
a long history of study lasting until today, see [14, 72] and references therein. We
denote the set of site-dependent hopping rates ry = e~ to the right by u and obtain
under conditioning on maximal current

L
H*(u) = — Z e oo . (34)
k=1
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with the property
VaH* W)V = cu)H*(0). (35)
where
1
L 1 L L L
Vu = exp (— Z ozkﬁk), c(u) = exp (_Z Z uk) = (H rk) (36)
k=1 k=1 k=1
and o = — Zf:]l (ux — c(u)). Theorem (3.6) applies also to this case with the

obvious substitution # — u. Hence hopping disorder is irrelevant in the ASEP under
maximal current conditions.

3.3 Annihilating and Coalescing Random Walks

We consider non-conservative dynamics where random walks annihilate instantly
when they meet, also called vicious random walkers [26]. There is a vast body of
literature, both in statistical physics and probability theory, on this process and the
related process of coalescing random walks where only one particle annihilates upon
meeting.

Many different techniques (see e.g. [4, 21, 39, 42, 63] and references therein)
allow for a detailed analysis of this problem. It has been known for a long time that
on Z the average particle density approaches 0 proportional to 1/4/7, irrespective of
the initial density (after some finite crossover time) [16]. In the spirit of [54] we study
here for vicious walkers on T the annihilation activity A“"'(t), i.e., the number of
particles annihilated until time ¢. Thus we are dealing with the weighted generator

H(s) = Ho + H{ (s) (37)
with
L
Hy=— " (wi(og opy — i) + w0 o, — Akg)) (38)
k=1
L
H{(s) = —(wy +w_)e® > ool (39)
k=1

For definiteness we consider an even number of sites L = 2K. As initial distribution
we take a product measure with density p.
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We consider the generating function

Yi() = (0 = (57 p), ¥y = lim Yi() (40)

b 11— 00

and define a generalized large deviation function

. a 1: 1 * . o 7%
g(s) := lim * lim —(nY; —InYs(t)) =: lim “(h; — hs(?)). 41

t—»00 L—oo L : t—00 !

Observe the order of limits in this expression. Taking the limit t+ — oo first would
result trivially in g(s) = O since in a finite lattice the system reaches the trivial steady
state with no particles in finite time. The total number of particles annihilated until
time ¢ is extensive in system size. This motivates the factor 1/L in (41). On the other
hand, one expects the annihilation activity per site to decay in time. Thus one expects
o > 0 and some stationary constant Y;". In fact, here we show that @ = 1/2 and we
also present the full functions g(s) and h}.

Theorem 3.7 For annihilating random walks as defined in (37) with product initial
distribution with strictly positive density p > 0 the constant b} defined in (41) takes
the value

BE=1—-p—¢). (42)

The generalized large deviation function g(s) has a non-trivial limit for o« = 1/2
and does not depend on the hopping asymmetry w, — w_ nor on the initial density
p. Its explicit form is given by

B 1 i (1- e—2s)m
4wy +wo)t “= m3/2
Proof By definition A" () is the number of particles annihilated until time ¢, i.e.,

A (£) = N(0) — N(¢). Hence Y,(t) = (e4™" 0 ) = (esWO-N®) )y On the other
hand,

g(s) (43)

(SNOND ) = (5|e=NeHiesN| ). (44)
Next we observe e’V | p) = az.(s)| 5(s) ) with
ps) :=e'p/[1—p(1—e’)], ar(s) :=[1—p(l—e)" 45
Below we shall drop the argument s of p. This yields
Yo(t) = (B)F(e™N D) (46)

with the function i} (42).
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—sN () y

It remains to consider g(s) = — lim;, o t* limy o 1/L1n (e 5 Since the

particle number parity (—1)V is conserved we decompose the Bernoulli product
measure with density p into its even and odd components

K

1
+ ~N(n) L—N(n)
Prm) = 5" (1 - p) MZ_OaNm),zM (47)
K—1
_ 1 N
P (n) = Z—_p”“‘)(l -t N<">A;)8N<n>,m+1 (48)

where N(n) = Zé=1 n(k) is the particle number in configuration n and

7+ = % (1 +(1— 25)L) . (49)

The probability vectors corresponding to these distributions are denoted by | 5& ).
We also define the projected summation vectors

(st1= > (nml (50)
(=N =+1}

This decomposition gives

(emNOY s =Z D (1) + 27D (1) (1)

with @ (1) = (e™N® ) ;0

The computation of @ () was performed in [65], using the mapping of annihi-
lating random walks to a system of free fermions [48], and then employing a further
mapping to K = L/2 non-interacting spins [63]. This allows for a tensor represen-
tation of the even initial condition on (C%)®X

1 3 2p—Dr _
- —+H|:(l—,5)2+p2cot%ap } 10), (52)

of the even summation vector

p— 1
(st =(0 H [(1 +e T)”a;], (53)

>

and the even generator

T (e +we )Z[ 2p — 1)n0p+ (1_Cosw)ﬁp]' (54)
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Expressing the parameters D and v in [65] in terms of the present choice of parameters
leads to the identification @ = is and D = (w4 + w_)/2. This yields

K

oF (0 =[][1 -y (1 —e)e ] (55)
p=1
with
=2
2p—1
Vp+ = — ~p TR 8;_ =2D (1 — cos u) . (56)
52 + (1 — p)? tan? pZL L

For the odd sector, which was not studied previously, we follow the approach of
[63] to obtain

Lol -5 o pr
|/3—>=Z—[[[l[( — 0+t Doy og 10y 5T)

and the odd summation vector

K—1
(s~ 1= (0log" [] [(1+cot—o ] (58)

p=1

The required normalization (s~ | o~ ) = 1 follows from applying the trigonometric
product identities 6.1.1.7. and 6.1.1.8. in [56]. The generator on the odd subspace is
similar to even case, but with the replacement p — p + 1/2. This yields

K
oy =[] [1-v (1 =ee] (59)

p=1

with y,”, ¢, similar to the corresponding even quantities (56), but with the replace-

ment p — p + 1/2. The exponential prefactor comes from the term involving 00 .
In order to take the thermodynamic limit one expresses the product as the expo-
nential of the sum of logarithms. Since all terms are well-behaved in the domain
of finite s and sufficiently large ¢ one can expand the logarithm in a power series.
Then using Euler-MacLaurin one can replace the sums by integrals and realizes that
the even and odd product converge to the same quantity. Taking the thermodynamic
limit thus yields g(s) as given in (43). O

Finally we consider a mixed process where particles coalesce with probability p
or annihilate with probability 1 — p when they meet on the same site. The weighted
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generator for the integrated number of annihilated particles is given by H*(s) =
Hy + H{“(s) with annihilation part

L

H{(s) = — z [(W+ +w_)(1 —p)ezsalja,:jrl + pw+esak+ﬁk+1
k=1

+ pw_esﬁz‘a]:_l]. (60)
In the limit p = 1 one has coalescing particles [3, 8]. We define
ety s= e = (517 HT O ) (61)

and in complete analogy to (41)
1
ac 1 o q; — * ac I T opk _ pac
g% (s) = ll_lglot nglgo L(ln Y, —InY (1) = tl_l)moot (hy — hg“(1)). (62)

Here trivially the same function Y;" appears since the initial measure is the same and
Y is just the asymptotic generating function for the annihilation of all particles.

It was shown in [33] that H(0) = BH*(0)B~' with B = e *S" ) and
e~? = 1—p/2. These transformations lead to g% (s) = g(s") with some s’ (s, p). The
lack of dependence of the generalized large deviation function g(-) on the hopping
asymmetry is trivial in the sense that is well-known that for annihilating random
walks the bias can be absorbed in a Galilei-transformation at large space-time scales
[63]. However, there is a non-trivial universality property in the sense that g(-) does
not depend on the initial density and on the branching ratio. The branching ratio
enters only through the non-universal argument s’ (s, p). We conjecture that the same
generalized large deviation function g will be found in other models such as the SSEP
with pair annihilation with arbitrary rate, which is also an integrable model [1, 65].

Acknowledgments The author thanks B. Meerson, P.L. Krapivsky, V. Popkov and Andreas
Schadschneider for inspiring discussions and the Galileo Galilei Institute for Theoretical Physics
for hospitality. Partial support by DFG and the INFN during the completion of this work is gratefully
acknowledged.

References

1. Alcaraz, F.C., Rittenberg, V.: Reaction-diffusion processes as physical realizations of Hecke
Algebras. Phys. Lett. B 314(3), 377-380 (1993)

2. Appert, C., Derrida, B., Lecomte, V., Van Wijland, F.: Universal cumulants of the current in
diffusive systems on a ring. Phys. Rev. E 78, 021122 (2008)

3. Arratia, R.: Limiting point processes for rescalings of coalescing and annihilating random
walks on Z4. Ann. Probab. 9(6), 909-936 (1981)



Conditioned Stochastic Particle Systems and Integrable ... 391

4.

5.

6.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
27.

28.

29.

30.

Ayyer, A., Mallick, K.: Exact results for an asymmetric annihilation process with open bound-
aries. J. Phys. A: Math. Theor. 43(4), 045003 (2010)

Bahadoran, C.: Blockage hydrodynamics of one-dimensional driven conservative systems.
Ann. Probab. 32(1B), 805-854 (2004)

Belitsky, V., Schiitz, G.M.: Diffusion and coalescence of shocks in the partially asymmetric
exclusion process. Electron. J. Prob. 7, Paper No. 11, 1-21 (2002)

Belitsky, V., Schiitz, G.M.: Microscopic structure of shocks and antishocks in the ASEP con-
ditioned on low current. J. Stat. Phys. 152, 93-111 (2013)

Ben Avraham, D.: Complete exact solution of diffusion-limited coalescence, A +A — A. Phys.
Rev. Lett. 81, 47564759 (1998)

Bertini, L., De Sole, A., Gabrielli, D., Jona Lasinio, G., Landim, C.: Macroscopic fluctuation
theory for stationary non-equilibrium states. J. Stat. Phys. 107, 635-675 (2002)

Bertini, L., De Sole, A., Gabrielli, D., Jona Lasinio, G., Landim, C.: Macroscopic fluctuation
theory. arXiv:1404.6466v1 [cond-mat.stat-mech](2014)

. Blumen, A., Klafter, J., Zumofen, G.: Target annihilation by random walkers. Phys. Rev. B

30(9), 5379-5382 (1984)
Bodineau, T., Derrida, B.: Distribution of current in non-equilibrium diffusive systems and
phase transitions. Phys. Rev. E 72, 066110 (2005)

. Bodineau, T., Lagouge, M.: Current large deviations in a driven dissipative model. J. Stat. Phys.

139(2), 201-219 (2010)
Bodineau, T., Bahadoran, C.: Properties and conjectures for the flux of TASEP with site disorder.
Braz. J. Prob. Stat. (2014) (To Appear)

. Borodin, A., Corwin, 1., Sasamoto, T.: From duality to determinants for Q-TASEP and ASEP.

Ann. Probab. 42(6), 2314-2382 (2014)

Bramson M., Griffeath, D.: Clustering and dispersion rates for some interacting particle systems
on Z. Ann. Probab. 8(2), 183-213 (1980)

Burlatsky, S.F., Ovchinnikov, A.A.: Effect of reactant-fluctuation density on the kinetics of
recombination, multiplication, and trapping processes. Sov. Phys. JETP 65, 908-917 (1987)
Burlatsky, S.F., Moreau, M., Oshanin, G., Blumen, A.: Comment on “pair and triple correlations
in diffusion-limited A + B — B reactions”. Phys. Rev. Lett. 75, 585 (1995)

Castro-Alvaredo, O., Chen, Y., Doyon, B., Marianne Hoogeveen, M.: Thermodynamic Bethe
ansatz for non-equilibrium steady states: exact energy current and fluctuations in integrable
QFT. J. Stat. Mech. P03011 (2014)

Chetrite, R., Touchette, H.: Nonequilibrium Markov processes conditioned on large deviations.
Ann. Henri Poincaré 1-51 (2014). doi:10.1007/s00023-014-0375-8

Colomo, E, Isergin, A.G., Korepin, V.E., Tognetti, V.: Temperature correlation functions in the
XXO0 Heisenberg chain. Theor. Math. Phys. 94(1), 11-38 (1993)

Derrida, B., Lebowitz, J.L.: Exact large deviation function in the asymmetric exclusion process.
Phys. Rev. Lett. 80(2), 209-213 (1998)

Derrida, B., Appert, C.: Universal large deviation function of the Kardar-Parisi-Zhang equation
in one dimension. J. Stat. Phys. 94, 1-30 (1999)

Derrida, B., Lebowitz, J.L., Speer, E.R.: Large deviation of the density profile in the steady
state of the open symmetric simple exclusion process. J. Stat. Phys. 107, 599-634 (2002)
Espigares, C.P., Garrido, P.L., Hurtado, P.I.: Dynamical phase transition for current statistics
in a simple driven diffusive system. Phys. Rev. E 87, 032115 (2013)

Fisher, M.E.: Walks, walls, wetting, and melting. J. Stat. Phys. 34, 667-729 (1984)

Giardina, C., Kurchan, J., Redig, F., Vafayi, K.: Duality and hidden symmetries in interacting
particle systems. J. Stat. Phys. 135, 25-55 (2009)

Gwa, L.H., Spohn, H.: Bethe solution for the dynamical-scaling exponent of the noisy Burgers
equation. Phys. Rev. A 46(2), 844-854 (1992)

Ha, M., Timonen, J., den Nijs, M.: Queuing transitions in the asymmetric simple exclusion
process. Phys. Rev. E 68, 056122 (2003)

Harris, R.J., Schiitz, G.M.: Fluctuation theorems for stochastic dynamics. J. Stat. Mech. P07020
(2007)


http://arxiv.org/abs/1404.6466v1
http://dx.doi.org/10.1007/s00023-014-0375-8

392 G.M. Schiitz

31. Harris, R.J., Popkov, V., Schiitz, G.M.: Dynamics of instantaneous condensation in the ZRP
conditioned on an atypical current. Entropy 15, 5065-5083 (2013)

32. Harris, R.J., Schiitz, G.M.: Fluctuation theorems for stochastic dynamics interacting particle
systems. Markov Process Relat. Fields. 20, 3-44 (2014)

33. Henkel, M., Orlandini, E., Schiitz, G.M.: Equivalences between stochastic systems. J. Phys.
A: Math. Gen. 28, 6335-6344 (1995)

34. Hurtado, P.I., Garrido, P.L.: Spontaneous symmetry breaking at the fluctuating level. Phys. Rev.
Lett. 107, 180601 (2011)

35. Imamura, T., Sasamoto, T.: Current moments of 1D ASEP by duality. J. Stat. Phys. 142(5),
919-930 (2011)

36. Jack, R.L., Sollich, P.: Large deviations and ensembles of trajectories in stochastic models.
Prog. Theor. Phys. Supp. 184, 304-317 (2010)

37. Janowsky, S.A., Lebowitz, J.L.: Finite-size effects and shock fluctuations in the asymmetric
simple-exclusion process. Phys. Rev. A 45(2), 618-625 (1992)

38. Janowsky, S.A., Lebowitz, J.L.: Exact results for the asymmetric simple exclusion process with
a blockage. J. Stat. Phys. 77, 35-51 (1994)

39. Katori, M., Tanemura, H.: Complex Brownian motion representation of the Dyson model.
Electron. Commun. Probab. 18(4), 1-16 (2013)

40. Kim, D.: Bethe ansatz solution for crossover scaling functions of the asymmetric XXZ chain
and the KPZ-type growth model. Phys. Rev. E 52, 3512-3524 (1995)

41. Kolomeisky, A.B., Schiitz, G.M., Kolomeisky, E.B., Straley, J.P.: Phase diagram of one-
dimensional driven lattice gases with open boundaries. J. Phys. A: Math. Gen. 31(33),
6911-6919 (1998)

42. Krapivsky, P.L., Redner, S., Ben-Naim, E.: A kinetic view of statistical physics. Cambridge
University Press, Cambridge (2010)

43. Lebowitz,J.L., Spohn, H.: A Gallavotti-Cohen-Type symmetry in the large deviation functional
for stochastic dynamics. J. Stat. Phys. 95, 333-365 (1999)

44. Lecomte, V., Garrahan, J.P., Van Wijland, F.: Inactive dynamical phase of a symmetric exclusion
process on a ring. J. Phys. A: Math. Theor. 45, 175001 (2012)

45. Liggett, T.M.: Interacting Particle Systems. Springer, Berlin (1985)

46. Liggett, T.M.: Stochastic Interacting Systems: Contact Voter and Exclusion Processes. Springer,
Berlin (1999)

47. Lloyd, P, Sudbury, A., Donnelly, P.: Quantum operators in classical probability theory: I.
“Quantum spin” techniques and the exclusion model of diffusion. Stochast. Processes Appl.
61(2), 205-221 (1996)

48. Lushnikov, A.A.: Binary reaction 1 + 1 — 0 in one dimension. Phys. Lett. A 120(3), 135-137
(1987)

49. Meerson, B., Vilenkin, A., Krapivsky, P.L.: Survival of a static target in a gas of diffusing
particles with exclusion. Phys. Rev. E 90, 022120 (2014)

50. Meerson, B., Redner, S.: Large fluctuations in diffusion-controlled absorption. J. Stat. Mech.
P08008 (2014)

51. Mejia-Monasterio, C., Oshanin, G., Schehr, G.: First passages for a search by a swarm of
independent random searchers. J. Stat. Mech. P06022 (2011)

52. Popkov, V., Simon, D., Schiitz, G.M.: ASEP on a ring conditioned on enhanced flux. J. Stat.
Mech. P10007 (2010)

53. Popkov, V., Schiitz, G.M.: Transition probabilities and dynamic structure factor in the ASEP
conditioned on strong flux. J. Stat. Phys. 142(3), 627-639 (2011)

54. Popkov, V., Schiitz, G.M.: Large deviation functions in a system of diffusing particles with
creation and annihilation. Phys. Rev. E 84, 021131 (2011)

55. Popkov, V., Schadschneider, A., Schmidt, J.: TASEP with open boundary conditions and slow
bond. Preprint (2014)

56. Prudnikov, A.P., Brychkov, Y.A., Marichev, O.1.: Integrals and Series, vol. 1. Gordon and
Breach, New York (1986)



Conditioned Stochastic Particle Systems and Integrable ... 393

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

Rezakhanlou, F.: Hydrodynamic limit for attractive particle systems on Z¢. Commun. Math.
Phys. 140, 417-448 (1991)

Rogers, L.C.G., Williams, D.: Diffusions, markov processes, and martingales. In: Foundations,
vol. 1. Wiley, New york (1994)

Santen, L., Appert, C.: The asymmetric exclusion process revisited: fluctuations and dynamics
in the domain wall picture. J. Stat. Phys. 106(1-2), 187-199 (2002)

Santos, J.E., Schiitz, G.M.: Exact time-dependent correlation functions for the symmetric exclu-
sion process with open boundary. Phys. Rev. E 64, 036107 (2001)

Schiitz, G.: Generalized Bethe ansatz solution of a one-dimensional asymmetric exclusion
process on a ring with blockage. J. Stat. Phys. 71(3)-(4), 471-505 (1993)

Schiitz, G., Sandow, S.: Non-abelian symmetries of stochastic processes: derivation of corre-
lation functions for random vertex models and disordered interacting many-particle systems.
Phys. Rev. E 49, 2726-2744 (1994)

Schiitz, G.M.: Diffusion-annihilation in the presence of a driving field. J. Phys. A: Math. Gen.
28(12), 3405-3415 (1995)

Schiitz, G.M.: Duality relations for the asymmetric exclusion process. J. Stat. Phys. 86(5/6),
1265-1287 (1997)

Schiitz, G.M.: Exactly solvable models for many-body systems far from equilibrium. In: Domb,
C., Lebowitz, J. (eds.) Phase Transitions and Critical Phenomena, vol. 19, pp. 1-251. Academic
Press, London (2001)

Schiitz, G.M.: The Space-time structure of extreme current and activity events in the ASEP. In:
Proceedings of the “International School and Workshop on Nonlinear Mathematical Physics
and Natural Hazards”. Springer (To Appear)

Seppéldinen, T.: Hydrodynamic profiles for the totally asymmetric exclusion process with a
slow bond. J. Stat. Phys. 102, 69-96 (2001)

Simon, D.: Construction of a coordinate Bethe ansatz for the asymmetric simple exclusion
process with open boundaries. J. Stat. Mech. P07017 (2009)

Spohn, H.: Bosonization, vicinal surfaces, and hydrodynamic fluctuation theory. Phys. Rev. E
60, 6411-6420 (1999)

Szabo, A., Zwanzig, R., Agmon, N.: Diffusion-controlled reactions with mobile traps. Phys.
Rev. Lett. 61, 2496-2499 (1988)

Szavits-Nossan, J., Uzelac, K.: Impurity-induced shocks in the asymmetric exclusion process
with long-range hopping. J. Stat. Mech. P12019 (2009)

Szavits-Nossan, J.: Disordered exclusion process revisited: some exact results in the low-current
regime. J. Phys. A: Math. Theor. 46, 315001 (2013)

Tang, L.-H., Lyuksyutov, L.E.: Directed polymer localization in a disordered medium. Phys.
Rev. Lett. 71, 2745-2748 (1993)

Tripathy, G., Barma, M.: Driven lattice gases with quenched disorder: exact results and different
macroscopic regimes. Phys. Rev. E 58(2), 1911-1926 (1998)

Wolf, D.E., Tang, L.-H.: Inhomogeneous growth processes. Pyhs. Rev. Lett. 64, 1591-1594
(1990)



	Preface
	Contents
	Part IMini-Courses
	Diffusion of Energy in Chains of Oscillators with Conservative Noise
	1 Chains of Oscillators
	1.1 Chains of Oscillators with Bulk Noise
	1.2 Simplified Perturbed Hamiltonian Systems

	2 Normal Diffusion
	2.1 Anharmonic Chain with Velocity-Flip Noise
	2.2 Harmonic Chain with Velocity-Flip Noise

	3 Anomalous Diffusion
	3.1 Harmonic Chains with Momentum Exchange Noise
	3.2 A Class of Perturbed Hamiltonian Systems
	3.3 Harmonic interactions
	3.4 Exponential interactions

	References

	Dissipative Reactive Fluid Models  from the Kinetic Theory
	1 Introduction
	2 Kinetic Framework
	2.1 Boltzmann Equations
	2.2 Collisional Invariants
	2.3 Kinetic Entropy
	2.4 Enskog Expansion
	2.5 Maxwellian Distributions
	2.6 Zeroth Order Equations
	2.7 Thermal Properties
	2.8 Maxwellian Production Rates

	3 Dissipative Regime
	3.1 Linearized Boltzmann Equations
	3.2 First Order Equations
	3.3 Transport Fluxes and Coefficients
	3.4 Properties of Transport Coefficients
	3.5 Perturbed Production Terms
	3.6 Thermodynamics
	3.7 From Molecules to Moles

	4 Evaluation of Transport Coefficients
	4.1 Transport Linear Systems
	4.2 Transport Algorithms
	4.3 Stefan-Maxwell Equations
	4.4 Impact of Multicomponent Transport

	5 Mathematical Framework
	5.1 Conservation Equations
	5.2 Thermodynamics
	5.3 Chemical Sources
	5.4 Transport Fluxes
	5.5 Mathematical Assumptions
	5.6 Entropy Production
	5.7 Vector Notation

	6 Hyperbolic-Parabolic Structure
	6.1 Entropic Variables
	6.2 Normal Variables
	6.3 Hyperbolicity and Parabolicity
	6.4 Natural Entropic form for Multicomponent Flows
	6.5 Natural Normal form for Multicomponent Flows

	7 The Cauchy Problem
	7.1 Local Dissipativity
	7.2 Existence of Solutions

	8 Conclusion and Future Directions
	References

	Part IIShort Papers
	Large Deviations in a Gaussian Setting:  The Role of the Cameron-Martin Space
	1 Introduction
	2 Three Examples
	2.1 Large Deviations Principle
	2.2 Gaussian Measures and the Cameron-Martin Space
	2.3 Shilder's Theorem and Generalizations

	3 A Finite Dimensional Tour
	3.1 The Cameron-Martin Space in Finite Dimensions
	3.2 The LDP in Finite Dimensions

	References

	Kinetic Theory of Simple Reacting Spheres: An Application to Coloring Processes
	1 Introduction
	2 SRS Kinetic System
	2.1 Collisional Dynamics
	2.2 Kinetic System

	3 Equilibrium Solutions and H-Theorem
	4 Linearized SRS Kinetic System
	5 Kernels of the Linearized Operators
	5.1 Explicit Representation of the Kernels
	5.2 Properties of the Kernels

	6 Compactness of the Linearized Collisional Operator
	6.1 Compactness of the Operator mathcalQ(1)
	6.2 Compactness of the Operator calR(2)

	References

	Can Translation Invariant Systems Exhibit  a Many-Body Localized Phase?
	1 Introduction
	1.1 MBL Without Disorder
	1.2 Mobile Bubbles
	1.3 Asymptotic Localization
	1.4 Organization of the Paper

	2 Quenched and Thermal Disorder
	2.1 Quenched Disordered Hamiltonian
	2.2 Translation Invariant Hamiltonian

	3 Rare Bubbles Due to Perturbative Effects
	3.1 The Resonant Hamiltonian
	3.2 The Bubble

	4 Rare Bubbles Due to Non-perturbative Effects
	4.1  The Hamiltonian H(0)
	4.2 Hybridization of Eigenstates

	5 Asymptotic Localization
	5.1 Classical Disordered Anharmonic Chain
	5.2 Classical Rotors and DNLS Chain
	5.3 Quantum Chain Analogous to the Bose-Hubbard Chain

	References

	Stability of Non-deterministic Systems
	1 Introduction
	2 Topological Semigroups of Open Maps
	3 Combinatorial Stability of Open Maps
	4 Topological Semigroups of Markov Systems
	5 Spectral Stability of Markov Systems
	References

	Derivation of the Stochastic Burgers Equation from the WASEP
	1 Introduction
	2 Statement of Results
	2.1 The Model
	2.2 Stochastic Burgers Equation
	2.3 The Density Fluctuation Field

	3 Characterization of Limits Points
	4 The Non-linear Term in SBE
	4.1 Proof of the Second-Order Boltzmann-Gibbs Principle
	4.2 The Boltzmann-Gibbs Principle for Occupation Variables
	4.3 The Boltzmann-Gibbs Principle for General Functions

	References

	Large Population Asymptotics  for Interacting Diffusions in a Quenched Random Environment
	1 Introduction
	1.1 Diffusions in Mean-Field Interaction
	1.2 Inhomogeneous Interacting Diffusions
	1.3 Organization of the Paper

	2 Main Results
	2.1 Quenched Law of Large Numbers
	2.2 Quenched Central Limit Theorem
	2.3 Long-Time Behavior of the Fluctuation Process  in the Kuramoto Model
	2.4 Conclusion and Perspectives

	3 Sketches of Proofs
	3.1 Law of Large Numbers
	3.2 Fluctuations

	References

	Shock Structure and Temperature  Overshoot in Macroscopic Multi-temperature Model  of Binary Mixtures
	1 Introduction
	2 Multi-temperature Models of Mixtures
	2.1 Inviscid Model---Mixture of Euler Fluids
	2.2 Parameters of the Model
	2.3 Viscous Model

	3 Temperature Overshoot
	3.1 Temperature Overshoot in Inviscid Model
	3.2 Temperature Overshoot in Viscous Model

	4 Conclusion
	References

	Diffusive Limit for the Random Lorentz Gas
	1 Introduction
	2 From Microscopic to Macroscopic Description
	3 Ideas of the Proof
	3.1 The Kinetic Description
	3.2 The Diffusive Limit

	4 Perspectives: Transport Properties of the Lorentz Gas
	References

	Fractional Boson Gas and Fractional  Poisson Measure in Infinite Dimensions
	1 Introduction: Density Fluctuations, Reducible  Functionals and Fractional Gases
	2 The Infinite-Dimensional Fractional Poisson Measure
	2.1 The Fractional Poisson Process
	2.2 The Infinite-Dimensional Fractional Poisson Measure
	2.3 The Fractional Poisson Measure on Γ
	2.4 Fractional Poisson Analysis

	References

	Dynamical Properties of a Cosmological Model with Diffusion
	1 Introduction
	2 Spatially Homogeneous and Isotropic Solutions
	3 Asymptotic Behavior of Spatially Flat Solutions
	4 Qualitative Dynamics of Solutions
	4.1 The Dynamical System
	4.2 Dynamics of Spatially Flat Solutions
	4.3 Stability Properties of Spatially Flat Solutions

	5 Summary
	References

	The Structure of Shock Waves  in Dissipative Hyperbolic Models
	1 Introduction
	2 Shock Structure in Hyperbolic Systems of Balance Laws
	2.1 Isothermal Viscoelasticity
	2.2 13 Moments Model
	2.3 Binary Multi-temperature Mixture of Ideal Gases

	3 Stability Aspects of the Shock Structure Problem
	3.1 Stability of Equilibrium States in Hyperbolic Models
	3.2 Stability of Equilibrium States in Mixed Hyperbolic-Parabolic Models

	4 Conclusion
	References

	Diffusion Coefficient for the Disordered Harmonic Chain Perturbed by an Energy Conserving Noise
	1 Introduction
	2 The Harmonic Chain Perturbed by Stochastic  Jump Noises
	2.1 Cylinder Functions and Dirichlet Form
	2.2 Semi-inner Products and Diffusion Coefficient

	3 Non-gradient Varadhan Approach
	3.1 An Insight Through Additive Functionals  of Markov Processes
	3.2 Limiting Variance and Semi-norm
	3.3 Hilbert Space and Projections

	4 Convergence of Green-Kubo Formula
	4.1 Existence of the Green-Kubo Formula
	4.2 Equivalence of the Definitions and Vanishing Noise Limit

	References

	Conditioned Stochastic Particle Systems  and Integrable Quantum Spin Systems
	1 Introduction
	2 Conditioning on Current and Activity
	3 New Applications of Conditioning
	3.1 SEP Conditioned on Not Entering a Sublattice
	3.2 ASEP with Defect Bond and Site Disorder Conditioned  on Maximal Current
	3.3 Annihilating and Coalescing Random Walks

	References




