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## PREFACE

# Preface to the ESPA-2014 special issue 

Manuel F. Ruiz-López ${ }^{1} \cdot$ Francisco J. Olivares del Valle $^{2}$

Published online: 11 July 2015
© Springer-Verlag Berlin Heidelberg 2015

This issue of Theoretical Chemistry Accounts collects a compilation of research works presented at the 9th edition of the Electronic Structure: Principles and Applications conference (ESPA-2014) held in Badajoz, Spain, on the July 2-4, 2014.

The ESPA conferences were initiated in 1998, and since then, they have been organized every 2 years. The previous editions were organized in Madrid (1998), San Sebastián (2000), Sevilla (2002), Valladolid (2004), Santiago de Compostela (2006), Palma de Mallorca (2008), Oviedo (2010) and Barcelona (2012). The ESPA conferences were initially intended to bring together the Spanish community in the field of Theoretical and Computational Chemistry. However, ESPA has grown over time in terms of national and international participation, and in the last years, it has become a key scientific event of international reputation.

ESPA-2014 was organized by the Quantum Chemistry and Molecular Modelling (QCAMM) group of the University of Badajoz (see Fig. 1). Four main topics were covered in the conference: "Theory, Methods and Foundations," "Materials Science," "Structure and Chemical Reactivity" and "Environmental Effects and Modelling." They were properly represented by means of nine invited Plenary Talks, twenty-four Oral Communications and about 120

[^0][^1]Poster Presentations. The meeting was attended by a total number of 178 participants coming from different universities around the world. The official picture of the meeting is shown in Fig. 2. Most of the participants came from Spain, but delegates from 14 other countries were present, which include (in alphabetic order) Austria, Brazil, Czech Republic, Denmark, France, Germany, Italy, Japan, the Netherlands, Portugal, Russia, Sweden, UK and the USA.

Together with a high-quality scientific program, the organizers tried to provide delegates with the opportunity to experience the Extremadura region as part of the congress. To this aim, an engaging social program was designed starting on the evening of July 2 with a welcome reception at the Archeological Museum of Badajoz. Besides, the delegates enjoyed a mid-conference excursion to the old town of Cáceres, a UNESCO World Heritage Site since 1986. Finally, the congress was closed with a banquet at the Ethnographic Museum gardens of the magnificent city of Olivenza.

As an important satellite event of the ESPA-2014 conference, the Third Annual Workshop of the Joint Doctorate Program on Theoretical Chemistry and Computational Modelling (TCCM) took place on July 1 at the Faculty of Sciences of the University of Extremadura. Such a workshop event is regularly organized for Ph.D. students, as a complementary training of the TCCM doctorate program, and offers them the opportunity to present their research work via oral communications at the end of the first year of the doctorate studies.

During the conference, the members of the organizing committee brought to the attention of the delegates the extremely difficult situation that is presently facing the Spanish research system as a consequence of the drastic $\mathrm{R}+\mathrm{D}$ funding reduction decided by the Spanish government. A document describing this situation, known as the "Badajoz Manifesto," was sent to the media. It stated, in


Fig. 1 The ESPA 2014 Organizing Committee, from left to right: Dr. José Carlos Corchado Martín-Romo, Glauco Garrido Almeida (guest Ph.D. student), Dr. María de la Luz Sánchez Mendoza, Dr. Aurora Muñoz Losa, Dr. María Elena Martín Navarro (Secretary),

Rute Barata Morgado (Ph.D. student), Prof. Francisco J. Olivares del Valle (Chairman) and Dr. Manuel Angel Aguilar Espinosa. Dr. Ignacio Fernández Galván (not in the picture) was also a member of the Organizing Committee


Fig. 2 The ESPA 2014 official picture with the 178 delegates coming from 15 different countries
particular, that such an unprecedented budget reduction has marked a turning point for the Spanish scientific growth, while it is creating a great discouragement of the Spanish young talents, who do not see any perspectives to develop a scientific carrier in their country.

The next ESPA conference will be organized in 2016 in the city of Castellón, Spain, close to the Mediterranean Sea. All our best wishes to the organizers for a successful conference, and we hope to see you there!
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#### Abstract

We present an extension of the AMOEBA force field to several common organic heterocycles, namely pyridine, pyrazine, pyrimidine, pyridazine, the three unique triazines, and the two unique tetrazines. Atomic multipoles for newly defined atom types were obtained from quantum chemical calculations on the isolated molecules. Atomic polarizability parameters are maintained at their standard AMOEBA values for corresponding atomic classes while standard van der Waals parameters are rescaled to reproduce $\operatorname{CCSD}(\mathrm{T})$ intermolecular interaction energies of selected dimer structures. In order to improve vibrational frequencies that are important both spectroscopically and for flexible dynamics, parameters for covalent terms, i.e., bond-stretching, angle-bending, and stretch-bend terms, were optimized and added to the existing AMOEBA force field. We validate our force field through comparison of molecular structural, vibrational, electrostatic, and energetic properties-including intermolecular interaction energies-to reliable quantum chemical data for the various systems of interest.


[^2][^3][^4]Keywords Polarizable force field • Intermolecular interactions • Molecular mechanics • Pi stacking

## 1 Introduction

Assessment of chemical properties can often require a computationally costly sampling of a high-dimensional phase space in order accurately to predict ensemble-averaged values. Molecular mechanics simulations offer an efficient way to sample such ensembles, with the quality of the results depending on the ability of the force field adequately to describe the energetics of the system under the conditions of the simulation. The range of applicability of a particular force field depends both upon its functional form (e.g., the degree to which it employs harmonic terms vs anharmonic, and the degree to which it includes crossterms (which couple different internal coordinates), highorder electric multipoles, or polarization) and its various parameters. Force fields are usually made more accurate through the proliferation of atom types, i.e., atoms of the same element that, as a consequence of belonging to different chemical functional groups, have interaction energies that are computed using different parameters.

One such force field, AMOEBA, was originally devoted to water and biomolecules, but it now also finds use for more general applications involving organic molecules. We here present an extension of AMOEBA through a complete parameterization of the stable azabenzene series, i.e., six-membered N -heterocyclic rings incorporating varying numbers of N atoms from 1 to 4 . Such heterocycles are found widely in various pi-conjugated systems [1] and their derivatives are ubiquitous in biological [2] and pharmaceutical [3] compounds, as well as a number of metal-organic cages [4-6] and frameworks [7-9]. Thus, we focus here on

pyridine

1,2,3,4-tetrazine

pyrimidine

pyrazine

1,2,3-triazine


1,2,4,5-tetrazine


1,3,5-triazine

Fig. 1 Six-Membered N -heterocyclic compounds (azabenzenes)
heterocycles having the formula $\mathrm{C}_{6-x} \mathrm{H}_{6-x} \mathrm{~N}_{x}, x=1-4$ (the corresponding compounds for $x=5$ and 6 are insufficiently stable to be of interest). This series includes pyridine, pyrazine, pyrimidine, pyridazine, 1,2,3-, 1,2,4-, and 1,3,5-triazine, and 1,2,3,4- and 1,2,4,5-tetrazine (Fig. 1).

In Sect. 2, we report the details of quantum and molecular mechanics calculations undertaken in order to optimize parameters for the various isolated molecules. In Sect. 3, we examine dimeric intermolecular interactions and make use of such energies to validate our model, refine the force field's van der Waals parameters, and assess the relative importance of the different terms in the force field for these N-heterocyclic systems. Finally, Sect. 4 offers some conclusions. We anticipate that this extension of AMOEBA will be particularly useful for the study of host-guest (or enzyme-substrate) chemistry involving aromatic N-heterocycles in either or both components of such interacting systems.

## 2 Computational details

We describe our extension of the AMOEBA force field. Our parameterization of the various azabenzenes relies on quantum chemical reference calculations.

### 2.1 Quantum calculations

All quantum chemical calculations were performed with the Gaussian 09 suite of electronic structure programs [10]. Density functional theory (DFT) calculations were performed employing an ultrafine grid for the computation of
all two-electron integrals and their derivatives. Unless otherwise noted, geometry optimizations and vibrational frequency calculations were performed using the M06-L functional [11] with the cc-pVDZ basis set [12]. This level of theory has been documented to predict energies and structures in good agreement with highly correlated electronic structure theories for many systems relevant to those examined here [13, 14]. Electronic probability densities and electrical moments were also computed at these geometries using M06-L, but for these properties, the cc-pVTZ basis set was employed [12]. Intermolecular interaction energies were calculated using Møller-Plesset second-order perturbation theory [15] (MP2) and coupled cluster theory including single, double, and perturbatively estimated triple excitations (CCSD(T)) [16-18]. In all calculations, basis set superposition error (BSSE) corrections were included through counterpoise correction [19]. For efficiency, we estimate large basis $\operatorname{CCSD}(\mathrm{T})$ energies according to [20-23]
$U_{\text {large }}^{\mathrm{CCSD}(\mathrm{T})} \cong U_{\text {large }}^{\mathrm{MP2}}+\left(U_{\text {small }}^{\mathrm{CCSD}(\mathrm{T})}-U_{\text {small }}^{\mathrm{MP2}}\right)$

### 2.2 Force field

Force field energies are typically separable into bonded and non-bonded interactions. Bonded interactions can be treated most simply using harmonic potentials. Additional anharmonic correction terms generally improve the predicted shape of associated potential energy hypersurfaces. Force fields conventionally include bond-stretching, angle-bending, and torsional potentials, as well as out-ofplane bending or improper torsional potentials. In addition, cross-terms can be considered to couple more elementary motions, e.g., stretch-bend terms that couple bond-stretching and angle-bending deformations. Non-bonded nonelectrostatic [van der Waals (vdW)] interactions, by contrast, are traditionally modeled using Buckingham or 6-12 Lennard-Jones potentials. Another formalism is the buffered 7-14 potential advanced by Halgren [24], which has been shown to give improved descriptions of intermolecular interactions, especially for rare gas dimers and clusters, where interactions are dominated by vdW dispersionrepulsion interactions.

In this manuscript, we make a distinction between polarization and permanent electrostatic interactions. Therefore, "electrostatic interactions" refers to all Coulomb interactions before the calculation of induced moments. Intermolecular electrostatic interactions, in the simplest case, employ a distribution of atom-centered partial atomic point charges to represent the continuous distribution of charge that characterizes a quantum mechanical molecule. Several models have been proposed to assign atomic point charges based on quantum mechanical
calculations [25-29]. Such point charge models necessarily assume that the local distribution of charge about each nucleus in a molecule is spherically symmetric; however, the anisotropy of the electron density around each nucleus can also be important. This is most evident when considering the density perturbation associated with a lone pair on a heteroatom, or a $\pi$ cloud in an aromatic, for example. A simple atom-centered point charge model is unable to represent such a charge distribution at such levels of detail [30]. A similar limitation of models based on atomcentered point charges is associated with the description of sigma and pi-holes that have been characterized for halogens, chalcogens, and other atoms; [31, 32] in these cases, the globally negative partial atomic charge of, say, a halogen atom is unable accurately to describe the small electrically positive region of space at the outside of the bond axis that is responsible for the so-called halogen bonding. In all of these various cases, however, the complexity of the charge density can be described in a more accurate way using atomic multipoles [33, 34], and/or by adding point charges to additional, non-atomic sites of the molecular model [35-37]. We note that increased physicality can also be achieved through consideration of charge penetration effects, or by replacing atomic point charge monopoles with atomic Gaussian charge density distributions [38-43]. Lastly, polarization and charge transfer [44, 45] effects can, at least to some extent, be incorporated into otherwise classical force fields. In the case of atomic point induced dipole models [46], a damping factor can be used to smear the charge distribution of an atomic charge model [47]. This smearing approach has been extended to higher-order atomic multipoles [48]. Rasmussen et al. [49] have shown the importance of including both higher-order electrical moments and polarization when accurate conformational energies are desired.

In this study, we work within the framework of the flexible, anharmonic, polarizable, AMOEBA force field, which includes a distribution of atomic electrical multipole moments up through quadrupoles. We extend this force field to include atom types corresponding to the azabenzene series and propose new van der Waals and covalent parameters for the atom classes involved in these aromatic systems.

### 2.2.1 The AMOEBA formalism

AMOEBA bonded interactions follow the MM3 force field [50, 51]. Thus, the total energy, $U_{\text {tot }}$ is defined as a sum of intramolecular covalent terms and both intra- and intermolecular non-covalent terms according to:

$$
\begin{align*}
U_{\mathrm{tot}}= & U_{\mathrm{str}}+U_{\mathrm{bnd}}+U_{\mathrm{str}-\mathrm{bnd}}+U_{\mathrm{oop}}+U_{\mathrm{torsion}} \\
& +U_{\mathrm{vdW}}+U_{\mathrm{elec}}+U_{\mathrm{pol}} \tag{2}
\end{align*}
$$

where $U_{\text {str }}$ and $U_{\text {bnd }}$ are, respectively, the bond-stretching and the angle-bending terms, $U_{\text {str-bnd }}$ is a term coupling bond-stretching and angle-bending. $U_{\text {oop }}$ describes out-ofplane deformations and $U_{\text {torsion }}$ defines the energetic term associated with a dihedral angle. The remaining terms $U_{\text {vdW }}, U_{\text {elec }}$, and $U_{\text {pol }}$ account for van der Waals, permanent electrostatic, and polarization interactions, respectively.

Considering a bond distance $b$, its force constant $K_{\mathrm{b}}$, and the equilibrium value $b_{0}$ associated with this term, the stretching component of the energy is expressed as a harmonic potential with cubic and quartic contributions to the anharmonicity:
$U_{\mathrm{str}}(b)=K_{\mathbf{b}}\left(b-b_{0}\right)^{2}\left[1-2.55\left(b-b_{0}\right)+\frac{7}{12} 2.55^{2}\left(b-b_{0}\right)^{2}\right]$

The energy to deform a valence angle to a value $\theta$ differing from an ideal reference value $\theta_{0}$ with a force constant $K_{\theta}$ includes anharmonic contributions through a sextic term:

$$
\begin{align*}
U_{\text {bnd }}(\theta)= & K_{\theta}\left(\theta-\theta_{0}\right)^{2}\left[1-0.014\left(\theta-\theta_{0}\right)+5.6 \times 10^{-5}\left(\theta-\theta_{0}\right)^{2}\right. \\
& \left.-7 \times 10^{-7}\left(\theta-\theta_{0}\right)^{3}+2.2 \times 10^{-8}\left(\theta-\theta_{0}\right)^{4}\right] \tag{4}
\end{align*}
$$

The coupling between bond-stretching and angle-bending is described by Eq. (5), in which $K_{\text {str-bnd }}$ is a force constant associated with angular deformation $\left(\theta-\theta_{0}\right)$ and the bond length variations $\left(b-b_{0}\right)$ and $\left(b^{\prime}-b_{0}^{\prime}\right)$ for the two bonds that form the valence angle.
$U_{\text {str-bnd }}\left(b, b^{\prime}, \theta\right)=K_{\text {str-bnd }}\left[\left(b-b_{0}\right)\left(b^{\prime}-b_{0}^{\prime}\right)\right]\left(\theta-\theta_{0}\right)$
For trivalent and "planar" $\mathrm{sp}^{2}$-hybridized atoms, the energy associated with an out-of-plane deformation, also called an improper torsion, is determined following Wilson, Decius, and Cross [52] as the product of the square of the dihedral $\chi$ defined by the four atoms and an associated force constant $K_{\chi}$.
$U_{\text {oop }}(\chi)=K_{\chi} \chi^{2}$
Torsional energies for rotation about the central bond of four consecutively bonded atoms are computed from the first three terms of a Fourier series that depends on the dihedral angle $\alpha$, and an amplitude $A_{n}$ and phase angle $\phi_{n}$ (taken to be either 0 or $180^{\circ}$ ) associated with each Fourier term, i.e.,
$U_{\text {torsion }}(\alpha)=\frac{1}{2} \sum_{n=1}^{3} A_{n}\left[1+\cos \left(n \alpha-\phi_{n}\right)\right]$
Non-bonded energies in AMOEBA are computed from pairwise van der Waals (vdW) interactions, as well as permanent electrostatic and many-body polarization
interactions. The vdW term is modeled as a buffered 14-7 potential as proposed by Halgren [24]:
$U_{\mathrm{vdW}}^{i j}=\varepsilon_{i j}\left(\frac{1+\delta}{\frac{R_{i j}}{R_{i j}^{0}}+\delta}\right)^{7}\left(\frac{1+\gamma}{\left(\frac{R_{i j}}{R_{i j}^{0}}\right)^{7}+\gamma}-2\right)$
where $\varepsilon_{i j}$ is the potential well depth, $R_{i j}$ is the interatomic distance, $R_{i j}^{0}$ is the minimum energy distance, and $\delta$ and $\gamma$ are unitless buffering constants set to 0.07 and 0.12 , respectively. The mixing rules used by AMOEBA to determine $\varepsilon_{i j}$ values from atomic $\varepsilon_{i i}$ and $\varepsilon_{j j}$ parameters are:
$\varepsilon_{i j}=\frac{4 \varepsilon_{i i} \varepsilon_{j j}}{\left(\varepsilon_{i i}^{1 / 2}+\varepsilon_{j j}^{1 / 2}\right)^{2}}$
and for the case of $R_{i j}^{0}$ values
$R_{i j}^{0}=\frac{\left(R_{i i}^{0}\right)^{3}+\left(R_{j j}^{0}\right)^{3}}{\left(R_{i i}^{0}\right)^{2}+\left(R_{j j}^{0}\right)^{2}}$
In the case of hydrogen atoms, an additional parameter (called the reduction factor) is used to scale the position of the hydrogenic vdW interacting site along the corresponding covalent bond involving that atom. This scaling moves the site closer to the heavy atom to which the hydrogen is attached and is meant to reflect the degree to which hydrogenic electron density is displaced toward the heavy atom when covalent bonding takes place.

### 2.2.2 Details of AMOEBA calculations

All AMOEBA calculations were performed with the Tinker software package [53]. We employed a vdW cutoff radius of $9 \AA$. A successive over-relaxation algorithm [54] was employed to accelerate the convergence of the self-consistent calculation of the mutually induced atomic point dipoles. Geometry optimizations were performed with a $10^{-6} \mathrm{kcal} / \mathrm{mol} / \AA$ criterion on the gradient of the energy.

### 2.3 Parameterization

In a recent study, Ren et al. proposed a method to automate small-molecule parameterization within the AMOEBA force field [55]. We followed a similar approach to theirs in the parameterization of the azabenzenes. In particular, within the context of standard AMOEBA atomic polarizabilities and van der Waals parameters, we first determined the atomic multipoles to be used to describe electrostatic interactions, and we subsequently determined a set of bonded interaction parameters that would reproduce
both equilibrium structures and harmonic vibrational frequencies.

AMOEBA is designed to permit a consistent treatment of intra- and intermolecular polarization. For large molecules, intramolecular polarization takes place between defined polarization groups. Given the small size of the sixmembered aromatic rings considered here, all atoms in the molecule were taken to be a single polarization group, i.e., there is no internal polarization from intramolecular atomic interactions in any of the heterocycles. As in the original AMOEBA force field, we permit C and H atoms in aromatic rings to have atomic polarizabilities larger than those employed for aliphatic analogs, but the polarizability of nitrogen does not vary from the AMOEBA parameter that is always used for N . For van der Waals interactions, we employed both the atomic radii and well-depth parameters proposed by Ren et al. [55], who derived these as a function of element and associated valence orbitals.

### 2.4 Atomic multipoles

The importance of the consideration of the molecular quadrupole when computing intermolecular interactions for complexes of benzene, graphene [56], and arenes [57] has been repeatedly emphasized. Quadrupole elements out of the molecular plane can be particularly important for the modeling of electrostatic effects associated with $\pi$ electron distributions. However, a single-center molecular quadrupole may be insufficient to capture all of the energetically important electrostatic interactions. Atomic multipoles permit a more detailed description of the full molecular charge distribution. As in the original AMOEBA force field, we determine atomic multipoles from quantum chemical calculations using distributed multipole analysis (DMA) [58, 59] as implemented in the GDMA (Gaussian Distributed Multipole Analysis) program; [60] a radius of $0.65 \AA$ is taken for all atoms except hydrogen, for which a radius of $0.31 \AA$ was used (this approach is similar to one used previously by Price and Stone when they examined Hartree-Fock charge distributions in six-member N -heterocyclic aromatics [61, 62]). The DMA fitting was done to the Kohn-Sham electron density obtained from M06-L/ccpVTZ calculations.

Multipoles determined from GDMA are spherical harmonics that can be projected to a global Cartesian frame. For practical use, however, atomic multipoles must be defined within local coordinate frames. The choice of local frame influences variations in overall molecular electrical moments when flexible molecules sample accessible conformations, so for purposes of stability it is good practice to define the local frame for a given atom using the least flexible framework available within which that atom is found. Thus, for example, a bond vector involving a hydrogen

Fig. 2 Local frame $x$ - and $z$-axes of pyridine N defined according to the Bisector convention (a), and $\mathrm{C}_{\alpha}$ defined according to the $z$-then- $x$ convention (b)

atom would generally be a poor choice to define the local frame for a heavy atom because the hydrogen atom will sample space more widely around its most probable position than would normally be true for alternative heavy atoms. Thus, it is important to note that choosing a local frame convention is in some sense equivalent to choosing the functional form for an interaction energy-it is a fundamental component of the force field.

We illustrate the bisector and $z$-then- $x$ conventions that we employed for the case of pyridine in Fig. 2. The symmetry axis that includes the nitrogen atom permits the definition of its first local frame axis, $z$, to be taken as the $\mathrm{C}-\mathrm{N}-\mathrm{C}$ bisector. The $x$-axis is then taken to be the line orthogonal to $z$ within the $\mathrm{C}-\mathrm{N}-\mathrm{C}$ plane. Whenever symmetry permits, we employ this bisector definition of local frames. For atoms not found on a symmetry axis, in order to have local frame axes as insensitive to molecular vibrations as possible, we define the first axis to be the vector to the heaviest neighboring atom. Thus, for the carbon atom at the 2 position in pyridine, the $z$-axis is defined by its bond to nitrogen (Fig. 2). The next axis, $x$, is determined as the line orthogonal to $z$ and in the plane defined by the N1-C2-C3 linkage. The remaining axis, $y$, is of course uniquely defined by the constraint that it be orthogonal to both the $x$ - and $z$-axes. Local frames for hydrogen atomic multipoles were defined with $z$-axes along the vector to the heavy atom to which they are connected, and with the $x$-axis then defined by one of the subsequent atoms bonded to the heavy atom. We take approaches analogous to that for pyridine for all of the heterocycles examined here.

Parameter files are provided in supporting information. They include atomic multipoles attributed to each site with local frame definitions, and atomic $c, \mu$, and $Q$ components. While we have chosen to adopt the DMA algorithm of Stone, we note that other methods have also been employed to assign local multipoles from molecular QM calculations [63-66].

## 3 Force field validation and refinement of vdW parameters

3.1 Bonded interactions, force constants, and vibrational frequencies

For all systems, we have optimized bonded interaction parameters in order to reproduce reference vibrational frequencies computed at the M06-L/cc-pVDZ level of theory. Frequencies corresponding to $\mathrm{C}-\mathrm{H}$ stretching modes are easily identified and compared. Modes involving in-plane and out-of-plane angular deformations of H atoms are also typically well localized, although they do not depend only on diagonal terms (bond-stretching, angle-bending, and improper torsions), but also on coupling terms. While matching vibrational frequencies for lower frequency modes is not necessarily more difficult, it does become increasingly difficult to assign the various normal modes to specific localized motions and it is correspondingly difficult to obtain good agreement for the composition of internal coordinate displacement vectors between the QM and MM calculations. Nevertheless, in our tuning of parameters, we did undertake such comparisons when assessing the relative quality of alternative parameter choices. Thus, bond-stretching, in-plane angle-bending, out-of-plane angle-bending, and stretching-bending terms were tuned to reproduce as closely as possible the M06-L frequencies of selected vibrational normal modes, paying special attention to modes having harmonic frequencies near $1,500 \mathrm{~cm}^{-1}$, as such modes are associated with internal aromatic ring stretching modes. Vibrational frequencies computed for pyridine with our extension of AMOEBA are presented in Table S1 and compared to M06-L reference values, as well as to frequencies computed using the Universal Force Field [67] (UFF). As a more complete measure of the accuracy of our intramolecular bonded interactions, we also compared the full Cartesian Hessian matrices computed at the

Table 1 Mean unsigned and root-mean-square deviations ( $\mathrm{kcal} / \mathrm{mol} / \AA^{2}$ ) of Cartesian Hessian elements from AMOEBA and UFF compared to M06-L values averaged over all and over only diagonal elements

| Molecule | AMOEBA |  |  |  | UFF |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Full |  | Diag. |  | Full |  | Diag. |  |
|  | MUD | RMSD | MUD | RMSD | MUD | RMSD | MUD | RMSD |
| Pyridine | 14 | 38 | 47 | 83 | 32 | 95 | 191 | 300 |
| Pyrazine | 34 | 93 | 57 | 93 | 69 | 176 | 324 | 470 |
| Pyridazine | 20 | 46 | 58 | 97 | 48 | 153 | 289 | 479 |
| Pyrimidine | 19 | 48 | 59 | 107 | 46 | 136 | 288 | 430 |
| 1,2,3-Triazine | 29 | 66 | 76 | 119 | 97 | 249 | 480 | 479 |
| 1,2,4-Triazine | 28 | 61 | 83 | 133 | 70 | 200 | 418 | 608 |
| 1,3,5-Triazine | 29 | 65 | 108 | 154 | 69 | 181 | 395 | 551 |
| 1,2,3,4-Tetrazine | 44 | 90 | 107 | 158 | 110 | 298 | 595 | 772 |
| 1,2,4,5-Tetrazine | 41 | 82 | 121 | 172 | 101 | 267 | 568 | 772 |
| Average over all | 29 | 66 | 80 | 124 | 71 | 195 | 394 | 570 |

MM and QM levels. As can be seen in Table 1, errors are similar across the various heterocycles. These errors are, as expected, larger for diagonal elements than for off-diagonal elements. Encouragingly, we see significant improvement for AMOEBA over UFF when compared to the QM reference values, noting, of course, that UFF was not directly parameterized against this figure of merit, as we have done here for our AMOEBA extension.

While vibrational frequencies are a particularly sensitive indicator of the quality of the parameterization, equilibrium structures are obviously also important. Structural RMSD values for optimized azabenzene structures computed with AMOEBA compared to M06-L are on the order of a few hundredths of an Ångstrom (Table S2); the maximum RMSD is $0.08 \AA$ for 1,2,4,5-tetrazine, for which some subtleties of the bonding may conceivably require the use of more than just three atom types, but we consider this RMSD acceptable for most purposes. AMOEBA, and M06-L yield bond lengths that differ in general by less than $0.01 \AA$ (the larger values of RMSD are due to small differences in angles amplifying bonding differences across the entire molecular structure).

### 3.2 Molecular multipoles and electrostatic potential

We next assess the utility of our force field by comparing the MM and QM electrical moments for the individual molecules at the same geometry, considering dipole and quadrupole moments in all cases. In those molecules having a center of inversion, the dipole moment is zero by symmetry, of course. The traceless quadrupoles, however, which provide a measure of the deviation of the charge distribution from spherical symmetry $[68,69]$, may be compared in every instance.

As all of the studied molecules are neutral (uncharged), the molecular dipole moment is independent of origin, but
this is not true for the quadrupole moment in those molecules having a nonzero dipole moment (only the first nonvanishing moment in an electrical multipole expansion is independent of origin) [70]. We report quadrupole moments that take the center of nuclear charge (the charge barycenter) as the origin for all cases. AMOEBA electrical multipole moment components are compared to those computed at the M06-L level in Table 2. As electric quadrupole tensors are symmetric, we report only their $x x, x y$, $y y, x z, y z$, and $z z$ components. In general, M06-L molecular dipole moments are reproduced by the newly parameterized AMOEBA atomic multipoles. For the molecular quadrupoles, AMOEBA agrees satisfactorily with M06-L in terms of anisotropy but absolute tensor components tend to be somewhat overestimated.

### 3.3 Intermolecular interactions

While comparison of the AMOEBA and QM absolute molecular electrical moments for the various heterocycles is an important part of validation, the primary motivation for our development of atomic multipole parameters is to use them for the computation of physically realistic intermolecular electrostatic interactions. In this context, Zhou et al. [71] extended the AMOEBA force field to benzene following a strategy analogous to that undertaken here. With their parameterization, they optimized structures for the benzene dimer that were found to be close to those computed at the coupled cluster with single, double, and perturbatively estimated triple excitations extrapolated to a complete basis set (CCSD(T)/CBS) level of theory, and the force-field interaction energies were found to have an average absolute deviation of $0.46 \mathrm{kcal} / \mathrm{mol}$ from the $\operatorname{CCSD}(\mathrm{T})$ energies evaluated over different dimers. We now assess the quality of our extension of AMOEBA to the various N -heterocycles by examining similar collections of homodimers.

Table 2 Molecular electric multipoles from M06-L (QM) and from AMOEBA (FF)

Dipole moment $(\mu)$ and quadrupole tensor $(Q)$ elements are in units of Debye and Buckinghams, respectively, with the former listed as Cartesian components and the latter as lower-triangle tensor components

| Molecule | $\mu_{\text {FF }}(\mathrm{D})$ | $\mu_{\mathrm{QM}}(\mathrm{D})$ | $\mathrm{Q}_{\mathrm{FF}}(\mathrm{B})$ | $\mathrm{Q}_{\mathrm{QM}}(\mathrm{B})$ |
| :---: | :---: | :---: | :---: | :---: |
| Pyridine | 0.000 | 0.000 | 6.861 | 4.164 |
|  | 2.158 | 2.159 | -0.011-2.680 | -0.007-1.867 |
|  | 0.000 | 0.000 | $0.0010 .000-4.181$ | $0.0010 .000-2.747$ |
| Pyrazine | 0.000 | 0.000 | -3.884 | -2.589 |
|  | 0.000 | 0.000 | 8.9695 .080 | 5.9803 .387 |
|  | 0.000 | 0.000 | $0.0000 .000-1.196$ | $0.0000 .000-0.797$ |
| Pyrimidine | -2.252 | -2.252 | 5.302 | 3.450 |
|  | 0.000 | 0.000 | 0.000-3.955 | 0.000-2.594 |
|  | 0.000 | 0.000 | $0.0000 .000-1.347$ | $0.0000 .000-0.855$ |
| Pyridazine | 0.000 | 0.000 | 6.551 | 4.497 |
|  | 4.036 | 4.036 | 0.000-4.660 | 0.000-3.366 |
|  | 0.000 | 0.000 | $0.0000 .000-1.890$ | $0.0000 .000-1.130$ |
| 1,2,3-Triazine | 4.239 | 4.241 | -0.994 | -0.666 |
|  | 2.199 | 2.200 | -0.922 0.318 | -0.612 0.215 |
|  | 0.000 | 0.000 | 0.0000 .0000 .676 | 0.0000 .0000 .451 |
| 1,2,4-Triazine | 2.174 | 2.174 | -8.710 | -5.863 |
|  | -1.274 | -1.274 | -4.373 7.569 | -2.853 5.056 |
|  | 0.000 | 0.000 | 0.0000 .0001 .141 | 0.0000 .0000 .808 |
| 1,3,5-Triazine | 0.000 | 0.000 | -0.788 | -0.526 |
|  | 0.000 | 0.000 | 0.000-0.788 | 0.000-0.526 |
|  | 0.000 | 0.000 | 0.0000 .0001 .577 | 0.0000 .0000 .808 |
| 1,2,3,4-Tetrazine | 2.333 | 2.277 | -3.874 | -2.472 |
|  | 3.689 | 3.601 | 4.8210 .700 | 2.9820 .357 |
|  | 0.000 | 0.000 | 0.0000 .0003 .174 | 0.0000 .0002 .116 |
| 1,2,4,5-Tetrazine | 0.000 | 0.000 | -13.141 | -8.761 |
|  | 0.000 | 0.000 | 0.0009 .472 | 0.0026 .315 |
|  | 0.000 | 0.000 | 0.0000 .0003 .669 | 0.0000 .0002 .446 |

The accurate prediction of interaction energies between aromatic rings can be challenging for various levels of theory [13, 72-77], in part because the relative contributions of electrostatics, exchange repulsion, and dispersion tend to be of similar magnitude, so poor performance with respect to one of these phenomena can lead to significant errors overall. Having derived atomic partial charges and multipoles from consideration of molecular electrical moments, the final remaining AMOEBA parameters to be modified, in order to optimize computed interaction energies, are the various vdW terms (which up to now have played no role in the validations described above). The computed vdW non-bonded interactions empirically account for exchange repulsion, dispersion, and other quantum effects like charge transfer that are not explicitly taken into account by the force field. To maximize simplicity and transferability, we considered only three atom classes above for bonded parameters, namely $\mathrm{H}, \mathrm{C}$, and N . We continue to adopt that restriction in our optimization of vdW parameters adjusted to minimize the mean unsigned error
over all dimer interaction energies comparing AMOEBA to extrapolated $\operatorname{CCSD}(\mathrm{T})$ values (see Eq. 1).

In the discussion below, AMOEBA0 refers to our AMOEBA extension with respect to electrostatics but employing the otherwise default AMOEBA vdW parameters for $\mathrm{H}, \mathrm{C}$, and N . We also present results for AMOEBA1, in which we scale the sets of default $\varepsilon_{i i}$ and $R_{i i}^{0}$ parameters by values of 1.17 and 0.95 , respectively. We additionally present AMOEBA2, in which the same scaling procedure as for AMOEBA1 is adopted with scale factors of 1.19 and 0.94 , but in addition, we change the hydrogen reduction factor from its default value of $0.920-0.985$. These additional adjustments may be regarded as sequentially increased relaxations of the N -heterocycle parameter set away from values originally optimized against more general training sets, where the value of such further relaxations must be judged by increased accuracy and an assessment of the physicality of the relaxed parameters, which in this instance involves variation from original AMOEBA defaults by only 5-19 \%.


Fig. 3 Sandwich (S) conformation of the 1,2,4,5-tetrazine dimer; $\operatorname{CCSD}(\mathrm{T})$ and AMOEBA2 (parentheses) intermolecular interaction energies ( $\mathrm{kcal} / \mathrm{mol}$ ) and relative contributions of AMOEBA2 terms (pie chart) are shown

While the local functional, M06-L describes well the monomer properties, the use of Hartree-Fock exchange in M06 is expected to improve the description of weak intermolecular interactions. Thus, simply to generate a set of dimer structures for use in further benchmarking, we chose the M06/cc-pVDZ level of theory; the M06 family of functionals has been shown to give reasonable geometries for non-covalently interacting systems [14, 78]. For each heterocycle, we generated a number of dimers having geometries we describe as sandwich (S, stacked face-to-face), parallel displaced (PD, stacked face-to-face but displaced so that the vector between the two ring centers is not orthogonal to the molecular planes), T -shaped ( T , the two ring planes are roughly perpendicular to one another and interacting edge-toface), and in-plane (IP, both rings in essentially the same plane and interacting edge-to-edge). Many of the starting structures did not lead to stationary analogs, but instead relaxed to a different geometry. Ultimately, we obtained $5 \mathrm{~S}, 8 \mathrm{PD}, 3 \mathrm{~T}$, and 9 IP structures, for a total of 25 structures evaluated involving each of the heterocycles in at least one homodimer. Figures 3, 4, 5, and 6 show an example for each of the S, PD, T, and IP types of dimer geometries, respectively.

Our goal here is not to explore these geometries with respect to any meaningful chemical trends, but merely to generate a training set with sufficient diversity to be useful for parameterization, and we consider these final 25 structures to be adequate for that purpose (all structures


Fig. 4 Parallel-displaced (PD) conformation of the 1,3,5-triazine dimer; $\operatorname{CCSD}(\mathrm{T})$ and AMOEBA2 (parentheses) intermolecular interaction energies ( $\mathrm{kcal} / \mathrm{mol}$ ) and relative contributions of AMOEBA2 terms (pie chart) are shown


Fig. 5 T-shape (T) conformation of the pyridine dimer; $\operatorname{CCSD}(\mathrm{T})$ and AMOEBA2 (parentheses) intermolecular interaction energies ( $\mathrm{kcal} / \mathrm{mol}$ ) and relative contributions of AMOEBA2 terms (pie chart) are shown
are provided in Figure S 1 ). For each homodimer, intermolecular interaction energies were computed with the AMOEBA0, AMOEBA1, and AMOEBA2 parameterizations. We also computed these energies with the UFF force field, as well as at a variety of QM levels of theory, including the DFT levels M06-L, M06, and M06-2X, as well as the post-Hartree-Fock levels MP2, CCSD, and CCSD(T). For the various QM levels, we employed the cc-pVTZ basis set. For reference, we take extrapolated $\operatorname{CCSD}(\mathrm{T})$ energies computed according to Eq. 1, and accounting for BSSE, as our benchmarks. Mean unsigned deviations (MUDs) over the 25 structures are presented in Table 3 for the various levels of theory.


Fig. 6 In-plane (IP) conformation of the 1,2,3,4-tetrazine dimer; $\operatorname{CCSD}(\mathrm{T})$ and AMOEBA2 (parentheses) intermolecular interaction energies ( $\mathrm{kcal} / \mathrm{mol}$ ) and relative contributions of AMOEBA2 terms (pie chart) are shown

Considering the MUDs on the intermolecular interaction energies, M06 and M06-L give similar values: 0.87 and $0.83 \mathrm{kcal} / \mathrm{mol}$. As abundantly documented in the literature, M06-2X does well for these predictions, exhibiting a mean unsigned deviation of $0.51 \mathrm{kcal} / \mathrm{mol}$ compared to our reference values [78-81]. This is similar to the MUD for the considerably more expensive MP2/cc-pVTZ level. The MP2 and $\operatorname{CCSD}(\mathrm{T})$ levels with the smaller cc-pVDZ basis set do poorly, as expected given the sensitivity of correlated wave function theories to incompleteness in the single particle basis set.

In the case of the force field predictions, UFF does very poorly, with a MUE of $3.29 \mathrm{kcal} / \mathrm{mol}$. With AMOEBA0, by contrast, the MUE is $0.68 \mathrm{kcal} / \mathrm{mol}$, which is on the
order of $10 \%$ of the considered interaction energies and competitive with results from the M06 family of density functionals. When the various vdW parameters are scaled as described above to create AMOEBA1, the MUE is reduced from 0.68 to $0.18 \mathrm{kcal} / \mathrm{mol}$, which is a considerable improvement. This is a not unexpected result, since adjustment of the electrostatic non-bonding term of a force field without the simultaneous adjustment of its dispersion/ exchange repulsion non-bonding term would generally be expected to lead to an imbalance. Scaling while additionally adjusting the position of the H -atom displacement as described above to create AMOEBA2 further reduces the MUE to $0.15 \mathrm{kcal} / \mathrm{mol}$, which is a $17 \%$ improvement over AMOEBA1. This is accompanied by a decrease of the maximum error over the data set; in AMOEBA1, the maximum error is $0.73 \mathrm{kcal} / \mathrm{mol}$ for $1,2,4$-triazine (IP) while in AMOEBA2 the maximum error is $0.57 \mathrm{kcal} / \mathrm{mol}$ for 1,2,4,5-tetrazine (IP). While the adjustment of the H -atom displacement offers a less significant improvement than scaling the non-electrostatic non-bonded parameters, permitting it to relax after having adjusted those latter parameters appears logically consistent to us.

In order better to indicate the diversity of force field energy components that contribute to the overall homodimer interaction energies, we also present in Figs. 3, 4, 5 and 6 a decomposition of those energies into vdW, fixed electrostatic, and polarization components of the AMOEBA2 intermolecular interaction energies for the 25 dimers of the 9 azabenzenes. We observe that the vdW component of the energy dominates the other two for S and PD structures, while the electrostatic energy is dominant for the IP structures. Since most of the IP and T structures include H atoms either hydrogen bonded to N lone pairs or directed toward the $\pi$ electrons of a partner aromatic ring, the greater importance of electrostatics for these cases is not unexpected. As expected, the magnitude of the contribution from polarization correlates directly with the magnitude of the electrostatic term itself. While negligible for many structures, polarization reaches more than $20 \%$ of the total intermolecular interaction energy for some of the in-plane geometries, e.g., those for pyridine, pyrimidine, and pyridazine.

Table 3 Mean unsigned deviations ( $\mathrm{kcal} / \mathrm{mol}$ ) for intermolecular interaction energies over 25 homodimers (Figure S1) compared to extrapolated $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pVTZ values ${ }^{\text {a }}$

|  | CCSD(T) ${ }^{\text {b }}$ | MP2 $^{\text {b }}$ | MP2 $^{\text {c }}$ | MP2 | M06-L | M06 | M06-2X |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| MUD | 1.57 | 0.91 | 0.56 | 0.66 | 0.83 | 0.87 | 0.51 |
|  | UFF | AMOEBA0 | AMOEBA1 | AMOEBA2 |  |  |  |
| MUD | 3.29 | 0.68 | 0.18 | 0.15 |  |  |  |

[^5]
## 4 Conclusions

Using electron probability distributions computed from the M06-L meta-GGA functional, together with Stone's distributed multipole analysis, we have determined the necessary atomic charges, dipoles, quadrupoles, and adjusted van der Waals parameters needed to extend the AMOEBA force field to pyridine, pyrazine, pyrimidine, pyridazine, the three unique triazines, and the two unique tetrazines. We accurately reproduce reference quantum mechanical molecular electric dipole moments, while we somewhat overestimate molecular electrical quadrupole moments. A minimal parameterization of covalent interactions, considering only one atom class per element, generates a flexible force field that provides Cartesian Hessian matrix elements in good agreement with those computed at the M06-L level. Over 25 azabenzene homodimers, interaction energies computed with this force field extension (AMOEBA0) have a mean unsigned deviation from reference extrapolated $\operatorname{CCSD}(\mathrm{T})$ / aug-cc-pVTZ values of $0.68 \mathrm{kcal} / \mathrm{mol}$. This mean unsigned deviation is reduced to $0.18 \mathrm{kcal} / \mathrm{mol}$ by a simple scaling of vdW parameters (AMOEBA1) and is further reduced to $0.15 \mathrm{kcal} / \mathrm{mol}$ by scaling while simultaneously adjusting the location of the hydrogen atom interaction site (AMOEBA2). We anticipate that this extension of the AMOEBA force field to the azabenzenes will prove useful for condensedphase simulations in which these heterocycles are present.

## 5 Supporting information

All the force field parameters are included in the form of ready-to-use Tinker.key parameter files. Structural RMSD for monomer geometries optimized with AMOEBA and M06-L; harmonic vibrational frequencies; detailed homodimer interaction energies at various levels of calculations; Cartesian coordinates in Tinker format are included.
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#### Abstract

A key factor in the search of high-spin ground state purely organic molecules concerns the effect of the inherent non-rigid structures on the magnetic and optical properties. This structural feature has not been properly addressed in previous theoretical works. Here, based on the experimentally characterized high-spin ground state of dendritic and star-branched polyradicals, we study four alternant hydrocarbon biradicals that intend to model these effects and, at the same time, provide a first step toward understanding more extended experimental structures. A series of density functional theory (DFT) and of wave function-based methods have been used to explore the richness of structural minima in the corresponding potential energy surfaces and to discuss its effect on the triplet-singlet gap of the proposed model systems. For a given model, the DFT-based B3LYP, M06-2X and MN-12SX methods provide a consistent description. Likewise, a multiconfigurational quasi-degenerate perturbation theory approach with the minimal $\pi$ space as CASSCF reference is found to provide unbiased results. Despite the conformational richness found for these systems, they all can be described by a reduced set of values referred to only two structural parameters, being those the dihedral angles between the phenyl rings. For a given model, there is no significant change in the triplet-singlet gap depending on the chosen local minima.


[^6][^7]Keywords Diradicals • Triplet-singlet gap • CASSCF • MRQDPT • DFT

## 1 Introduction

The search of high-spin ground state organic molecules has been inspired and developed by comparison with previous efforts carried out in the field of inorganic chemistry. In this sense, two important landmarks have paved the road to the synthesis of organic magnetic systems. First, the discovery of single-molecule magnets [1] promoted attempts to mimic the behavior displayed by the $n d$ ( $n=3,4,5$ ) orbitals in magnetic transition metal complexes to purely organic systems. This implies an open-shell ground state involving $\mathrm{C}(2 p)$ orbitals only. The second landmark comes from the double-exchange model proposed by Zener [2, 3] to explain the giant magnetoresistive effects observed in manganites since it is strongly related to the more recent work of Shultz and Kumar [4] leading to the first example of enhanced ferromagnetic coupling in a mixed-valence bis(semiquinone) biradical anion that lacks an effective $\pi$-type ferromagnetic coupler.

From a single-molecule magnet perspective, the initial roadmap to organic molecules displaying high-spin ground state has been facilitated by theoretical predictions carried out in alternant hydrocarbons. In particular, we mention the seminal work of Longuet-Higgins [5], stating how many non-bonding singly occupied orbitals will be present depending on the number of carbon atoms and double bonds, and the valence bond theory-based study of Ovchinnikov [6], predicting the ground state spin quantum number of a given structure. This theoretical evidence leads to the conclusion that organic molecules with high-spin ground state can be synthesized from non-Kekulé alternant hydrocarbons with
non-disjoint singly occupied molecular orbital (MO) systems [7, 8]. The experimental approach often consists on generating one unpaired electron per center, and it was developed mainly by Rajca et al. [9]. In the strategy followed by Rajca [10] for carbon-centered radicals, the species are obtained from the corresponding polyethers precursors that are treated with lithium metal in tetrahydrofurane (THF), yielding the subsequent carbopolyanions which are further oxidized with iodine at 180 K . This treatment leads to the type of polyradicals that are generally studied in frozen THF solutions by SQUID magnetometry and often generates a broad set of systems such as di-tri-tetra radicals, star-branched and dendritic polyradicals. Although most of Rajca's research is based on C-centered radicals, recent work has also focused on N-centered radicals, both in diradical [10] and polyradical [11] compounds. An alternative approach for obtaining persistent triplet ground state molecules has recently emerged from research devoted to synthesizing molecules with singlet biradical ground state [12]. The referred persistent triplet ground state molecule is a heptazethrene isomer [13] and was synthesized following a strategy similar to the one by Rajca [9], i.e., by oxidation of the corresponding dianion. Clearly, all these strategies result in an appealing approach toward the synthesis of the so-called single-molecule organic magnet.

In this work, following the well-established theoretical framework described in detail in the recent book by Datta et al. [14], we focus on a series of Rajca-type extended systems that are based on the repetition of the $m$-xylylene diradical unit, a system investigated in detail in previous work [15]. Previous works have addressed the possibility to obtain polymeric radicals precisely by considering the $m$-xylylene diradical as a building block. However, important structural features derived from the particularities of the radical centers have often been overlooked. In fact, the few works dealing with this type of delocalized systems either assume co-planarity of the phenyl rings $[16,17]$ or neglect the existence of multiple minima [18]. In this sense, it is worth pointing out the many contributions of Barone et al. on providing an accurate way of predicting magnetic interactions in organic radicals (see for instance Ref. [19] and references therein) and the application to the similar problems as those here investigated [20]. However, it is important to note that the focus of these works is on radicals which exhibit more markedly localized magnetic centers dominated by $\sigma-\pi$-type orbitals. This is not the case of the present work where the magnetic interactions involve two interconnected $\pi$ systems. It is also important to mention that the work of Barone et al. [21] on nitrogen-based radical centers, also synthesized by Rajca [22], is perhaps better related to the present work although it does not deal with the influence of conformational effects simply because the diradical of interest is structurally rigid. Finally and related to the study of magnetic interactions through space,
it is worth noting the work on verdazyl-based compounds [23]. However, here the focus is on the interaction between magnetic moieties rather than on structurally flexible magnetic molecules. Here, we go one step further and address the problems derived from the existence of multiple minima and their effect on the relative energy of the low-lying electronic states. This constitutes a necessary preliminary step before studying periodic structures that resemble the star-branched and dendritic structures proposed by Rajca [9] where planarity will be the exemption rather than the rule. In this sense, the present work complements a recent study by Pal and Datta [24] on calix[4]arene-based radicals with bis(biphenylene)methyl linkers, which are presented as possible precursors of spin glass and superparamagnets. Following this line of reasoning, the model systems here described would eventually permit one exploring the effect of defect introduction as well as the loss of a radical center in the propagation of spin coupling throughout the system.

## 2 Model systems

In order to investigate the effect of substituents and of conformational freedom in polycyclic aromatic hydrocarbons with branched and dendritic structures such as those suggested by Rajca [9], a series of model systems have been designed. They all share the skeleton depicted in Scheme 1 where the $\theta_{1}$ and $\theta_{2}$ dihedral angles in the molecular framework confer a richness of possible structural isomers even including enantiomeric forms. In the simplest system, all substituents are hydrogen atoms so that the resulting compound is the 3-methyldiphenylmethyl-diyl diradical, hereafter referred to as compound $\mathbf{1}$.

To investigate the effect of electron donating groups in the electronic structure of the diradical thus formed and also in the potential energy surface corresponding to the $\theta_{1}$ and $\theta_{2}$ dihedral angles, a second model is built where all substituents in Scheme 1 are methyl groups. The resulting system is 1-methyl-3-(2-yl-isopropyl)-3'-methyldiphenylmethyl compound 2. Forcing orthogonality between the two phenyl rings, thus enabling the study of the effect of the extension


Scheme 1 Schematic representation of studied model systems indicating the relevant dihedral angles, the different $R$ substituents are listed in Table 1

Table 1 Models for alternant hydrocarbons used in the present work

| System | $R$ | $R^{\prime}$ | $R^{\prime \prime}$ |
| :--- | :--- | :--- | :--- |

of the $\pi$-system throughout the molecule, may be achieved by introducing a bulky group, such as tert-butyl in position $R^{\prime}$. The resulting system is 1 -(tertbutyl)-3-(2-yl-isopropyl)-$3^{\prime}$-methyldiphenylmethyl, referred to as compound 3 . Finally, the introduction of a phenyl group in $R^{\prime \prime}$ keeping the rest of substituents as hydrogen depicts the continuation toward the linear polymer introducing also the possibility of a larger delocalization over the molecule. The resulting 1,1'-(1,3-phenylene)bis[1-phenylmethyl]diradical will be referred to as compound 4 .

### 2.1 Computational approach

We start this section by pointing out that the main focus of the present work is to explore the effect of the conformational richness displayed by the proposed models on the electronic structure properties related to the open-shell character rather than providing an exhaustive discussion of the possible effect of the different available electronic structure methodologies on the reported properties. Hence, fine details of the electronic structure such as zero-field splitting (ZFS) and anisotropy can be safely ignored. Consequently, the different sets of calculations are based on previous experience in several systems [14] and, in particular, on recent systematic work on the $m$-xylylene diradical [15].

The molecular and electronic structure of model systems in Table 1 has been studied using density functional theory (DFT) and wave function-based methods. In a first step, geometry optimization of all systems in the triplet and broken symmetry approach to singlet electronic states has been performed at the DFT level by means of three different exchange-correlation potentials, namely the standard B3LYP hybrid functional [25] which overall provides robust results,
the M06-2X which was found to provide accurate results for the $m$-xylylene diradical [15] and the MN12-SX, one of the latest functionals of the Minnesota family which significantly improves over previous members of the series [26]. These calculations have been carried out using the standard 6-311G** basis set [27, 28] since, for this kind of systems, it has been proven that the results thus obtained do not vary significantly by increasing the basis set size and quality [15]. Nevertheless, this has been further verified using system $\mathbf{2}$ as a case for study and the more extended $6-311++\mathrm{G}^{* *}$ basis set [29].

Since, for each compound, the three DFT geometryoptimized structures are almost identical, vertical and adiabatic triplet-singlet energy differences have always been obtained from the B3LYP-optimized structures, using the broken symmetry approach [30-32] to estimate the openshell singlet [33] and with the Yamaguchi correction for spin contamination [34-36]. Here, it is important to note that even if alternative approaches exist to describe openshell singlet states such as those based on spin-flip timedependent DFT (TD-DFT) methods [37-40], there is strong evidence that, for a given functional and for systems with two unpaired electrons as it is the case here, broken symmetry and spin-flip TD-DFT approaches provide essentially the same description [41]. Nevertheless, in order to have an appropriate unbiased, albeit approximate reference, tri-plet-singlet gaps have been also obtained from single-point energy calculations at each DFT geometry using a CASSCF wave function using minimal-CAS(2,2)-and full $\pi$-valence-CAS $(14,14)$-active spaces. For the minimal CAS, dynamical correlation effects were estimated from second-order multi-reference Møller-Plesset (MRMP) perturbation theory [42-45] calculations, hereafter referred to as MCQDPT that stands for multiconfigurational

Fig. 1 Structural landscape of compound $\mathbf{1}$ featuring two structural isomers ( $\mathbf{1}_{1}$ and $\mathbf{1}_{2}$ ), each with an enantiomeric counterpart ( $\mathbf{1}_{1}$ and $\mathbf{1}_{1} ; \mathbf{1}_{2}$ and $\mathbf{1}_{2^{\prime}}$ ) and the corresponding Newman's projections. The transition-state (TS) structures for interconversion of these isomers are also included. $\theta$ stands for $\theta_{1}$ in Scheme 1 since $\theta_{2}$ remains close to zero in all structures. The arrows in the outermost part of the circle indicate the local minima that the corresponding transition state connects

quasi-degenerate perturbation theory. Note, however, that MRMP has some noticeable differences with respect to the broadly used CASPT2 method [46, 47]. These involve essentially the number of states used to span the first-order wave function. In the CASPT2 method, the total energy is obtained from single and double excitations out of the reference wave CASSCF function. However, in MRPT all singly and doubly excited determinants obtained from each of the determinants in the reference wave function are considered. In the language of configuration interaction methods, one would state that CASPT2 uses a contracted reference function, whereas MRPT does not. The use of a contracted/ uncontracted reference may be advantageous depending on the particular case although there is not a general rule. The CASSCF and MCQDPT calculations have been carried out using the $6-311 \mathrm{G}^{* *}$ standard basis set as in most of the DFT calculations except for compound 2 where, because of the rather large size, a $6-31 \mathrm{G}^{*}$ basis set was selected.

A brief comment is required when calculating the vertical and adiabatic transitions within the broken symmetry approach. For vertical transitions, one can simply apply the appropriate mapping as illustrated in the review paper by Moreira and Illas [48] or the Yamaguchi formula, which approximately accounts for non-orthogonality of alpha and beta MOs [34-36]. The latter is the choice here because of the larger delocalization of magnetic orbitals in organic radicals [49]. However, for the adiabatic transitions, one should estimate the energy of the decontaminated open-shell singlet at the broken symmetry geometry.

This can simply be done by calculating the energy of the triplet state at that geometry as recently shown in the case of $m$-xylylene [15]
$\Delta_{\mathrm{TS}}^{\text {adia }} \equiv \Delta_{\mathrm{adia}}=E_{\mathrm{S}^{i}}-E_{\mathrm{T}^{j}}=\frac{2\left(E_{B \mathrm{~S}^{i}}-E_{\mathrm{T}^{i}}\right)}{\left\langle S_{\mathrm{T}^{i}}^{2}\right\rangle-\left\langle S_{B \mathrm{~S}^{i}}^{2}\right\rangle}+E_{\mathrm{T}^{i}}-E_{\mathrm{T}^{j}}$
where $i$ and $j$ refer to the molecular geometry of the singlet and triplet, respectively.

## 3 Results and discussion

### 3.1 Local minima, isomers and enantiomers

The analysis of the potential energy surface for compounds $\mathbf{1 - 4}$ either in the triplet ground state or in the open-shell singlet-represented by a broken symmetry solutionreveals a quite rich landscape with multiple minima corresponding to structural isomers and, depending on the case, enantiomers. The search for stable structures has been carried out for the three different density functionals, and the picture obtained is always qualitatively the same. For simplicity, we will next describe the results corresponding to the B3LYP functional. To illustrate the rich structural landscape above-mentioned, let us take the simplest case of compound 1 where $R, R^{\prime}$ and $R^{\prime \prime}$ substituents in Scheme 1 are all hydrogen atoms. The existence of two (structurally

Fig. 2 Structural landscape of compound $\mathbf{2}$ featuring four structural isomers ( $\mathbf{2}_{1}, \mathbf{2}_{2}, \mathbf{2}_{3}$ and $\mathbf{2}_{4}$ ), each with an enantiomeric counterparts ( $\mathbf{2}_{1^{\prime}}, \mathbf{2}_{2^{\prime}}, \mathbf{2}_{3^{\prime}}$ and $\mathbf{2}_{4^{\prime}}$ ) and the corresponding Newman's projection through the dihedral angle $\theta$. $\theta$ stands for $\theta_{1}$ in Scheme 1 since $\theta_{2}$ remains close to zero in all structures

different) phenyl rings separated by a radical center leads to different stable nuclear configurations, which can be easily understood from Fig. 1. A first energy minimum in the triplet potential energy surface is encountered for a situation where the two phenyl rings are separated by an angle of $\sim 17^{\circ}$ either through a clockwise or a counter clockwise rotation. The frequency analysis reveals that both structures are minima in the triplet potential energy surface having exactly the same energy and being mirror images, they are enantiomers and will be referred to as $\mathbf{1}_{1}$ and $\mathbf{1}_{1^{\prime}}$, respectively. A similar situation is found for the open-shell singlet potential energy surface. The origin of this quite exotic form of enantiomerism-there is no typical asymmetric C-lies in the particular nature of the radical center linking two different rings where the pyramidal $s p^{3}$ like hybridization results in three different chemical substituents and one "dangling bond" which effectively acts as the fourth one. The two enantiomers, hereafter referred to as $\mathbf{1}_{1}$ and $\mathbf{1}_{1^{\prime}}$, can be interconverted through an appropriate transitionstate structure. The search for this stationary saddle point in the potential energy surface led to a structure connecting $\mathbf{1}_{1}$ and $\mathbf{1}_{1^{\prime}}$ where the two rings are coplanar and which, in principle [50], corresponds to the appropriate transition state. The energy barrier for interconversion is, however, very small, of a $4.64 \mathrm{~kJ} \mathrm{~mol}^{-1}\left(387 \mathrm{~cm}^{-1}\right)$. The $s p^{3}$ pyramidal character of the radical center linking the two rings has another interesting effect, namely the existence of a second type of minimum energy structure in the triplet potential energy surface where the two rings are now separated by $166^{\circ}$ (Fig. 1) and accidentally degenerate with the
previous one with a calculated B3LYP energy difference of $0.02 \mathrm{~kJ} \mathrm{~mol}^{-1}\left(2 \mathrm{~cm}^{-1}\right)$ only. A slightly larger energy difference of $0.23 \mathrm{~kJ} \mathrm{~mol}^{-1}\left(20 \mathrm{~cm}^{-1}\right)$ is found between the two broken symmetry solutions, at the same B3LYP level. Again, the rotation from a coplanar situation can be clockwise or a counterclockwise meaning that this new structure does also exhibit two enantiomers that will be denoted as $\mathbf{1}_{2}$ and $\mathbf{1}_{2^{\prime}}$ and are connected through a transition state where the two rings are also coplanar opposed by a $180^{\circ}$ angle. The energy barrier for interconversion is also of $4.63 \mathrm{~kJ} \mathrm{~mol}^{-1}$ as in the case of the $\mathbf{1}_{1}$ and $\mathbf{1}_{1^{\prime}}$ enantiomers. The different structural isomers $\mathbf{1}_{1}$ and $\mathbf{1}_{2}$ (or $\mathbf{1}_{1^{\prime}}$ and $\mathbf{1}_{2^{\prime}}$ ) can also be interconverted through overcoming an energy barrier of $21.79 \mathrm{~kJ} \mathrm{~mol}^{-1}$ corresponding to a transitionstate structure where the two rings are separated by a $90^{\circ}$ angle.

The landscape exhaustively described for compound $\mathbf{1}$ is applicable to the rest of model systems with some variations, which will be now described in some detail. Therefore, the discussion will be limited to the different energy minima without further comments on the energy barriers for interconversion. In compound 2, the $R, R^{\prime}$ and $R^{\prime \prime}$ substituents in Scheme 1 are all methyl groups. The presence of the methyl groups significantly affects the potential energy surface landscape with the appearance of two new minima which following the notation introduced above are denoted as $\mathbf{2}_{1}, \mathbf{2}_{2}, \mathbf{2}_{3}$ and $\mathbf{2}_{4}$, whereas the corresponding enantiomers are denoted as $\mathbf{2}_{1^{\prime}}, \mathbf{2}_{2^{\prime}}, \mathbf{2}_{3^{\prime}}$ and $\mathbf{2}_{4^{\prime}}$. The molecular structure of these four energy minima, fully characterized by frequency analysis, involves essentially the relative

Table 2 Vertical and adiabatic triplet-singlet energy differences, $\Delta_{\text {vert }}$ and $\Delta_{\text {adia }}$, respectively, for the minimum energy structures ( $\mathbf{1}_{1}$ and $\mathbf{1}_{2}$ ) of compound $\mathbf{1}$ as predicted by different density functionals and wave function-based methods using the B3LYP-optimized geometries

| Structure | Method | $\Delta_{\text {vert }}$ | $\Delta_{\text {adia }}$ |
| :--- | :--- | :--- | ---: |
| $\mathbf{1}_{1}$ | B3LYP | 3,350 | 2,816 |
|  | M06-2X | 3,182 | 2,543 |
|  | MN12-SX | 2,947 | 2,455 |
|  | CAS(2,2)SCF | 1,384 | 751 |
|  | MCQDPT | 3,169 | 2,659 |
|  | CAS(14,14)SCF | 3,841 | 2,941 |
| $\mathbf{1}_{2}$ | B3LYP | 3,304 | 2,767 |
|  | M06-2X | 3,167 | 2,527 |
|  | MN12-SX | 2,901 | 2,398 |
|  | CAS(2,2)SCF | 1,359 | 734 |
|  | MCQDPT | 3,108 | 2,620 |
|  | CAS(14,14)SCF | 3,812 | 2,767 |
|  |  |  |  |

All values are in $\mathrm{cm}^{-1}$. Wave function-based results are obtained using the set of orbitals corresponding to each electronic state
orientation of the phenyl rings as schematically illustrated in Fig. 2. Consequently, the energy differences between these structures are relatively small. For the B3LYP triplet potential energy surface, the most stable structure is $\mathbf{2}_{3}$ followed by $\mathbf{2}_{1}, \mathbf{2}_{4}$ and $\mathbf{2}_{2}$ lying at 2,28 and $102 \mathrm{~cm}^{-1}$ above $\mathbf{2}_{3}$, respectively. In the case of the broken symmetry potential energy surface, the most stable structure is $\mathbf{2}_{1}$ followed by $\mathbf{2}_{4}, \mathbf{2}_{3}$ and $\mathbf{2}_{2}$ with the corresponding broken symmetry solutions lying at 194,207 and $218 \mathrm{~cm}^{-1}$, respectively, above that of $\mathbf{2}_{1}$. Compound $\mathbf{3}$ differs from compound 2 only by substitution of the methyl group of the radical center connecting the two rings by a bulkier tert-butyl group. Here, only two energy minima have been located in spite of running several optimization geometry calculations starting from the situations corresponding to energy minimum in $\mathbf{2}$. The energy difference between $\mathbf{3}_{1}$ and $\mathbf{3}_{2}$ in the triplet state is of $22 \mathrm{~cm}^{-1}$ only, which is similar to the situation described for compound 1 . Finally, compound 4 attempts to mimic the initial step of a polyradical generated from 1. Hence, it contains three phenyl rings and involves up to five different conformers properly characterized from the corresponding frequency calculations separated by at most $153 \mathrm{~cm}^{-1}$ in the triplet state, whereas the broken symmetry solution are separated by at most $130 \mathrm{~cm}^{-1}$.

### 3.2 Triplet-singlet gaps

The existence of multiple minima, as described above, introduces a certain degree of complexity in the energy difference between the lowest triplet and open-shell singlet states. Therefore, we have chosen to analyze these energy
differences, previously defined as $\Delta$, for each minimum energy structure. Following previous work, vertical and adiabatic ( $\Delta_{\text {vert }}$ and $\Delta_{\text {adia }}$ ) gaps have been calculated where the geometry optimization has been carried out at the B3LYP level. This is justified from the recent systematic work on the $m$-xylylene diradical where it has been shown that the effect of the geometry is much smaller than the one introduced by the method used to estimate the total energy [15].

Let us now discuss in some detail the situation for compound 1 for which results are summarized in Table 2. Several interesting issues emerge from this table. First, the three density functionals predict $\Delta$ values that differ at most by $10 \%$. Moreover, these values are significantly smaller ( $\sim 30 \%$ ) than those predicted for the $m$-xylylene diradical which indeed were in fair agreement with experiment [15], indicating that increasing the extension of the $\pi$ system can result in energy difference in the range of those expected for magnetic systems which seems to confirm the hypothesis set out in the introduction. The minimal CAS $(2,2)$ SCF wave function badly fails to predict the proper order of magnitude of the triplet-singlet gap although this is remedied by including dynamical correlation effects through the MCQDPT approach. The results thus found are now similar to those predicted by the different density functionals, in particular with the M06-2X, which seemed to provide the best estimate of the tripletsinglet gap in the $m$-xylylene diradical [15]. Part of the correlation effects missing in the $\mathrm{CAS}(2,2) \mathrm{SCF}$ description are recovered with the full $\pi$ valence $\operatorname{CAS}(14,14)$ SCF although the $\Delta$ values are now significantly overestimated because dynamical correlation out of this space is missing. A graphical comparison between the two singly occupied canonic orbitals for compound $\mathbf{1}_{1}$, obtained either by a $\operatorname{CAS}(2,2)$ SCF or CAS $(14,14)$ SCF description, can be made from inspecting Fig. 3. In line with previous results, the problem of using a minimal CAS $(2,2) \mathrm{SCF}$ set of orbitals comes from an inadequate description of the degree of localization of the magnetic orbitals [51,52]. In these organic diradicals, usually exhibiting a more delocalized $\pi$ system, the minimal CAS $(2,2)$ SCF description leads to an excessive localization with respect to the full $\pi$ valence $\operatorname{CAS}(14,14)$ SCF description which provides a more accurate reference. This is similar to the case of Cu dinuclear complexes where the minimal $\operatorname{CAS}(2,2)$ description also leads to exceedingly localized orbitals [52]. Nevertheless, adding dynamical correlation out of the minimal CAS $(2,2) \mathrm{SCF}$ also provides a convenient and less computationally demanding way to recover the appropriate orbitals while including as well the dynamic correlation effects that affect the triplet-singlet energy difference as recently shown for the difficult case of $m$-xylylene [15]. In this sense, MCQDPT calculation on top of the CAS $(2,2) S C F$ seems to be an adequate option

Fig. 3 Graphical representation of the two singly occupied canonic orbitals obtained either by a minimal CAS $(2,2) S C F$ or a full $\pi$ valence $\operatorname{CAS}(14,14)$ SCF calculation for compound $\mathbf{1}_{\mathbf{1}}$. The differential localization between the two sets of orbitals also holds for compound 2

SOMO 1


Table 3 Vertical and adiabatic triplet-singlet energy differences, $\Delta_{\text {vert }}$ and $\Delta_{\text {adia }}$, respectively, for the minimum energy structures ( $\mathbf{2}_{1}-$ $\mathbf{2}_{4}$ ) of compound $\mathbf{2}$ as predicted by different density functionals and wave function-based methods using the B3LYP-optimized geometries

| Structure | Method | $\Delta_{\text {vert }}$ | $\Delta_{\text {adia }}$ |
| :--- | :--- | ---: | ---: |
| $\mathbf{2}_{1}$ | B3LYP | 2,737 | 2,047 |
|  | M06-2X | 2,610 | 1,950 |
|  | MN12-SX | 2,319 | 1,778 |
|  | CAS(2,2)SCF | 1,072 | 655 |
|  | MCQDPT | 2,512 | 1,983 |
|  | CAS(14,14)SCF | 3,499 | 2,561 |
| $\mathbf{2}_{2}$ | B3LYP | 2,168 | 1,498 |
|  | M06-2X | 2,017 | 1,319 |
|  | MN12-SX | 1,852 | 1,299 |
|  | CAS(2,2)SCF | 832 | 197 |
|  | MCQDPT | 1,924 | 1,422 |
|  | CAS(14,14)SCF | 2,525 | 1,815 |
| $\mathbf{2}_{3}$ | B3LYP | 2,715 | 2,053 |
|  | M06-2X | 2,587 | 1,968 |
|  | MN12-SX | 2,300 | 1,752 |
|  | CAS(2,2)SCF | 1,061 | 649 |
|  | MCQDPT | 2,486 | 1,982 |
|  | CAS(14,14)SCF | 3,458 | 2,486 |
|  | B3LYP | 2,652 | 1,934 |
| $\mathbf{2}_{4}$ | M06-2X | 2,513 | 1,879 |
|  | MN12-SX | 2,246 | 1,689 |
|  | CAS(2,2)SCF | 1,051 | 655 |
|  | MCQDPT | 2,466 | 1,943 |
|  | CAS(14,14)SCF | 3,449 | 2,414 |
|  |  |  |  |

[^8]and is the one employed in the larger $\mathbf{2}, \mathbf{3}$ and $\mathbf{4}$ model systems. It is also important to note that the set of molecular orbitals used (MOs) in the MCQDPT calculations is the canonic orbitals of the $\operatorname{CAS}(2,2)$ SCF triplet and singlet, respectively. Finally, it is worth pointing out that the above discussion applies equally to the $\mathbf{1}_{1}$ and $\mathbf{1}_{2}$ minimum energy structures (Table 1).

We now focus the discussion on compound $\mathbf{2}$, for which results are summarized in Table 3. As in the previous case, the three different exchange-correlation potentials used yield results that are fairly consistent, and the calculated triplet-singlet gap differs by at most $14 \%$. Once again, the minimal CASSCF description fails to provide a reliable estimate of the triplet-singlet gap, but the introduction of dynamical correlation out of the minimal space by means of MCQDPT provides values lying in the average value predicted by DFT-based methods. Once more, the extension to the full $\pi$ valence $\operatorname{CAS}(14,14)$ SCF space overestimates the $\Delta$ values, confirming that the best strategy for a wave function-based description is provided by a MCQDPT calculation using the $\mathrm{CAS}(2,2)$ as reference space. Comparing to compound $\mathbf{1}$, the $\Delta$ values for the DFT-based methods are in average a $19 \%$ smaller for the case of vertical transitions and a $26 \%$ for the adiabatic ones. This trend is maintained for the case of MCQDPT on top of CAS $(2,2)$ SCF calculations. This observation indicates that another way of decreasing the triplet-singlet gap, and thus approaching the range of magnetic transitions in polycyclic aromatic hydrocarbons with C-centered unpaired electrons, would be the introduction of carefully chosen $\sigma$-donating groups directly bonded to the radical center. Finally, $\mathbf{2}_{1}, \mathbf{2}_{3}$ and $\mathbf{2}_{4}$ conformers present the same trend for the $\Delta$ values, being $\mathbf{2}_{2}$ the
exception with a deviation from the average value for $\Delta$ of $20 \%$ in the case of vertical transitions and $25 \%$ for the adiabatic ones.

Table 4 Vertical and adiabatic triplet-singlet energy differences, $\Delta_{\text {vert }}$ and $\Delta_{\text {adia }}$, respectively, for the lowest energy minimum energy structures of compounds $\mathbf{3}$ and $\mathbf{4}$ as predicted by different density functionals and wave function-based methods using the B3LYP-optimized geometries

| Structure | Method | $\Delta_{\text {vert }}$ | $\Delta_{\text {adia }}$ |
| :--- | :--- | :--- | ---: |
| $\mathbf{3}_{1}$ | B3LYP | 3,458 | 3,084 |
|  | M06-2X | 3,250 | 2,720 |
|  | MN12-SX | 3,000 | 2,621 |
|  | CAS(2,2)SCF | 1,221 | 491 |
| $\mathbf{4}_{1}$ | MCQDPT | 3,065 | 2,755 |
|  | B3LYP | 2,355 | 1,994 |
|  | M06-2X | 2,245 | 1,841 |
|  | MN12-SX | 2,065 | 1,740 |
|  | CAS(2,2)SCF | 1,090 | 749 |
|  | MCQDPT | 2,389 | 2,067 |

All values are in $\mathrm{cm}^{-1}$. Wave function-based results are obtained using the set of orbitals corresponding to each electronic state

In view of the trends discussed above for compounds $\mathbf{1}$ and $\mathbf{2}$, we will limit the discussion of the triplet-singlet gap in $\mathbf{3}$ and $\mathbf{4}$ to the lowest energy conformer, the differences with respect to the other stable structures being really meaningless. The $\Delta$ values for the most stable minima of compounds $\mathbf{3}$ and $\mathbf{4}$ are listed in Table 4. They are not reported for the full $\pi$ valence $\operatorname{CAS}(14,14)$ SCF space due to the increasing amount of determinants needed, and because based on the above discussion for compounds $\mathbf{1}$ and $\mathbf{2}$, it is known that these results would overestimate the triplet-singlet gap. Compound $\mathbf{3}$ presents $\Delta$ values similar to the ones of compound $\mathbf{1}$, deviating from the decreasing tendency in the triplet-singlet gap in the series of proposed compounds which implies that the substitution of a methyl group in 2 by a of tert-butyl group goes in the opposite direction as when introducing the methyl groups in 1 leading to compound $\mathbf{2}$. The overall trends are summarized in Fig. 4, displaying the vertical and adiabatic triplet-singlet gaps predicted by the MCQDPT calculations as a function of the dihedral angles $\theta_{1}$ and $\theta_{2}$. This figure clearly shows that, in spite of the different nature of the $R, R^{\prime}$ and $R^{\prime \prime}$ substituents in Scheme 1, the richness of minima showed by the potential energy surfaces can be described by a reduced
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Fig. 4 Schematic representation of the calculated MCQDPT (on top of minimal CAS(2,2)SCF) vertical and adiabatic triplet-singlet gap of compounds 1-4 as a function of the dihedral angles $\theta_{1}$ and $\theta_{2}$
set of values referred to only two structural parameters, the $\theta_{1}$ and $\theta_{2}$ dihedral angles. This represents an important input in a forthcoming study of polymeric radical chains based on these monomers.

Finally it is worth to point out that, as it has already been commented, compound 4 presents the same environment for both of the radical centers, but at the same time introduces a more extended $\pi$ system. The direct effect is a significant reduction in the triplet-singlet gap, which is evident in Fig. 4. Note also that the trends predicted by DFT and wave function-based methods are similar to those commented for the rest of compounds. Thus, the DFTbased methods yield values that are very similar among each other and to the MCQDPT result on top of the minimal CASSCF calculation. Compound 4 already allows one to imagine the possible conformations that a hypothetic polymer would display, and the importance of the relative position of the phenyl rings in order to predict a linear, helical or any other disposition in the 3D growth of the sought polymer. A study on these issues is currently being carried out in our group.

## 4 Conclusions

In this work, a series of four compounds chosen to model the star-branched and dendritic structures experimentally characterized by Rajca [9] has been studied by different theoretical methods, the focus being on the richness of structures in their ground state (triplet) potential energy surface and on the triplet-singlet gap. At the DFT level, the B3LYP, M06-2X, MN-12SX functionals were explored, whereas wave function methods include minimal CASSCF followed by second-order MCQDPT. In some cases, the full $\pi$ valence CASSCF has also been explored. In light of the preceding discussion, several conclusions can be extracted, which are listed below.

- There are no stable planar structures of these compounds, which has implications when considering possible polymeric chains.
- The corresponding potential energy surface of these compounds exhibits many low-lying local minima that can be described by only considering the $\theta_{1}$ and $\theta_{2}$ dihedral angles. This represents an important input in a forthcoming study of polymeric radical chains based on these monomers, since it reduces drastically the difficulty of choosing the relative position of the phenyl rings in the growth of the polymer.
- The B3LYP, M06-2X and MN12-SX density functionals predict very similar structures for the proposed models, being all of them able to find the several minima of the potential energy surface for each compound.
- Single-point MCQDPT calculations using a minimal CASSCF reference space at the B3LYP-optimized geometries appear to be the best strategy to estimate the triplet-singlet gap in this kind of compounds with wave function-based methods, which is consistent with previous work on $m$-xylylene [15].
- For a given compound, the magnitude of triplet-singlet gap predicted by both DFT and wave function-based methods does not depend significantly on the minimum energy structure chosen to carry out the calculation.
- The triplet-singlet gap predicted by both DFT and wave function-based methods indicates that it is possible to tune this property by appropriate choice of substituents which opens the possibility to keep decreasing the tri-plet-singlet gap in these high-spin ground state compounds to the limit of entering magnetic transitions.

Therefore, the conclusions from this work, even if based on a limited set of model systems, provide a basis for subsequent studies aimed at predicting polymers exhibiting high-spin ground state, a project that is now under development in our group.
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#### Abstract

The concept of nuclear spin isomers was already introduced in the early days of quantum mechanics. Despite its importance, not much work has been done to separate them experimentally by pushing the ratio away from its equilibrium value. We propose to use ultrashort laser pulses in a pump-dump-like experiment to enhance the ratio between different nuclear spin isomers. Exemplary wave packet simulations with optimized femtosecond pump and dump laser pulses are shown on a quinodimethane derivative to illustrate that the ratio between two different groups of nuclear spin isomers is enhanced.


Keywords Pump-probe spectroscopy • Quantum dynamics • Nuclear spin isomers

## 1 Introduction

Shortly after the experimental discovery of phenomena such as the anomalous specific heat capacity of molecular hydrogen $\left(\mathrm{H}_{2}\right)$ in 1912 by Eucken [1] or the intensity alternations in rotational spectra of several diatomic molecules by Mecke [2] in 1925, Heisenberg [3] and Hund [4] introduced independently the concept of nuclear spin

[^9]isomers. This concept was used in 1929 by Bonhöffer and Harteck [5] to explain the experimental results for the $\mathrm{H}_{2}$ molecule, leading to the notion of ortho- and para-hydrogen. Soon after, nuclear spin isomers were also advocated to explain the missing lines in other diatomic molecules, see e.g. Ref. [6] for an overview.

Today, the concept of spin isomerism is well understood from a theoretical point of view, and it is well known that it plays an important role in a number of research fields, with implications in nuclear magnetic resonance (NMR) spectroscopy [7], selective reaction rates [8], boiling and melting points and heats of vaporization $[9,10]$, to name few examples. Due to its relevance, significant efforts have been made to study and separate nuclear spin isomers. The separation of ortho- from para-hydrogen is technically feasible for quite some time [11, 12], but the separation of nuclear spin isomers in polyatomic molecules is far from straightforward. Until now, separation or interconversion of nuclear spin isomers has been successfully achieved for $\mathrm{CH}_{3} \mathrm{~F}$ [13-16], ${ }^{13} \mathrm{C}^{12} \mathrm{CH}_{4}$ [17], $\mathrm{H}_{2} \mathrm{CO}$ [18], ${ }^{12} \mathrm{C}_{2} \mathrm{H}_{4}$ [19] and $\mathrm{H}_{2} \mathrm{O}$ [20-22]. In most of the previous cases, the lightinduced drift (LID) technique [23] is the method of choice.

On the theoretical side, one promising avenue to separate nuclear spin isomers is to rely on selective coherent quantum dynamical effects. Upon excitation with moderate to intense ultrashort laser pulses, different nuclear spin isomers exhibit different excited-state properties that can be exploited for its separation, see e.g. Refs. [24-31]. Recently, the implications of molecular symmetry on nuclear spin selective torsional states $[26,31,32]$ have been stated, and it has been shown that it is possible to discriminate different nuclear spin isomers based on their different excited-state torsional dynamics [31, 33]. In Ref. [33], we used representative quantum dynamical simulations to discriminate the nuclear spin isomers of a quinodimethane


Fig. 1 2-[4-(Cyclopenta-2,4-dien-1-ylidene)cyclohexa-2,5-dien-1-ylidene]-2H-1,3-dioxole, abbreviated CCD in the text. Depicted are the three rings $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ together with the two torsional coordinates $\Phi_{1}$ and $\Phi_{2}$ which generate the different nuclear spin isomers and are used in the dynamical simulations as the two degrees of freedom
derivative, the 2-[4-(cyclopenta-2,4-dien-1-ylidene)-cyclo-hexa-2,5-dien-1-ylidene]-2H-1,3-dioxole molecule (abbreviated CCD), which is shown in Fig. 1. In particular, in Ref. [33] the different dynamical behaviour of different groups of nuclear spin isomers is monitored by tracking the dispersion of the position and the angular momentum operators. There, it is proposed that these dynamical differences could be exploited in a pump-probe experiment to separate nuclear spin isomers. In the present work, we present the proof-of-principle numerical experiment which shows that a femtosecond (fs) pump-dump laser sequence can be used to enhance the ratio of one particular nuclear spin isomer of CCD beyond its equilibrium value.

The rest of the paper is organized as follows. Section 2 briefly describes the theoretical methods that were used to simulate the pump-dump experiment. Section 3 describes the results of the wave packet propagations and Sect. 4 concludes.

## 2 Methods

For simplicity, the wave packet simulations are restricted to four adiabatic potential energy surfaces, the ground and lowest three electronic singlet (S) excited states. Accordingly, the time evolution of the torsional motion of the molecule is described by the time-dependent Schrödinger equation written as,

where the Hamilton operator $\hat{\mathbf{H}}_{j j}$ for the particular state $j$ can be written as the sum of the kinetic $\hat{\mathbf{T}}$ and potential $\hat{\mathbf{V}}_{j}$ energy operators,
$\hat{\mathbf{H}}_{j j}=\hat{\mathbf{T}}+\hat{\mathbf{V}}_{j}$.
The expression for the kinetic energy operator $\hat{\mathbf{T}}$ for the CCD molecule is given by
$\hat{\mathbf{T}}=\frac{\hat{\mathbf{L}}_{1}^{2}}{2 I_{\mathrm{A}, \mathrm{B}}}+\frac{\hat{\mathbf{L}}_{2}^{2}}{2 I_{\mathrm{B}, \mathrm{C}}}+\frac{\hat{\mathbf{L}}_{1} \hat{\mathbf{L}}_{2}}{I_{\mathrm{B}}}$,
where the following definitions for the angular momenta,
$\hat{\mathbf{L}}_{1}=-i \frac{\partial}{\partial \Phi_{1}}$,
$\hat{\mathbf{L}}_{2}=-i \frac{\partial}{\partial \Phi_{2}}$,
and reduced moments of inertia,
$I_{\mathrm{A}, \mathrm{B}}=\frac{I_{\mathrm{A}} I_{\mathrm{B}}}{\left(I_{\mathrm{A}}+I_{\mathrm{B}}\right)}$
$I_{\mathrm{B}, \mathrm{C}}=\frac{I_{\mathrm{B}} I_{\mathrm{C}}}{\left(I_{\mathrm{B}}+I_{\mathrm{C}}\right)}$,
are used. The magnitudes $I_{\mathrm{A}}, I_{\mathrm{B}}$ and $I_{\mathrm{C}}$ are the moments of inertia of the ring fragments $\mathrm{A}, \mathrm{B}$ and C , respectively, as depicted in Fig. 1.

The operator $\hat{\mathbf{V}}_{j}$ contains the potential energy surfaces of CCD, which were calculated along $\Phi_{1}$ and $\Phi_{2}$ (see Fig. 1) using the complete active space self-consistent field method [34] averaged over the lowest four singlet states and including 12 electrons in 10 orbitals, i.e. with a SA4$\operatorname{CASSCF}(12,10)$ procedure, as in Refs. [33, 35].

The off-diagonal (coupling) elements $\hat{\mathbf{H}}_{i j}$ in Eq. (1) connect the four electronic states via the transition dipole moment $\mu_{i j}$ and the time-dependent electric field of the laser pulse $E(t)$,
$\hat{\mathbf{H}}_{i j}=-\mu_{i j} E(t)$.
The transition dipole moments $\mu_{i j}$ between states $i$ and $j$ were calculated using the same level of $a b$ initio theory as the potential energy surfaces. The field of the laser pulse $E(t)$ is formulated as
$E(t)=E_{0} s(t) \cos \left(\omega_{0} t\right)$,
with $\omega_{0}$ being the central frequency of the laser pulse, $E_{0}$ the maximum amplitude and $s(t)$ the shape function of the pulse assumed to be of $\sin ^{2}$ type, i.e.
$s(t)= \begin{cases}\sin ^{2}\left(\pi t / t_{p}\right), & \text { if } t_{s}<t<t_{s}+t_{p} \\ 0, & \text { otherwise }\end{cases}$
starting at time $t_{s}$ with duration $t_{p}$.
Equation (1) is propagated starting from a superposition of localized torsional eigenfunctions in the electronic ground state, which represent different nuclear spin isomers of CCD, as shown elsewhere [33]. The torsional wave functions were obtained using the method of propagation in imaginary time [36]. The propagation is carried out on equidistant temporal and spatial grids with time steps 0.1 fs and grid parameters $\Delta \Phi_{1}=\Delta \Phi_{2}=0.7049$ for the regions $-\frac{\pi}{2}<\Phi_{1}, \Phi_{2}<\frac{3 \pi}{2}$, using the split operator [37] and fast Fourier transformation techniques [38].

## 3 Results and discussion

The number of identical protons with spin up or down determines the number of nuclear spin isomers. For instance, the combination of the nuclear spins of the two protons of $\mathrm{H}_{2}$ leads to four different nuclear spin wave functions, which can be grouped into the well-known $o-\mathrm{H}_{2}$ and $p-\mathrm{H}_{2}$. In the case of CCD, ten equivalent protons support $2^{10}=1024$ spin states, which according to molecular symmetry can be grouped into eight different nuclear spin isomers [35]. Taking the energy difference between the lowest and second lowest torsional eigenfunctions of the electronic ground state, one can calculate the level spacing between these states. The first excited torsional state is $106 \mathrm{~cm}^{-1}$ above the ground state. Considering a Boltzmann distribution of the torsional levels, one can estimate that at 50 K -a temperature that can be easily produced as the vibrational temperature within a molecular beam [39]- less than $5 \%$ of the molecules are torsionally excited, a percentage that can be neglected. Therefore, we assume low temperature ( 50 K or less) so that only the lowest torsional energy level is populated and then only four of the eight nuclear spin isomers exist in CCD [35]. These four relevant nuclear spin isomers will be henceforth labelled $\Gamma_{1}, \Gamma_{4}, \Gamma_{6}$ and $\Gamma_{7}$, according to the irreducible representations of the Abelian molecular symmetry group they belong to [35].

The electronic ground state potential of CCD shows four equivalent minima along the torsional angles $\Phi_{1}$ and $\Phi_{2}$. Accordingly, the corresponding torsional ground state wave functions representing the nuclear spin isomers are linear combinations of wave functions localized within one potential well with a particular sign. The sign pattern of the four different torsional spin wave functions (denoted by $\Psi^{\Gamma_{i}}, i=1,4,6,7$ ) is shown in Fig. 2. As it can be seen, while $\Psi^{\Gamma_{1}}$ is totally symmetric, $\Psi^{\Gamma_{7}}$ and $\Psi^{\Gamma_{4}}$ have only one nodal plane along $\Phi_{1}$ and $\Phi_{2}$, respectively, and $\Psi^{\Gamma_{6}}$ has both nodal planes along $\Phi_{1}$ and $\Phi_{2}$.

One-dimensional cuts along $\Phi_{1}$ and $\Phi_{2}$ of the twodimensional potential energy surfaces of CCD in the


Fig. 2 Sign pattern of the torsional wave functions along $\Phi_{1}$ and $\Phi_{2}$ corresponding to the four nuclear spin isomers of CCD, labelled as $\Gamma_{1}$ $(a), \Gamma_{4}(b), \Gamma_{6}(c)$ and $\Gamma_{7}(d)$


Fig. 3 One-dimensional cuts of the $S_{0}, S_{1}, S_{2}$ and $S_{3}$ potential energy surfaces of CCD along $\Phi_{1}(a)$ and $\Phi_{2}(b)$, with $\Phi_{2}=0^{\circ}$ and $\Phi_{1}=0^{\circ}$, respectively. The inset depicts the transition dipole moments in the $z$-polarization direction, exemplarily around the Franck-Condon region for the left localized minimum: $\mu_{02}$ in solid line, $\mu_{03}$ in dash line
electronic ground $\left(S_{0}\right)$ and excited $S_{1}$ to $S_{3}$ states are shown in Fig. 3. The potential energy surfaces were calculated varying only the two torsional angles, while the rest of the degrees of freedom were frozen. This approximation is justified, assuming that on the proposed fs time scales, the intramolecular vibrational redistribution to other degrees of freedom will not dramatically change the essential dynamics. Within this two-dimensional model, the $S_{0}$ possesses two local minima at $\Phi_{1}=0^{\circ}$ and $180^{\circ}$, with $\Phi_{2}=0^{\circ}$, and another two at $\Phi_{1}=0^{\circ}$ and $180^{\circ}$, with $\Phi_{2}=180^{\circ}$. The four equivalent minima are separated by a potential barrier amounting to 2.68 and 1.94 eV along the $\Phi_{1}$ and $\Phi_{2}$ coordinates. The $S_{1}$ and $S_{3}$ states also show four local minima at the mentioned geometries. In contrast, the $S_{2}$ excited state shows a local minimum along the $\Phi_{1}$ coordinate for
$\Phi_{2}=0^{\circ}$ and $180^{\circ}$, while a local maximum can be found along $\Phi_{2}$ for $\Phi_{1}=0^{\circ}$ and $180^{\circ}$. It is the topology of the $S_{2}$ potential which precisely allows to exploit the concept of quantum interferences to separate nuclear spin isomers. An excitation from $S_{0}$ to $S_{2}$ of any of the torsional wave functions will lead to a wave function which will immediately start to move along the $\Phi_{2}$ coordinate because here it is promoted to a local maximum. Shortly afterwards, different parts of the wave packet will meet along this coordinate and start to show interference effects. At some later time, similar interference effects can also be seen along the $\Phi_{1}$ coordinate, due to the motion along this coordinate, which is somewhat slower due to the shallow local minimum one can find along this coordinate. Accordingly, the $S_{2}$ state is suitable to observe different excited-state dynamics for the different nuclear spin isomers.

Given the sign pattern of the four torsional wave functions (recall Fig. 2), it is clear that one can differentiate two groups of nuclear spin isomers according to the different sign combination along the $\Phi_{2}$ coordinate: $\Psi^{\Gamma_{1}}$ and $\Psi^{\Gamma_{7}}$, which will show constructive interferences, and $\Psi^{\Gamma_{4}}$ and $\Psi^{\Gamma_{6}}$, which will show destructive interferences along the $\Phi_{2}$ coordinate. To illustrate the discrimination of nuclear spin isomers by its light-induced torsional dynamics is therefore enough to consider one isomer representative of each of the two groups, for example, of $\Gamma_{1}$ and $\Gamma_{6}$. The hypothesis is that since these two nuclear spin isomers show a different excited-state dynamics due to different interferences (as shown in Ref. [33]), an appropriate pump-dump scheme should be able to detect an enrichment of one of the isomers in the electronic ground state. A pump pulse excites the nuclear spin isomers, triggering different excited-state dynamics, and a properly-timed dump pulse brings different amounts of population of the nuclear spin isomers to the ground state.

In the following, we then propagate according to Eq. (1) the two initial wave functions $\Psi^{\Gamma_{i}},(i=1,6)$, representing the two classes of nuclear spin isomers. A sequence of two laser pulses $E^{p}$ and $E^{d}$ is used to simulate a pump-dumplike fs experiment using the $\mathrm{S}_{2}$ state as an intermediate state. Each of the two pulses can be varied by its frequency $\omega$, its intensity $E_{0}$ and its pulse duration $t_{p}$. Furthermore, the time delay between the two pulses $t_{d}$ can be used as an additional variable. The total electric field induced by the laser pulses can thus be written as:
$E^{\mathrm{tot}}(t)=E^{p}(t)+E^{d}(t)$.
With a $\sin ^{2}$-shaped envelope function, the individual pulses can be expressed as:
$E^{p}(t)= \begin{cases}E_{0}^{p} \sin ^{2}\left(\pi t / t_{p}^{p}\right) \cos \left(\omega^{p} t\right), & \text { if } t<t_{p}^{p} \\ 0, & \text { otherwise }\end{cases}$
and
$E^{d}(t)= \begin{cases}E_{0}^{d} \sin ^{2}\left(\pi t / t_{p}^{d}\right) \cos \left(\omega^{d} t\right), & \text { if } t_{d}+t_{p}^{p}<t<t_{d}+t_{p}^{p}+t_{p}^{d} \\ 0, & \text { otherwise }\end{cases}$
assuming that the pump pulse $E^{p}$ starts at $t=0$.
We therefore have two processes triggered by individual pulses which have to be controlled, the pump and the dump process, which will be discussed in the following.

### 3.1 Pump process

The pump process brings population from the electronic ground state $S_{0}$ to the electronically excited state $S_{2}$. This process is exactly the same for any of the two classes of nuclear spin isomers. For convenience and to stay close to typical experimental conditions, the pulse length is fixed at 200 fs , corresponding to a standard 100 fs FWHM (full-width half-maximum) fs second pulse, as it is easily produced by a commercial Ti :Sapphire laser system [40].

The laser frequency was tuned to 4.4493 eV , which corresponds to a resonant $S_{0} \rightarrow S_{2} 0-0$ transition. In order to get a reasonable population transfer and taking into account that the transition dipole moment between states $S_{0}$ and $S_{2}$ around the Franck-Condon is rather small (see inset in Fig. 3), an amplitude of $1.5 \mathrm{GV} / \mathrm{m}$ was chosen; this should resemble an experimental feasible pulse. Figure 4 shows the time evolution of the population (measured as the norm) of the three electronic states involved, $S_{0}, S_{2}$ and $S_{3}$, along the first 300 fs . As the pump pulse is switched on, one can clearly see a decrease of the population of the electronic ground state $\mathrm{S}_{0}$ and a concomitant raise of the population of the desired target state $S_{2}$. At the end of the laser pulse, i.e. at 200 fs , both populations have reached a steady state, and we find an overall population transfer of approximately $2 \%$ from the electronic ground state $S_{0}$ to the electronically excited state $S_{2}$. Note that how much population is excited is not relevant since absolute populations are not known experimentally.

A closer look at Fig. 4 shows an interesting additional effect. During the duration of the pump laser, there is an intermediate increase of the population of the $S_{3}$ state. This is due to the fact that the transition dipole between the ground and the $S_{3}$ state, $\mu_{03}$, is very large, in comparison with $\mu_{02}$ (see inset in Fig. 3), and thus, the intensity of the laser is enough to populate non-resonantly this state. Note, however, that although the $S_{3}$ is populated by almost the same amount as the $S_{2}$ while the laser pulse intensity is at its maximum at 100 fs , there is no overall population transfer to this state, since this increase in population is antagonized by a decrease starting at 100 fs until the end of the pump pulse at 200 fs . The $\mu_{01}$ is negligible, and therefore, the $S_{1}$ state is never populated (not depicted).


Fig. 4 a Time evolution of the norm of $\mathrm{S}_{0}, \mathrm{~S}_{2}$ and $\mathrm{S}_{3}$ states during the pump process. b The pump laser with parameters $E_{0}^{p}=1.5 \mathrm{GV} / \mathrm{m}$, $\omega^{p}=4.4493 \mathrm{eV}$ and $t_{p}^{p}=200 \mathrm{fs}$

Table 1 Scan of the population $|\Psi|^{2}$ of the two nuclear spin isomers $\Gamma_{1}$ and $\Gamma_{6}$ for the two electronic states $\mathrm{S}_{0}$ and $\mathrm{S}_{2}$ as a function of the intensity of the dump laser pulse $E_{0}^{d}$

| $E_{0}^{d}(\mathrm{GV} / \mathrm{m})$ | $\left\|\psi_{\mathrm{S}_{0}}^{\Gamma_{1}}\right\|^{2}$ | $\left\|\psi_{\mathrm{S}_{2}}^{\Gamma_{1}}\right\|^{2}$ | $\left\|\psi_{\mathrm{S}_{0}}^{\Gamma_{6}}\right\|^{2}$ | $\left\|\psi_{\mathrm{S}_{2}}^{\Gamma_{6}}\right\|^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.8 | 0.087 | 0.913 | 0.077 | 0.923 |
| 0.9 | 0.106 | 0.894 | 0.093 | 0.906 |
| 1.0 | 0.125 | 0.8755 | 0.111 | 0.889 |
| 1.1 | 0.145 | 0.855 | 0.129 | 0.870 |
| 1.2 | 0.164 | 0.835 | 0.147 | 0.852 |

### 3.2 Dump process

In order to find a suitable dump pulse that creates a difference in the population of the nuclear spin isomers, a systematic scan of various laser parameters, such as the intensity and the frequency of the dump pulse as well as the delay time between the pump and the dump pulse, was
carried out. We start with a scan of the intensity (for a fixed delay time and laser frequency equal to $t_{d}=1800$ fs and $\omega^{d}=4.45 \mathrm{eV}$ ), assuming that the $\mathrm{S}_{2}$ state is $100 \%$ populated, i.e. using a fictions delta pulse excitation. In this way, we can better identify the intensity which gives rise to a noticeable population transfer; in reality, the dump efficiency has to be scaled with the pump efficiency. Starting then from a normalized population of 1 in the excited $S_{2}$ state and 0 in the electronic ground state $S_{0}$, Table 1 shows the population of the $S_{0}$ state versus the intensity of the dump pulse for the two groups of nuclear spin isomers. Note that already at this stage of the simulation, just using an initial guess for the frequency of the dump pulse and the delay time between the pump and the dump pulse, a coarse grain scan of the dump intensity shows a substantial difference in the population transfer between the two groups of nuclear spin isomers. As expected, the stronger the pulse, the more population is dumped to the ground state for both nuclear spin isomers. A dump pulse with intensity of $1.2 \mathrm{GV} / \mathrm{m}$ transfers roughly $15 \%$ population back to the electronic ground state $S_{0}$. Since higher pulse intensities might become non-physical and we are only interested in qualitative results, we fix the intensity to the value of $1.2 \mathrm{GV} / \mathrm{m}$, in order to optimize the frequency and delay time.

The remaining two parameters, i.e. the frequency $\omega^{d}$ of the dump laser pulse and the time delay $t_{d}$ between the pump and the dump laser pulse, were optimized by carrying out a two-dimensional scan of the parameter space. The boundaries of the search space are chosen to lie within the interval of $3.05 \mathrm{eV}<\omega^{d}<4.45 \mathrm{eV}$ and 300 fs $<t_{d}<2000$ fs. The former boundaries are justified by the fact that an energy lower than 3.05 eV would not be sufficient to trigger any electronic excitation within the system, whereas an energy higher than 4.45 eV would trigger unwanted excitations into the $S_{3}$ state and thus minimize the efficiency of the process. The range for the time delay is justified by the fact that the two groups of nuclear spin isomer dynamics start to meet and thus to interfere at around 300 fs , and the largest difference in their dynamics can be seen at 1000 fs [33]. Therefore, there is no need to look at simulations with time delay below 300 fs , while after 2200 fs the different patterns in the dynamics should be smeared out by the dissipation of the wave packet along the second degree of freedom.

As a criterion for the efficiency of the dump process, the difference in the population of the electronic ground state $\mathrm{S}_{0}$ after the action of the dump pulse was used. Figure 5 shows the difference in the population transfer from the $S_{2}$ state back to the electronic ground state $S_{0}$ as a function of the frequency (energy of the dump pulse) and the time delay. As one can see, noticeable differences in the $S_{2}$ population occur only for laser energies larger than ca


Fig. 5 Scan of the population difference of the ground state wave function of the two nuclear spin isomers at the end of the laser pulse sequence ( $t=2200 \mathrm{fs}$ ) as a function of the time delay $t_{d}$ between the pump and the dump pulse (left axis) and the frequency of the dump laser pulse (bottom axis). All simulations were carried out with a fixed laser intensity of $E_{0}^{d}=1.2 \mathrm{GV} / \mathrm{m}$

Table 2 Optimal parameters for the pump and the dump laser pulses to obtain a maximum difference in the population ratio of the different nuclear spin isomers in the electronic ground state $S_{0}$

| Parameter | $E^{\text {Pump }}$ | $E^{\text {Dump }}$ |
| :--- | :--- | :--- |
| $E_{0}(\mathrm{GV} / \mathrm{m})$ | 1.5 | 1.2 |
| $t_{p}(\mathrm{fs})$ | 200 | 200 |
| $\omega(\mathrm{eV})$ | 4.4493 | 4.45 |
| $t_{d}$ |  | 1800 fs |

4 eV and time delays larger than ca 1400 fs , with a peak in the population difference for a time delay of $t_{d}=1800 \mathrm{fs}$ and a laser pulse frequency of $\omega^{d}=4.45 \mathrm{eV}$. The energy range can be explained by the fact that with lower energies than 4 eV almost no transition from the $S_{2}$ to the $S_{0}$ takes place. The range of the time delay can be explained recalling that efficient discrimination between the two groups of isomers starts at approximately 700 fs after the initial excitation [33], i.e. at roughly $t_{p}^{p}+t_{d}=900 \mathrm{fs}$. Then, one has to wait for another 500 fs until the effect has evolved so far that one can see a difference after dumping the wave packet back onto the electronic ground state.

According to the results of Fig. 5, the optimal laser parameters given in Table 2 are selected to trigger the maximum difference between the population of the nuclear spin isomers. Now both pulses are applied in a sequence, and Fig. 6 depicts the difference in the population of the


Fig. 6 Difference in population of the $S_{0}$ state for the two different nuclear spin isomers $\Gamma_{1}$ and $\Gamma_{6}$. The propagation was carried out with the laser parameters shown in Table 2 and a total propagation time of 2200 fs . One can clearly see the appearance of the population difference with the onset of the dump pulse, starting at $t=t_{p}^{p}+t_{d}=1800 \mathrm{fs}$
electronic ground state $S_{0}$ between the two nuclear spin isomers $\Gamma_{1}$ and $\Gamma_{6}$ along the total propagation time. Obviously, there is no difference whatsoever in the population during the pump pulse and the waiting time since for both nuclear spin isomers we have an excitation of some parts of the ground state population onto the excited state, which evolves in time. Only after the onset of the dump laser pulse, when the population transfers back to the ground state from the electronically excited state $S_{2}$ there is a difference in the population of the ground electronic state between the two isomers, which is maximal at the end of the dump pulse at $t=t_{p}^{p}+t_{d}+t_{p}^{d}=2200 \mathrm{fs}$, demonstrating that the dump process is different for the two different nuclear spin isomers due to its different excited-state dynamics. This is due to the fact that different interference effects (constructive versus destructive) are present in the two nuclear spin isomers in the electronically excited state $S_{2}$, leading to a difference in the effect of the dump process and therefore in the amount of population returned to the ground state. This difference in the ground state population between the two nuclear spin isomers implies a ratio of nuclear spin isomers that is shifted away from the thermodynamical equilibrium (with which we started with). In summary, we have achieved an enrichment of one of the nuclear spin isomers in the ground electronic state. In
order to increase this enrichment, it is possible to repeat the pump-dump experiment a number of times, in a distillation fashion.

## 4 Conclusion

We have shown for 2-[4-(cyclopenta-2,4-dien-1-ylidene) cyclohexa-2,5-dien-1-ylidene]-2H-1,3-dioxole, a quinodimethane derivative, representing a general class of $\mathrm{A}-\mathrm{B}-\mathrm{C}$ molecules with ethylene type bound connecting the rings $\mathrm{A}, \mathrm{B}$ and C , that one can control the ratio of the different nuclear spin isomers by means of pump-dump spectroscopic methods, exploiting interference effects in the electronic excited state. Our model simulations show an increase of one of the nuclear spin isomers relative to the other, thus shifting the ratio away from its equilibrium value in the electronic ground state.
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#### Abstract

The formalism of the spin-partitioned total position spread (SP-TPS) tensor is applied to model systems treated at ab initio level. They are hydrogen linear chains having different geometries and showing qualitatively different behaviors. Indeed, the SP-TPS behavior depends in a crucial way on the entanglement properties of the chain wave function. It is shown that the SP-TPS tensor gives a measure of the spin delocalization in the chain. This is very low in the case of isolated fixed-length dimers and maximal for chains of equally spaced atoms. The present formalism could be used to describe, for instance, the spin fluctuation associated with spintronic devices.


[^10]Keywords Hydrogen chains • Total position spread • Full CI • Spintronics • Spin fluctuation

## 1 Introduction

In the last decades, electronic devices have been reduced in size [1] and now tend to be in the one-dimensional regime. Experimental evidences have shown that the manipulation of individual atoms is possible [2], so that atoms can be used as building blocks for the fabrication of molecular circuits. The simplest quantum chemical model of a one-dimensional arrangement of atoms consists of a hydrogen chain with each hydrogen atom described using a single $1 s$ atomic orbital. Dissociation of hydrogen chains is known to be a good model system for the investigation of strong electronic correlation effects. Moreover, they show a metal-insulator transition that can be well described by varying the inter-atomic distance and that strongly depends on the accuracy with which the electron correlation is treated [3, 4].

One possibility to quantify the behavior in the vicinity of the metal-insulator transition is the localization tensor (LT), a quantity introduced in the context of the theory of Kohn [5] to characterize the electrical conductivity properties. Indeed, in his seminal work Kohn realized that the most fundamental picture of electrical conductivity is more related to the delocalization of the wave function than to the simple gap closure. Subsequently, Resta et al. [6-10], with the introduction of the localization tensor, provided an important tool to give a quantitative formulation of this effect. According to their results, one of the key properties of this quantity is that it diverges in the thermodynamic limit for a conductor, while remaining finite for an insulator $[11,12]$. A remarkable sum rule connecting explicitly
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Fig. 1 Schematic representation of the different structural models of the hydrogen chains considered in this investigation. a Equally spaced chains. b Fixed-bond dimerized chains; $R_{0}=2$ bohr. c Homothetic dimerized chains; $D=2 R$
electrical resistivity and the LT was later given by Souza et al. [13].

For finite-size systems like molecules or clusters, since one is interested in the overall behavior of the systems, the total position spread (TPS) tensor is more appropriate than the LT [14-16]. This new quantity is trivially related to the LT given that it is defined as the LT not divided by the number of electrons. Having a rotational invariant trace, and being invariant under the translation of center-of-mass coordinates, the TPS tensor is more suitable to describe molecular issues, such as size consistency. We have found that the TPS is a powerful tool to monitor charge mobility and the nature of the wave functions which are useful indicators when exploring metal-insulator transitions [17-21]. Recently, we have studied the behavior of the TPS tensor in several types of structures (ranging from atoms, molecules to clusters) treated either at ab initio level [20, 22-24], or through the use of model [25, 26] Hamiltonians. Moreover, in one of our latest investigations, we realized that the TPS partitioned accordingly to spin variables will be an important quantity to understand spin fluctuation and quantum entanglement [27-29].

In this work, hydrogen chains of different sizes have been considered (see Fig. 1) in order to investigate how Peierls distortions (dimerizations) [30] and Mott transitions [31] (in the case of non-dimerized chains) affect the fluctuation of the electrons from their mean positions. According to Peierls' theorem, an equally spaced atomic chain with one electron per ion is unstable, so that equally spaced chains tend to be stabilized by subtle changes in their inter-atomic distances (e.g., dimerizations), and this has an impact on the metallic character of the chains. To monitor the charge and spin fluctuations, we employed the TPS tensor and its spin-partitioned components whose behavior is shown to strongly depend on the dimerization.

The determination of the wave function was carried out at full-CI (FCI) level using a minimal $1 s$ basis set.

This investigation is divided as follows: In Sect. 2, the general formalism of the spin partition of the TPS tensor is shown; Sect. 3 describes the computational details; in Sect. 4, we present the results and discussions, and finally Sect. 5 contains the conclusions.

## 2 General formalism: spin partition of TPS tensor

In order to elaborate the formalism of the spin-partitioned TPS (SP-TPS) tensor, let us express the position operator $\hat{\mathbf{r}}$ of an electron as the sum of its components with $\alpha$-spin and $\beta$-spin, by multiplying the position operator with the particle number operator for $\alpha$-spin $\hat{\mathbf{n}}_{\alpha}$ and $\beta$-spin $\hat{\mathbf{n}}_{\beta}$ :
$\hat{\mathbf{r}}=\sum_{\sigma=\alpha, \beta} \hat{\mathbf{r}} \hat{\mathbf{n}}_{\sigma}$
From the one-particle position operator $\hat{\mathbf{r}}$ it is possible to define the total position operator $\hat{\mathbf{R}}$ as sum over all electrons in the molecular system:
$\hat{\mathbf{R}}=\sum_{i=1}^{n} \sum_{\sigma=\alpha, \beta} \hat{\mathbf{r}}(i) \hat{\mathbf{n}}_{\sigma}(i)$
and its corresponding spin-partitioned terms
$\hat{\mathbf{R}}_{\sigma}=\sum_{i=1}^{n} \hat{\mathbf{r}}(i) \hat{\mathbf{n}}_{\sigma}(i)$
The spin-summed TPS (SS-TPS) tensor is defined as the second moment cumulant [32] of the total position operator:

$$
\begin{equation*}
\boldsymbol{\Lambda}=\langle\Psi| \hat{\mathbf{R}}^{2}|\Psi\rangle-\langle\Psi| \hat{\mathbf{R}}|\Psi\rangle^{2} \tag{4}
\end{equation*}
$$

Large values of the TPS are related to a high delocalization of the wave function. That is the reason why we decided to drop the name localization tensor, in favor of TPS tensor [14, 15, 33]. The TPS tensor $\boldsymbol{\Lambda}$, being a second-order cumulant, does not depend on the origin of the coordinate system, which means that it is invariant with respect to center-of-mass translations. Therefore, it can be conveniently computed in the particular coordinate system where $\langle\Psi| \hat{\mathbf{R}}|\Psi\rangle=0$ so that $\boldsymbol{\Lambda}=\langle\Psi| \hat{\mathbf{R}}^{2}|\Psi\rangle$.

Since, according to Eqs. 2 and 3, the operator $\hat{\mathbf{R}}$ can be partitioned as the sum of a $\hat{\mathbf{R}}_{\alpha}$ and a $\hat{\mathbf{R}}_{\beta}$ term, the squared operator $\hat{\mathbf{R}}^{2}$ and, therefore, $\boldsymbol{\Lambda}$ becomes the sum of four terms, $\alpha \alpha, \beta \beta, \alpha \beta$ and $\beta \alpha$ :
$\boldsymbol{\Lambda}=\boldsymbol{\Lambda}_{\alpha \alpha}+\boldsymbol{\Lambda}_{\beta \beta}+\boldsymbol{\Lambda}_{\alpha \beta}+\boldsymbol{\Lambda}_{\beta \alpha}$
where the different components of the TPS tensor are:
$\boldsymbol{\Lambda}_{\alpha \alpha}=\langle\Psi| \hat{\mathbf{R}}_{\alpha}^{2}|\Psi\rangle-\langle\Psi| \hat{\mathbf{R}}_{\alpha}|\Psi\rangle^{2}$
$\boldsymbol{\Lambda}_{\beta \beta}=\langle\Psi| \hat{\mathbf{R}}_{\beta}^{2}|\Psi\rangle-\langle\Psi| \hat{\mathbf{R}}_{\beta}|\Psi\rangle^{2}$
$\boldsymbol{\Lambda}_{\alpha \beta}=\langle\Psi| \hat{\mathbf{R}}_{\alpha} \hat{\mathbf{R}}_{\beta}|\Psi\rangle-\langle\Psi| \hat{\mathbf{R}}_{\alpha}|\Psi\rangle\langle\Psi| \hat{\mathbf{R}}_{\beta}|\Psi\rangle$
$\boldsymbol{\Lambda}_{\beta \alpha}=\langle\Psi| \hat{\mathbf{R}}_{\beta} \hat{\mathbf{R}}_{\alpha}|\Psi\rangle-\langle\Psi| \hat{\mathbf{R}}_{\beta}|\Psi\rangle\langle\Psi| \hat{\mathbf{R}}_{\alpha}|\Psi\rangle$
It is worth to remark the fact that $\boldsymbol{\Lambda}_{\alpha \alpha}$ and $\boldsymbol{\Lambda}_{\beta \beta}$ are secondorder cumulants themselves, of the spin-projected total position operators $\hat{\mathbf{R}}_{\alpha}$ and $\hat{\mathbf{R}}_{\beta}$, and satisfy therefore all the corresponding properties. Their sum, however, is not a cumulant, because $\boldsymbol{\Lambda}_{\alpha \beta}$ and $\boldsymbol{\Lambda}_{\beta \alpha}$ are not cumulants [29]. Also, $\boldsymbol{\Lambda}_{\alpha \beta}$ and $\boldsymbol{\Lambda}_{\beta \alpha}$ components are equal, because of the vanishment of the commutator between $\hat{\mathbf{R}}_{\alpha}$ and $\hat{\mathbf{R}}_{\beta}$.

Therefore, in this investigation, we will report the global component $2 \boldsymbol{\Lambda}_{\alpha \beta}$ and, in all situations where the $S_{z}$ spin component is equal to zero, $2 \boldsymbol{\Lambda}_{\alpha \alpha}$, since in this special case $\boldsymbol{\Lambda}_{\alpha \alpha}$ and $\boldsymbol{\Lambda}_{\beta \beta}$ are identical. Regarding the translational invariance of the TPS, one can assume a coordinate system with $\langle\Psi| \hat{\mathbf{R}}_{\alpha}|\Psi\rangle=0$, and for systems with $S_{z}=0$ it holds that also $\langle\Psi| \hat{\mathbf{R}}_{\beta}|\Psi\rangle=0$. Therefore, in this case, the spinsummed TPS tensor (SS-TPS) can be written as:

$$
\begin{equation*}
\boldsymbol{\Lambda}=2 \mathbf{\Lambda}_{\alpha \alpha}+2 \mathbf{\Lambda}_{\alpha \beta}=2\langle\Psi| \hat{\mathbf{R}}_{\alpha}^{2}|\Psi\rangle+2\langle\Psi| \hat{\mathbf{R}}_{\alpha} \hat{\mathbf{R}}_{\beta}|\Psi\rangle \tag{10}
\end{equation*}
$$

## 3 Computational details

Hydrogen chains, $\mathrm{H}_{n}(n=2,4,6,8,10,12,14,16)$ have been considered, covering molecular configurations from inter-atomic distances between 1 and 8 bohr. All calculations were performed at the FCI level using our algorithm NEPTUNUS [34-37]. We employed the STO-12G minimal basis set by Tunega and Noga [38], which yields excellent
results compared with the exact solution of the hydrogen atom [39].

In FCI calculations, all possible Slater determinants of the proper spatial and spin symmetry are included in the variational treatment, obtaining the best possible approximation to the solution of the nonrelativistic Schrödinger equation, within the accuracy of the basis set. For the case $n=16$, the size of the FCI space contains up to 82,820,900 configuration state functions (CSF) with total $z$-spin component equal to zero. NEPTUNUS uses the one- and two-electron molecular integrals computed on the Hartree-Fock atomic orbitals (AO) that are obtained with the DALTON quantum chemistry package [40]. Then, the AO integrals are transformed on the HartreeFock molecular orbital (MO) basis set, using a 4-index transformation.

Since both DALTON and our FCI program are not able to treat non-abelian symmetry groups, the calculations for such systems (point group $D_{\infty h}$ ) are generally performed in the abelian subgroup $D_{2 h}$. However, since we are using only $s$ atomic functions, only molecular orbitals which transform according to the IRREPS $\Sigma_{g}^{+}$and $\Sigma_{u}^{+}$can be generated. Therefore, the calculation can simply be performed in the $C_{i}$ subgroup.

Three different types of atomic structures have been explored in the present investigation, covering equally spaced as well as dimerized cases, as illustrated in Fig. 1:

1. Equally spaced hydrogen chains: All nearest-neighbor $\mathrm{H}-\mathrm{H}$ distances are equal to a variable parameter $R$ (see Fig. 1a).
2. Fixed-bond dimerized hydrogen chains: A dimerization of the chain produces fixed-length short bonds (bond length $R_{0}$ ) and variable-length long bonds (bond length $D)$. In the present investigation, we chose $R_{0}=2 \mathrm{bohr}$ (see Fig. 1b).
3. Homothetic dimerized hydrogen chains: The short $(R)$ and long $(D)$ bonds of the dimerized chain have proportional lengths, defined by the constant factor $\delta=D / R$. In the present work, we choose $\delta=2$ (see Fig. 1c). Of course, the limit $\delta=1$ represents the equally spaced chains.

It has to be noticed that the first and the third structural models correspond to homothetic "explosions" of the chains, although with different ratios between the lengths of two consecutive bonds. Moreover, the reader should notice that in our structural models, the short bonds are always placed at the ends of the chains, regardless of the number of atoms in the chain, in order to avoid huge edge effects induced by isolated or almost-isolated atoms [25]. In fact, a systematic study of this situation goes well beyond the scope of the present work and would deserve a dedicated investigation.


Fig. 2 Energy per atom of the equally spaced hydrogen chains as a function of the inter-nuclear distance $R$ (FCI/STO-12G)

## 4 Results and discussions

We present in this section the results corresponding to the three different structural models of even-numbered hydrogen chains in their singlet ground state. In order to facilitate the comparison among chains having different number of atoms, in this article all energies and TPS tensor values presented are divided by the number of atoms in the chain, $n$.

### 4.1 Equally spaced hydrogen chains

In Fig. 2, the per atom potential energy curves corresponding to the homothetic expansion of the equally spaced hydrogen chains are shown. There is a minimum in the region of $R=2$ bohr, and the depth of the curves only weakly depends on the number of atoms of the chains, except for the $\mathrm{H}_{2}$ molecule whose minimum is significantly deeper than those of longer chains. Only one covalent bond can be formed.

In the case of equally spaced chains, the longitudinal SS-TPS $\Lambda^{\|}$has a nonadditive growth at intermediate internuclear distances, while for $R>4$ bohr, the isolated atom value of 1 bohr $^{2}$ is recovered [39]. This is illustrated in Fig. 3a, where the values of the per atom longitudinal component, $\Lambda^{\|} / n$, are shown as a function of $R$ for the different values of $n$. At very short distances, $R<1 \mathrm{bohr}, \Lambda^{\|} / n$ has a sudden drop (not shown in the figure), due to the missing flexibility of the basis set in this region. For this reason, results in the short-distance regimes cannot be considered as being particularly significative. At intermediate distances, between 1 and 4 bohr, the SS-TPS shows a region with a maximum, which is peaked at about 2 bohr for the longer chains. The height of the maximum significantly depends on the number of atoms in the chain, suggesting a delocalized behavior of the wave function, that seems to
diverge in this region for large values of $n$ as it is expected for a metal.

In the spin-partitioned TPS tensor, the longitudinal terms have a very different behavior. In Fig. 3b, the two SP-TPS components, $\Lambda_{\alpha \alpha}^{\|}$and $\Lambda_{\alpha \beta}^{\|}$, are reported. Being a second-order cumulant, $\Lambda_{\alpha \alpha}^{\|}$is always positive. The mixed-spin component, $\Lambda_{\alpha \beta}^{\|}$, on the other hand, is not a cumulant, and it can be either positive or negative. The only constraint is that the sum $2 \Lambda_{\alpha \alpha}^{\|}+2 \Lambda_{\alpha \beta}^{\|}$gives the spin-summed TPS tensor $\Lambda^{\|}$, which is also positive by definition. Therefore, the sign of $\Lambda_{\alpha \alpha}^{\|}$determines the relative size of $\Lambda^{\|}$and $\Lambda_{\alpha \beta}^{\|}$, as we discussed for the case of $\mathrm{H}_{2}$ in Ref. [29]. In the case of "neutral" systems (i.e., systems whose most important configurations are neutral ones in the valence bond language), the $\Lambda_{\alpha \alpha}^{\|}$component of the SP-TPS tensor has a value that is larger than that of the SS-TPS. Accordingly, $\Lambda_{\alpha \beta}^{\|}$mixed component is negative. In fact, the two components have similar absolute values and opposite sign, although the magnitude of $\alpha \beta$ component is obviously slightly lower than the $\alpha \alpha$ one, their sum being positive. Both the $\alpha \alpha$ and $\alpha \beta$ components diverge quadratically for increasing values of $R$, indicating a delocalization of the spins on different centers of the chain. Moreover, the per electron value of both components increases linearly as a function of $n$. This clearly indicates that, in equally spaced chains, the delocalization effect is a collective phenomenon that concerns all the spins in the chain.

### 4.2 Dimerized chains

Dimerized chains behave in a qualitatively different way with respect to equally spaced ones. Moreover, it will be shown that the type of dimerization has a strong influence on the TPS behavior, particularly on the SP components. We describe here the behavior of the spreads for the two types of Peierls' distorted chains, illustrated in Fig. 1b and c , the fixed-bond dimers and the homothetic dimers.

### 4.2.1 Fixed-bond dimerized hydrogen chains

The potential energy curves for the chains corresponding to different values of $n$, divided by the number of atoms, are virtually superposed because we consider only the largedistance part of the potential energy curve with $R=2 \mathrm{bohr}$ as the fixed distance. However, the desired behavior of the TPS tensor is obtained especially in this region.

The per atom spin-summed TPS $\Lambda^{\|} / n$ is presented in Fig. 3c. All curves show marked maxima in the region of $D=2$ bohr (this distance corresponds to equal spacing). In the asymptotic limit for large $D$, the longitudinal component of the spread tensor converges to the value of the isolated dimer at the inter-nuclear distance of 2 bohr, i.e.,

$\Lambda^{\|}=1.27$ bohr $^{2}$. As one would expect, for large values of $D$ the charge does not fluctuate among the dimers.

In Fig. 3d, the SP-TPS values $2 \Lambda_{\alpha \alpha}^{\|}$and $2 \Lambda_{\alpha \beta}^{\|}$are reported. As seen for the equally spaced chains, the SPTPS values are larger than SS-TPS ones, but the behavior of the $2 \Lambda_{\alpha \alpha}^{\|}$and $2 \Lambda_{\alpha \beta}^{\|}$is very different from the one seen for the equally spaced chains. In the asymptotic limit of large $D$, there is no divergence of the two components. This means that spin fluctuation is very limited in dimerized chains. Generally speaking, both the spin-summed and spin-partitioned results at large $D$ values are identical to those obtained for the $\mathrm{H}_{2}$ dimer at an inter-nuclear distance of 2 bohr. In other words, the system is composed of $n / 2$ independent dimers with a fixed inter-nuclear distance. The total energies and both types of TPS tensors are additive, being given by $n / 2$ times those of an isolated dimer.

### 4.2.2 Homothetic dimerized hydrogen chains

The second type of dimerized chains is now taken into account, where both inter-nuclear distances are increased with the fixed ratio of $\delta=2$. The energy curves are perfectly superposed for different $n$, because the systems represent weakly interacting hydrogen dimers with an optimal intra-dimer distance of $R=1.4$ bohr. At large values of $R$, all the energies converge to the energy of the isolated hydrogen atom, because in the homothetic model the dimers are dissociated.

The per atom longitudinal component of the SS-TPS tensor $\Lambda^{\|} / n$ as a function of $R$ is shown in Fig. 3e. All the curves are roughly superposed, indicating the absence of noticeably collective effects. A maximum occurs at $R=2$ bohr, which roughly corresponds to the distance of the maximum in the isolated $\mathrm{H}_{2}$ dimer. Indeed, in this regime the nearest-neighbor dimer is at $D=4$ bohr, and this explains the small differences among curves corresponding to the different $n$ values. At large $R$ values, all systems tend to a collection of isolated hydrogen atoms, and $\Lambda^{\|} / n$ converges toward the isolated atomic value.

The behavior of the per atom SP-TPS tensor is illustrated in Fig. 3f. It is remarkable that the SP-TPS (particularly at large distances) does not depend on the number of atoms in the chains, but depends strongly on the distance $R$ as in their equally spaced counterparts, Fig. 3b. This is related to the absence of inter-dimer delocalization (entanglement) in the dimerized case, contrary to what happens in the equally spaced systems, where the delocalization of the different structures involves the whole chain. Notice, however, that all these structures are characterized as having a single electron per atom, and this explains why the long distance value of both geometrical arrangements are identical. This fact will be discussed in more detail in Sect. 4.3.

It is important to stress that, although the limit for large $R$ values is the same for the homothetic dimerized and the
equally spaced chains, the structure of the wave function is completely different in the two cases. For the equally spaced chains, the wave function cannot be factorized as a product of dimers, since all atoms are entangled, whereas for homothetic dimerized chains, the wave functions can be asymptotically written as the product of antisymmetrized dimer wave functions, since the entanglement concerns only within the single dimers. This fact is reflected by completely different large $R$ behaviors of the SP-TPS tensor in the two cases, while the spin-summed counterparts are strictly identical.

### 4.3 Asymptotic behavior of the longitudinal position-spread tensors

We discuss in this section the general behavior of the per atom longitudinal components of the TPS tensors $\Lambda^{\|}(n) / n$ for the different distances and the different types of chains. In particular, to investigate the large $n$ behavior, we fitted each series of values, for any fixed inter-nuclear distance, with a linear function as a function of the number of atoms (least squared polynomial fit procedure using Python [41, 42] and NumPy [43]):
$\Lambda^{\|}(R, n) / n=\Lambda_{0}^{\|}(R)+\Lambda_{1}^{\|}(R) n$
In this way, the coefficients obtained with the fitting have condensed information about the considered systems. The constant term $\Lambda_{0}^{\|}$of this expansion is capable of describing the usual behavior of a weakly interacting system, for which the delocalization grows additively with the size of the system (an "insulating" regime). The linear term $\Lambda_{1}^{\|}$, on the other hand, accounts for a faster than additive growth of the total mobility, associated with a strong delocalization (a "metallic" regime).

In Figure 1 of the Supplementary Material (SM1), the coefficients for the equally spaced chains are plotted as a function of the distance $R$. We consider first the spin-summed TPS tensor, whose coefficients present a remarkable behavior. Both terms, $\Lambda_{0}^{\|}(R)$ and $\Lambda_{1}^{\|}(R)$, show a maximum for intermediate values of the distance, whose positions, however, do not coincide, and the shape of the curves is only apparently similar. Indeed, the constant term $\Lambda_{0}^{\|}(R)$ has a shallow maximum at $R \simeq 3$ bohr, and then its value goes down to the isolated atom limit. This curve is very much reminiscent of the one obtained for the hydrogen dimer, Fig. 3a. The linear term, on the other hand, has a high peak close to $R \simeq 2$ bohr, the distance for which the system exhibits a metallic-like behavior. Then, the size of the coefficient goes down, reaching negligible values for $R>5$ bohr. At this distance, the system has the behavior of an insulator. In other words, these coefficients mark the change from a metallic to an insulating character of the chains.

For the $\alpha \alpha$ component of the SP-TPS tensor (the $\alpha \beta$ component has a similar behavior, but presents a opposite sign), both coefficients diverge as a function of $R$. This can be seen as the result of the combined effect of delocalization both within the intra- and inter-dimer region, although the concept of dimers in this case is somehow arbitrary.

In Figure SM2, the case of fixed-bond dimerization is shown. Coefficients of the $\alpha \alpha$ component and the spin-summed TPS show very similar responses. This is the signature of very localized systems. For $D=2$ bohr, the systems coincide with the equally spaced chains. Therefore, at such molecular configurations, $\Lambda_{0}^{\|}$shows minimum contribution and $\Lambda_{1}^{\|}$takes their highest values. Then, for $D>2 \mathrm{bohr}, \Lambda_{0}^{\|}$reaches its maximum contribution because of the strong entanglement of the electrons within the intra-dimer region. At the same time, $\Lambda_{1}^{\|}$drops abruptly to zero because both spin fluctuation and electron mobility are very small between different dimers.

Finally, in the case of the homothetic dimerization (Figure SM3), the SP-TPS, $\Lambda_{0}^{\|}$diverges while $\Lambda_{1}^{\|}$tends to 0 . This means that the systems present a large spin fluctuation and that it is not directly related to the metallic character. This, combined to the fact that energies per atom are degenerated, implies that we are in the presence of an entanglement of the wave functions. Lastly, the SS-TPS tensor shows coefficients whose decay is similar to the case of the fixed-bond dimerized case. This confirms that the system, at long distances, has a low electron mobility in the chains, but a large spin fluctuation within the dimers.

## 5 Conclusions

In this investigation, the formalism of the spin-partitioned position-spread tensor has been applied to hydrogen chains. The results for equally spaced chains showed that the divergence of the SS-TPS is related to charge entanglement and revealed a strong metallic character of the wave function. Furthermore, divergent values of the SP-TPS are associated with spin entanglement. Equally spaced chains showed pronounced maxima of the SS-TPS with peaks in the region of 2 bohr, suggesting that the structure has a metallic character at that distance. At long distances, the SP-TPS component $\Lambda_{\alpha \alpha}^{\|}$diverges, indicating a large spin fluctuation, while the SS-TPS converges to the isolated atom value of 1 bohr $^{2}$. Fixed-bond dimerized chains present a different behavior of the TPS tensor. The $\alpha \alpha$ component does not diverge at large values of $D$, while the SS-TPS recovers the value of the isolated dimer. Therefore, one can conclude that the fixed-bond case depicts insulators, presenting a small spin fluctuation between the dimers. Homothetic dimers, on the other hand, showed a large spin fluctuation within the dimers in the insulating regime (low electron mobility), indicating an entanglement of the wave function.

The long-range behavior of the SP-TPS tensors is related to the presence of entanglement in the wave function. Indeed, the same-spin components are large, mainly because of the one-electron contributions that are obviously positive. The different-spin components (of a two-electron nature by definition) are also large, but of opposite sign, since the two electrons tend to be, in the average, on different sides with respect to the inversion center of symmetry of the system. These behaviors can be related to the two-body reduced density matrices (RDM), whose deviation from a product form is due to the Fermi (same spin) and Coulomb (different spin) correlations. For instance, it appears that in all the three cases examined in this work, there exists a competition between Fermi and Coulomb correlations. A more sophisticated partitioning should take into account the fact that the same-spin contributions are not due to a pure Fermi correlation effect, but probably it does not change the general trend: The Coulomb correlation reduces the magnitude of TPS, and it makes electrons more localized. This relation between TPS and RDM is not surprising, since the SS-TPS is directly related to the twoelectron reduced density matrix (and indeed, this is the way we implemented the calculation in the MOLPRO package [33]). In a similar way, the SP-TPS tensors are related to the spin-dependent reduced density matrices. This is a promising direction of investigation, that is, however, well beyond the scope of the present article. A detailed investigation of the connection between TPS and density matrices is planned for future works.

Finally, the asymptotic behavior for long chains of the SS-TPS and SP-TPS tensors was studied by performing a linear fitting of all values for any fixed inter-nuclear distance. In this way, the coefficients obtained from the fitting had condensed information about the systems. Therefore, prediction about the metallic or insulating character of hydrogen chains of a large number of atoms is possible.
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#### Abstract

We present the formalism of time-dependent exchange perturbation theory built to all orders of perturbation, for the arbitrary time dependency of perturbation. The theory takes into account the rearrangement of electrons among centers. We show how the formalism can be reduced to the standard form of invariant perturbation theory by "switching off" the re-arrangement of electrons among centers. The elements of the scattering S-matrix and transitions T-matrix and the formula for the electron scattering differential cross section are derived. The application of the theory to scattering and collision problems is discussed. As an example, we apply the theory to proton scattering on a lithium atom, calculating the differential and total cross sections.
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## 1 Introduction

Time-dependent perturbation theory is a well-known approach for finding an approximate solution to various problems in quantum mechanics. However, despite its

[^11][^12]powerful methods, perturbation theory cannot offer a general solution when addressing the problems of collisions between complex particles, such as molecules and atoms, especially when collision is accompanied by a change in the molecular/atomic structure. For instance, the otherwise very efficient diagram technique [1-4] fails when applied to the collision problem as it requires a wavefunction basis such that the wavefunctions of electrons assigned to different atoms are orthogonal. In turn, obtaining such an orthogonal basis given the random movement of the atomic centers is rather an irresolvable task. Overall, finding a general theoretical approach describing molecular collisions has proven to be a non-trivial problem.

Second quantization methods describing multicenter systems have been reported previously, which are, however, mainly effective when addressing collisions between atoms with a many electron structure. Within the diagram method, an attempt has been made to correct the commutation relations between the creation and annihilation operators by also taking into account permutations of electrons between orthogonal states that belong to different atomic centers. This, however, requires a transformation of the creation and annihilation operators and particle states into the irreducible representations of a mathematically convenient chain of subgroups, which in turn leads to complicated unitary transformations.

As a result, the application of this diagram technique is limited to two-electron systems [4]. Another, more promising method employing second quantization is based on creating a so-called "chemical" Hamiltonian using a biorthogonal basis. In this method, the use of the so-called "mixed" formalism allows compressing the interactions to one- and two-center terms by applying projection operators. However, the employed biorthogonal set of spin
orbitals and the corresponding creation-annihilation operators require related unitary transformation into the "mixed" formalism and a so-called "basis extension". As a consequence, the method is effective when applied to simple systems. This explains why every given problem of a scattering event is solved by applying an ad hoc approach, as for example shown in works [5-8]. In the textbook by Davydov [2], one finds a detailed discussion problem of particles collision summarized by the conclusion that a general theoretical approach to address collision problems is required.

In this work, we attempt to develop a dedicated perturbation theory, named exchange perturbation theory (EPT), which takes into account the indistinguishability of electrons participating in multicenter molecular/atomic collisions to any order of perturbation.

It is worth noting that the development of EPT requires careful study of the wavefunctions associated with electrons assigned to different atomic centers. The overlap of these wavefunctions is responsible for the exchange effects that play a crucial role in both adiabatic and dynamic scattering events. The exchange effects are most pronounced at the so-called intermediate atomic distances, when the molecule is re-arranging itself and its electrons are being redistributed. At these distances, the exchange effects are already larger than van der Waals forces, but at the same time, they are weak when compared to intraatomic interactions, and thus, they can be considered as a perturbation. We should also mention density functional theory (DFT) and time-dependent DFT (TDDFT) which are very popular methods for obtaining the electronic structure of many body systems [9-12]. However, these theories are based on using approximate exchange-correlation, which is functional and limited to large molecules, such as DNA or molecular clusters, whereas for smaller molecules, only EPT gives accurate results [13, 14]. EPT, in principle, can also be applied to the calculation of large molecules or molecular clusters, but it would require significant computer time and power.

When creating a new perturbation theory formalism, one should remember that a perturbation theory should solve the two fundamental difficulties [15]:

1. The zero-approximation antisymmetrized wavefunctions are non-orthogonal, and therefore, they form an overfilled basis. This problem has been solved in EPT [16-19]; it has been demonstrated that the basis of non-orthogonal, antisymmetrized wavefunctions may constitute a complete set [17-19].
2. A zero-approximation antisymmetrized wavefunction is not an eigenfunction of the Hamiltonian $\widehat{H}_{0}$ because of the non-invariance of Hamiltonian $\widehat{H}_{0}$ with respect
to the permutations of electrons among atoms [17]. Therefore, EPT must be formulated in such a way that it would give properly symmetrized wavefunction corrections to any order of perturbation.

An overview of several EPT formalisms can be found in [15, 18]. Kaplan in his book [15] classifies EPT formalisms into two groups: (1) formalisms with asymmetric unperturbed Hamiltonian $\left[\hat{A}, \hat{H}_{0}\right] \neq 0$ and asymmetric perturbation $[\hat{A}, \hat{V}] \neq 0$; (2) formalisms with symmetric zeroapproximation Hamiltonian $\left[\hat{A}, \hat{H}_{0}\right]=0$ and symmetric perturbation $[\hat{A}, \hat{V}]=0$.

The first type of formalism, also named symmetryadapted EPT formalism, has the advantage of being a simple representation of the perturbation operator, and, therefore, is often favored as a basis for software packages. The drawback of these formalisms is that they require a post-factum antisymmetrization procedure, that is, after the action of the perturbation operator on the non-symmetrized wavefunction of the system: $\hat{A} \hat{V}\left(\psi^{(0)}+\psi^{(1)}+\cdots\right)$, the problem which has been previously described in detail in [15] and references therein, and [17-19].

The second type of formalism allows the standard perturbation theory to be applied by constructing a symmetric zero-approximation Hamiltonian $\left[\hat{A}, \hat{H}_{0}\right]=0$ with antisymmetric eigenfunction functions and a symmetrized perturbation $[\hat{A}, \hat{V}]=0[15]$. Both Hamiltonian $\hat{H}_{0}$ and the perturbation operator $\hat{V}$ invariant to intercenter permutations can be obtained for the time-independent case [1620], which allows energy corrections to be obtained using the correct antisymmetric basis of the wavefunctions. Moreover, as has been shown in [18], the energy and wavefunction corrections can be significantly simplified while preserving all the multicenter exchange inputs. Our formalism presented in this work can be assigned to the second type of formalism, for details see [18, 19].

An attempt to build a formalism of time-dependent exchange perturbation theory (TDEPT) that accounts for the exchange of electrons among atomic centers was reported in [21]. The authors obtained series expansion of the transition amplitude up to the second order of perturbation. Examples of the implementation of TDEPT to electron and atomic scattering can be found in works [22, 23].

## 2 Exchange perturbation theory (EPT), time-dependent perturbation

In zero-order approximation, when neglecting the interaction among particles, the coordinate part of the wavefunction of the system can be simply represented as a product of the wavefunctions of the isolated particles:

$$
\begin{equation*}
\Phi\left(r_{1}, \ldots, r_{N}\right)=\prod_{\alpha} \psi_{\alpha}\left(r_{n_{\alpha}}, \ldots, r_{N_{\alpha}}\right) \tag{1}
\end{equation*}
$$

where $\alpha$ is the atomic center number and $r_{n_{\alpha}}, \ldots, r_{N_{\alpha}}$ are the coordinates of the electrons assigned to atom $\alpha$. The spin part of the wavefunction can be expressed as a product of spinors of the same electrons: $X\left(\xi_{1}, \ldots, \xi_{N}\right)=\prod_{i} \chi_{i}\left(\xi_{i}\right)$. The Hamiltonian of the system includes the kinetic energy of all electrons, the potential energy of the interaction between electrons and their atomic centers, and the interaction among electrons that belong to different centers:
$\left.\left.H^{0} \mid \Phi_{n}\right)=E_{n}^{0} \mid \Phi_{n}\right)$,
where $\left\{E_{n}^{0}\right\}$ are the eigenvalues of the energy and $\mid \Phi_{n}$ ) are the eigenfunctions of the system and defined as a product of coordinate and spin parts. Here, the round bracket emphasizes that the eigenfunctions are not symmetrized [24, 25]. We write this zero-approximation wavefunction in Dirac's symbols as vector $\left.\mid \Phi^{0}\right)$.

The relatively short distances between the atomic centers cause overlap between the wavefunctions of the electrons from different centers. According to the Pauli exclusion principle, the complete wavefunction must be antisymmetric. An antisymmetrized wavefunction of the system can be obtained as a product of the coordinate and spin parts corresponding to conjugate Young diagrams (YD) $[18,26]$ :

$$
\begin{align*}
\Psi_{n}^{0}\left(r_{1}, \ldots r_{N}, \xi_{1} \ldots \xi_{N}\right) & =\widehat{A} \Phi_{n}\left(r_{1}, \ldots r_{N}\right) \cdot \mathrm{X}\left(\xi_{1} \ldots \xi_{N}\right) \\
& =\frac{1}{\sqrt{R_{\lambda}}} \sum_{r} \Phi_{n r}^{[\lambda]}\left(r_{1}, \ldots r_{N}\right) \mathrm{X}_{\tilde{r}}^{[\tilde{\lambda}]}\left(\xi_{1} \ldots \xi_{N}\right) \tag{3}
\end{align*}
$$

where $\hat{A}$ is the operator of antisymmetrization, the summation is over all $r$ standard Young tableau ( $\lambda$ ) of a given Young diagram $\lambda$. The factor $1 / \sqrt{R_{\lambda}}$ is the normalization factor of the Young diagram $\lambda .[\widetilde{\lambda}]$ denotes transposed Young diagram.

The antisymmetrized vector which includes both coordinate and spin parts is now:
$\left.\left.\left|\Psi_{n}^{0}\right\rangle=\frac{1}{f_{n}^{P}} \sum_{p}^{P}(-1)^{g_{p}} \right\rvert\, \Phi_{n}^{0 p}\right)$,
where $p$ is the permutation's number, $\frac{1}{f_{n}^{p}}$ is the normalization factor, $g_{p}$ is the parity of the permutation, and P is the total number of possible intercenter permutations. The wavevector $\left.\mid \Phi_{n}^{0 p}\right)$ has the form provided in Eq. 3, thus including both coordinate and spin parts, and corresponds to the $p$-th permutation. We set the condition of normalization in the form $\left(\Phi_{n}^{0 p=0}\left|\Psi_{n}^{0}\right\rangle=1\right.$, which gives the normalization factor:
$f_{n}^{P}=\sum_{p=0}^{P}(-1)^{g_{p}}\left(\Phi_{n}^{0(p=0)} \mid \Phi_{n}^{0(p)}\right)$
that is different by the factor $\sqrt{P}$ from the normalization factor obtained in the conventional EPT where the normalization condition is $\left\langle\Psi^{0} \mid \Psi^{0}\right\rangle=1$.

To find the wavefunction of the system in the presence of the time-dependent perturbation $\widehat{V}(t)$, we must solve the Schrödinger equation:
$-\frac{\hbar}{i} \frac{\partial}{\partial t}|\Psi\rangle=\left(\widehat{H}_{0}+\widehat{V}(t)\right)|\Psi\rangle$.
for the antisymmetrized vector $|\Psi\rangle$, where the total Hamiltonian of the system $\widehat{H}_{0}+\widehat{V}(t)$ is invariant. Zeroapproximation Hamiltonian $\widehat{H}_{0}$ and time-independent perturbation operator $\widehat{V}$ were obtained in symmetrized form in works [17-19].

Because electrons which belong to different centers cannot be distinguished, Eq. 2 holds for any intercenter arrangement of the electrons, and we rewrite it as
$\left.\left.H^{0(p)} \mid \Phi_{n}^{0(p)}\right)=E_{n}^{0} \mid \Phi_{n}^{0(p)}\right)$,
where $\left.I \Phi_{n}^{0(p)}\right)$ is the zero-order approximation wavefunction corresponding to the $p$-th permutation.

It has been shown that a set of eigenfunctions of the unperturbed system $\left.\left\{\| \Phi_{n}^{0(p)}\right)\right\}$ is orthogonal and complete for any permutation [17-19]:
$\left(\Phi_{m}^{0(p)} \mid \Phi_{n}^{0(p)}\right)=\delta_{m n} ;$
$\left.\sum_{n} \mid \Phi_{n}^{0(p)}\right)\left(\Phi_{n}^{0(p)} \mid=\widehat{1} ;\right.$
$\left(\Phi_{m}^{0(p)} \mid \Phi_{n}^{0\left(p^{\prime}\right)}\right) \approx \delta_{m n} S_{n}^{\left(p-p^{\prime}\right)}$.
Here, $S_{n}^{\left(p-p^{\prime}\right)}$ is the overlap integral of the wavefunctions associated with the relative number of intercenter permutations of electrons $\left(p-p^{\prime}\right)$. We use a "truncated" overlap which takes into account only the overlap between similar states assigned to different centers with the following hierarchy rule: $\left(\Phi_{m}^{0(p)} \mid \Phi_{n}^{0(p \prime \prime}\right) \ll\left(\Phi_{n}^{0(p)} \mid \Phi_{n}^{0(p \prime \prime}\right) \sim\left(\Phi_{m}^{0(p)} \mid \Phi_{m}^{0(p \prime)}\right)$.

As has been shown in [17-19], the basis of antisymmetric functions of the unperturbed system is complete:
$\sum_{n}\left|\Psi_{n}^{0}\right\rangle \frac{f_{n}^{P}}{P}\left(\Phi_{n}^{0(0)} \mid=\widehat{1}\right.$,
where antisymmetrized vector $\left|\Psi_{n}^{0}\right\rangle$ is given by Eq. 4.
To write Hamiltonian and perturbation operators in invariant form, we introduce the projection operator:
$\left.\Lambda^{(p)}=\sum_{n} \mid \Phi_{n}^{0(p)}\right) \frac{f_{n}^{P}}{P}\left(\Phi_{n}^{0(p)} \mid\right.$,
which when applied to the wavevector $\left|\Psi_{i}^{0}\right\rangle$ given by Eq. 4 at $n=i$, selects the wavefunction corresponding to $p$-th permutation: $\left.\Lambda^{(p)}\left|\Psi_{i}^{0}\right\rangle=(-1)^{g_{p}} \mid \Phi_{i}^{0(p)}\right)$ [19].

We use operator $\Lambda^{(p)}$ to write the Hamiltonian and perturbation operators in a form invariant under intercenter permutations:
$\widehat{V}(t)=\sum_{p=0}^{P} V^{(p)}(t) \Lambda^{(p)}, \quad \widehat{H}_{0}=\sum_{p=0}^{P} H^{0(p)} \Lambda^{(p)}$
here $H^{0(p)}$ and $V^{(p)}(t)$ are the Hamiltonian and perturbation operators corresponding to the $p$-th permutation of the electrons between the centers. The antisymmetrized zeroapproximation wavevector $\left|\Psi_{i}^{0}\right\rangle$ is an eigenvector of the invariant Hamiltonian of the unperturbed system: $\widehat{H}_{0}\left|\Psi_{i}^{0}\right\rangle=E_{i}^{0}\left|\Psi_{i}^{0}\right\rangle$, where energy eigenvalues $E_{i}^{0}$ are real $[16,19,20]$. Note that through the entire text, we use the "hat" symbol for symmetrized operators and do not use the "hat" symbols for operators that are related to $p$-th permutation.

We search for the wavevector $|\Psi\rangle$ which is the solution to the Schrödinger equation, Eq. 6, by the method of successive approximations, as it is typically solved in conventional perturbation theory.

## 3 Perturbation theory to the first order

Let $\left|\Psi^{1}(t)\right\rangle$ be the first-order correction to the wavefunction $|\Psi\rangle$, which in the first-order approximation satisfies the following equation
$-\frac{\hbar}{i}\left|\dot{\Psi}^{1}(t)\right\rangle=\widehat{H}_{0}\left|\Psi^{1}(t)\right\rangle+\widehat{V}(t)\left|\Psi_{i}^{0}\right\rangle$.
We write the solution to this equation in the form of series
$\left|\Psi^{1}(t)\right\rangle=\sum_{n} C_{n}^{(1)}(t) \exp \left(-\frac{i}{\hbar} E_{n} t\right)\left|\Psi_{n}^{0}\right\rangle$,
where the expansion coefficients $C_{n}^{(1)}(t)$ are to be found.
Next, we introduce two skew-projection operators $\widehat{P}_{i}$ and $\widehat{O}_{i}$. The skew-projection operator $\widehat{P}_{i}=\left|\Psi_{i}^{0}\right\rangle\left(\Phi_{i}^{0(0)} \mid\right.$ projects onto the subspace of the vectors parallel to the vector $\left|\Psi_{i}^{0}\right\rangle$ giving $\widehat{P}_{i}\left|\Psi_{i}^{0}\right\rangle \equiv\left|\Psi_{i}^{0}\right\rangle$. The skew-projection operator $\widehat{O}_{i}=1-\widehat{P}_{i}$ projects onto the subspace of vectors orthogonal to the vector $\left|\Psi_{i}^{0}\right\rangle$ giving $\widehat{O}_{i}\left|\Psi_{i}^{0}\right\rangle \equiv 0$.

By substituting Eq. 13 into Eq. 12 and applying operator $O_{i}$ to both sides of the equation, we obtain the following expression for coefficients $\dot{C}_{n}^{(1)}(t)$ (see Appendix 1 for details):
$-\frac{\hbar}{i} \dot{C}_{n}^{(1)}(t)=\frac{f_{0}}{P} \exp \left(-i \omega_{n i} t\right)\left(\Phi_{n}^{0(0)}\left|\widehat{O}_{i} \widehat{V}\right| \Psi_{i}^{0}\right\rangle$,
where we used the property of completeness of the antisymmetrized basis given by Eq. 9 and introduced frequencies: $\frac{1}{h}\left(E_{i}-E_{n}\right)=\omega_{i n}$. The solution to Eq. 14 can be written in the form of a definite integral:
$C_{n}^{(1)}(t)=\frac{f_{0}}{i \hbar P} \int_{0}^{t} \exp \left(i \omega_{n i} t^{\prime}\right)\left(\Phi_{n}^{0(0)}\left|\widehat{O}_{i} \widehat{V}\right| \Psi_{i}^{0}\right\rangle \mathrm{d} t^{\prime}$.
Next, we use the following results
$\widehat{O}_{i}\left|\Psi_{n}^{0}\right\rangle \approx\left|\Psi_{n}^{0}\right\rangle$,
$\left(\Phi_{n}^{0(0)} \mid \widehat{O}_{i}=\left(\Phi_{n}^{0(0)} \mid-\left(\Phi_{n}^{0(0)}\left|\Psi_{i}^{0}\right\rangle\left(\Phi_{i}^{0(0)} \mid \approx\left(\Phi_{n}^{0(0)} \mid\right.\right.\right.\right.\right.$,
$\left(\Phi_{i}^{0(0)} \mid \widehat{O}_{i}=\left(\Phi_{i}^{0(0)} \mid-\left(\Phi_{i}^{0(0)}\left|\Psi_{i}^{0}\right\rangle\left(\Phi_{i}^{0(0)} \mid \equiv 0\right.\right.\right.\right.$
which were derived in [17], and we obtain the first-order corrections to the expansion coefficients as
$C_{n}^{(1)}(t)=\frac{f_{n}}{i \hbar P} \int_{0}^{t} \exp \left(i \omega_{n i} t^{\prime}\right)\left(\Phi_{n}^{0(0)}|\widehat{V}| \Psi_{i}^{0}\right\rangle \mathrm{d} t^{\prime}$.
Equation 17 describes the amplitude of the transition between states $i$ and $n$. By substituting $C_{n}^{(1)}(t)$ from Eq. 17 into Eq. 13, we find the first-order correction to the wavevector of the system.

The matrix elements of the perturbation operator in Eq. 17 can be rewritten using the perturbation operator expressed through projection operator $\Lambda^{(p)}$ see Eq. 11:

$$
\begin{align*}
\left(\Phi_{n}^{0(0)}|\widehat{V}| \Psi_{i}^{0}\right\rangle & =\left(\Phi_{n}^{0(0)}\left|\sum_{p=0}^{P} V_{p} \frac{(-1)^{g_{p}}}{f_{i}^{P}}\right| \Phi_{i}^{0(p)}\right) \\
& \left.\left.=\frac{f_{n}^{P}}{f_{i}^{P}}\left\langle\Psi_{n}^{0}\right| V_{p=0} \right\rvert\, \Phi_{i}^{0(0)}\right) \tag{18}
\end{align*}
$$

By substituting the result of Eq. 18 into Eq. 17, we obtain the final expression for the coefficients:
$\left.\left.C_{n}^{(1)}(t)=\frac{\left(f_{n}^{P}\right)^{2}}{i \hbar P} \int_{0}^{t} \exp \left(i \omega_{n i} t^{\prime}\right)\left\langle\Psi_{n}^{0}\right| V_{p=0} \right\rvert\, \Phi_{i}^{0(0)}\right) \mathrm{d} t^{\prime}$.
If we neglect the exchange interaction and replace $\Psi \rightarrow \Phi$, Eq. 19 will give the same result as the result obtained in conventional perturbation theory.

## 4 Perturbation theory to the second and higher orders

The time-dependent Schrödinger equation, Eq. 6, is now written up to the second order. By substituting the wavevector found to the first order and after some
simplifications, we obtain the equation for the second-order correction to the wavefunction:
$-\frac{\hbar}{i}\left|\dot{\Psi}_{i}^{2}\right\rangle=\widehat{H}_{0}\left|\Psi_{i}^{2}\right\rangle+\widehat{V}\left|\Psi_{i}^{1}\right\rangle$.
As above, we seek the solution in the form of series:
$\left|\Psi_{i}^{2}\right\rangle=\sum_{n} C_{n}^{(2)}(t) \exp \left(-\frac{i}{\hbar} E_{n} t\right)\left|\Psi_{n}^{0}\right\rangle$.
where the expansion coefficients $C_{n}^{(2)}(t)$ are to be found.
The procedure for finding the coefficients is similar to the procedure described above. We obtain:
$-\frac{\hbar}{i} \sum_{n} P \dot{C}_{n}^{(2)} \exp \left(-\frac{i}{\hbar} E_{n} t\right)\left|\Psi_{n}^{0}\right\rangle=\widehat{O}_{i} \widehat{V}\left|\Psi_{i}^{1}\right\rangle$.
Next, we can use the property of completeness Eq. 9 and rewrite the right part of Eq. 22 as
$\widehat{O}_{i} \widehat{V}\left|\Psi_{i}^{1}\right\rangle=\sum_{n} \frac{f_{n}}{P}\left|\Psi_{n}^{0}\right\rangle\left(\Phi_{n}^{0(0)}\left|O_{i} \widehat{V}\right| \Psi_{i}^{1}\right\rangle$.
Substituting Eq. 23 into Eq. 22, after some re-arrangement of the terms, we obtain:
$C_{n}^{(2)}(t)=\frac{f_{b}}{i \hbar P} \int_{0}^{t} \mathrm{~d} t^{\prime} \exp \left(i E_{n} t^{\prime} / h\right)\left(\Phi_{n}^{0(0)}\left|\widehat{O}_{i} \widehat{V}\right| \Psi_{i}^{1}\left(t^{\prime}\right)\right\rangle$.
Applying the result of Eq. 18 we rewrite the last equation as

$$
\begin{align*}
C_{n_{2}}^{(2)}(t)= & \frac{f_{b}}{i \hbar P} \int_{0}^{t} \mathrm{~d} t^{\prime} \exp \left(i E_{n_{2}} t^{\prime} / \hbar\right)\left(\Phi_{n_{2}}^{0(0)}|\widehat{V}| \Psi_{i}^{1}\left(t^{\prime}\right)\right\rangle \\
= & \left.\left.\left(\frac{f_{0}^{2}}{i h P}\right)^{2} \sum_{n_{1}} \int_{0}^{t} \mathrm{~d} t^{\prime} \exp \left(i \omega_{n_{2} n_{1}} t^{\prime}\right)\left\langle\Psi_{n_{2}}^{0}\right| V_{p=0} \right\rvert\, \Phi_{n_{1}}^{0(0)}\right) \\
& \left.\times \int_{0}^{t^{\prime}} \mathrm{d} t^{\prime \prime}\left\langle\Psi_{n_{1}}^{0}\right| V_{p=0} \mid \Phi_{i}^{0(0)}\right) \exp \left(i \omega_{n_{1}} t^{\prime \prime}\right) \tag{24}
\end{align*}
$$

This expression is almost the same as that in conventional perturbation theory with the orthogonal basis of eigenfunctions. The difference is that Eq. 24 includes matrix elements enclosing overlap integrals produced by accounting for exchange and superexchange contributions.

The second-order correction to the wavevector in its full form is:

$$
\begin{align*}
\left|\Psi_{i}^{2}\right\rangle= & \sum_{n_{2}} \exp \left(-\frac{i}{h} E_{n_{2}} t\right)\left|\Psi_{n_{2}}^{0}\right\rangle \\
& \times\left(\frac{f_{0}^{2}}{i h P}\right)^{2} \sum_{n_{1}} \int_{0}^{t} \mathrm{~d} t^{\prime} \exp \left(i \omega_{n_{2} n_{1}} t^{\prime}\right) \\
& \left.\left.\times\left\langle\Psi_{n_{2}}^{0}\right| V_{p=0}\left(t^{\prime}\right) \mid \Phi_{n_{1}}^{0(0)}\right) \int_{0}^{t^{\prime}} \mathrm{d} t^{\prime \prime}\left\langle\Psi_{n_{1}}^{0}\right| V_{p=0}\left(t^{\prime \prime}\right) \mid \Phi_{i}^{0(0)}\right) \\
& \times \exp \left(i \omega_{n_{1} i} t^{\prime \prime}\right) \tag{25}
\end{align*}
$$

From the expressions for the first-order and secondorder corrections, $\left|\Psi_{i}^{1}\right\rangle$ and $\left|\Psi_{i}^{2}\right\rangle$, respectively, we can see the general tendency and derive the following expression for an $n$-th correction to the wavefunction:

$$
\begin{align*}
\left|\Psi_{i}^{n}\right\rangle= & \sum_{n_{n}} \sum_{n_{n-1}} \cdots \sum_{n_{1}}\left(\frac{f_{0}^{2}}{i \hbar P}\right)^{n}\left|\Psi_{n_{n}}^{0}\right\rangle \exp \left(-\frac{i}{\hbar} E_{n_{n}} t\right) \\
& \left.\times \int_{0}^{t} \mathrm{~d} t_{1}\left\langle\Psi_{n_{n}}^{0}\right| V_{p=0}\left(t_{1}\right) \mid \Phi_{n_{n-1}}^{0(0)}\right) \exp \left(i\left(\omega_{n_{n} n_{n-1}} t_{1}\right)\right. \\
& \left.\times \int_{0}^{t_{1}} \mathrm{~d} t_{2}\left\langle\Psi_{n_{n-1}}^{0}\right| V_{p=0}\left(t_{2}\right) \mid \Phi_{n_{n-2}}^{0(0)}\right) \exp \left(i \omega_{n_{n-1} n_{n-2}} t_{2}\right) \cdots  \tag{26}\\
& \left.\times \int_{0}^{t_{n-1}} \mathrm{~d} t_{n}\left\langle\Psi_{n_{1}}^{0}\right| V_{p=0}\left(t_{n}\right) \mid \Phi_{i}^{0(0)}\right) \times \exp \left(i \omega_{n_{1} 1} t_{n}\right)
\end{align*}
$$

A note to this equation: The transition matrix elements related to later times are placed before the transition matrix elements related to earlier times, as it holds:
$t>t_{1}>t_{2}>\cdots>t_{n}>0$.
Equation 26 can be transformed to a more symmetric form by introducing the time ordering operator $\hat{\tau}$ :

$$
\begin{align*}
\left|\Psi_{i}^{n}\right\rangle= & \frac{1}{n!}\left(\frac{f_{0}^{2}}{i \hbar P}\right)^{n} \sum_{n_{n}} \sum_{n_{n-1}} \ldots \sum_{n_{1}}\left|\Psi_{n_{n}}^{0}\right\rangle \exp \left(-\frac{i}{\hbar} E_{n_{n}} t\right) \\
& \times \int_{0}^{t} \ldots \int_{0}^{t} \hat{\tau}\left\{\left\langle\Psi_{n_{n}}^{0}\right| V_{p=0}\left(t_{1}\right) \mid \Phi_{n_{n-1}}^{0(0)}\right) \exp \\
& \times\left(i\left(\omega_{n_{n} n_{n-1}} t_{1}\right) \cdots\left\langle\Psi_{n_{1}}^{0}\right| V_{p=0}\left(t_{n}\right) \mid \Phi_{i}^{0(0)}\right) \\
& \left.\times \exp \left(i \omega_{n_{1} i} t_{n}\right)\right\} d t_{1} \ldots d t_{n} . \tag{27}
\end{align*}
$$

This expression defines the corrections to the wavefunction of a multicentered system with exchange effects to any order of perturbation. Equation 27 can also be applied to the system where the intercenter exchange is negligible, in which case Eq. 27 transforms into the expression for wavefunction corrections obtained in conventional timedependent perturbation theory.

The coefficient corresponding to the transition from the initial state $\mid i)$. to the final state $|f\rangle$ can be written in an invariant form:
$\left.\left.C_{f}(t)=\left\langle\Psi_{f}^{0}\right| \hat{\tau} \exp \left(-\frac{i f_{0}^{2}}{\hbar P} \int_{0}^{t} \widehat{W}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right) \right\rvert\, \Phi_{i}^{0(0)}\right)$,
where we introduced operator
$\widehat{W}(t)=e^{\frac{i}{h} H_{0}^{p=0} t} V^{p=0}(t) e^{-\frac{i}{h} H_{0}^{p=0} t}$.
The probability of transition at the time $t$ is given by $w_{f i}(t)=\left|C_{f}(t)\right|^{2}$ when transition occurs between states of a discrete spectrum, and it is given by $d w_{f i}(t)=\left|C_{f}(t)\right|^{2} d v_{f}$ when the transition occurs in the range $d v_{f}$ of continuous spectrum.

## 5 S-scattering and T-matrix elements

We consider two non-interacting subsystems (examples include: an electron and an atom or an alpha particle, an ion and an atom, two atoms, an atom and a molecule, two molecules, etc., also possible are a light wave and a molecule which decomposes into fragments, and similar). Two states $|i\rangle,|f\rangle$ and their energies $E_{i}, E_{f}$ are the solution to the equation $\hat{H}_{0}\left|\Psi_{i}^{0}\right\rangle=E_{i}^{0}\left|\Psi_{i}^{0}\right\rangle$ or eigenstates and eigenenergies of the whole system Hamiltonian $\widehat{H}_{0}$. Perturbation which causes interaction between the two subsystem and a transition between the two states is described by operator $\widehat{V}=\sum_{p=0}^{P} V^{(p)} \Lambda^{(p)}$, which is time independent in the Schrödinger representation.

The time-dependent transition coefficient $C_{f}(t) \equiv C_{i f}(t)$ given by Eq. 28 turns into a scattering S-matrix element when the time variable $t$ ranges from $-\infty$ to $+\infty$ :

$$
\begin{align*}
C_{i f}(\infty)= & \left.\left\langle\Psi_{f}^{0}\right| S \mid \Phi_{i}^{0(0)}\right) \\
= & \left\langle\Psi_{f}^{0}\right| \hat{\tau} \exp \left(\left.-\frac{i}{\hbar} \frac{f_{0}^{2}}{P} \int_{-\infty}^{\infty} \widehat{W}(t) \mathrm{d} t \right\rvert\, \Phi_{i}^{0(0)}\right) \\
\equiv & \left\langle\Psi_{f}^{0}\right|\left\{1+\frac{1}{i \hbar} \frac{f_{0}^{2}}{P} \int_{-\infty}^{\infty} \widehat{W}(t) \mathrm{d} t+\frac{1}{(i h)^{2}}\left(\frac{f_{0}^{2}}{P}\right)^{2}\right. \\
& \left.\left.\times \int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{\infty} \mathrm{d} t_{2} \widehat{W}\left(t_{1}\right) \widehat{W}\left(t_{2}\right)+\cdots\right\} \mid \Phi_{i}^{0(0)}\right) \\
= & \left.\sum_{\alpha}^{\infty}\left\langle\Psi_{f}^{0}\right| S^{(\alpha)} \mid \Phi_{i}^{0(0)}\right) . \tag{30}
\end{align*}
$$

Using this result, we obtain the first-order correction to the S-matrix elements:

$$
\begin{align*}
\left.\left\langle\Psi_{f}^{0}\right| S^{(1)} \mid \Phi_{i}^{0(0)}\right) & \left.\left.=-\frac{i}{\hbar} \frac{f_{0}^{2}}{P}\left\langle\Psi_{f}^{0}\right| V_{0} \right\rvert\, \Phi_{i}^{0(0)}\right) \int_{-\infty}^{\infty} e^{i\left(E_{f}-E_{i}\right) \frac{t}{\hbar}} \mathrm{~d} t \\
& \left.\left.=-2 \pi i \delta\left(E_{f}-E_{i}\right) \frac{f_{0}^{2}}{P}\left\langle\Psi_{f}^{0}\right| V_{0} \right\rvert\, \Phi_{i}^{0(0)}\right) \tag{31}
\end{align*}
$$

where we took into account the formula for the time-dependent transition coefficient given by Eq. 28.

The second-order correction to the S-matrix element equals to [2]:

$$
\begin{align*}
\left.\left\langle\Psi_{f}^{0}\right| S^{(2)} \mid \Phi_{i}^{0(0)}\right)= & -2 \pi i \delta\left(E_{i}-E_{f}\right)\left(\frac{f_{0}^{2}}{P}\right)^{2} \\
& \times \sum_{n} \frac{\left.\left.\left\langle\Psi_{f}^{0}\right| V_{0} \mid \Phi_{n}^{0(0)}\right)\left\langle\Psi_{n}^{0}\right| V_{0} \mid \Phi_{i}^{0(0)}\right)}{E_{i}-E_{n}+i \eta} \tag{32}
\end{align*}
$$

Other higher-order corrections to the S-matrix elements can be found in a similar manner.

Because the interaction between the atomic centers is much slower than the interaction between their electrons, adiabatic approximation can be applied and interaction between atoms can be considered as a time-independent perturbation. The transitions caused by that perturbation are transitions between an initial state and a different final state, so that $\left\langle\Psi_{f} \Phi_{i}\right\rangle \approx 0$ is fulfilled. Thus, we can rewrite matrix elements of the S-matrix in Eq. 30 in the form

$$
\begin{equation*}
\left.\left.\left\langle\Psi_{f}^{0}\right| S \mid \Phi_{i}^{0(0)}\right)=-2 \pi i \delta\left(E_{f}-E_{i}\right)\left\langle\Psi_{f}^{0}\right| \hat{T} \mid \Phi_{i}^{0(0)}\right) \tag{33}
\end{equation*}
$$

where we introduced an operator of transition on the energy surface $\hat{T}$, and the result is expressed through its matrix elements $\left.\left\langle\Psi_{f}^{0}\right| \hat{T} \mid \Phi_{i}^{0(0)}\right)$. We would like to emphasize that matrix elements of operator $\hat{T}$, obtained here, unlike the commonly used matrix elements of operator $\hat{T}$ [2], account for all possible electron permutations between the two subsystem, which was achieved by antisymmetrization of the wavefunction of the whole system.

The matrix elements of operator $\hat{T}$ can be expressed as:

$$
\begin{align*}
& \left.\left.\left\langle\Psi_{f}^{0}\right| \hat{T} \mid \Phi_{i}^{0(0)}\right) \left.=\frac{f_{0}^{2}}{P}\left\langle\Psi_{f}^{0}\right| V_{0} \right\rvert\, \Phi_{i}^{0(0)}\right) \\
& \quad+\left(\frac{f_{0}^{2}}{P}\right)^{2} \sum_{n} \frac{\left.\left.\left\langle\Psi_{f}^{0}\right| V_{0} \mid \Phi_{n}^{0(0)}\right)\left\langle\Psi_{n}^{0}\right| V_{0} \mid \Phi_{i}^{0(0)}\right)}{E_{i}-E_{n}+i \eta}+\cdots+\left(\frac{f_{0}^{2}}{P}\right)^{v} \\
& \quad \times \sum_{n, n_{1} \ldots n_{v-2}} \frac{\left.\left.\left\langle\Psi_{f}^{0}\right| V_{0} \mid \Phi_{n}^{0(0)}\right) \cdots\left\langle\Psi_{n_{v-2}}^{0}\right| V_{0} \mid \Phi_{i}^{0(0)}\right)}{\left(E_{i}-E_{n}+i \eta\right)\left(E_{i}-E_{n_{1}}+i \eta\right) \cdots\left(E_{i}-E_{n_{v-2}}+i \eta\right)} \cdots \tag{34}
\end{align*}
$$

where $v$ is the expansion order. The matrix elements of various orders contained in Eq. 34 can be displayed
graphically using Feynman diagrams, as has been demonstrated in previous works [19, 20].

Because the functions $\Phi_{n}^{0(0)}$ are the eigenfunctions of the non-symmetrical Hamiltonian $H_{(p=0)}^{0}$, the second term on the right side of Eq. 34 can be rewritten as:

$$
\begin{align*}
& \left(\frac{f_{0}^{2}}{P}\right)^{2} \sum_{n} \frac{\left.\left.\left\langle\Psi_{f}^{0}\right| V_{0} \mid \Phi_{n}^{0(0)}\right)\left\langle\Psi_{n}^{0}\right| V_{0} \mid \Phi_{i}^{0(0)}\right)}{E_{i}-E_{n}+i \eta} \\
& \left.\left.\quad=\left(\frac{f_{0}^{2}}{P}\right)^{2}\left\langle\Psi_{f}^{0}\right| V_{0} \right\rvert\, \Phi_{n}^{0(0)}\right)\left(\frac{f_{0}^{2}}{P}\right)^{-1} \\
& \left.\left.\quad \times\left\langle\Psi_{n}^{0}\right|\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1} \mid \Phi_{n}^{0(0)}\right)\left\langle\Psi_{n}^{0}\right| V_{0} \mid \Phi_{i}^{0(0)}\right) \tag{35}
\end{align*}
$$

where we applied the property of completeness, Eq. 9.
By substituting Eq. 35 into Eq. 34, we obtain the following expression for operator $\hat{T}$ :

$$
\begin{align*}
\hat{T} & =\left(\frac{f_{0}^{2}}{P}\right) V_{0}+\left(\frac{f_{0}^{2}}{P}\right) V_{0}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1}\left(\frac{f_{0}^{2}}{P}\right) V_{0} \\
& +\left(\frac{f_{0}^{2}}{P}\right) V_{0}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1}\left(\frac{f_{0}^{2}}{P}\right) V_{0}\left(\frac{f_{0}^{2}}{P}\right)^{-1} \\
& \times\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1}\left(\frac{f_{0}^{2}}{P}\right) V_{0}+\cdots \tag{36}
\end{align*}
$$

T-matrix can be found as a solution to Eq. 36 by successive approximations to the following operator equation:
$\hat{T}=V_{0}^{\mathbb{N}}+V_{0}^{\mathbb{N}}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1} \hat{T}$,
where $\quad V_{0}^{\mathbb{N}}=\left(\frac{f_{0}^{2}}{P}\right) V_{0} \quad$ is a renormalized perturbation operator.

The transition probability per unit of time is given by
$\left.w_{f i}=\frac{\left.\left|\left\langle\Psi_{f}^{0}\right| S\right| \Phi_{i}^{0(0)}\right)\left.\right|^{2}}{\lim _{\tau \rightarrow \infty} \int_{-\tau}^{\tau} \mathrm{d} t}=\frac{2 \pi}{\hbar} \delta\left(E_{f}-E_{i}\right)\left|\left\langle\Psi_{f}^{0}\right| \hat{T}\right| \Phi_{i}^{0(0)}\right)\left.\right|^{2}$,
where we used Eq. 33.
To obtain an expression for the cross section of scattering events and reactions, we divide the result of Eq. 38 by the flux density of incident particles: $j_{i}=\hbar k_{i} / \mu_{i}$, where $k_{i}$ is the wavevector of the relative movement of the incident particles and $\mu_{i}$ is their reduced mass:
$\left.\sigma_{f i}=\frac{2 \pi \mu_{i}}{\hbar^{2} k_{i}} \delta\left(E_{f}-E_{i}\right)\left|\left\langle\Psi_{f}^{0}\right| \hat{T}\right| \Phi_{i}^{0(0)}\right)\left.\right|^{2}$.
When the final state is within the continuous spectrum, the transition probability given by Eq. 38 must be multiplied by the number of final states in the volume per unit energy interval $\rho\left(E_{f}\right)$ :
$\left.w_{f i}=\frac{2 \pi}{\hbar} \delta\left(E_{f}-E_{i}\right)\left|\left\langle\Psi_{f}^{0}\right| \hat{T}\right| \Phi_{i}^{0}\right)\left.\right|^{2} \rho\left(E_{f}\right)$.
By integration over all the possible energy of the final states, the formula for the probability of a scattering event per unit of time given by Eq. 40 can be transformed into an expression which accounts for all intercenter exchange contributions.

## 6 Collisions with exchange of electrons

The strength of the interaction between particles during collisions is described by a scattering cross section, or a differential cross section. The differential scattering cross section is obtained by substituting the given $\rho\left(E_{f}\right)$ into Eq. 40 and dividing the result by the flux density of the incident particles $j_{i}$. In this section, we derive the expression for $\rho\left(E_{f}\right)$, and consequently, for the differential cross section.

In the following, we consider the collision associated with the redistribution of electrons, as for example the collisions of positive ions with neutral atoms accompanied by charge transfer. The initial Hamiltonian of the system corresponds to the initial distribution of the electrons between the centers (permutation $p=0$ ):
$H_{0}^{p=0}=-\frac{\hbar^{2}}{2 \mu_{i}} \nabla_{i}^{2}+H_{i}^{p=0}\left(r_{1}, r_{2}, \ldots\right)_{i}$,
which is the sum of the operator describing the kinetic energy of the relative motion (with reduced mass) and the operator of internal state of the colliding atoms (molecules), index $i$ denotes the initial state.

For the initial state, the energy eigenvalues $E_{i}$ and eigenvector $\mid \Phi_{i}$ ), accounting for spin distribution, amount to

$$
\begin{align*}
E_{i}=- & \frac{\hbar^{2}}{2 \mu_{i}} k_{i}^{2}+\varepsilon_{n_{i}}  \tag{42}\\
\left.\mid \Phi_{i}^{0}\right)= & \Phi_{i}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}, \vec{R}\right. \\
& \left.-\vec{r}_{3} \ldots\right) \chi\left(\xi_{1}, \xi_{2} ; \xi_{3} \ldots\right) \exp \left(i \vec{k}_{i} \vec{R}\right) \tag{43}
\end{align*}
$$

where $\vec{R}$ is vector originating at one colliding particle and pointing to the other colliding particle, and its absolute value $R$ is the distance between colliding particles.

As introduced above, see Eq. 11, the symmetric Hamiltonian form describing the final state can be written as

$$
\begin{align*}
\widehat{H}_{0 f} & =\sum_{p=0}^{P} H_{f}^{0(p)} \Lambda_{f}^{(p)}  \tag{44}\\
H_{f}^{0(p)} & =-\frac{\hbar^{2}}{2 \mu_{f}} \nabla_{f}^{2}+H_{f}^{p}\left(r_{1}, r_{2}, \ldots\right)_{f}
\end{align*}
$$

The energy eigenvalues $E_{f}$ and antisymmetric eigenvector of $\hat{H}_{0 f}$, accounting for the permutations are given by

$$
\begin{align*}
E_{f}=- & \frac{\hbar^{2}}{2 \mu_{i}} k_{f}^{2}+\varepsilon_{n_{f}}  \tag{45}\\
\left|\Psi_{f}^{0}\right\rangle= & \hat{A} \Phi_{f}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}, \vec{R}\right. \\
& \left.\quad-\vec{r}_{3} \ldots\right) \chi\left(\xi_{1}, \xi_{2} ; \xi_{3} \ldots\right) \exp \left(i \vec{k}_{f} \vec{R}\right) . \tag{46}
\end{align*}
$$

The number of the final states per unit energy interval for scattering in the direction of the unit vector $\vec{n}_{f}$ in the element of solid angle $\mathrm{d} \Omega$ is given by the expression: $\mathrm{d} \rho\left(E_{f}\right)=\frac{\mu_{f} k_{f}}{(2 \pi)^{3} \hbar^{2}} \mathrm{~d} \Omega$. By substituting $\mathrm{d} \rho\left(E_{f}\right)$ into Eq. 40, we obtain:
$\left.\frac{\mathrm{d} \sigma_{f i}}{\mathrm{~d} \Omega}=j^{-1} \frac{\mathrm{~d} w_{f i}}{\mathrm{~d} \Omega}=\frac{\mu_{i} \mu_{f} k_{f}}{\left(2 \pi \hbar^{2}\right)^{2} k_{i}}\left|\left\langle\Psi_{f}^{0}\right| \hat{T}\right| \Phi_{i}^{0}\right)\left.\right|^{2}$.
The transition operator $\hat{T}$ given by Eq. 37 can be rewritten in the form
$\hat{T}=V_{0}^{\mathbb{N}}+V_{0}^{\mathbb{N}}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H+i \eta\right)^{-1} V_{0}^{\mathbb{N}}$,
where $H$ is the total Hamiltonian of the system, see Appendix 2.

## 7 Scattering of proton by lithium atom with electron exchange

In this section, we demonstrate how the obtained relations can be applied to a practical problem of proton scattering on Lithium atom: $\mathrm{Li}+p \rightarrow \mathrm{Li}^{+}+\mathrm{H} . \quad \vec{R}$ is vector originating at proton and pointing to Lithium atom. Figure 1 illustrates the arrangement of the particles.

As the initial permutation $(p=0)$, we assume the following arrangement: three electrons of the Lithium atom and the incident proton. We label the electrons by 1,2 , and 3 .


Fig. 1 Arrangement of the particles in the proton-lithium atom collision

The relative motion of the proton and the atom is determined by the operator of kinetic energy $\left(-\frac{\hbar^{2}}{2 \mu} \nabla_{p-\mathrm{Li}}^{2}\right)$. Interaction between proton and the atom is determined by the operator:
$V_{0} \equiv V(1,2,3)=-\frac{e^{2}}{r_{p 1}}-\frac{e^{2}}{r_{p 2}}-\frac{e^{2}}{r_{p 3}}+\frac{3 e^{2}}{R}$.
The motion of electrons is described by the Hamiltonian $H(1,2,3)=-\frac{\hbar^{2}}{2 m}\left(\nabla_{1}^{2}+\nabla_{2}^{2}+\nabla_{3}^{2}\right)-\frac{Z e^{2}}{r_{L i 1}}-\frac{Z e^{2}}{r_{L i 2}}-\frac{Z e^{2}}{r_{L i 3}}$ whose antisymmetric eigenfunction with respect to intra-atomic electron permutations is given by

$$
\begin{gather*}
\Phi_{L i}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}, \vec{R}-\vec{r}_{3}\right) \otimes \chi\left(\xi_{1}, \xi_{2} ; \xi_{3}\right) \\
=\frac{1}{f_{L i}}\left(\Psi_{L i 1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \mathrm{X}_{L i 1}(1,2,3)\right. \\
\left.\quad+\Psi_{L i 2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \mathrm{X}_{L i 2}(1,2,3)\right) \tag{50}
\end{gather*}
$$

and corresponds to the energy eigenvalues $\varepsilon_{n}$. Antisymmetrization of the atomic wavefunction given by Eq. 50 over intra-atomic electrons permutations is performed using four independent Young's operators corresponding to the Young diagram depicted in Fig. 1: $\omega_{11}^{[21]} ; \omega_{12}^{[21]} ; \omega_{21}^{[21]} ; \omega_{22}^{[21]}$. Here, the superscripts [21] describe the ordering of empty boxes in the Young diagram: two boxes in the upper row and one box in the bottom row, and the subscripts describe the filling of the boxes [26]. For example,
$\omega_{11}^{[21]}=\frac{1}{\sqrt{12}}\left(2+2 P_{12}-P_{23}-P_{13}-P_{123}-P_{132}\right) \quad$ and

$$
\omega_{12}^{[21]}=\left(P_{23}-P_{13}-P_{123}+P_{132}\right) .
$$

$P_{12}$ denotes the permutation of electrons 1 and $2 ; P_{123}$ denotes the cyclic permutation of electrons 1,2 , and 3 .

The components of the spatial parts of the eigenfunction in Eq. 50 are given by

$$
\begin{align*}
& \Psi_{\mathrm{Li} 1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)=\omega_{11}^{[21]} \phi_{1 s}\left(\vec{R}-\vec{r}_{1}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{3}\right) ; \\
& \Psi_{\mathrm{Li} 2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)=\omega_{12}^{[21]} \phi_{1 s}\left(\vec{R}-\vec{r}_{1}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{3}\right)=0 \tag{51}
\end{align*}
$$

and the corresponding spin parts are

$$
\begin{align*}
\mathrm{X}_{\mathrm{Li} 1}= & \omega_{22}^{[21]} \chi(123)=\omega_{22}^{[21]}|\alpha 1 \beta 2 \alpha 3\rangle=\frac{1}{\sqrt{12}}\{2|\alpha 1 \beta 2 \alpha 3\rangle \\
& +|\alpha 1 \alpha 2 \beta 3\rangle+|\alpha 1 \beta 2 \alpha 3\rangle-2|\beta 1 \alpha 2 \alpha 3\rangle-|\alpha 1 \alpha 2 \beta 3\rangle \\
& -|\beta 1 \alpha 2 \alpha 3\rangle\}=\frac{\sqrt{3}}{2}\{|\alpha 1 \beta 2 \alpha 3\rangle-|\beta 1 \alpha 2 \alpha 3\rangle\} \\
\mathrm{X}_{\mathrm{Li} 2}= & \omega_{21}^{[21]} \chi(123)=\omega_{21}^{[21]}|\alpha 1 \beta 2 \alpha 3\rangle=\frac{1}{2}\{-|\alpha 1 \alpha 2 \beta 3\rangle \\
& +|\alpha 1 \beta 2 \alpha 3\rangle-|\alpha 1 \alpha 2 \beta 3\rangle+|\beta 1 \alpha 2 \alpha 3\rangle\} \\
= & \frac{1}{2}\{-2|\alpha 1 \alpha 2 \beta 3\rangle+|\alpha 1 \beta 2 \alpha 3\rangle+|\beta 1 \alpha 2 \alpha 3\rangle\} \tag{52}
\end{align*}
$$

The Hamiltonian of the unperturbed system corresponding to the initial permutation of electrons is $H_{0}^{p=0}=H(1,2,3)-\frac{\hbar^{2}}{2 \mu} \nabla_{p-\mathrm{Li}}^{2}$.

In the initial state, the motion of the proton and the Lithium atom relative to the center of mass are described as a plane wave with the wavevector of relative motion $\vec{k}_{i}$. Similarly, in the final state, the motion of the Hydrogen atom and the Lithium ion is described as a plane wave with the wavevector of relative motion $\vec{k}_{f}$.

The initial state is described by the function

$$
\begin{align*}
\left.\mid \Phi_{i}^{0}\right)= & \Phi_{\mathrm{Li}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}, \vec{R}-\vec{r}_{3}\right) \otimes \chi\left(\xi_{1}, \xi_{2} ; \xi_{3}\right) \exp \left(i \vec{k}_{i} \vec{R}\right) \\
= & \frac{1}{f_{\mathrm{Li}}}\left(\Psi_{\mathrm{Li} 1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \mathrm{X}_{\mathrm{Li} 1}(1,2,3)+\Psi_{\mathrm{Li} 2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right. \\
& \left.\mathrm{X}_{\mathrm{Li} 2}(1,2,3)\right) \exp \left(i \vec{k}_{i} \vec{R}\right) \tag{53}
\end{align*}
$$

Here, the factor $f_{\mathrm{Li}}$ is found from the normalization condition, which, after some calculations, results in

$$
\begin{align*}
f_{\mathrm{Li}}^{2}= & \left\{\left\langle\Psi_{\mathrm{Li} 1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right| \Psi_{\mathrm{Li} 1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right)\left\langle\mathrm{X}_{\mathrm{Li} 1} \mid \mathrm{X}_{\mathrm{Li} 1}\right\rangle \\
& \left.\left.+\left\langle\Psi_{\mathrm{Li} 2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right| \Psi_{\mathrm{Li} 2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right)\left\langle\mathrm{X}_{\mathrm{Li} 2} \mid \mathrm{X}_{\mathrm{Li} 2}\right\rangle\right\}=4 \tag{53a}
\end{align*}
$$

and thus $f_{\mathrm{Li}}=2$.
The antisymmetric vector of the final state is obtained by applying the normalized Young operator [26] to the wavefunction of the Hydrogen-Lithium-ion system:

$$
\begin{align*}
\left.\mid \Phi_{f}^{0}\right)= & \Phi_{\mathrm{Li}^{+}}\left(\vec{R}_{f}-\vec{r}_{1}, \vec{R}_{f}\right. \\
& \left.-\vec{r}_{2}\right) \Phi_{\mathrm{H}}\left(\vec{r}_{3}\right) \chi\left(\xi_{1}, \xi_{2} ; \xi_{3}\right) \exp \left(i \vec{k}_{f} \vec{R}_{f}\right) \tag{54}
\end{align*}
$$

and (for the open channel $\frac{\hbar^{2} k_{f}^{2}}{2 \mu}=\varepsilon_{i}-\varepsilon_{n}+\frac{\hbar^{2} k_{i}^{2}}{2 \mu} \geq 0$ ) is given by

$$
\begin{align*}
\left|\Psi_{f}^{0}\right\rangle= & \frac{1}{f_{0}}\left(\Psi_{1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \mathrm{X}_{1}(1,2,3)+\Psi_{2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right. \\
& \left.\mathrm{X}_{2}(1,2,3)\right) \exp \left(\vec{k}_{f} \vec{R}\right) \tag{55}
\end{align*}
$$

For a three-electron system, where two electrons both occupy the $1 s^{2}$ orbital in a singlet state, there is only one Young diagram possible, as depicted in Fig. 2a. This Young diagram allows the two possible combinations shown in Fig. 2b, c.


Fig. 2 Young diagrams for three-electron system. a Young diagram, b and $\mathbf{c}$ filled Young tableaux with two possible combinations

After applying the Young operators to the functions described by Eq. 54, the spatial parts of the antisymmetric wavefunction of Hydrogen atom-Lithium-ion system can be expressed as:

$$
\begin{align*}
\Psi_{1}\left(\vec{r}_{1}, \vec{r}_{2} ; \vec{r}_{3}\right)= & \omega_{11}^{[21]} \Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{\mathrm{H}}\left(\vec{r}_{3}\right) \\
= & \frac{1}{\sqrt{12}}\left(2+2 P_{12}-P_{23}-P_{13}-P_{123}-P_{132}\right) \\
& \times \Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{\mathrm{H}}\left(\vec{r}_{3}\right) \\
\Psi_{2}\left(\vec{r}_{1}, \vec{r}_{2} ; \vec{r}_{3}\right)= & \omega_{12}^{[21]} \Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{\mathrm{H}}\left(\vec{r}_{3}\right) \\
= & \left(P_{23}-P_{13}-P_{123}+P_{132}\right) \Phi_{\mathrm{Li}^{+}} \\
& \times\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{\mathrm{H}}\left(\vec{r}_{3}\right) \tag{56}
\end{align*}
$$

The related spin parts are

$$
\begin{align*}
\mathrm{X}_{1}= & \omega_{22}^{[21]} \chi(123)=\frac{1}{\sqrt{12}}\left\{2 \chi_{\mathrm{Li}^{+}}(12) \chi_{\mathrm{H}}(3)+\chi_{\mathrm{Li}^{+}}(13) \chi_{\mathrm{H}}(2)\right. \\
& -2 \chi_{\mathrm{Li}^{+}}(21) \chi_{e^{+}}(3)+\chi_{\mathrm{Li}^{+}}(32) \chi_{\mathrm{H}}(1) \\
& \left.-\chi_{\mathrm{Li}^{+}}(23) \chi_{\mathrm{H}}(1)-\chi_{\mathrm{Li}^{+}}(31) \chi_{\mathrm{H}}(2)\right\}, \\
\mathrm{X}_{2}= & \omega_{21}^{[21]} \chi(123)=\frac{1}{2}\left\{-\chi_{\mathrm{Li}^{+}}(13) \chi_{\mathrm{H}}(2)+\chi_{\mathrm{Li}^{+}}(32) \chi_{\mathrm{H}}(1)\right. \\
& \left.-\chi_{\mathrm{Li}^{+}}(23) \chi_{\mathrm{H}}(1)+\chi_{\mathrm{Li}^{+}}(31) \chi_{\mathrm{H}}(2)\right\} . \tag{57}
\end{align*}
$$

The normalization factor $f_{0}$ in Eq. 55 is

$$
\begin{align*}
f_{0}= & \left\langle\Psi_{1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \mathrm{X}_{1}(1,2,3)+\Psi_{2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right) \mathrm{X}_{2}(1,2,3)\right| \\
& \left.\times \Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{\mathrm{H}}\left(\vec{r}_{3}\right) \chi\left(\xi_{1}, \xi_{2} ; \xi_{3}\right),\right) . \tag{58}
\end{align*}
$$

By taking into account the orthogonality of the wavefunction spin parts, the normalization factor $f_{0}$ is reduced to the expression

$$
\begin{align*}
f_{0}= & \left\{\left\langle\Psi_{1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right| \Psi_{\mathrm{Li}^{+}}\left(\vec{r}_{1}, \vec{r}_{2},\right) \psi_{\mathrm{H}} \vec{r}_{3}\right) \frac{\sqrt{3}}{2} \\
& \left.\left.+\left\langle\Psi_{2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right| \Psi_{\mathrm{Li}^{+}}\left(\vec{r}_{1}, \vec{r}_{2},\right) \psi_{\mathrm{H}} \vec{r}\right) \frac{1}{2}\right\} . \tag{59}
\end{align*}
$$

By substituting Eqs. 56 and 57 into Eq. 58, the normalization factor $f_{0}$ is found to be

$$
\begin{align*}
f_{0}= & \int d^{3} R e^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}\right)} \\
& \times\left\{2 \Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{3}\right)+2 \Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{2}, \vec{R}-\vec{r}_{1}\right) \Phi_{H}\left(\vec{r}_{3}\right)\right\rangle \\
& -\Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{3}\right) \Phi_{H}\left(\vec{r}_{2}\right)-\Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{3}, \vec{R}-\vec{r}_{1}\right) \Phi_{H}\left(\vec{r}_{2}\right) \\
& -\Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{2}, \vec{R}-\vec{r}_{3}\right) \Phi_{H}\left(\vec{r}_{1}\right)-\Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{3}, \vec{R}-\vec{r}_{1}\right) \Phi_{H}\left(\vec{r}_{2}\right) \\
& \times\left|\Phi_{L L^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{3}\right)\right\rangle \cdot \frac{\sqrt{3}}{2}+\Phi_{L L^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{3}\right) \\
& \times \Phi_{H}\left(\vec{r}_{2}\right)-\Phi_{L L^{+}}\left(\vec{R}-\vec{r}_{3}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{1}\right)-\Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{2}, \vec{R}-\vec{r}_{3}\right) \\
& \left.\times \Phi_{H}\left(\vec{r}_{1}\right)\right\rangle+\Phi_{L L^{+}}\left(\vec{R}-\vec{r}_{3}, \vec{R}-\vec{r}_{1}\right) \Phi_{H}\left(\vec{r}_{2}\right) \mid \Phi_{L i^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \\
& \left.\left.\times \Phi_{H}\left(\vec{r}_{3}\right)\right\rangle \frac{1}{2}\right\} . \tag{60}
\end{align*}
$$

By substituting Eq. 53 and Eq. 54-a into Eq. 47, we find the differential cross section for the singlet state:


Fig. 3 Simulated differential cross section $\frac{\mathrm{d} \sigma_{f i}}{\mathrm{~d} \Omega}\left(\mathrm{~cm}^{2} / \mathrm{sr}\right)$. a Differential cross section, for the relative moving energy $E<0.1 \mathrm{eV}$ in the range $\theta=(0, \pi)$. b The peak of differential cross section observed in the
range $k=(0,500)$, corresponding to the relative moving energy $0<E<2 \mathrm{keV}$ and $\theta=(0,0.2)$. c Differential cross section, for the relative moving energy $0<E<2 \mathrm{keV}$ and $\theta=(0, \pi)$

$$
\begin{align*}
\frac{\mathrm{d} \sigma_{i f}}{\mathrm{~d} \Omega}= & \frac{\mu_{i} \mu_{f} k_{f}}{\left(2 \pi \hbar^{2}\left|f_{0} f_{L i}\right|\right)^{2} k_{i}} \\
& \times \mid\left\langle\left(\Psi_{1} \cdot \mathrm{X}_{1}+\Psi_{2} \cdot \mathrm{X}_{2}(1,2,3)\right) \exp \left(i \vec{k}_{f} \vec{R}\right)\right| \\
& \left.\times \hat{T} \mid\left(\Psi_{L i 1} \cdot \mathrm{X}_{L i 1}+\Psi_{L i 2} \cdot \mathrm{X}_{L i 2}(1,2,3)\right) \exp \left(i \vec{k}_{i} \vec{R}\right)\right)\left.\right|^{2} \tag{61}
\end{align*}
$$

Here, the transition operator $\hat{T}$ is given by Eq. 48, where we used

$$
\begin{align*}
H & =H_{0}^{p=0}+V^{p=0} \\
& =H(1,2,3)-\frac{\hbar^{2}}{2 \mu} \nabla_{p-L i}^{2}-\frac{e^{2}}{r_{p 1}}-\frac{e^{2}}{r_{p 2}}-\frac{e^{2}}{r_{p 3}}+\frac{3 e^{2}}{R}, \tag{62}
\end{align*}
$$

and

$$
\begin{equation*}
V_{0}^{\mathbb{N}}=\left(\frac{f_{0}^{2}}{P}\right) \quad V_{0}=\left(\frac{f_{0}^{2}}{6}\right)\left(-\frac{e^{2}}{r_{p 1}}-\frac{e^{2}}{r_{p 2}}-\frac{e^{2}}{r_{p 3}}+\frac{3 e^{2}}{R}\right) . \tag{63}
\end{equation*}
$$



The differential cross section given by Eq. 47, becomes in the first approximation
$\left.\frac{\mathrm{d} \sigma_{f i}}{\mathrm{~d} \Omega}=\frac{\mu_{i} \mu_{f} k_{f}}{\left(2 \pi \hbar^{2}\right)^{2} k_{i}}\left|\left(\frac{f_{0}^{2}}{6}\right)\left\langle\Psi_{f}^{0}\right| V_{0}\right| \Phi_{i}^{0}\right)\left.\right|^{2}$,
where $\mu_{i}=\frac{M_{\mathrm{L} i} m_{p}}{\left(M_{\mathrm{Li}}+m_{p}\right)}=1606.79 m_{e}$ and $\mu_{f}=\frac{M_{\mathrm{L} i} M_{\mathrm{H}}}{\left(M_{\mathrm{L} i}+M_{\mathrm{H}}\right)}=$ $1607.54 m_{e}$ are the reduced mass of the incident particles, the lithium atom and proton at the beginning of scattering process and the lithium ion and hydrogen atom at the end of the scattering process. The solution to the matrix element in Eq. 64 is provided in Appendix 3. Here, we would like to emphasize the advantages of applying the EPT method. The matrix element given by Eq. 64 contains the exchange and superexchange integrals, contained in the second, third, and fourth terms in Eq. 64. These integrals take into account the permutations of the electrons between the atoms. The signs of these integrals are defined by the Young diagrams and depend on the total spin value.

The differential cross section given by Eq. 64 is plotted as a function of the scattering angle $\theta$ and $k$ in Fig. 3, where $k$ in the elastic scattering approximation is given by $k=k_{i}=k_{f}$. Here, and in what follows, we use Hartree atomic units, where $k$ is measured in reciprocal Bohr radius units $\left(1 / a_{\mathrm{B}}\right)$.

Figure 4 shows the simulated $\frac{\mathrm{d} \sigma_{f i}}{\mathrm{~d} \theta}=\int_{0}^{2 \pi} \frac{\mathrm{~d} \sigma_{f}}{\mathrm{~d}} \mathrm{~d} \varphi \cdot \sin \theta$ as a function of the scattering angle $\theta$ at different energies of the incident proton. In insets of Fig. 4c, d, one can observe regions of a "twisted ridge" for certain values of $k$ and $\theta$. It has been previously reported that under similar conditions, but when an alpha particle is colliding with a Lithium atom [27], the differential cross section has a smooth appearance without ridges.

To find the total cross section, we apply the optical theorem, which states that $\sigma_{f i}=\left.\frac{4 \pi}{k} \operatorname{Im} f(\theta)\right|_{\theta=0}[1,2]$, where
the scattering amplitude $f(\theta)$ is given by $\left.\left.f(\theta)=-\frac{\mu_{f}}{2 \pi \hbar^{2}}\left\langle\Psi_{f}^{0}\right| V_{0} \right\rvert\, \Phi_{i}^{0}\right):$
$\left.\sigma_{f i}=-\frac{2 \mu_{f}}{k \hbar^{2}} \operatorname{Im}\left(\left\langle\Psi_{f}^{0}\right| V_{0} \mid \Phi_{i}^{0}\right)\right)_{\theta=0}$.
The total cross section $\sigma_{f i}$ is plotted in Fig. 5 and also summarized in Table 1, where the values of the cross section obtained in this paper are compared to those obtained from experimental $[22,24,25]$ and theoretical publications [26, 27].

In the limit of long wavelengths $(k<1)$, the matrix element in the total cross section given by Eq. 65 is too large and cannot be simplified to a short expression. Therefore, first, the differential cross section for $k<1$ was approximated by


Fig. 4 Simulated differential cross section $\frac{\mathrm{d} \sigma_{f}}{\mathrm{~d} \Omega} \cdot 2 \pi \cdot \sin \theta\left(\mathrm{~cm}^{2} / \mathrm{rad}\right)$ at different relative moving energies $E$ as a function of $k$ and $\theta$. a $E<0.01 \mathrm{eV}$ (i.e., $k<1.11 / a_{\mathrm{B}}$ ) and $\theta=(0, \pi)$. b $E<1 \mathrm{eV}$ (i.e.,


$k<101 / a_{\mathrm{B}}$ ) and $\theta=(0, \pi / 6)$. c $E<22 \mathrm{eV}$ (i.e., $\left.k<501 / a_{\mathrm{B}}\right)$ and $\theta=(0, \pi / 60)$. d $25<E<2000 \mathrm{eV}$ (i.e., $\left.50<k<5001 / a_{\mathrm{B}}\right)$ and $\theta=(0, \pi / 100)$

$$
\begin{align*}
& \frac{\mathrm{d} \sigma_{f i}}{\mathrm{~d} \Omega}(k<1)=\frac{1.7 \times 10^{-10}}{0.25 \times 10^{-16}} \pi \\
& \cdot\left|\frac{-9+i\left(62.5 k \cdot \sin (\theta / 2)-144(k \cdot \sin (\theta / 2))^{3}\right)}{1.6^{2}\left(0.6+4 k^{2}\right)^{2}}+10\right|^{2}  \tag{66}\\
& =6.8 \times 10^{6} \pi \\
& \cdot\left|\frac{-9+i\left(62.5 k \cdot \sin (\theta / 2)-144(k \cdot \sin (\theta / 2))^{3}\right)}{1.6^{2}\left(0.6+4 k^{2}\right)^{2}}+10\right|^{2} .
\end{align*}
$$

and then it was integrated over $\theta$ and $\varphi$. The result amounts to

$$
\begin{align*}
& \sigma_{f i}(k<1)=6.8 \cdot \pi \\
& \cdot \frac{\left(7812.5 k^{2}-18000 k^{5}+20736 k^{6}+4\left(6.36+102.4 k^{2}\right)^{2}\right)}{\left(0.6+4 k^{2}\right)^{2}}, \tag{67}
\end{align*}
$$

and is plotted in Fig. 5a.


Fig. 5 Total cross section $\sigma_{f i}$ of proton scattering on a lithium atom for the incident energy ranging: a $E<0.01 \mathrm{eV}\left(k<11 / a_{\mathrm{B}}\right)$, b $E=0.0 .87-21.6 \mathrm{eV}\left(k=10-501 / a_{\mathrm{B}}\right), \mathbf{c} E=21.6-346 \mathrm{eV}\left(k=50-2001 / a_{\mathrm{B}}\right), \mathbf{d} E=346-2161 \mathrm{eV}\left(k=200-5001 / a_{\mathrm{B}}\right)$

Table 1 Summary of total cross section as a function of the relative collision energy $E$

| $v(\mathrm{~cm} / \mathrm{s})$ | $E(\mathrm{eV})$ | $k\left(1 / a_{\mathrm{B}}\right)$ | $\sigma\left(\mathrm{cm}^{2}\right) \mathrm{Li}-\mathrm{H}^{+}$as calculated from Eqs. 62 and 64 | $\sigma\left(\mathrm{cm}^{2}\right) \mathrm{Li}-\mathrm{He}^{2+}$ [27] | $\begin{aligned} & \sigma\left(\mathrm{cm}^{2}\right) \mathrm{Li}-\mathrm{Li}^{+} \\ & \mathrm{He}-\mathrm{He}^{+} \\ & \mathrm{H}-\mathrm{H}^{+}[26] \end{aligned}$ | $\begin{aligned} & \sigma\left(\mathrm{cm}^{2}\right) \mathrm{He}-\mathrm{He}^{+} \\ & {[22,24,25]} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2.5 \times 10^{5}$ | 0.22 | 5 | $2.0 \times 10^{-13}$ | $5 \times 10^{-13}$ |  |  |
| $5 \times 10^{5}$ | 0.87 | 10 | $1.5 \times 10^{-13}$ | $1.30 \times 10^{-13}$ |  |  |
| $7.5 \times 10^{5}$ | 1.95 | 15 | $7.5 \times 10^{-14}$ | $5.8 \times 10^{-14}$ | $\begin{aligned} & 2.6 \times 10^{-14} \\ & 3.5 \times 10^{-15} \\ & 6.2 \times 10^{-15} \end{aligned}$ |  |
| $1 \times 10^{6}$ | 3.45 | 20 | $5.3 \times 10^{-14}$ | $32.5 \times 10^{-15}$ |  |  |
| $1.25 \times 10^{6}$ | 5.4 | 25 | $4.5 \times 10^{-14}$ | $26.4 \times 10^{-15}$ |  |  |
| $2.5 \times 10^{6}$ | 21.6 | 50 | $2.3 \times 10^{-14}$ | $17 \times 10^{-15}$ | $\begin{aligned} & 2.2 \times 10^{-14} \\ & 2.8 \times 10^{-15} \\ & 5 \times 10^{-15} \end{aligned}$ |  |
| $5 \times 10^{6}$ | 86.4 | 100 | $1.0 \times 10^{-14}$ | $10 \times 10^{-15}$ |  |  |
| $7.5 \times 10^{6}$ | 195 | 150 | $7.0 \times 10^{-15}$ | $8.75 \times 10^{-15}$ | $\begin{aligned} & 18 \times 10^{-15} \\ & 2.1 \times 10^{-15} \\ & 3.8 \times 10^{-15} \end{aligned}$ |  |
| $1 \times 10^{7}$ | 345 | 200 | $6.5 \times 10^{-15}$ | $8 \times 10^{-15}$ |  |  |
| $2.5 \times 10^{7}$ | 2161 | 500 | $2.5 \times 10^{-15}$ | $5.6 \times 10^{-15}$ |  |  |
| $5 \times 10^{7}$ | 8646 | 1000 | $1.0 \times 10^{-15}$ | $5.32 \times 10^{-15}$ |  |  |
| $1 \times 10^{8}$ | 3458 | 2000 | $6.5 \times 10^{-16}$ | $5.24 \times 10^{-15}$ |  | $5 \times 10^{-16}$ |
| $1.5 \times 10^{8}$ | 77,821 | 3000 | $4 \times 10^{-16}$ | $5.22 \times 10^{-15}$ |  | $3.5 \times 10^{-16}$ |
| $2 \times 10^{8}$ | 138,348 | 4000 | $3.6 \times 10^{-16}$ | $5.21 \times 10^{-15}$ |  | $2.7 \times 10^{-16}$ |
| $2.5 \times 10^{8}$ | 216,169 | 5000 | $3 \times 10^{-16}$ | $5.21 \times 10^{-15}$ |  | $2 \times 10^{-16}$ |
| $3 \times 10^{8}$ |  | 6000 | $2 \times 10^{-16}$ | $5.20 \times 10^{-15}$ |  | $1 \times 10^{-16}$ |

Here, $v(\mathrm{~cm} / \mathrm{s})$ is the speed of the relative motion. The relative collision energy is calculated as $E=\frac{k^{2} \hbar^{2}}{2 \mu_{i}}$, and the relative collision speed is calculated as $v=\frac{\hbar k}{\mu_{i}}$

## 8 Conclusions

The formalism of the time-dependent exchange perturbation theory is developed in an invariant form. It allows the scattering processes of complex particles (atoms, molecules) to be described, taking into account the indistinguishability of electrons participating in multicenter collisions, even in cases where the permutations of electrons occur between different centers and are associated with non-orthogonal states. This formalism is applicable to cases of restructuring colliding particles, such as ion charge exchange processes.

## Appendix 1

We apply $\widehat{O}_{i}=1-\left|\Psi_{i}^{0}\right\rangle\left(\Phi_{i} \mid\right.$ to both sides of equation Eq. 12:
$-\frac{\hbar}{i}\left|\dot{\Psi}^{(1)}(t)\right\rangle=\widehat{H}_{0}\left|\Psi^{(1)}(t)\right\rangle+\widehat{V}(t)\left|\Psi_{i}^{0}\right\rangle$
where we use the expansion given by Eq. 13:

$$
\begin{equation*}
\left|\Psi^{(1)}(t)\right\rangle=\sum_{n} C_{n}(t) \exp \left(-\frac{i}{\hbar} E_{n} t\right)\left|\Psi_{n}^{0}\right\rangle \tag{71}
\end{equation*}
$$

The resulting equation can now be written as

$$
\begin{align*}
- & \frac{\hbar}{i} \sum_{n} \dot{C}_{n}(t) \exp \left(-\frac{i}{\hbar} E_{n} t\right) \hat{O}_{i}\left|\Psi_{n}^{0}\right\rangle \\
& =\exp \left(-\frac{i}{\hbar} E_{i} t\right) \hat{O}_{i} \hat{V}\left|\Psi_{i}^{0}\right\rangle, \tag{72}
\end{align*}
$$

where prime denotes that the term with $n=i$ is excluded.
Next, we use the completeness property of the antisymmetrized basis (see Eq. 4) and rewrite the right side of Eq. 72 as

$$
\begin{equation*}
\exp \left(-\frac{i}{\hbar} E_{i} t\right) \cdot \frac{f_{0}}{P} \sum_{n}\left|\Psi_{n}^{0}\right\rangle\left(\Phi_{n}^{0(0)}\left|\hat{O}_{i} \hat{V}\right| \Psi_{i}^{0}\right\rangle \tag{73}
\end{equation*}
$$

Because $\left(\Phi_{i}^{0(0)} \mid \widehat{O}_{i}=\left(\Phi_{i}^{0(0)} \mid-\left(\Phi_{i}^{0(0)}\left|\Psi_{i}^{0}\right\rangle\left(\Phi_{i}^{0(0)} \mid \equiv 0\right.\right.\right.\right.$, the term at $n=i$, is excluded, which is signified by the prime on the summation sign.

Rearranging Eq. 72, we obtain
$\sum_{n}\left\{-\frac{\hbar}{i} \dot{C}_{n}(t)-\frac{f_{0}}{P}\left(\Phi_{n}^{0(0)}\left|\hat{O}_{i} \hat{V}\right| \Psi_{i}^{0}\right\rangle \exp \left(-i \omega_{i n} t\right)\right\} \hat{O}_{i}\left|\Psi_{n}^{0}\right\rangle=0$.
The last equation is fulfilled when the expression in the curly brackets equals zero for all $n$. This, in turn, leads to an equation for $\dot{C}_{n}(t)$ :
$-\frac{\hbar}{i} \dot{C}_{n}(t)=\frac{f_{0}}{P} \exp \left(-i \omega_{n i} t\right)\left(\Phi_{n}^{0(0)}\left|\widehat{O}_{i} \widehat{V}\right| \Psi_{i}^{0}\right\rangle$,
where we introduced $\frac{1}{\hbar}\left(E_{i}-E_{n}\right)=\omega_{i n}$.

## Appendix 2

Operator $\hat{T}$ satisfies Eq. 48:
$\hat{T}=V_{0}^{\mathbb{N}}+V_{0}^{\mathbb{N}}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1} \hat{T}$,
which can be re-arranged to:
$V_{0}^{\mathbb{N}}=\left(\hat{1}-V_{0}^{\mathbb{N}}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1}\right) \hat{T}$
$V_{0}^{\mathbb{N}}=\left(\left(E_{i}-H_{p=0}^{0}+i \eta\right)\left(\frac{f_{0}^{2}}{P}\right)-V_{0}^{\mathbb{N}}\right)\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1} \hat{T}$.

Taking into account that the total Hamiltonian of the system
$H=H_{p=0}^{0}+V_{p=0}=H_{p}^{0}+V_{p}$,
is invariant with respect to permutations of electrons between atoms:
$H=H_{0}^{p=0}+V^{p=0}=-\frac{\hbar^{2}}{2 \mu_{i}} \nabla_{i}^{2}+H_{i}^{p=0}\left(r_{1}, r_{2}, \ldots\right)_{i}+V^{p=0}$.

We further re-arrange Eq. 77:

$$
\begin{aligned}
& V_{0}^{\mathbb{N}}=\left(E_{i}-H+i \eta\right)\left(\frac{f_{0}^{2}}{P}\right)\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H_{p=0}^{0}+i \eta\right)^{-1} \hat{T} \\
& \left(\frac{f_{0}^{2}}{P}\right)\left(E_{i}-H_{p=0}^{0}+i \eta\right)\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H+i \eta\right)^{-1} V_{0}^{\mathbb{N}}=\hat{T} \\
& \left(\frac{f_{0}^{2}}{P}\right)\left(E_{i}-H_{p=0}^{0}+V_{0}-V_{0}+i \eta\right)\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H+i \eta\right)^{-1} V_{0}^{\mathbb{N}}=\hat{T} \\
& V_{0}^{\mathbb{N}}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H+i \eta\right)^{-1} V_{0}^{\mathbb{N}} \\
& +\left(\frac{f_{0}^{2}}{P}\right)\left(E_{i}-H_{p=0}^{0}-V_{0}+i \eta\right)\left(\frac{f_{0}^{2}}{P}\right)^{-1} \\
& \quad \times\left(E_{i}-H+i \eta\right)^{-1} V_{0}^{\mathbb{N}}=\hat{T}
\end{aligned}
$$

to the final expression for operator $\hat{T}$ :
$V_{0}^{\mathbb{N}}\left(\frac{f_{0}^{2}}{P}\right)^{-1}\left(E_{i}-H+i \eta\right)^{-1} V_{0}^{\mathbb{N}}+V_{0}^{\mathbb{N}}=\hat{T}$.

## Appendix 3

The initial states of the electrons in the Lithium atom are given by [28] where the parameters $\alpha$ and $\beta$ are taken from [29]

$$
\begin{align*}
\phi_{1 s}\left(\vec{R}-\vec{r}_{i}\right)= & \left(\alpha_{1}^{3} / \pi\right)^{1 / 2} \exp \left(-\alpha_{1}\left|\vec{R}-\vec{r}_{i}\right|\right), \quad i=1,2 \\
\varphi_{2 s^{1}}\left(\vec{R}-\vec{r}_{3}\right)= & \left(\alpha_{2}^{3} / 8 \pi\right)^{1 / 2}\left(1-0.5 \alpha_{2}\left|\vec{R}-\vec{r}_{3}\right|\right) \\
& \times \exp \left(-0.5 \alpha_{2}\left|\vec{R}-\vec{r}_{3}\right|\right), \tag{81}
\end{align*}
$$

where $\alpha_{1}=2.698, \alpha_{2}=0.795$.
The final states of the electrons in the Helium-like Lithium ion are described by
$\phi^{*}\left(\vec{R}-\vec{r}_{i}\right)=\left(\alpha^{* 3} / \pi\right)^{1 / 2} \exp \left(-\alpha^{*}\left|\vec{R}-\vec{r}_{i}\right|\right), \quad i=1,2$
where $\alpha^{*}=1.692$.

The final state of the electron in the Hydrogen atom is described by the single-electron wavefunction:

$$
\begin{align*}
& \psi_{H}(r)=(\pi)^{-1 / 2} \exp (-\beta r)  \tag{83}\\
& \beta=1
\end{align*}
$$

Here, $\alpha, \alpha^{*}$, and $\beta$ are given in reciprocal Bohr radius units, and $R$ is in Bohr radius units.

The first-order correction to the S -matrix elements given by Eq. 31 becomes:

$$
\begin{align*}
&\left.\left\langle\Psi_{f}^{0}\right| V_{0}^{\mathbb{N}} \mid \Phi_{i}^{0}\right)= \frac{1}{f_{0}} \frac{1}{\mathrm{~L}_{\mathrm{Li}}}\left(\sqrt{3}\left\langle\Psi_{1}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right| V_{0}^{\mathbb{N}} \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}_{l, l}\right)}\right. \\
&\left.\times \mid \Psi_{\mathrm{Li1}}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right) \\
&\left.\left.+\frac{3}{2}\left\langle\Psi_{2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right| V_{0}^{\mathbb{N}} \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}, \vec{l}\right.}\right) \mid \Psi_{\mathrm{Li} 2}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)\right) \\
&= \frac{4}{\sqrt{3}} \frac{1}{P} \frac{f_{0}}{P} \frac{\mathrm{~L}_{\mathrm{Li}}}{}\left\{\left\langle\Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{3}\right)\right| V_{0} \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}_{l, l}\right)}\right. \\
& \mid\left(\phi_{1 s}\left(\vec{R}-\vec{r}_{1}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{3}\right)\right) \\
&-\left\langle\Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{1}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{3}\right)\right| V_{0} \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}_{l, l}\right)} \\
&\left.\left.\times \mid \phi_{1 s}\left(\vec{R}-\vec{r}_{3}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{1}\right)\right)\right) \\
&-\left\langle\Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{3}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{1}\right)\right| V_{0} \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}_{l, l}\right)} \\
& \times \mid\left(\phi_{1 s}\left(\vec{R}-\vec{r}_{1}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{3}\right)\right) \\
&+\left\langle\Phi_{\mathrm{Li}^{+}}\left(\vec{R}-\vec{r}_{3}, \vec{R}-\vec{r}_{2}\right) \Phi_{H}\left(\vec{r}_{1}\right)\right| V_{0} \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}_{l, l}\right)} \\
&\left.\left.\left.\times \mid \phi_{1 s}\left(\vec{R}-\vec{r}_{3}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{1}\right)\right)\right)\right\} \tag{84}
\end{align*}
$$

where we used the orthogonality of the spin parts of the wavefunctions.

The matrix element $\left\langle\Psi_{f}^{0}\right| V_{0}\left|\Phi^{0}{ }_{i}\right\rangle$. in Eq. 64 can be rewritten as

$$
\begin{align*}
& \left.\left\langle\Psi_{f}^{0}\right| V_{0} \mid \Phi_{i}^{0}\right)=\frac{4}{\sqrt{3}} \frac{1}{P} \frac{f_{0}}{f_{\mathrm{Li}}} \int d^{3} R \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}\right)} \\
& \quad \times\left\{\Delta _ { 1 s ^ { * } 1 s } \left[\left(\frac{6}{R} \Delta_{1 s^{*} 1 s} S_{1 s^{\prime} 2 s}-2 A_{1 s^{\prime} 2 s} \Delta_{1 s^{*} 1 s}-4 K_{1 s^{*} 1 s} S_{1 s^{\prime} 2 s}\right)\right.\right. \\
& \\
& \left.-\left(S_{1 s^{\prime} 2 s}\left(\frac{3}{R} \Delta_{1 s^{*} 1 s}-K_{1 s^{*} 1 s}-K_{1 s^{*} 2 s}\right)-A_{1 s^{\prime} 1 s} \Delta_{1 s^{*} 2 s}\right)\right] \\
&  \tag{85}\\
& \quad-\Delta_{1 s^{*} 1 s} \Delta_{1 s^{*} 2 s}\left(\frac{3 S_{1 s^{\prime} 1 s}}{R}-A_{1 s^{\prime} 1 s}\right)+S_{1 s^{\prime} 1 s}\left(K_{1 s^{*} 1 s} \Delta_{1 s^{*} 2 s}\right. \\
& \\
& \left.\left.+K_{1 s^{*} 2 s} \Delta_{1 s^{*} 1 s}\right)\right\}
\end{align*}
$$

where we introduced the following symbols for integrals

$$
\begin{align*}
\Delta_{1 s^{*} 1 s} & =\left\langle\phi^{*} \mid \phi_{1 s^{1}}\right\rangle \\
\Delta_{1 s^{*} 2 s} & =\left\langle\phi^{*} \mid \phi_{2 s^{1}}\right\rangle \\
S_{1 s^{\prime} 1 s} & =\left\langle\psi_{H e^{*}}(\vec{r}) \mid \phi_{1 s}(\vec{R}-\vec{r})\right\rangle \\
S_{1 s^{\prime} 2 s} & =\left\langle\psi_{H e^{*}}(\vec{r}) \mid \phi_{2 s}(\vec{R}-\vec{r})\right\rangle \\
K_{1 s^{*} 1 s} & =\left\langle\phi^{*}\right| \frac{1}{r}\left|\phi_{1 s^{1}}\right\rangle  \tag{86}\\
K_{1 s^{*} 2 s} & =\left\langle\phi^{*}\right| \frac{1}{r}\left|\phi_{2 s^{1}}\right\rangle \\
A_{1 s^{\prime} 1 s} & =\left\langle\psi_{\mathrm{He}^{*}}(\vec{r})\right| \frac{1}{r}\left|\phi_{1 s}(\vec{R}-\vec{r})\right\rangle \\
A_{1 s^{\prime} 2 s} & =A_{1 s^{\prime} 1 s}=\left\langle\psi_{\mathrm{He}^{*}}(\vec{r})\right| \frac{1}{r}\left|\phi_{2 s}(\vec{R}-\vec{r})\right\rangle .
\end{align*}
$$

All these integrals have analytical expressions, and they are listed below.

The normalization factor in Eq. 64 is found as follows:

$$
\begin{align*}
f_{0}= & \frac{4}{3} \times\left\langle 4 \phi^{*}\left(\vec{R}-\vec{r}_{1}\right) \cdot \phi^{*}\left(\vec{R}-\vec{r}_{2}\right) \cdot \psi_{H e^{*}}\left(r_{3}\right)-3 \phi^{*}\left(\vec{R}-\vec{r}_{1}\right)\right. \\
& \cdot \phi^{*}\left(\vec{R}-\vec{r}_{3}\right) \cdot \psi_{H e^{*}}\left(r_{2}\right)-\phi^{*}\left(\vec{R}-\vec{r}_{3}\right) \cdot \phi^{*}\left(\vec{R}-\vec{r}_{2}\right) \cdot \psi_{H e^{*}}\left(r_{1}\right) \mid \\
& \mid \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}\right)}\left(\phi_{1 s}\left(\vec{R}-\vec{r}_{1}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{3}\right)-\phi_{1 s}\right. \\
& \left.\left.\times\left(\vec{R}-\vec{r}_{3}\right) \phi_{1 s}\left(\vec{R}-\vec{r}_{2}\right) \varphi_{2 s}\left(\vec{R}-\vec{r}_{1}\right)\right)\right\rangle \\
= & \frac{20}{3} \int d^{3} R \mathrm{e}^{\left(i\left(\vec{k}_{f}-\vec{k}_{i}\right) \cdot \vec{R}\right)}\left\{\Delta_{1 s^{*} 1 s} \Delta_{1 s^{*} 1 s} S_{1 s^{\prime} 2 s}-\Delta_{1 s^{*} 1 s} \Delta_{1 s^{*} 2 s} S_{1 s^{\prime} 1 s}\right\} \tag{87}
\end{align*}
$$

$$
\begin{align*}
\Delta_{1 s^{*} 1 s}= & \left\langle\phi^{*} \mid \phi_{1 s^{1}}\right\rangle=\frac{8\left(\alpha \alpha^{*}\right)^{3 / 2}}{\left(\alpha+\alpha^{*}\right)^{3}} \\
\Delta_{1 s^{*} 2 s}= & \left\langle\phi^{*} \mid \phi_{2 s^{1}}\right\rangle=\frac{8\left(\frac{\alpha}{2} \alpha^{*}\right)^{3 / 2}}{\left(\frac{\alpha}{2}+\alpha^{*}\right)^{3}}\left(1-\frac{3 \alpha}{\alpha+2 \alpha^{*}}\right) \\
S_{1 s^{\prime} 1 s}= & \left\langle\psi_{H e^{*}}(\vec{r}) \mid \phi_{1 s}(\vec{R}-\vec{r})\right\rangle  \tag{88}\\
= & \frac{8(\alpha \beta)^{3 / 2}}{\beta^{2}-\alpha^{2}} \operatorname{sh}\left[\frac{R}{2}(\alpha-\beta)\right] e^{-\frac{R}{2}(\alpha+\beta)} \\
& \times\left(\frac{1}{\alpha+\beta}+\frac{\operatorname{cth} \frac{R}{2}(\alpha-\beta)}{\alpha-\beta}-\frac{8 \alpha \beta}{R\left(\alpha^{2}-\beta^{2}\right)^{2}}\right)
\end{align*}
$$

$$
\begin{align*}
& S_{1 s^{\prime} 2 s}=\left\langle\psi_{H e^{*}}(\vec{r}) \mid \phi_{2 s}(\vec{R}-\vec{r})\right\rangle \\
&= \frac{(\alpha \beta)^{3 / 2} R \cdot \operatorname{sh}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right] e^{-\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)}}{\beta^{2}-\left(\frac{\alpha}{2}\right)^{2}} \\
& \times\left\{\frac{4}{R\left(\frac{\alpha}{2}+\beta\right)} \frac{8 \alpha \beta}{R^{2}\left(\left(\frac{\alpha}{2}\right)^{2}-\beta^{2}\right)^{2}}+\frac{4 \operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]}{R\left(\frac{\alpha}{2}-\beta\right)}\right. \\
&- \frac{\alpha\left(1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{R\left(\frac{\alpha}{2}+\beta\right)}-\frac{2 \alpha\left(3-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{R\left(\frac{\alpha}{2}+\beta\right)^{2}} \\
&-\frac{12 \alpha}{R^{2}\left(\left(\frac{\alpha}{2}\right)+\beta\right)^{3}}+\frac{12 \alpha}{R^{2}\left(\left(\frac{\alpha}{2}\right)-\beta\right)^{3}}+\frac{\alpha\left(1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{R\left(\frac{\alpha}{2}-\beta\right)} \\
&-\left.\frac{2 \alpha\left(1+\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{R\left(\left(\frac{\alpha}{2}\right)^{2}-\beta^{2}\right)}+\frac{2 \alpha\left(1-3 \operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{R\left(\frac{\alpha}{2}-\beta\right)^{2}}\right\}  \tag{89}\\
& K_{1 s^{*} 1 s}=\left\langle\phi^{*}\right| \frac{1}{r}\left|\phi_{1 s^{1}}\right\rangle=\frac{4\left(\alpha \alpha^{*}\right)^{3 / 2}}{\left(\alpha+\alpha^{*}\right)^{2}} \operatorname{sh}\left[\frac{R}{2}\left(\alpha+\alpha^{*}\right)\right] e^{-\frac{R}{2}\left(\alpha+\alpha^{*}\right)} \\
& \quad \times\left(1+\frac{4}{R\left(\alpha+\alpha^{*}\right)}-\operatorname{cth}\left[\frac{R}{2}\left(\alpha+\alpha^{*}\right)\right]\right) \tag{90}
\end{align*}
$$

$$
\begin{aligned}
A_{1 s^{\prime} 1 s}= & \left\langle\psi_{H e^{*}}(\vec{r})\right| \frac{1}{r}\left|\phi_{1 s}(\vec{R}-\vec{r})\right\rangle \\
= & \frac{4(\alpha \beta)^{3 / 2}}{\left(\alpha^{2}-\beta^{2}\right)} \operatorname{sh}\left[\frac{R}{2}(\alpha-\beta)\right] e^{-\frac{R}{2}(\alpha+\beta)} \\
& \times\left(1+\frac{4 \alpha}{R\left(\alpha^{2}-\beta^{2}\right)}-\operatorname{cth}\left[\frac{R}{2}(\alpha-\beta)\right]\right)
\end{aligned}
$$

$$
\begin{align*}
K_{1 s^{*} 2 s}= & \left\langle\phi^{*}\right| \frac{1}{r}\left|\phi_{2 s^{\prime}}\right\rangle=\frac{\sqrt{2}\left(\alpha \alpha^{*}\right)^{3 / 2}}{\left(\frac{\alpha}{2}+\alpha^{*}\right)^{2}} \\
& \operatorname{sh}\left[\frac{R}{2}\left(\frac{\alpha}{2}+\alpha^{*}\right)\right] e^{-\frac{R}{2}\left(\frac{\alpha}{2}+\alpha^{*}\right)} \\
& \times\left(1+\frac{4}{R\left(\frac{\alpha}{2}+\alpha^{*}\right)}-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}+\alpha^{*}\right)\right]\right. \\
& -\frac{R \alpha}{2}\left(1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}+\alpha^{*}\right)\right]\right) \\
& \left.-\frac{\left.2 \alpha\left(1-\operatorname{cth}\left[\frac{R}{2} \frac{\alpha}{2}+\alpha^{*}\right)\right]\right)}{\left(\frac{\alpha}{2}+\alpha^{*}\right)}-\frac{6 \alpha}{R\left(\frac{\alpha}{2}+\alpha^{*}\right)^{2}}\right) \\
A_{1 s^{\prime} 2 s}= & A_{1 s^{\prime} 1 s}=\left\langle\psi_{H e^{*}}(\vec{r})\right| \frac{1}{r}\left|\phi_{2 s}(\vec{R}-\vec{r})\right\rangle \\
= & \frac{\sqrt{2}(\alpha \beta)^{3 / 2}}{\left(\frac{\alpha}{2}\right)^{2}-\beta^{2}} \operatorname{sh}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right] e^{-\frac{R}{2}\left(\frac{\alpha}{2}+\beta\right)} \\
& \times\left\{1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]-\frac{R \alpha}{2}\left(1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)\right. \\
& -\frac{\alpha\left(1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{\left(\frac{\alpha}{2}+\beta\right)}-\frac{\alpha\left(1-\operatorname{cth}\left[\frac{R}{2}\left(\frac{\alpha}{2}-\beta\right)\right]\right)}{\left(\frac{\alpha}{2}-\beta\right)} \\
& \left.-\frac{2 \alpha}{R\left(\frac{\alpha}{2}+\beta\right)^{2}}-\frac{2 \alpha}{R\left(\frac{\alpha}{2}-\beta\right)^{2}}\right\} \tag{91}
\end{align*}
$$
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#### Abstract

The possibility of defining a second-rank tensor $\xi_{\alpha \beta}$, which would account for the frequency-dependent magnetizability of a molecule in the presence of an optical field, represented as a monochromatic wave, has been investigated. It has been shown that, whereas the electric dipole moment induced by the incident wave is origin independent, the magnetic dipole depends on the origin and cannot be rationalized via a function $M_{\alpha}=\xi_{\alpha \beta} B_{\beta}$ of the magnetic field $B_{\beta}$. This result was arrived at using timedependent perturbation theory, within dipole, quadrupole, and octopole approximations for the interaction Hamiltonian, employing a series of relationships, which describe the change of molecular response tensors in a change of origin of the coordinate system.


Keywords Dynamic magnetizability • Molecular electric and magnetic dipoles induced by optical fields • Conditions for equivalence in a coordinate translation • Properties invariant of the origin

## 1 Introduction

The Kramers-Heisenberg (KH) formula provides a definition of the dynamic electric dipole polarizability of an atom in the presence of monochromatic radiation oscillating with

[^13]frequency $\omega[1-4]$. The KH expression is extended to a molecule introducing a second-rank tensor [5-7] $\alpha_{\alpha \beta}(-\omega ; \omega)$ , symmetric and origin independent: Its components do not vary in a translation of the coordinate system in which they are measured or calculated. Such a feature constitutes a major physical requirement, since origin-independent atomic and molecular macroscopic observables are sharply defined and experimentally accessible: A measurement is not generally conceivable for quantities which change in a translation of reference framework [8]. Typical examples are provided by the interaction energy $W$ of a molecule in the presence of static fields, and by the permanent electric dipole moment $\mathcal{M}_{\alpha}^{(0)}$, if the molecule is electrically neutral. The dipole moment of molecular ions depends on the origin of the coordinate system [9]. However, it is calculated [10] and measured [11], assuming conventionally the origin on the center of mass (CM) of the ion.

The static magnetizability $\xi_{\alpha \beta} \equiv \xi_{\alpha \beta}(0 ; 0)$ of atoms and molecules is "invariant of the origin", as shown by Van Vleck [12]. Arrighini et al. [13] reported fundamental relationships for translational invariance of $\xi_{\alpha \beta}$, which are a restatement of the Thomas-Reiche-Kuhn sum rule for oscillator strength within the dipole velocity gauge and an extension of the Condon sum rule [14] for rotational strength $[8,15,16]$. However, the diamagnetic and paramagnetic contributions to static magnetizability and static nuclear magnetic shielding depend on the origin of the reference system. Nonetheless, experimental estimates of paramagnetic contributions are obtained within the inertial principal axis system by microwave spectroscopy [17]. If the total diagonal components of the magnetizability tensor can also be measured, the numerical value of the corresponding diamagnetic contribution can be extracted [17].

Apart from remarkable exceptions of this kind, translationally invariant theoretical definitions are usually
required for a meaningful evaluation of response properties via computational procedures of quantum mechanics.

Within the "dipole approximation" (DA) [18], according to which the vector potential in the radiation gauge and hence the electric field $E_{\alpha}$ are uniform over the molecular dimensions, also the induced electric dipole oscillating with the same frequency $\omega$,
$\mathcal{M}_{\alpha}=\alpha_{\alpha \beta} E_{\beta}$
is origin independent and experimentally measurable. Within the next higher "quadrupole approximation" (QA) [15], assuming that the first spatial derivatives of the vector potential, and consequently, the magnetic field $B_{\alpha}$ and the electric field gradient $E_{\beta \alpha} \equiv \nabla_{\beta} E_{\alpha}$ of the impinging radiation are uniform [19], one obtains for diamagnetic molecules $[5,15]^{1}$
$\mathcal{M}_{\alpha}=\alpha_{\alpha \beta} E_{\beta}+\kappa_{\alpha \beta}^{\prime} \dot{B}_{\beta} \omega^{-1}+\alpha_{\alpha, \beta \gamma} E_{\gamma \beta}$,
introducing two additional property tensors, a mixed electric dipole-magnetic dipole polarizability $\kappa_{\alpha \beta}^{\prime}(-\omega ; \omega)$ and an electric dipole-electric quadrupole polarizability $\alpha_{\alpha, \beta \gamma}(-\omega ; \omega)$.

Within the QA, Eq. (1) is inadequate: An origin-independent $\mathcal{M}_{\alpha}$ should be calculated by Eq. (2), taking also the second and third term on the r.h.s. into account [15]. In addition, one should recall that, in a translation of origin of the coordinate system,
$\boldsymbol{r}^{\prime} \rightarrow \boldsymbol{r}^{\prime \prime}=\boldsymbol{r}^{\prime}+\boldsymbol{d}$,
in which both $\boldsymbol{r}^{\prime}$ and $\boldsymbol{r}^{\prime \prime}$ are inside the molecular domain, the electric and magnetic fields at the different origins are related by
$E_{\alpha}\left(\boldsymbol{r}^{\prime \prime}\right)=E_{\alpha}\left(\boldsymbol{r}^{\prime}\right)+E_{\beta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}+\frac{1}{2} E_{\gamma \beta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta} d_{\gamma}+\cdots$,
$B_{\alpha}\left(\boldsymbol{r}^{\prime \prime}\right)=B_{\alpha}\left(\boldsymbol{r}^{\prime}\right)+B_{\beta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}+\frac{1}{2} B_{\gamma \beta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta} d_{\gamma}+\cdots$
The shift vector $\boldsymbol{d}$ in Eq. (3) is arbitrary. However, consistently with the long-wavelength approximation for monochromatic light, one may assume that $|\boldsymbol{d}|$ is smaller than the wavelength $\lambda$. With the proviso that this condition is fulfilled, truncated forms of Eqs. (4) and (5), corresponding to dipole, quadrupole, and octopole approximations outlined in Sect. 1, will also be considered on discussing the origin dependence of the induced moments, together with those

[^14]reported in Sect. 5, describing the change of molecular response properties in a displacement (3).

A relationship analogous to Eq. (1),
$M_{\alpha}=\xi_{\alpha \beta} B_{\beta}$
has been proposed by Raab and de Lange [20] to define the magnetic dipole induced by the magnetic field of the monochromatic radiation, where $\xi_{\alpha \beta}(-\omega ; \omega)$ is a secondrank symmetric tensor. These authors attempted at evaluating an origin-independent definition for $\xi_{\alpha \beta}$, analogous to the KH's, as a physically acceptable expression for the fre-quency-dependent magnetizability (FDM) of a molecule, via a linear combination of molecular polarizability tensors of the appropriate (electric octopole-magnetic quadrupole) multipole order [20-24]. Another approach had been previously used by considering the constitutive relations for the material constants [25]. Frequency-dependent magnetizabilities have been estimated by other authors [26-28]. These topics constituted the object of a PhD thesis [29].

However, according to Helgaker et al. [30], the theory for FDM remains an unresolved question. According to these authors, the derivation of the origin-independent dynamic magnetizability by Raab and de Lange [20] is based on ad hoc (but physically reasonable) conditions to be fulfilled rather than on exact conditions [30]. The correct definition of FDM is still regarded as a brain teaser.

In fact, it is necessary to delve more deeply into the problems concerning a suitable quantum mechanical definition of molecular dynamic magnetizability. One should consider a few fundamental points in connection with Eq. (6) within the "octopole approximation" (OA), explicitly adopted by considering a linear combination of polarizability tensors of electric octopole-magnetic quadrupole order [20], namely

1. the conditions for translational invariance of the total induced magnetic dipole $M_{\alpha}$, implying its precise definition and pertaining to its measurability, should preliminarily be investigated in the light of previous results reported by Buckingham and Stiles [31],
2. in the presence of optical fields, contributions to $M_{\alpha}$, Eq. (6), arising from the electronic interaction with the electric field gradient of the incident wave, and having the same order of magnitude as those induced by $B_{\alpha}$, should not be omitted [19],
3. within the OA, terms up to the electric octopole and magnetic quadrupole should consistently be retained also in the electronic interaction Hamiltonian, Eq. (12) hereafter. To any higher-order approximation, one should congruously take into account higher spatial derivatives of both electric and magnetic fields,
4. within the OA retained by Raab and de Lange [20], the magnetic field on the r.h.s. of Eq. (6) cannot be consid-
ered uniform and it should be allowed to vary according to Eq. (5), assuming a constant value of $B_{\alpha \beta}$, as well as a constant $E_{\alpha \beta \gamma}$, all over the molecular domain.

The scope of the present work is to investigate the points $1-4$. A semiclassical approach is adopted, using a quantized form of electronic operators and the nonquantized description of the electromagnetic fields via the Maxwell equations. The Bloch multipolar gauge [32] has been used to define operators suitable to describe the molecular interaction with nonhomogeneous time-dependent perturbations.

The paper is arranged as follows. The electronic operators defined via a multipole expansion based on the Bloch gauge $[8,15,16,32,33]$ are reported in Sect. 2. The expressions for the induced electric and magnetic dipole moments are reported in Sects. 3 and 4, together with those of a number of response tensors. Formulae describing the change of molecular tensors in a translation of reference system are given in Sect. 5.

The translational invariance of induced electric and magnetic dipole moments is investigated in Sect. 6, allowing for a fundamental assumption of perturbation theory, both time-independent and time-dependent, according to which the electromagnetic field and its derivatives are explicitly referred to an arbitrary origin of the coordinate system within the definition of the interaction Hamiltonian, Eq. (12) [19, 32, 34]. The fact that the origin can be chosen ad libitum is related to the need for a theory valid under translation of axes, Eq. (3), which implies that there is no preferential reference frame, and that the descriptions of the phenomenology given by two different (virtual) observers, each using his own coordinate system, $K^{\prime}$ and $K^{\prime \prime}$, with origins $\boldsymbol{r}^{\prime}$ and $\boldsymbol{r}^{\prime \prime}$ respectively, are both legitimate. In particular, the nature of the passive transformation, Eq. (3), under which the molecule is kept in a fixed position in space, means that the results of measurements and calculations of properties operated in $K^{\prime}$ and $K^{\prime \prime}$ are physically equivalent. The order of magnitude of the physical quantities taken into account within different approximations is investigated in Sect. 7.

It was found that, whereas the frequency-dependent electric dipole is independent of the origin, the frequencydependent magnetic dipole varies linearly with the distance between the origins of different coordinate systems, at variance with the implicit assumption of Ref. [20] and the conclusions reported previously assuming a $d$ shift smaller than the molecular size [15, 16]. Therefore, as in the case of the electric dipole moment of ions [10, 11], or separate diamagnetic and paramagnetic contributions to static magnetic properties [17], a convention should be proposed to choose a certain coordinate system, e.g., with origin the molecular CM , to report values of the fre-quency-dependent induced magnetic dipole. Concluding remarks are presented in Sect. 8.

## 2 Electromagnetic multipole moment operators and the interaction Hamiltonian

We will consider a neutral molecule with $n$ electrons and $N$ nuclei localized near the origin of a coordinate system. The basic theory employed to determine its response properties in optical fields has been presented in previous papers $[8,15,16,33]$. The notation adopted in these references is employed throughout the present article. SI units and the Einstein convention of summing over two repeated Greek subscripts are used.

The expressions for the electric dipole, electric quadrupole, electric octopole, magnetic dipole, and magnetic quadrupole operators consistent with the Bloch gauge [32] can be found elsewhere [8, 15, 16]. Equivalent definitions have been presented by other authors [35-38]. In addition, the gauge usually referred to as Poincaré's [18, 39-43] provides a power series for the vector potential equivalent to Bloch's [44-47].

Within the multipolar Bloch gauge [32] for the vector potential, the operator for the "perturbed" magnetic dipole moment becomes [33, 48, 49]

$$
\begin{align*}
\hat{m}_{\alpha}^{\prime} & =-\frac{e}{2 m_{\mathrm{e}}} \epsilon_{\alpha \beta \gamma} \sum_{i=1}^{n}\left(r_{\beta} \hat{\pi}_{\gamma}\right)_{i}=-\frac{e}{2 m_{\mathrm{e}}} \sum_{i=1}^{n} \hat{\lambda}_{i \alpha} \\
& =\hat{m}_{\alpha}+\hat{\chi}_{\alpha \beta}^{\mathrm{d}} B_{\beta}+\hat{\chi}_{\alpha \beta ; \gamma}^{\mathrm{d}} B_{\gamma \beta} \tag{7}
\end{align*}
$$

introducing the electronic mechanical momentum operator [8, 15, 16]
$\hat{\pi}_{\alpha}=\hat{p}_{\alpha}+e A_{\alpha}$,
the corresponding angular momentum operator in the presence of magnetic field
$\hat{\lambda}_{\alpha}=\hat{l}_{\alpha}+e \epsilon_{\alpha \beta \gamma} r_{\beta} A_{\gamma}$,
and including terms up to the first spatial derivative of the magnetic field in Eq. (7). The operators for diamagnetic contributions to magnetic dipole and magnetic quadrupole magnetizabilities are [48, 49]
$\hat{\chi}_{\alpha \beta}^{\mathrm{d}}=-\frac{e^{2}}{4 m_{\mathrm{e}}} \sum_{i=1}^{n}\left(r^{2} \delta_{\alpha \beta}-r_{\alpha} r_{\beta}\right)_{i}$,
$\hat{\chi}_{\alpha \beta ; \gamma}^{\mathrm{d}}=-\frac{e^{2}}{6 m_{\mathrm{e}}} \sum_{i=1}^{n}\left[\left(r^{2} \delta_{\alpha \beta}-r_{\alpha} r_{\beta}\right) r_{\gamma}\right]_{i}$,
denoting by $r^{2}=r_{\alpha} r_{\alpha}$ the squared modulus of the electronic position vector. In these relationships, a semicolon separates sets of symmetric indices, which can be freely permuted within each set. The first-order interaction Bloch Hamiltonian [32] can be written in the form
$H^{(1)}=-\hat{\mu}_{\alpha} E_{\alpha}-\hat{\mu}_{\alpha \beta} E_{\beta \alpha}-\hat{m}_{\alpha}^{\prime} B_{\alpha}-\hat{\mu}_{\alpha \beta \gamma} E_{\gamma \beta \alpha}-\hat{m}_{\alpha \beta}^{\prime} B_{\beta \alpha}$,
including terms up to the electric octopole $\hat{\mu}_{\alpha \beta \gamma}$ and magnetic quadrupole $\hat{m}_{\alpha \beta}^{\prime}$. Analogous terms result from the same order of expansion of the vector potential within the approach of Stephens [19].

In the definitions (7) and (12), all the electronic operators, the fields, and their derivatives are defined with respect to a given origin of the coordinate system [19, 34]. In the following, it is assumed that such an origin can arbitrarily be chosen.

The perturbation is represented as a monochromatic plane wave propagating in the $z$ direction. The electric field $\boldsymbol{E}$ and the magnetic induction $\boldsymbol{B}$ are sinusoidal functions of position and time. In real form, indicating by $\boldsymbol{k}$ the wave vector whose magnitude is the wave number
$k=2 \pi / \lambda=\omega / c$,
and by $\tilde{\boldsymbol{x}}, \tilde{\boldsymbol{y}}$ the unit vectors parallel to the $x$ and $y$ axes, the transverse fields
$\boldsymbol{E}(z, t)=E_{0} \cos (k z-\omega t+\delta) \tilde{\boldsymbol{x}}$,
$\boldsymbol{B}(z, t)=B_{0} \cos (k z-\omega t+\delta) \tilde{\boldsymbol{y}}$,
are perpendicular to the direction of propagation and oscillate in the $z x$ and $y z$ planes, respectively [50]. They are in phase and mutually orthogonal, and their amplitudes are related by
$B_{0}=\frac{k}{\omega} E_{0}=\frac{1}{c} E_{0}$.
Within the long-wavelength approximation, it is assumed that the spatial extent of the electron cloud of the molecule is small compared with the distance characterizing the spatial variations of the vector potential $\boldsymbol{A}$ (and hence $\boldsymbol{E}$ within the DA), e.g., with respect to the wavelength $\lambda$ of the impinging radiation [18].

## 3 Induced electric dipole moment

A series of relationships for the dynamic electric dipole moment induced by the monochromatic wave is obtained by time-dependent perturbation theory [51], substituting the electric dipole operator $\hat{\mu}_{\alpha}$ in the general formula [5, 8 , $15,16,34]$ for the expectation value of a quantum mechanical operator in the perturbed state $\left|\Phi_{a}\right\rangle$. The arbitrary origin is denoted by $\mathbf{0}$ in the following equations. Within the DA approximation,
$\Delta\left\langle\hat{\mu}_{\alpha}\right\rangle=\alpha_{\alpha \beta} E_{\beta}(\mathbf{0}, t)+\alpha_{\alpha \beta}^{\prime} \dot{E}_{\beta}(\mathbf{0}, t) \omega^{-1} \equiv \mathcal{M}_{\alpha}$,
within the QA approximation,

$$
\begin{align*}
\Delta\left\langle\hat{\mu}_{\alpha}\right\rangle= & \alpha_{\alpha \beta} E_{\beta}(\mathbf{0}, t)+\alpha_{\alpha \beta}^{\prime} \dot{E}_{\beta}(\mathbf{0}, t) \omega^{-1} \\
& +\kappa_{\alpha \beta} B_{\beta}(\mathbf{0}, t)+\kappa_{\alpha \beta}^{\prime} \dot{B}_{\beta}(\mathbf{0}, t) \omega^{-1} \\
& +\alpha_{\alpha, \beta \gamma} E_{\gamma \beta}(\mathbf{0}, t)+\alpha_{\alpha, \beta \gamma}^{\prime} \dot{E}_{\gamma \beta}(\mathbf{0}, t) \omega^{-1} \equiv \mathcal{M}_{\alpha} \tag{17}
\end{align*}
$$

within the OA approximation

$$
\begin{align*}
\Delta\left\langle\hat{\mu}_{\alpha}\right\rangle= & \alpha_{\alpha \beta} E_{\beta}(\mathbf{0}, t)+\alpha_{\alpha \beta}^{\prime} \dot{E}_{\beta}(\mathbf{0}, t) \omega^{-1} \\
& +\kappa_{\alpha \beta} B_{\beta}(\mathbf{0}, t)+\kappa_{\alpha \beta}^{\prime} \dot{B}_{\beta}(\mathbf{0}, t) \omega^{-1} \\
& +\alpha_{\alpha, \beta \gamma} E_{\gamma \beta}(\mathbf{0}, t)+\alpha_{\alpha, \beta \gamma}^{\prime} \dot{E}_{\gamma \beta}(\mathbf{0}, t) \omega^{-1} \\
& +\kappa_{\alpha, \beta \gamma} B_{\gamma \beta}(\mathbf{0}, t)+\kappa_{\alpha, \beta \gamma}^{\prime} \dot{B}_{\gamma \beta}(\mathbf{0}, t) \omega^{-1} \\
& +\alpha_{\alpha, \beta \gamma \delta} E_{\delta \gamma \beta}(\mathbf{0}, t)+\alpha_{\alpha, \beta \gamma \delta}^{\prime} \dot{E}_{\delta \gamma \beta}(\mathbf{0}, t) \omega^{-1} \equiv \mathcal{M}_{\alpha} . \tag{18}
\end{align*}
$$

To avoid misunderstanding, the uniformity of $E_{\alpha}$ within DA, of $B_{\alpha}$ and $E_{\alpha \beta}$ within QA, and of $B_{\alpha \beta}$ and $E_{\alpha \beta \gamma}$ within OA, is meant in connection with the expression for the interaction Hamiltonian, Eq. (12). However, on applying timedependent perturbation theory $[34,51]$, the time derivative of the electric field appears in the second term of Eq. (16), which, according to the Maxwell equation $\dot{\boldsymbol{E}}=c^{2} \nabla \times \boldsymbol{B}$, implies that it accounts for nonuniformity of the magnetic field, limited to the antisymmetric components of the magnetic field gradient. On the other hand, for a diamagnetic molecule, the second term vanishes, as $\alpha_{\alpha \beta}^{\prime}$ is a null tensor, unless the function $|a\rangle$ contains an imaginary contribution, that is, it corresponds to a magnetic field perturbed electronic state [5]. In such a case, the second term describes nonlinear response [52]. Therefore, there is no contradiction between Eq. (16) and the concept of dipole approximation, according to which only terms linear in $E_{\alpha}$ are included in the interaction Hamiltonian, Eq. (12). Analogous considerations can be made within Eqs. (17) and (18), since, assuming linear response, there is no mixing of terms involving unprimed $\alpha_{\alpha \beta}, \kappa_{\alpha \beta}, \ldots$ and primed $\alpha_{\alpha \beta}^{\prime}, \kappa_{\alpha \beta}^{\prime}, \cdots$ tensors.

The explicit definitions of the response properties appearing in Eqs. (16)-(18) are given hereafter, assuming a transparent medium, indicating by $|a\rangle$ the nondegenerate reference state, by $|j\rangle$ the excited states eigenfunctions of the unperturbed Hamiltonian $H^{(0)}$, and denoting by $\Re$ and $\Im$ the real and imaginary parts:

## Electric dipole polarizability

$\alpha_{\alpha \beta}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta}|a\rangle\right\}$,
$\alpha_{\alpha \beta}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta}|a\rangle\right\}$.

Electric dipole-magnetic dipole polarizability
$\kappa_{\alpha \beta}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta}|a\rangle\right\}$,
$\kappa_{\alpha \beta}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta}|a\rangle\right\}$.
Electric dipole-electric quadrupole polarizability
$\alpha_{\alpha, \beta \gamma}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \mathfrak{R}\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma}|a\rangle\right\}$,
$\alpha_{\alpha, \beta \gamma}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma}|a\rangle\right\}$.
Electric dipole-magnetic quadrupole polarizability
$\kappa_{\alpha, \beta \gamma}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta \gamma}|a\rangle\right\}$,
$\kappa_{\alpha, \beta \gamma}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta \gamma}|a\rangle\right\}$.
Electric dipole-electric octopole polarizability
$\alpha_{\alpha, \beta \gamma \delta}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \mathfrak{R}\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma \delta}|a\rangle\right\}$,
$\alpha_{\alpha, \beta \gamma \delta}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{\mu}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma \delta}|a\rangle\right\}$.

## 4 Induced magnetic dipole moment

The dynamic magnetic dipole moment induced by the monochromatic wave is expressed via relationships analogous to Eqs. (16)-(18), obtained by substituting $\hat{m}_{\alpha}^{\prime}$, Eq. (7), in the general formula from perturbation theory $[5,15$, 16]. The DA relationship for this property is
$\Delta\left\langle\hat{m}_{\alpha}\right\rangle=\kappa_{\beta \alpha} E_{\beta}-\kappa_{\beta \alpha}^{\prime} \dot{E}_{\beta} \omega^{-1} \equiv M_{\alpha}$.
Within the QA approximation

$$
\begin{align*}
\Delta\left\langle\hat{m}_{\alpha}^{\prime}\right\rangle= & \kappa_{\beta \alpha} E_{\beta}-\kappa_{\beta \alpha}^{\prime} \dot{E}_{\beta} \omega^{-1} \\
& +\chi_{\alpha \beta} B_{\beta}+\chi_{\alpha \beta}^{\prime} \dot{B}_{\beta} \omega^{-1}  \tag{30}\\
& +D_{\alpha, \beta \gamma} E_{\gamma \beta}+D_{\alpha, \beta \gamma}^{\prime} \dot{E}_{\gamma \beta} \omega^{-1} \equiv M_{\alpha}
\end{align*}
$$

within the OA approximation,

$$
\begin{align*}
\Delta\left\langle\hat{m}_{\alpha}^{\prime}\right\rangle= & \kappa_{\beta \alpha} E_{\beta}-\kappa_{\beta \alpha}^{\prime} \dot{E}_{\beta} \omega^{-1} \\
& +\chi_{\alpha \beta} B_{\beta}+\chi_{\alpha \beta}^{\prime} \dot{B}_{\beta} \omega^{-1} \\
& +D_{\alpha, \beta \gamma} E_{\gamma \beta}+D_{\alpha, \beta \gamma}^{\prime} \dot{E}_{\gamma \beta} \omega^{-1} \\
& +\chi_{\alpha, \beta \gamma} B_{\gamma \beta}+\chi_{\alpha, \beta \gamma}^{\prime} \dot{B}_{\gamma \beta} \omega^{-1}  \tag{31}\\
& +D_{\alpha, \beta \gamma \delta} E_{\delta \gamma \beta}+D_{\alpha, \beta \gamma \delta}^{\prime} \dot{E}_{\delta \gamma \beta} \omega^{-1} \equiv M_{\alpha}
\end{align*}
$$

The response tensors appearing in Eqs. (29) and (30) are defined hereafter:

Diamagnetic contribution to dipole magnetizability
$\chi_{\alpha \beta}^{\mathrm{d}}=\langle a| \hat{\chi}_{\alpha \beta}^{\mathrm{d}}|a\rangle$,
Paramagnetic contribution to dipole magnetizability
$\chi_{\alpha \beta}^{\mathrm{p}}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta}|a\rangle\right\}$,
$\chi_{\alpha \beta}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta}|a\rangle\right\}$,
Total dipole magnetizability
$\chi_{\alpha \beta}=\chi_{\alpha \beta}^{\mathrm{p}}+\chi_{\alpha \beta}^{\mathrm{d}}=\chi_{\beta \alpha}$.
Magnetic dipole-electric quadrupole polarizability
$D_{\alpha, \beta \gamma}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma}|a\rangle\right\}$,
$D_{\alpha, \beta \gamma}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma}|a\rangle\right\}$.
Diamagnetic contribution to magnetic dipole-magnetic quadrupole polarizability
$\chi_{\alpha \beta ; \gamma}^{\mathrm{d}}=\langle a| \hat{\chi}_{\alpha \beta ; \gamma}^{\mathrm{d}}|a\rangle=\chi_{\beta \alpha ; \gamma}^{\mathrm{d}}$,

Paramagnetic contribution to magnetic dipole-magnetic quadrupole polarizability
$\chi_{\alpha, \beta \gamma}^{\mathrm{p}}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta \gamma}|a\rangle\right\}$,
$\chi_{\alpha, \beta \gamma}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{m}_{\beta \gamma}|a\rangle\right\}$,

Total magnetic dipole-magnetic quadrupole polarizability
$\chi_{\alpha, \beta \gamma}=\chi_{\alpha, \beta \gamma}^{\mathrm{p}}+\chi_{\alpha \beta ; \gamma}^{\mathrm{d}} \equiv \chi_{\beta \gamma, \alpha}$.

## Magnetic dipole-electric octopole polarizability

$D_{\alpha, \beta \gamma \delta}=\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega_{j a}}{\omega_{j a}^{2}-\omega^{2}} \Re\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma \delta}|a\rangle\right\}$,
$D_{\alpha, \beta \gamma \delta}^{\prime}=-\frac{1}{\hbar} \sum_{j \neq a} \frac{2 \omega}{\omega_{j a}^{2}-\omega^{2}} \Im\left\{\langle a| \hat{m}_{\alpha}|j\rangle\langle j| \hat{\mu}_{\beta \gamma \delta}|a\rangle\right\}$.
In the absence of an external magnetic field, the electronic wave functions may be chosen to be real, so that, for instance [5],
$\alpha_{\alpha \beta}^{\prime}=\alpha_{\alpha, \beta \gamma}^{\prime}=\alpha_{\alpha, \beta \gamma \delta}^{\prime}=\kappa_{\alpha \beta}=\kappa_{\alpha, \beta \gamma}=\chi_{\alpha \beta}^{\prime}=\chi_{\alpha, \beta \gamma}^{\prime}=0$.
For diamagnetic molecules, assuming that the wave function $|a\rangle$ corresponds to a magnetic field perturbed state, nonvanishing primed tensors such as $\alpha_{\alpha \beta}^{\prime}, \chi_{\alpha \beta}^{\prime}$ should be replaced by higher-rank tensors [52].

## 5 Change of response properties and equivalence conditions in a translation of coordinates

Let us consider a translation of origin of the coordinate system defined via Eq. (3). Using Eqs. (4) and (5), off-diagonal hypervirial theorems [8, 15, 16, 33, 53], the Maxwell equations in the absence of sources, and related expressions, e.g.,
$B_{\alpha \alpha}=0, \quad \dot{B}_{\alpha}=-\epsilon_{\alpha \beta \gamma} E_{\beta \gamma}, \quad \dot{B}_{\delta \alpha}=-\epsilon_{\alpha \beta \gamma} E_{\delta \beta \gamma}$,
$B_{\alpha} \omega=\epsilon_{\alpha \beta \gamma} \dot{E}_{\beta \gamma} \omega^{-1}, \quad B_{\delta \alpha} \omega=\epsilon_{\alpha \beta \gamma} \dot{E}_{\delta \beta \gamma} \omega^{-1}$,
and the harmonicity conditions
$\ddot{E}_{\alpha}=-\omega^{2} E_{\alpha}, \quad \ddot{B}_{\alpha}=-\omega^{2} B_{\alpha}$,
it is proven in Sect. 6 that the electric dipole induced in the electron cloud by optical fields is origin independent within DA, QA, and OA. An analogous discussion is presented for the induced magnetic dipole in the same section. However, a preliminary analysis has been made to weigh the magnitude of the admissible shift vectors within the DA and QA in Sect. 5.1. The transformation laws for some response tensors are given in Sect. 5.2.

### 5.1 Magnitude of origin-shift vectors

The electric field gradient obtained by differentiating Eq. (13),
$E_{z x}=\frac{\omega}{c} E_{0} \sin \left[\omega\left(t-\frac{z}{c}\right)\right]$,
for $\omega=3.198 \times 10^{15} \mathrm{rad} \mathrm{s}^{-1}$, corresponding to the sodium D-line, i.e., for $\lambda=5.890 \times 10^{-7} \mathrm{~m}$, is as big as $1.067 \times 10^{7} E_{0}$, measured in $\mathrm{Vm}^{-2}$ for $E_{0}$ in $\mathrm{Vm}^{-1}$. Thus, if it is assumed within the DA that the electric field is uniform over the molecular dimensions, so that only the first term in the interaction Hamiltonian, Eq. (12), is retained, in principle, it should consistently be admitted that $d_{\beta} \approx 0$ in Eq. (4) in order for the origin to be legitimately chosen anywhere inside the charge distribution. However, for the ( $2 R$ )- $N$-methyloxaziridine chiral molecule considered in Sect. 7, the nuclear skeleton is completely contained in a cube of $5 \times 10^{-10} \mathrm{~m}$; thus, a shift $d_{\beta}$ of the same magnitude can be safely chosen.

For molecules of size comparable with $\lambda$, within the QA, that is, assuming that the electric field gradient is spatially uniform so that the electric field varies linearly in the molecular domain, one can infer that there is an upper bound to the shift vector, $d_{\beta}<1 \times 10^{-8} \mathrm{~m}$ in Eq. (4). In fact, let us assume that the electric field, Eq. (13), as a function of $z$, varies sinusoidally for $t=0$ and $\delta=-\pi / 2$. Since $\sin \alpha \approx \alpha$ for $\alpha=\omega z / c$ varying in the interval $0-0.1 \mathrm{rad}$, one has that $0 \leq z \leq 1 \times 10^{-8} \mathrm{~m}$. Therefore, within the QA, different origins in Eq. (3) should be separated by a distance varying within this range.

### 5.2 Translation of frequency-dependent response tensors

Equations describing the change of a number of relevant operators in a coordinate translation are found elsewhere [15, 16, 48, 49]. For the response properties, a series of relationships is reported hereafter:

## Electric dipole-magnetic dipole polarizability

$\kappa_{\alpha \beta}\left(\boldsymbol{r}^{\prime \prime}\right)=\kappa_{\alpha \beta}\left(\boldsymbol{r}^{\prime}\right)+\frac{\omega}{2} \epsilon_{\beta \gamma \delta} \alpha_{\alpha \gamma}^{\prime} d_{\delta}$,
$\kappa_{\alpha \beta}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)=\kappa_{\alpha \beta}^{\prime}\left(\boldsymbol{r}^{\prime}\right)-\frac{\omega}{2} \epsilon_{\beta \gamma \delta} \alpha_{\alpha \gamma} d_{\delta}$.

Electric dipole-electric quadrupole polarizability
$\alpha_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime \prime}\right)=\alpha_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right)-\frac{1}{2}\left(\alpha_{\alpha \beta} d_{\gamma}+\alpha_{\alpha \gamma} d_{\beta}\right)$,
$\alpha_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)=\alpha_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right)-\frac{1}{2}\left(\alpha_{\alpha \beta}^{\prime} d_{\gamma}+\alpha_{\alpha \gamma}^{\prime} d_{\beta}\right)$.

## Electric dipole-magnetic quadrupole polarizability

$$
\begin{align*}
\kappa_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime \prime}\right)= & \kappa_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) \\
& -\kappa_{\alpha \beta}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}+\frac{1}{3} \delta_{\beta \gamma} \kappa_{\alpha \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}  \tag{52}\\
& -\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} \alpha_{\alpha, \gamma \epsilon}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} \alpha_{\alpha \epsilon}^{\prime} d_{\gamma} d_{\delta}
\end{align*}
$$

$$
\begin{align*}
\kappa_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)= & \kappa_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \\
& -\kappa_{\alpha \beta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}+\frac{1}{3} \delta_{\beta \gamma} \kappa_{\alpha \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\delta} \\
& +\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} \alpha_{\alpha, \gamma \epsilon}\left(\boldsymbol{r}^{\prime}\right) d_{\delta} \\
& -\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} \alpha_{\alpha \epsilon} d_{\gamma} d_{\delta} . \tag{53}
\end{align*}
$$

## Electric dipole-electric octopole polarizability

$$
\begin{align*}
\alpha_{\alpha, \beta \gamma \delta}\left(\boldsymbol{r}^{\prime \prime}\right)= & \alpha_{\alpha, \beta \gamma \delta}\left(\boldsymbol{r}^{\prime}\right) \\
& -\frac{1}{3}\left[\alpha_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+\alpha_{\alpha, \beta \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}+\alpha_{\alpha, \gamma \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}\right] \\
& +\frac{1}{6}\left(\alpha_{\alpha \beta} d_{\gamma} d_{\delta}+\alpha_{\alpha \gamma} d_{\beta} d_{\delta}+\alpha_{\alpha \delta} d_{\beta} d_{\gamma}\right) \tag{54}
\end{align*}
$$

$$
\begin{align*}
\alpha_{\alpha, \beta \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)= & \alpha_{\alpha, \beta \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \\
& -\frac{1}{3}\left[\alpha_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+\alpha_{\alpha, \beta \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}+\alpha_{\alpha, \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}\right] \\
& +\frac{1}{6}\left(\alpha_{\alpha \beta}^{\prime} d_{\gamma} d_{\delta}+\alpha_{\alpha \gamma}^{\prime} d_{\beta} d_{\delta}+\alpha_{\alpha \delta}^{\prime} d_{\beta} d_{\gamma}\right) \tag{55}
\end{align*}
$$

## Dipole magnetizability

$$
\begin{align*}
\chi_{\alpha \beta}\left(\boldsymbol{r}^{\prime \prime}\right)= & \chi_{\alpha \beta}\left(\boldsymbol{r}^{\prime}\right) \\
& -\frac{\omega}{2}\left[\epsilon_{\alpha \gamma \delta} \kappa_{\gamma \beta}^{\prime}\left(\boldsymbol{r}^{\prime}\right)+\epsilon_{\beta \gamma \delta} \kappa_{\gamma \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\delta} \\
& +\frac{\omega^{2}}{4} \epsilon_{\alpha \gamma \delta} \epsilon_{\beta \lambda \mu} \alpha_{\gamma \lambda} d_{\delta} d_{\mu}, \tag{56}
\end{align*}
$$

$$
\begin{align*}
\chi_{\alpha \alpha}\left(\boldsymbol{r}^{\prime \prime}\right)= & \chi_{\alpha \alpha}\left(\boldsymbol{r}^{\prime}\right)-\omega \epsilon_{\alpha \beta \gamma} \kappa_{\beta \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma} \\
& +\frac{\omega^{2}}{4} \alpha_{\beta \gamma}\left(d^{2} \delta_{\beta \gamma}-d_{\beta} d_{\gamma}\right) \tag{57}
\end{align*}
$$

$$
\begin{align*}
\chi_{\alpha \beta}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)= & \chi_{\alpha \beta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \\
& +\frac{\omega}{2}\left[\epsilon_{\alpha \gamma \delta} \kappa_{\gamma \beta}\left(\boldsymbol{r}^{\prime}\right)-\epsilon_{\beta \gamma \delta} \kappa_{\gamma \alpha}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\delta} \\
& +\frac{\omega^{2}}{4} \epsilon_{\alpha \gamma \delta} \epsilon_{\beta \lambda \mu} \alpha_{\gamma \lambda}^{\prime} d_{\delta} d_{\mu} . \tag{58}
\end{align*}
$$

## Magnetic dipole-magnetic quadrupole polarizability

$$
\begin{align*}
\chi_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime \prime}\right)= & \chi_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) \\
& -\chi_{\alpha \beta} d_{\gamma}+\frac{1}{3} \delta_{\beta \gamma} \chi_{\alpha \delta} d_{\delta} \\
& -\left[\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} D_{\alpha, \gamma \epsilon}^{\prime}\left(\boldsymbol{r}^{\prime}\right)-\frac{\omega}{2} \epsilon_{\alpha \delta \epsilon} \kappa_{\epsilon, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\delta} \\
& -\left[\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} \kappa_{\epsilon \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right)+\frac{\omega}{2} \epsilon_{\alpha \delta \epsilon} \kappa_{\epsilon \beta}^{\prime}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\gamma} d_{\delta} \\
& +\frac{\omega}{6} \epsilon_{\alpha \delta \epsilon}\left[\delta_{\beta \gamma} \kappa_{\epsilon \eta}^{\prime}\left(\boldsymbol{r}^{\prime}\right)+\omega \epsilon_{\beta \eta \theta} \alpha_{\epsilon, \gamma \theta}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\delta} d_{\eta} \\
& -\frac{\omega^{2}}{6} \epsilon_{\alpha \delta \epsilon} \epsilon_{\beta \eta \theta} \alpha_{\epsilon \theta} d_{\gamma} d_{\delta} d_{\eta}, \tag{59}
\end{align*}
$$

$$
\begin{align*}
\chi_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)= & \chi_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \\
& -\chi_{\alpha \beta}^{\prime} d_{\gamma}+\frac{1}{3} \delta_{\beta \gamma} \chi_{\alpha \delta}^{\prime} d_{\delta} \\
& +\left[\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} D_{\alpha, \gamma \epsilon}\left(\boldsymbol{r}^{\prime}\right)-\frac{\omega}{2} \epsilon_{\alpha \delta \epsilon} \kappa_{\epsilon, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\delta} \\
& -\left[\frac{\omega}{3} \epsilon_{\beta \delta \epsilon} \kappa_{\epsilon \alpha}\left(\boldsymbol{r}^{\prime}\right)-\frac{\omega}{2} \epsilon_{\alpha \delta \epsilon} \kappa_{\epsilon \beta}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\gamma} d_{\delta} \\
& -\frac{\omega}{6} \epsilon_{\alpha \delta \epsilon}\left[\delta_{\beta \gamma} \kappa_{\epsilon \eta}\left(\boldsymbol{r}^{\prime}\right)-\omega \epsilon_{\beta \eta \theta} \alpha_{\epsilon, \gamma \theta}^{\prime}\left(\boldsymbol{r}^{\prime}\right)\right] d_{\delta} d_{\eta} \\
& -\frac{\omega^{2}}{6} \epsilon_{\alpha \delta \epsilon} \epsilon_{\beta \eta \theta} \alpha_{\epsilon \theta}^{\prime} d_{\gamma} d_{\delta} d_{\eta} . \tag{60}
\end{align*}
$$

## Magnetic dipole-electric quadrupole polarizability

$$
\begin{align*}
D_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime \prime}\right)= & D_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) \\
& -\frac{1}{2}\left[\kappa_{\beta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}+\kappa_{\gamma \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}\right]+\frac{\omega}{2} \epsilon_{\alpha \delta \epsilon} \alpha_{\epsilon, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\delta} \\
& -\frac{\omega}{4} \epsilon_{\alpha \delta \epsilon}\left(\alpha_{\epsilon \beta}^{\prime} d_{\gamma}+\alpha_{\epsilon \gamma}^{\prime} d_{\beta}\right) d_{\delta},  \tag{61}\\
D_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)= & D_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \\
& +\frac{1}{2}\left[\kappa_{\beta \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}+\kappa_{\gamma \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}\right] \\
& -\frac{\omega}{2} \epsilon_{\alpha \delta \epsilon} \alpha_{\epsilon, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) d_{\delta} \\
& +\frac{\omega}{4} \epsilon_{\alpha \delta \epsilon}\left(\alpha_{\beta \epsilon} d_{\gamma}+\alpha_{\gamma \epsilon} d_{\beta}\right) d_{\delta} . \tag{62}
\end{align*}
$$

## Magnetic dipole-electric octopole polarizability

$$
\begin{align*}
D_{\alpha, \beta \gamma \delta}\left(\boldsymbol{r}^{\prime \prime}\right)= & D_{\alpha, \beta \gamma \delta}\left(\boldsymbol{r}^{\prime}\right) \\
& -\frac{1}{3}\left[D_{\alpha, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+D_{\alpha, \gamma \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}+D_{\alpha, \beta \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}\right] \\
& +\frac{\omega}{2} \epsilon_{\alpha \eta \epsilon} \alpha_{\epsilon, \beta \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\eta} \\
& +\frac{1}{6}\left[\kappa_{\beta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma} d_{\delta}+\kappa_{\gamma \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta} d_{\delta}+\kappa_{\delta \alpha}\left(\boldsymbol{r}^{\prime}\right) d_{\beta} d_{\gamma}\right] \\
& -\frac{\omega}{6} \epsilon_{\alpha \eta \epsilon}\left[\alpha_{\epsilon, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+\alpha_{\epsilon, \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}+\alpha_{\epsilon, \beta \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}\right] d_{\eta} \\
& +\frac{\omega}{12} \epsilon_{\alpha \eta \epsilon}\left(\alpha_{\epsilon \beta}^{\prime} d_{\gamma} d_{\delta}+\alpha_{\epsilon \gamma}^{\prime} d_{\beta} d_{\delta}+\alpha_{\epsilon \delta}^{\prime} d_{\beta} d_{\gamma}\right) d_{\eta}, \tag{63}
\end{align*}
$$

$$
\begin{align*}
D_{\alpha, \beta \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)= & D_{\alpha, \beta \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \\
& -\frac{1}{3}\left[D_{\alpha, \beta \gamma}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+D_{\alpha, \gamma \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}+D_{\alpha, \beta \delta}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}\right] \\
& -\frac{\omega}{2} \epsilon_{\alpha \eta \epsilon} \alpha_{\epsilon, \beta \gamma \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\eta} \\
& -\frac{1}{6}\left[\kappa_{\beta \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma} d_{\delta}+\kappa_{\gamma \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\beta} d_{\delta}+\kappa_{\delta \alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right) d_{\beta} d_{\gamma}\right] \\
& +\frac{\omega}{6} \epsilon_{\alpha \eta \epsilon}\left[\alpha_{\epsilon, \beta \gamma}\left(\boldsymbol{r}^{\prime}\right) d_{\delta}+\alpha_{\epsilon, \gamma \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\beta}+\alpha_{\epsilon, \beta \delta}\left(\boldsymbol{r}^{\prime}\right) d_{\gamma}\right] d_{\eta} \\
& -\frac{\omega}{12} \epsilon_{\alpha \eta \epsilon}\left(\alpha_{\epsilon \beta} d_{\gamma} d_{\delta}+\alpha_{\epsilon \gamma} d_{\beta} d_{\delta}+\alpha_{\epsilon \delta} d_{\beta} d_{\gamma}\right) d_{\eta} . \tag{64}
\end{align*}
$$

Table 1 Conversion factors from a.u. to SI units

| Quantity | Symbol | Numerical value | Unit |
| :--- | :--- | :--- | :--- |
| $\alpha_{\alpha \beta}$ | $e^{2} a_{0}^{2} / E_{\mathrm{h}}$ | $1.6487772536 \times 10^{-41}$ | $\mathrm{Fm}^{2}$ |
| $\alpha_{\alpha, \beta \gamma}$ | $e^{2} a_{0}^{3} / E_{\mathrm{h}}$ | $8.724953446 \times 10^{-52}$ | $\mathrm{Fm}^{3}$ |
| $\alpha_{\alpha, \beta \gamma \delta}$ | $e^{2} a_{0}^{4} / E_{\mathrm{h}}$ | $4.617046510 \times 10^{-62}$ | $\mathrm{Fm}^{4}$ |
| $\kappa_{\alpha \beta}^{\prime}$ | $e^{2} a_{0}^{3} / \hbar$ | $3.607015578 \times 10^{-35}$ | $\mathrm{Fm}^{3} \mathrm{~s}^{-1}$ |
| $\kappa_{\alpha, \beta \gamma}^{\prime}$ | $e^{2} a_{0}^{4} / \hbar$ | $1.908750435 \times 10^{-45}$ | $\mathrm{Fm}^{4} \mathrm{~s}^{-1}$ |
| $\chi_{\alpha \beta}$ | $e^{2} a_{0}^{2} / m_{\mathrm{e}}$ | $7.891036433 \times 10^{-29}$ | $\mathrm{JT}^{-2}$ |
| $\chi_{\alpha, \beta \gamma}$ | $e^{2} a_{0}^{3} / m_{\mathrm{e}}$ | $4.175756632 \times 10^{-39}$ | $\mathrm{JT}^{-2} \mathrm{~m}$ |
| $D_{\alpha, \beta \gamma}^{\prime}$ | $e^{2} a_{0}^{4} / \hbar$ | $1.908750435 \times 10^{-45}$ | $\mathrm{Fm}^{4} \mathrm{~s}^{-1}$ |
| $D_{\alpha, \beta \gamma \delta}^{\prime}$ | $e^{2} a_{0}^{5} / \hbar$ | $1.010067227 \times 10^{-55}$ | $\mathrm{Fm}^{5} \mathrm{~s}^{-1}$ |

From CODATA compilation [57]

## 6 Variation of frequency-dependent moments in a coordinate translation

Within the DA, the electric field is assumed to be uniform over the molecular dimensions and the frequency-dependent electric dipole polarizability, Eqs. (19) and (20), is invariant in the translation of reference frame defined via Eq. (3). Therefore, the induced electric dipole, Eq. (16), stays the same, that is,
$\Delta\left\langle\hat{\mu}_{\alpha}\left(\boldsymbol{r}^{\prime \prime}\right)\right\rangle=\Delta\left\langle\hat{\mu}_{\alpha}\left(\boldsymbol{r}^{\prime}\right)\right\rangle$.
This result is also obtained within the next higher QA approximation taking into account Eqs. (4), (21)-(24), and (48)-(51), that is, the induced electric dipole approximated via Eq. (17) is translationally invariant. The same conclusion is arrived at for the induced electric dipole, Eq. (18), within the OA, allowing for Eqs. (4), (5), and the full series of relationships (48)-(55) describing the change of the response tensors, Eqs. (21)-(28).

For the induced orbital magnetic dipole within the DA, Eq. (29), allowing for the harmonicity condition characterizing the electric field of the monochromatic wave, Eq. (46), and for Eqs. (48)-(49), one finds [8]
$\Delta\left\langle\hat{m}_{\alpha}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)\right\rangle=\Delta\left\langle\hat{m}_{\alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right)\right\rangle+\frac{1}{2} d_{\gamma} \epsilon_{\alpha \beta \gamma} \frac{\partial}{\partial t} \Delta\left\langle\hat{\mu}_{\beta}\left(\boldsymbol{r}^{\prime}\right)\right\rangle$.
The origin $\boldsymbol{r}^{\prime}$ of the induced electric dipole on the r.h.s. of Eq. (66) may be dropped owing to its translational invariance, Eq. (65).

In a previous paper [8], it was erroneously assumed that the second term on the r.h.s. of Eq. (66), being a time derivative, could be eliminated by time averaging. In fact, time averaging would also eliminate $\Delta\left\langle\hat{m}_{\alpha}^{\prime}\right\rangle$ on both sides of Eq. (66) because of the periodic nature of all the quantities involved. Thus, the magnetic moment formally depends on the origin if there is a time-dependent electric dipole. Equation (66) generalizes a result previously reported by Buckingham and Stiles [31].

For a diamagnetic chiral molecule, characterized by nonvanishing diagonal components of $\kappa_{\alpha \beta}^{\prime}$, there are components of the induced electric and magnetic dipoles in the same $\alpha$ direction, i.e., $\Delta\left\langle\hat{\mu}_{\alpha}\right\rangle$ and $\Delta\left\langle\hat{m}_{\alpha}^{\prime}\right\rangle$. However, they do not mix in Eq. (66), because of the Levi-Civita tensor in the second term on the r.h.s. of Eq. (66). This term vanishes for a translation in the direction of either the electric or magnetic dipoles oscillating at right angles to the wave vector $\boldsymbol{k}$. Therefore, origin translations should be considered only for $d_{z} \neq 0$.

Equation (66) is also obtained within QA, allowing for Eqs. (48), (49), (56), (58), (61), and (62), and within the OA, using Eqs. (48), (49), and the full series, Eqs. (56)(64). The second term of Eq. (66) is related to the oscillating mechanical momentum $[15,54]$ induced in the electrons by the monochromatic wave, e.g., within the QA,

$$
\begin{align*}
\Delta\left\langle\hat{\Pi}_{\alpha}\right\rangle= & o_{\alpha \beta} E_{\beta}+o_{\alpha \beta}^{\prime} \dot{E}_{\beta} \omega^{-1}+o_{\alpha, \beta \gamma} E_{\gamma \beta} \\
& +o_{\alpha, \beta \gamma}^{\prime} \dot{E}_{\gamma \beta} \omega^{-1}+v_{\alpha \beta} B_{\beta}+v_{\alpha \beta}^{\prime} \dot{B}_{\beta} \omega^{-1} \\
\equiv & \frac{m_{\mathrm{e}}}{e}\left[\alpha_{\alpha \beta}^{\prime} E_{\beta} \omega-\alpha_{\alpha \beta} \dot{E}_{\beta}+\alpha_{\alpha, \beta \gamma}^{\prime} E_{\gamma \beta} \omega\right. \\
& \left.\quad-\alpha_{\alpha, \beta \gamma} \dot{E}_{\gamma \beta}+\kappa_{\alpha \beta}^{\prime} B_{\beta} \omega-\kappa_{\alpha \beta} \dot{B}_{\beta}\right] \\
= & -\frac{m_{\mathrm{e}}}{e} \frac{\partial}{\partial t} \Delta\left\langle\hat{\mu}_{\alpha}\right\rangle \tag{67}
\end{align*}
$$

defining the total electronic operator
$\hat{\boldsymbol{\Pi}}=\sum_{i=1}^{n} \hat{\boldsymbol{\pi}}_{i}$,
according to Eq. (8), so that Eq. (66) is rewritten in the form
$\Delta\left\langle\hat{m}_{\alpha}^{\prime}\left(\boldsymbol{r}^{\prime \prime}\right)\right\rangle=\Delta\left\langle\hat{m}_{\alpha}^{\prime}\left(\boldsymbol{r}^{\prime}\right)\right\rangle+\frac{e}{2 m_{\mathrm{e}}} d_{\beta} \epsilon_{\alpha \beta \gamma} \Delta\left\langle\hat{\Pi}_{\gamma}\right\rangle$.
Using Eqs. (4) and (48)-(51), it is immediately verified that $\Delta\left\langle\hat{\Pi}_{\alpha}\right\rangle$ is origin independent, in accord with Eq. (65).

The origin dependence of the induced magnetic dipole moment, Eqs. (66) and (68), is related to a corresponding relationship involving the total angular momentum in the presence of nonuniform magnetic field
$\hat{\Lambda}_{\alpha}=\sum_{i=1}^{n} \hat{\lambda}_{i \alpha}=\hat{L}_{\alpha}+I_{\alpha \beta} \Omega_{\beta}+\cdots$,
see Eq. (9). The operator for the moment of inertia of the electrons
$\hat{I}_{\alpha \beta}=m_{\mathrm{e}} \sum_{i=1}^{n}\left(r^{2} \delta_{\alpha \beta}-r_{\alpha} r_{\beta}\right)_{i}$
is coupled to the electronic Larmor frequency
$\Omega_{\alpha}=\frac{e}{2 m_{\mathrm{e}}} B_{\alpha}$
in the second term on the r.h.s.
Eventually, a relation analogous to Eq. (66) has been obtained for the dipole moments induced by a precessing nuclear moment [55].

## 7 Orders of magnitude

The magnitude of the contributions to the electric and magnetic dipoles induced in the $(2 R)-N$-methyloxaziridine chiral molecule has been estimated from near HartreeFock theoretical predictions obtained in a recent investigation [56]. Quantities given there in a.u. are converted into SI by factors reported in Table 1. Within the QA, taking $\alpha_{x x}=7.225 \times 10^{-40} \mathrm{Fm}^{2}, \kappa_{x y}^{\prime}=1.191 \times 10^{-35} \mathrm{Fm}^{3} \mathrm{~s}^{-1}$, $\alpha_{x, x z}=9.894 \times 10^{-52} \mathrm{Fm}^{3}$, and $\lambda=5.890^{-7} \mathrm{~m}$, one finds the three contributions

$$
\begin{aligned}
& 7.225 \times 10^{-40} E_{0} \cos \left[\omega\left(t-\frac{z}{c}\right)\right] \\
- & 3.973 \times 10^{-44} E_{0} \sin \left[\omega\left(t-\frac{z}{c}\right)\right] \\
+ & 1.056 \times 10^{-44} E_{0} \sin \left[\omega\left(t-\frac{z}{c}\right)\right]
\end{aligned}
$$

to $\mathcal{M}_{x}$, Eq. (17), measured in Cm for $E_{0}$ in $\mathrm{Vm}^{-1}$. The second and third contributions, arising, respectively, from the time derivative of the magnetic field and from the electric field gradient, are $\delta=-\pi / 2$ out-of-phase and four orders of magnitude smaller than the dominant first contribution from the electric field of the incident wave.

For the induced magnetic dipole, using $\chi_{y y}=-5.786 \times 10^{-28} \quad \mathrm{JT}^{-2} \quad$ from Ref. [56], and assuming $E_{0}=1 \times 10^{5} \mathrm{Vm}^{-1}$ in Eq. (13), one has $B_{0}=3.336 \times 10^{-4} \mathrm{~T}$ from Eq. (15). Thus, the contributions to $M_{y}$, Eq. (30), expressed in $\mathrm{JT}^{-1}$, respectively, from the time derivative of the electric field and from the magnetic field, are

$$
\begin{array}{r}
1.191 \times 10^{-30} \sin \left[\omega\left(t-\frac{z}{c}\right)\right] \\
-1.930 \times 10^{-31} \cos \left[\omega\left(t-\frac{z}{c}\right)\right] .
\end{array}
$$

The contribution from the time derivative of the electric field gradient, with $D_{y, z x}^{\prime}$ in a.u., see Table 1 for the conversion factor to SI units, is
$2.036 \times 10^{-33} D_{y, z x}^{\prime} \cos \left[\omega\left(t-\frac{z}{c}\right)\right] \mathrm{JT}^{-1}$.
Applying Eq. (66) and using computed values [56], one obtains

$$
\begin{aligned}
M_{y}\left(\boldsymbol{r}^{\prime \prime}\right) & =-\left[\kappa_{x y}^{\prime}\left(\boldsymbol{r}^{\prime}\right) \omega^{-1}+\frac{1}{2} d_{z} \alpha_{x x}\right] \dot{E}_{x} \\
& =-\left(3.724 \times 10^{-51}+3.613 \times 10^{-40} d_{z}\right) \dot{E}_{x}
\end{aligned}
$$

in which the second term is much greater than the first one unless $d_{z} \approx 0$ according to the DA, as expounded in Sect. 5.1. Therefore, within the DA, the induced magnetic dipole moment $M_{y}$ should be referred to an origin chosen by some reasonable criterion, e.g., the CM or the center of electron charge, and considered approximately invariant of the origin.

Within the QA, the magnetic dipole moment induced in the $y$ direction is
$M_{y}=-\kappa_{x y}^{\prime} \dot{E}_{x} \omega^{-1}+\chi_{y y} B_{y}+D_{y, x z}^{\prime} \dot{E}_{z x} \omega^{-1}$
and from Eq. (66)
$M_{y}\left(\boldsymbol{r}^{\prime \prime}\right)=M_{y}\left(\boldsymbol{r}^{\prime}\right)-\frac{1}{2} d_{z}\left(\alpha_{x x} \dot{E}_{x}+\kappa_{x y}^{\prime} \ddot{B}_{y} \omega^{-1}+\alpha_{x, x z} \dot{E}_{z x}\right)$,
then for the terms depending on the magnetic field, with $\ddot{B}_{y}=-\omega^{2} B_{y}$,

$$
\begin{aligned}
& \left(\chi_{y y}+\frac{1}{2} d_{z} \kappa_{x y}^{\prime} \omega\right) B_{y} \\
& \quad=-\left(5.786 \times 10^{-28}-3.809 \times 10^{-20} d_{z}\right) B_{y}
\end{aligned}
$$

and for the terms depending on the time derivative of the electric field gradient

$$
\begin{aligned}
& \left(D_{y, x z}^{\prime} \omega^{-1}-\frac{1}{2} d_{z} \alpha_{x, x z}\right) \dot{E}_{z x} \\
& \quad=\left(5.969 \times 10^{-61} D_{y, x z}^{\prime}(\text { a.u. })-4.947 \times 10^{-52} d_{z}\right) \dot{E}_{z x}
\end{aligned}
$$

From these results, one can arrive at plausible conclusions on the magnitude of the allowed shift vectors $\boldsymbol{d}$ separating different origins within the QA: The contribution to $M_{y}$ provided by the magnetic field $B_{y}$ can be considered virtually independent of the origin for $d_{z} \approx \pm 2.5 \times 10^{-10} \mathrm{~m}$ from the CM, e.g., for a shift comparable with the molecular size, see Sect. 5.1 and previous references [15, 16].

For a freely tumbling ( $2 R$ )- N -methyloxaziridine chiral molecule in disordered phase, from calculated [56] average quantities $\alpha_{a v}=(1 / 3) \alpha_{\alpha \alpha}=6.103 \times 10^{-40} \mathrm{Fm}^{2}$ and $\kappa_{a v}^{\prime}=(1 / 3) \kappa_{\alpha \alpha}^{\prime}=-6.190 \times 10^{-37} \mathrm{Fm}^{3} \mathrm{~s}^{-1}$, and assuming $E_{0}=1 \times 10^{5} \mathrm{Vm}^{-1}$ in Eq. (13), the contributions to the electric and magnetic dipoles induced in the $x$ direction are
$\mathcal{M}_{x}=\alpha_{a v} E_{x}=6.103 \times 10^{-35} \cos \left[\omega\left(t-\frac{z}{c}\right)\right] \mathrm{Cm}$
and
$M_{x}=-\kappa_{a v}^{\prime} \dot{E}_{x} \omega^{-1}=-6.190 \times 10^{-32} \sin \left[\omega\left(t-\frac{z}{c}\right)\right] \mathrm{JT}^{-1}$.

These properties are origin independent within the DA owing to the translational invariance of $\alpha_{a v}$ and $\kappa_{a v}^{\prime}$. Estimates of electric and magnetic dipole moments induced in a freely tumbling ( $2 R$ )- $N$-methyloxaziridine molecule within the QA can further be obtained using calculated average magnetizability [56] $\chi_{a v}=(1 / 3) \chi_{\alpha \alpha}=-6.418 \times 10^{-28} \mathrm{JT}^{-2}$ and $\alpha_{\alpha, \beta \gamma}^{\prime} \epsilon_{\alpha \beta \gamma}=0=D_{\alpha, \beta \gamma}^{\prime} \epsilon_{\alpha \beta \gamma}$.

## 8 Concluding remarks

Allowing for approximations of increasing order to the interaction Hamiltonian, within the framework of timedependent perturbation theory, relationships have been obtained, which define the electric and magnetic dipoles induced in the electrons of a molecule by a monochromatic wave represented classically via the Maxwell equations. As the electronic operators, the electromagnetic field, and its spatial derivatives appearing in the interaction Hamiltonian, Eq. (12), explicitly depend on the origin of the coordinate system, we compared theoretical expressions of induced dipole moments arrived at by two different observers in distinct reference systems $K^{\prime}$ and $K^{\prime \prime}$, with parallel axes and origins $\boldsymbol{r}^{\prime}$ and $\boldsymbol{r}^{\prime \prime}$ respectively. Each observer evaluates the induced moments using his own reference system, that is, his local interaction Hamiltonian. The molecule acted upon by the electromagnetic fields lies in a fixed position in space: Due to the nature of passive transformation relating $K^{\prime}$ and $K^{\prime \prime}$, and to nonexistence of a preferential coordinate system, the two alternative "pictures" must be fully equivalent. In particular, the observable induced moments predicted or measured by different observers are expected to be the same.

The induced electric dipole, rationalized via molecular response tensors of increasing rank coupled to fields and spatial field derivatives, Eqs. (16)-(18), is origin independent. The induced magnetic dipole, similarly expressed via intrinsic molecular tensors, Eqs. (29)-(31), formally depends on the distance between two different origins of the coordinate system multiplied by the partial time derivative of the induced electric dipole.

None of the three expressions, Eqs. (29)-(31), arrived at in this study for the magnetic dipole moment induced in a molecule by optical fields, can be cast in the form of Eq. (6),
$M_{\alpha}=\xi_{\alpha \beta} B_{\beta}$.
In fact, within the dipole approximation, according to which the electric field of a monochromatic wave is spatially uniform over the molecular domain, the magnetic field simply does not appear in Eq. (29). In the relationship obtained via the quadrupole approximation, Eq. (30), that is, assuming spatially uniform magnetic field and electric
field gradient within the interaction Hamiltonian, Eq. (12), the term depending on $B_{\alpha}$ cannot be separated from the contribution of the same magnitude depending on $\dot{E}_{\alpha \beta}$ . Within the next octopole approximation of spatially uniform magnetic field gradient $B_{\alpha \beta}$ and electric field second derivative $E_{\alpha \beta \gamma}$ within the interaction Hamiltonian, Eq. (12), other higher-rank tensors must be included in the expression for the induced magnetic dipole.

These results would seem to imply that a quantum mechanical definition of frequency-dependent second-rank magnetizability of the form $\xi_{\alpha \beta}(-\omega ; \omega)$ is not accessible. The tensor $\chi_{\alpha \beta}(-\omega ; \omega)$ in Eqs. (30), (31), (33) and (35) is the quantum mechanical FDM.
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#### Abstract

In a previous work, we reported the electronic structure of dimer diradicals composed of two $S=1 / 2$ closo-carborane $\mathrm{CB}_{11} \mathrm{H}_{12}$ structural units (Theor. Chem. Acc. (2013) 132: 1329). That work has been extended here in order to describe a linear dimer, a linear and a cyclical trimer, and a tetrahedral structure of these units connected by means of a $-\mathrm{CH}_{2}-$ bridge. A mapping of the resulting spin states onto a Heisenberg spin Hamiltonian is proposed for these new chains providing the evaluation of spinexchange coupling constants.
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## 1 Introduction

The magnetic properties in individual molecules, connected to the total spin $S$ of the system, can be manifested macroscopically with properties such as ferromagnetism, antiferromagnetism, and ferrimagnetism [1]. Molecular magnets encompass active fields of research within current and future fundamental and applied sciences [2], such as spintronics, quantum computing, information storage, and nanomedicine [3-5].

As regards to polyhedral heteroborane clusters and particularly the very stable icosahedral carboranes [6], little is known about their magnetic properties. In 1996, Michl et al. [7] obtained the crystal structure of a carborane-based stable free radical: dodecamethylcarba-closo-dodecaboranyl $\left(\mathrm{CB}_{11} \mathrm{Me}_{12}\right)$. According to their measurements using electron-spin resonance (ESR) spectroscopy, one can flip
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Fig. 1 a Two icosahedral $\left(\mathrm{CB}_{11} \mathrm{R}_{12}\right)$ radicals connected through the carbon atom from the icosahedral cage with different bridge units $\square=\{-\mathrm{C} \equiv \mathrm{C}-$, $\left.-\mathrm{CH}=\mathrm{CH}-,-\mathrm{CH}_{2}-\mathrm{CH}_{2}-\right\}$ and substituents $R$ on each nonconnected vertex of the cage, with $R=\{\mathrm{H}, \mathrm{Me}\}$. b Three carborane radical units $\mathrm{CB}_{11} \mathrm{H}_{12}$ connected through the carbon cage atom with acetylene bridge units, with the same cage orientation. In all cases, the dot represents an unpaired electron

the spin of the unpaired electron of this radical using a magnetic field of 37 Gauss, which corresponds to a radiofrequency of 104 MHz . Later on, in 2007, these radical units were experimentally connected by means of acetylene and ethylene bridges [8], through the carbon atom of each carborane cage, as displayed in Fig. 1a, with bridge units $\{-\mathrm{C} \equiv \mathrm{C}-\}$ and $\{-\mathrm{CH}=\mathrm{CH}-\}$. In this work [8], they did not report on ESR measurements for the diradicals. The electronic structure of singlet $(S=0)$ and triplet $(S=1)$ electronic states derived from the simplified systems of Fig. 1a was then analyzed, where each methyl group was simplified with a hydrogen atom, with acetylene [9], ethylene, and ethane [10] bridge units (Fig. 1a, with $\square=$ $\left\{-\mathrm{C} \equiv \mathrm{C}-,-\mathrm{CH}=\mathrm{CH}-,-\mathrm{CH}_{2}-\mathrm{CH}_{2}-\right\}$ and $\left.\mathrm{R}=\mathrm{H}\right)$. The quantum chemical computations showed that the ground state of the diradicals, independently from the bridge unit, is of singlet nature with a very close-almost degeneratetriplet state, $\{0.004,0.080,0.0005 \mathrm{eV}\}$ above in energy for the bridge units $\square=\left\{-\mathrm{C} \equiv \mathrm{C}-,-\mathrm{CH}=\mathrm{CH}-,-\mathrm{CH}_{2}-\mathrm{CH}_{2}-\right\}$, respectively.

One can proceed further from Fig. 1a and connect the simplified carborane cage $\mathrm{CB}_{11} \mathrm{H}_{12}$ in $1 \mathrm{D}, 2 \mathrm{D}$, and 3 D [11]. From a theoretical point of view, elongation of the 1D chain was carried out by connecting three carborane units with acetylene bridge units, as shown in Fig. 1b, thus having three unpaired electrons, one on each cage [11]. The electronic structure computations showed that for the linear triradical, the ground state is of high-spin nature ( $S=3 / 2$ ), with a doublet state ( $S=1 / 2$ ) lying 0.013 eV above in energy.

As we shall explain below (vide infra Results ad Discussion), one can further consider the possibility of connecting the radical carborane cages (as magnetic units with $S=1 / 2$ ) with methylene as a bridge unit, into different architectural constructs in 1D, 2D, and 3D. In this work, we will consider a "linear" dimer, a "linear" and "cyclic" three-unit structure, and a "tetrahedral" (four-unit) structure. The reason for generating such structures stems from the possibility of determining the electronic structure for the low-lying spin states
of the system. Hence, one could then map these results onto a Heisenberg spin Hamiltonian, thus allowing the connection between experimental and theoretical studies of these polyradical networks [12, 13]. This approach has been applied even to large systems [14] requiring the determination of the corresponding coupling constants.

The organization of this article is as follows. Section 2 summarizes the theoretical concepts and the notation used in this work. In Sect. 3, we report the computational details and the results found in four carborane compounds with different geometrical arrangements as well as the corresponding discussion. Finally, in the last section, we point out the concluding remarks of this work.

### 1.1 The theoretical models

The phenomenological Heisenberg spin Hamiltonian in Eq. 1 predicts the energy of the different spin states of a many-electron system, provided the spin and electron (orbital) degrees of freedom are independent from each other,
$\hat{H}=E_{0}-2 \sum_{A<B} J_{A B} \hat{S}_{A} \hat{S}_{B}$
where $E_{0}$ is a constant meaning the origin of the energy scale chosen for that model; $A$ and $B$ are the magnetic sites within the system, $J_{A B}$ is the coupling constant between them, and $\hat{S}_{A}$ and $\hat{S}_{B}$ are the spin operators assigned to those centers.

In Noodleman's treatment [15, 16], the expectation values of the Hamiltonian $\hat{H}$ in Eq. 1 are calculated through Slater determinants. One of these determinants is the highest pure spin multiplet $(H S)$ in which all its orbitals are singly occupied with spin up (a ferromagnetic disposal). The other determinants are mixed spin symmetry and lowered spin symmetry; they are denominated broken-symmetry ( $B S$ ) states possessing singly occupied orbitals with spin down (an antiferromagnetic disposal). Consequently, the differences in the energies corresponding to the determinants are
$E_{H S}-E_{B S}=-2 \sum_{A<B} J_{A B}\left[\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle^{H S}-\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle^{B S}\right]$
There are different possibilities to formulate the $B S$ determinants so that Eq. 2 constitutes a system of linear equations in the variables $J_{A B}$ provided that the two-center expectation values $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle^{H S}$ and $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle^{B S}$ individually, or their differences $\left(\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle^{H S}-\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle^{B S}\right.$ ), have previously been evaluated. The information on the spin attributed to the fragments $A$ and $B$ may be obtained from the partitioning of the expectation values of the spin operator
$\left\langle\hat{S}^{2}\right\rangle=\sum_{A} \sum_{B}\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$
The one-center local spin $(L S)$ quantity $\left\langle\hat{S}_{A}^{2}\right\rangle$ allows one to determine the spin state of an atom or group of atoms in a molecule or cluster, while the spin correlation between fragments $A$ and $B$ is described by the expectation value $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$. This value provides an important tool for linking experimental results interpreted in terms of the Heisenberg spin Hamiltonian to quantum chemical calculations. We will consider the general algebraic expression for $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$ reported in Refs. [17-21]. The terms $\left\langle\hat{S}_{A}^{2}\right\rangle$ and $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$ (arising from the spin atomic operator formulation) will be identified, respectively, with $\left\langle\hat{S}^{2}\right\rangle_{A}$ and $\left\langle\hat{S}^{2}\right\rangle_{A B}$ in those references.

We have constructed these systems of equations with each of the determinants of type $B S$, which represent all possible spin orientations of the individual centers plus the determinant that describes the $H S$ state. In our scheme, each cage of the $\mathrm{CB}_{11} \mathrm{H}_{12}$ radical, which possesses an unpaired electron, has been regarded as a magnetic site while the contribution of the bridges $-\mathrm{CH}_{2}-$ has been neglected. We have evaluated the different coupling constants $J_{A B}$ (as well as the $E_{0}$ quantity) in systems of two, three, and four magnetic sites that have been summarized in the following subsections. Likewise, we have followed the working hypothesis considering the magnetic sites as equivalent (whenever possible), and consequently, only a few different coupling constants must be evaluated. The spin symmetry of the multiplet states has been identified with the $S_{z}$ quantum number of the $H S$ and $B S$ Slater determinants. In order to describe the four polyradicals mentioned in the Introduction, we have considered the cases described below.

### 1.1.1 Two magnetic sites system

The general solution of the Hamiltonian consists of one single $J$ for two singlet $(S)$ and triplet $(T)$ states
$E_{T}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{T}$
$E_{S}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{S}$

### 1.1.2 Three magnetic sites systems

In this case, the general solution of the Hamiltonian yields two doublet ( $D_{1}$ and $D_{2}$ ) and one quartet states $(Q)$.

One single $J$ :
$E_{Q}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{Q}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{Q}+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{Q}$
$E_{D}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{D}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{D}+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{D}$
$J_{12}=J_{23} ; J_{12}=J_{13}$
Two different $J s$ :
$E_{Q}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{Q}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{Q}+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{Q}$
$E_{D_{1}}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{D_{1}}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{D_{1}}+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{D_{1}}$
$E_{D_{2}}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{D_{2}}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{D_{2}}+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{D_{2}}$
$J_{12}=J_{23}$

### 1.1.3 Four magnetic sites system

One single $J$ :
In the four magnetic site system case, a singular value decomposition may also be used to solve the resulting overdetermined system of linear equations [22], which arises from considering the different spin configurations ( $Q$ now means quintuplet)

$$
\begin{aligned}
E_{Q}= & E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{Q}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{Q}+J_{14}\left\langle\hat{S}^{2}\right\rangle_{14}^{Q} \\
& +J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{Q}+J_{24}\left\langle\hat{S}^{2}\right\rangle_{24}^{Q}+J_{34}\left\langle\hat{S}^{2}\right\rangle_{34}^{Q}
\end{aligned}
$$

$$
E_{T}=E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{T}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{T}+J_{14}\left\langle\hat{S}^{2}\right\rangle_{14}^{T}
$$

$$
+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{T}+J_{24}\left\langle\hat{S}^{2}\right\rangle_{24}^{T}+J_{34}\left\langle\hat{S}^{2}\right\rangle_{34}^{T}
$$

$$
\begin{aligned}
& E_{S}= E_{0}+J_{12}\left\langle\hat{S}^{2}\right\rangle_{12}^{S}+J_{13}\left\langle\hat{S}^{2}\right\rangle_{13}^{S}+J_{14}\left\langle\hat{S}^{2}\right\rangle_{14}^{S} \\
&+J_{23}\left\langle\hat{S}^{2}\right\rangle_{23}^{S}+J_{24}\left\langle\hat{S}^{2}\right\rangle_{24}^{S}+J_{34}\left\langle\hat{S}^{2}\right\rangle_{34}^{S} \\
& J_{12}= J_{13} ; J_{12}=J_{14} ; J_{12}=J_{23} ; J_{12}=J_{24} \\
& J_{12}=J_{34} ; J_{23}=J_{24} ; J_{23}=J_{34} ; J_{24}=J_{34}
\end{aligned}
$$

The determination of coupling constants solving these linear equation systems is based on the previous evaluation


Fig. 2 Geometrical arrangement and calculated spin densities of the linear dimer constituted by two carborane radical units $\mathrm{CB}_{11} \mathrm{H}_{12}$ connected through the carbon cage atoms with an methylene bridge unit

Table 1 Local spin populations, energies (au), $\left\langle\hat{S}^{2}\right\rangle$ expectation values, and coupling constants (in $\mathrm{cm}^{-1}$ ) for the linear dimer studied in this work in the $H S$ and $B S$ states

| Local spins |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $H S$ state | $B S$ state |  |  |  |  |
|  | A | B |  | A | B |
| A | 0.746 | 0.248 | A | 0.745 | -0.244 |
| B | 0.248 | 0.753 | B | -0.244 | 0.746 |
|  |  | Energy | $<\hat{S}^{2}>$ | $J_{A B}(Y A)$ | $J_{A B}(L S)$ |
| $H S$ state | -675.703373 |  | 2.0076 | 6.004 | 6.101 |
| $B S$ state | -675.703345 |  | 1.0073 |  |  |



Fig. 3 Geometrical arrangement and calculated spin densities of the linear trimer constituted by three carborane radical units $\mathrm{CB}_{11} \mathrm{H}_{12}$ connected through the carbon cage atoms with an methylene bridge unit
of the local spin (LS) quantities $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$ according to the algorithms reported in Refs. [17-21]. Alternatively, in the case of a unique $J$ constant, these quantities can also be calculated using the Yamaguchi (YA) procedure [23-25] in which the coupling constants are evaluated in terms of energies and spin-squared expectation values

$$
\begin{equation*}
J_{A B}(Y A)=\frac{E_{H S}-E_{B S}}{\left\langle\hat{S}^{2}\right\rangle^{H S}-\left\langle\hat{S}^{2}\right\rangle^{B S}} \tag{4}
\end{equation*}
$$

In the next section, we report values for the constants $J s$ arising from both approaches.

Table 2 Local spin populations, energies (au), $\left\langle\hat{S}^{2}\right\rangle$ expectation values, and coupling constants (in $\mathrm{cm}^{-1}$ ) for the linear trimer ( $\mathrm{D}_{\mathrm{m}_{\mathrm{h}}}$-like) studied in this work in the $H S$ and two $B S$ states

| Local spins |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H S$ state |  |  |  | $B S 1$ state |  |  |  |
|  | A | B | C |  | A | B | C |
| A | 0.713 | 0.232 | 0.241 | A | 0.701 | $-0.223$ | 0.235 |
| B | 0.232 | 0.708 | 0.240 | B | -0.223 | 0.688 | -0.229 |
| C | 0.241 | 0.240 | 0.753 | C | 0.235 | -0.229 | 0.745 |
| $B S 2$ state |  |  |  |  |  |  |  |
| A |  |  |  | B |  |  | C |
| A |  | 0.702 |  | -0.227 |  |  | $-0.239$ |
| B |  | -0.227 |  | 0.694 |  |  | 0.236 |
| C |  | -0.239 |  | 0.236 |  |  | 0.752 |
| Energy |  |  |  | $\left.<\hat{S}^{2}\right\rangle$ | $J_{A B}(L S)$ |  | $J_{A C}(L S)$ |
| $H S$ state |  | -1032.644247 |  | 3.7600 |  | -65.279 | 21.875 |
| $B S 1$ state |  | -1,032.644799 |  | 1.7449 |  |  |  |
| $B S 2$ state |  | -1,032.644619 |  | 1.7450 |  |  |  |



Fig. 4 Geometrical arrangement and calculated spin densities of the cyclical trimer constituted by three carborane radical units $\mathrm{CB}_{11} \mathrm{H}_{12}$ connected through the carbon cage atoms with methylene bridge units

Table 3 Local spin populations, energies (au), $\left\langle\hat{S}^{2}\right\rangle$ expectation values, and coupling constants (in $\mathrm{cm}^{-1}$ ) for the linear trimer ( $\mathrm{D}_{3 \mathrm{~h}}$-like) studied in this work in the $H S$ and $B S$ states


Fig. 5 Geometrical arrangement and calculated spin densities of the tetramer constituted by four carborane radical units $\mathrm{CB}_{11} \mathrm{H}_{12}$ connected through the carbon cage atoms with an methylene bridge


## 2 Results and discussion

As stated above in the Introduction, we chose the methylene bridge unit for connecting the radical carborane cages. This choice was made in order to provide separated spin densities on each magnetic unit (carborane cage) so that one can map these results onto a Heisenberg spin Hamiltonian. We successfully found solutions with a predetermined spin orientation on each cage for the dimers, using acetylene $(-\mathrm{C} \equiv \mathrm{C}-)$ and ethylene ( $-\mathrm{CH}=\mathrm{CH}-$ ) bridge units. However, for larger systems, such as triangular architectures, we could not find this kind of states. Notwithstanding, these solutions can be found with a methylene bridge unit. We now turn to the description of these molecular architectures.

The determination of the spin density matrices, their corresponding spin densities, and the energies $E_{H S}$ and $E_{B S}$ required in the $L S$ and $Y A$ treatments has been carried out at unrestricted Becke-3-parameter-Lee-Yang-Parr functional levels (UB3LYP) using the Gaussian 09 [26] package
and the atomic basis sets $6-31 \mathrm{G}(\mathrm{d})$. In all the systems, the geometries were optimized for the $H S$ state at UB3LYP/631G(d) level. The evaluation of the one- and two-center local spins, $\left\langle\hat{S}_{A}^{2}\right\rangle$ and $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$, respectively, was performed in subsequent steps using our own codes. Likewise, the solutions of the above-mentioned linear equations have been obtained from the Mathematica 9.0 [27].

The results corresponding to the linear dimer [ $\left.\left(\mathrm{CB}_{11} \mathrm{H}_{11}\right)^{\cdot}-\mathrm{CH}_{2}-\left(\mathrm{CB}_{11} \mathrm{H}_{11}\right)^{\cdot}\right]$ are shown in Fig. 2 and Table 1, where $A$ and $B$ stand for the left and right moieties, respectively. This figure also indicates the two possible orientations of the cage spins. As can be observed, both states $H S$ (triplet) and $B S$ (singlet) present $\left\langle\hat{S}_{A}^{2}\right\rangle$ quantities close to 0.75 [the canonical value is $1 / 2(1+1 / 2)$ ] meaning the two electrons are well localized in each cage. The signs of the two-center local spin components $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$ positive for the triplet state and negative for the singlet one confirm the predictions found in previous works [10] being their absolute values close to 0.25 (i.e., $1 / 2 \cdot 1 / 2$ ). The energies found are very similar indicating a near degenerate situation.

Table 4 Local spin populations, energies (au), $\left\langle\hat{S}^{2}>\right.$ expectation values, and coupling constants (in $\mathrm{cm}^{-1}$ ) for the tetramer studied in this work in the $H S$ and two $B S$ states

| Local spins |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $H S$ state |  |  |  | $B S 1$ state |  |  |  |  |
| A | B | C | D |  | A | B | C | D |
| A 0.683 | 0.234 | 0.221 | 0.205 | 5 A | 0.672 | 0.226 | 0.196 | -0.194 |
| B 0.234 | 0.735 | 0.235 | 0.218 | 8 B | 0.226 | 0.721 | 0.210 | -0.208 |
| C 0.221 | 0.235 | 0.687 | 0.206 | 6 C | 0.196 | 0.210 | 0.646 | -0.180 |
| D 0.205 | 0.218 | 0.206 | 0.626 | 6 D | -0.194 | $-0.208$ | -0.180 | 0.605 |
| $B S 2$ state |  |  |  |  |  |  |  |  |
| A |  |  | B |  | C |  | D |  |
| A | 0.593 |  | 0.189 |  | -0.176 |  | -0.167 |  |
| B | 0.189 |  | 0.700 |  | $-0.213$ |  | -0.202 |  |
| C | -0.176 |  | -0.213 |  | 0.637 |  | 0.188 |  |
| D | -0.167 |  | -0.202 |  | 0.188 |  | 0.605 |  |
|  | Energy |  | $<\hat{S}^{2}>$ |  | $J_{A B}(Y A)(H S / B S 2)$ |  | $J_{A B}(L S)$ (overdet) |  |
| $H S$ state | -1,503.830274 |  | 6.0136 |  | -132.798 |  | -149.162 |  |
| BS1 state | -1,503.831593 |  | 2.9927 |  |  |  |  |  |
| $B S 2$ state | -1,503.832744 |  | 1.9312 |  |  |  |  |  |

Although in this treatment the $H S$ state has been formulated by means of Slater determinants, the spin contamination is very low and the coupling constants predicted by our method are in agreement with those provided by the Yamaguchi method. We have also determined the local spins corresponding to the bridge unit considered as a whole; the values found are $\left\langle\hat{S}_{A}^{2}\right\rangle=0.0043$ and $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle=0.0011$ for the $H S$ state and $\left\langle\hat{S}_{A}^{2}\right\rangle=0.0043\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle=0.0018$ for the $B S$ one. These values turn out to be negligible, and consequently, the bridge units are not considered in the computations.

In Fig. 3 and Table 2, we report the results found for the linear trimer composed of three units $\mathrm{CB}_{11} \mathrm{H}_{120}$ bonded with two methylene groups: $\left[\left(\mathrm{CB}_{11} \mathrm{H}_{11}\right)-\mathrm{CH}_{2}-\left(\mathrm{CB}_{11} \mathrm{H}_{10}\right)^{-}\right.$ $\left.\mathrm{CH}_{2}-\left(\mathrm{CB}_{11} \mathrm{H}_{11}\right)^{\prime}\right]$. In this Table, the $\mathrm{A}, \mathrm{B}, \mathrm{C}$ moieties start from left to right as indicated in Fig. 3. The three different spin orientations of this system provide a $H S$ quartet and the two different $B S$ doublets. From a qualitative point of view, these results show that the electronic distribution is similar to that described in the previous system, exhibiting well-localized electrons in each cage. The energies of these states (the $H S$ quartet and the two $B S$ doublets) are also near degenerate, although the spin contamination is higher than in the previous compound. The negative sign of the coupling constant $J_{A B}$ shows the ferromagnetic character of the adjacent $A$ and $B$ moieties while $J_{A C}$ (positive) presents an antiferromagnetic behavior [28]. The local spins of the bridge units for this compound are also negligible and consequently have been omitted.

This triradical has also been studied with a triangular arrangement bonded with three methylene groups: $\left[\left(\mathrm{CB}_{11} \mathrm{H}_{10}\right)-\mathrm{CH}_{2}\right]_{3}$. The results are shown in Fig. 4 and

Table 3. The compound symmetry allows one to describe this aggregate by means of a $H S$ state (quartet) and a $B S$ one (doublet) that arise from the corresponding spin coupling. No significant differences between its $H S$ and $B S$ energies have been found with respect to the linear trimer, indicating the independency of each magnetic site and the small gap between the energies of those states; the spin contaminations are also similar to those found in the linear trimer. A weak ferromagnetic interaction is also observed between the adjacent moieties in agreement with the Yamaguchi treatment.

The results for the tetraradical system with a tetrahedrical arrangement, $\left[\left(\mathrm{CB}_{11} \mathrm{H}_{9}\right)-\mathrm{CH}_{2}\right]_{4}$, are shown in Fig. 5 and Table 4 in which the two $B S$ states refer to the two lowest energies. This system presents one-center spin populations $\left\langle\hat{S}_{A}^{2}\right\rangle$ lower than the other elements of this series of radicals what can be interpreted as a higher interaction between the magnetic sites. Likewise, one can observe higher differences in energies between all states confirming that interpretation. The Yamaguchi coupling constant has been evaluated using the $H S$ and $B S 2$ states due to the last one, that is, the ground state. In this polyradical, the resulting linear equation system mentioned in Sect. 2, which allows to determine the coupling constants in the local spin approach, turns to be overdetermined, which has been indicated in Table 4. This system presents local spin values for the bridge unit (the highest ones of this series) $\left\langle\hat{S}_{A}^{2}\right\rangle=0.0064$ and $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle=0.0507$ (for the HS state) and $\left\langle\hat{S}_{A}^{2}\right\rangle=0.0001$ and $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle=0.0177$ (for the $B S$ state); again, these values can be neglected as in the case of above-mentioned simplest linear dimer $\left(\mathrm{CB}_{11} \mathrm{H}_{12}\right)_{2}-\mathrm{CH}_{2}$ compound.

We should emphasize that for all the studied systems in this work, the largest differences between two values for $\left\langle\hat{S}_{A}^{2}\right\rangle$ corresponding to equivalent centers are within 0.109 in the $H S$ state; the largest differences between $\left\langle\hat{S}_{A} \hat{S}_{B}\right\rangle$ expectation values are within 0.029 ; these small values confirm that the regular linear, triangular, and tetrahedral arrangements are suitable for the proposed systems.

## 3 Concluding remarks

In this work, we have studied a series of polyradicals derived from the connection of two, three, and four carborane radicals $\mathrm{CB}_{11} \mathrm{H}_{12}$ bonded by methylene groups within several geometrical arrangements. This study extends and complements our previous determinations, based on local spins, on this type of radicals bonded by ethane, ethylene, and acetylene bridges. The results obtained from local spin populations and energy evaluations show a low interaction between these radicals when the bridge unit is a methylene group as well as a negligible interaction between the bridge units and the magnetic sites. The quantitative determination of coupling constants arising from our method, based on the direct partitioning of the spin-squared expectation value $\left\langle\hat{S}^{2}\right\rangle$, yields values of similar magnitude to those obtained from the Yamaguchi procedure. These results confirm the ability of our local spin technique to determine electronic structures and magnetic behaviors on this type of chains within the Heisenberg Hamiltonian framework.

In future works, one could also consider spin polarization effects [29], well known from simple radicals and diradicals, in order to better understand the magnetic properties of the systems studied in this work and further polyradical molecular architectures derived from the $\mathrm{s}=1 / 2$ icosahedral carborane magnetic unit $\left(\mathrm{CB}_{11} \mathrm{H}_{12}\right)^{\text {. }}$. Other chemical compounds with magnetic activity are currently being studied in our laboratories.
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#### Abstract

The electronic structure of uranyl-based complexes of water and chlorine, with the general formula $\left[\mathrm{UO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{x} \mathrm{Cl}_{y}\right]^{2-y}(y=1,2,3,4 ; x+y=4,5)$, have been computed both in vacuo and in aqueous solution. Within the density functional theory framework, total and relative energies (including basis set superposition error corrections), equilibrium geometries, and vibrational frequencies were determined and briefly compared with available experimental and previous theoretical data. New results on vibrational modes of these complexes are emphasized. Our focus is on the trend exhibited by the frequency of the stretching mode $\left(v_{\mathrm{s}}\right)$ associated to the uranyl moiety at different chlorine concentrations. A charge transfer index (CT) accounting for the number of electrons transferred from the ligands to $\mathrm{UO}_{2}^{2+}$ is used to rationalize this trend. According to our most accurate calculations, $v_{\mathrm{s}}$ is red-shifted at a rate between 15 and $20 \mathrm{~cm}^{-1}$ per $0.1 e$ transferred. Interestingly enough, a linear trend is displayed using CT as the correlating parameter.
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## 1 Introduction

Uranyl aquo chloro complexes play a decisive role in the mobility and transport of uranium, as revealed by a number of well-documented mineralization processes and giant deposits formed under hydrothermal conditions [1, 2]. It is also known that high quantities of uranium in chloride-brines require pH values between 2.5 and 4.5 [3]. In this acidic environments, the presence of complexes with a general chemical formula $\left[\mathrm{UO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{x} \mathrm{Cl}_{y}\right]^{2-y}(y=1,2,3,4 ; x+y=4,5)$ has been identified, though the questions of which is the composition and which is the total number of ligands of the species at a given chlorinity still remain open.

Experimental observations using Raman spectroscopy [4] conclude that a perfect linear trend (with a negative slope) fits how the frequency of the symmetric stretching mode ( $\nu_{\mathrm{s}}$ ) of the uranyl moiety evolves as the number of anionic ligands $(n)$ increases: $v_{\mathrm{S}}\left(\mathrm{cm}^{-1}\right)=-A n+870$, with $A\left(\mathrm{~cm}^{-1}\right)$ depending on the nature of the ligand and taking a value of 4 in the case of uranyl chloro complexes. Based on this relationship, Dargent et al. [5] were able to resolve the relative abundance of uranyl species containing up to five chloride anions at different temperatures and chlorinities. Their results led to a set of complexation constants showing an overall but not complete agreement with previous experimental values.

From the theoretical side, the $\mathrm{UO}_{2}^{2+}$ moiety alone or coordinated with different ligands or crystalline ions have been the subject of a number of electronic structure calculations. Vallet et al. [6-8] and Matsika and Pitzer [9] have analyzed in detail wavefunction-based methodologies and embedded models with the main focus on the description of excited electronic states of uranyl. Using the density functional theory (DFT) approximation, Siboulet et al.
[10] carried out a careful study of solvent models proposing a charge transfer parameter to account for the shift of the uranyl stretching frequency as the number of water ligands increases. More recently, Buhl et al. [11] performed a thorough investigation of uranyl complexes of water and chloro in aqueous solution using DFT. Only one stretching frequency was reported since "this property is probably a poor indicator for coordination number in uranyl chloride complexes".

Our contribution is aimed at providing a general interpretation of the behavior of the frequency associated with the vibrational symmetric mode of uranyl $\left(v_{\mathrm{s}}\right)$ in terms of parameters regardless the nature of the ligand. A detailed analysis of the vibrational modes of the calculated aquo chloro complexes is also reported. First principles cluster in vacuo calculations and in different cluster-in-the-solvent models have been carried out on a number of uranyl-type aquo chloro complexes containing up to five ligands. Optimized geometries, vibrational frequencies and relative stabilities are obtained. It can be seen that the charge transfer parameter earlier proposed by Siboulet et al. [10] provides a guide for the redshift trend observed for the symmetric $\mathrm{U}-\mathrm{O}$ vibration mode as the number of chloride ligands increases in uranyl-type complexes. The charge transfer produces a reduction in the (positive) charge of uranyl, which leads to a weakening of the $\mathrm{U}-\mathrm{O}$ bond and, therefore, a decreasing in the frequency of the stretching mode. Traditional charges (Mulliken [12]), values from NBO analysis (NPA charges) [13, 14], and results from the analysis of the topology of the electron density (Bader [15]) were computed to validate our correlating index with satisfactory results.

This paper contains three more sections. Next, a summary of the computational parameters used in our density functional theory calculations will be given. In Sect. 3, we
provide a general description of vibrational modes and frequencies of the uranyl aquo chloro complexes followed by the analysis of the correlating charge transfer parameter describing how $v_{\mathrm{s}}$ decreases as the number of chloro ligands increases. Main conclusions are presented in the last section.

## 2 Computational aspects

Cluster in vacuo (gas phase) and cluster-in-the-solvent calculations have been performed for all the aquo chloro complexes depicted in Fig. 1. Notice the self-explanatory nomenclature that will be used throughout the next sections ('w' refers to water molecules, 'cl' to chlorine ligands, and subscripts ' $c$ ' and ' $t$ ' stand for cis- and trans-like configurations of the ligands). All the calculations were performed within the framework of DFT using B3LYP [16, 17] with basis sets aug-cc-pVDZ [18] in $\mathrm{H}, \mathrm{O}$, and Cl , and a relativistic corrected Stuttgart pseudopotential for 60 electrons with an associated basis set for $U$ [19]. The election of the level of calculation follows the deep and thorough study of Jong et al. [20] in uranyl. We notice that the B3LYP functional was also used in the works on aquo- and chloro complexes of uranyl by Siboulet et al. [10] and Buhl et al. [11], respectively. Calculated geometries for gas phase clusters were re-optimized at the cluster-in-the-solvent type of calculation using a polarizable continuum model (PCM) [2125] as implemented in the Gaussian09 code [26]. The dielectric constant used for water in the calculations (78.3553, defect value) is the experimental value at 298 K .

All the computational parameters chosen, as well as the PCM model, are well-known standard options described with detail in the literature [26]. In addition to the PCM approach, we have also considered a hybrid model in which


Fig. 1 Uranyl aquo chloro complexes considered in this work. w, cl, c and t, stands for water, chlorine, cis and trans, respectively. In this ball and stick representations, yellow, red, white and green colors stand, respectively, for $\mathrm{U}, \mathrm{O}, \mathrm{H}$, and Cl


Fig. 2 Quantum mechanical clusters used in our hybrid-PCM model for $\left[\mathrm{UO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right]^{2+}$ and $\left[\mathrm{UO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{4} \mathrm{Cl}\right]^{1+}$ complexes. Same color pattern as in Fig. 1
two water molecules of the solvent were explicitly included in the quantum mechanical clusters of $\left[\mathrm{UO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{5}\right]^{2+}$ and $\left[\mathrm{UO}_{2}\left(\mathrm{H}_{2} \mathrm{O}\right)_{4} \mathrm{Cl}\right]^{+}$. For these two clusters, it seems reasonable to take into account the presence of solvation water molecules approaching the axial positions of uranyl (see Fig. 2), whereas this is less probable for complexes with a greater number of chlorine ligands. The consideration of explicit water molecules only in axial configurations follows the conclusions of the thorough study of Siboulet et al. [10] concerning second hydration sphere models. Other cluster models including another coordinations involving water molecules in the equatorial plane are not competitive (and do not introduce meaningful changes on vibrational frequencies) with respect to the ones shown in Fig. 2. Notice that all the ligands of the complex are in an equatorial plane with the linear $\mathrm{UO}_{2}^{2+}$ moiety perpendicular to it.

In all the calculated clusters, Mulliken analysis [12], charges from NPA [13, 14], and Bader charges [15] from the analysis of the topology of the electron density were computed to evaluate the charges of all the chemical species involved in the complexes. Accurate values, except for the hydrogen atoms, have been obtained. This drawback does not affect our analysis since we are interested in the charge transferred to $\mathrm{UO}_{2}^{2+}$, and it is evaluated as the difference between its nominal charge $(+2)$ and the computed charge of the uranyl moiety in the corresponding complex.

## 3 Results and discussion

An extensive theoretical study involving all the complexes considered in this work was previously carried out
by Buhl et al. [11] using similar computational parameters. We refer to this work for a detailed description of the equilibrium geometries and their relative energies of the complexes both in gas phase and considering the PCM approach to the solvent since our results are almost identical as the ones reported by Buhl et al. At this last level of calculation, the $\mathrm{U}-\mathrm{O}$ distance in uranyl ranges from $1.76 \AA$ in w 5 to 1.78 in $\mathrm{cl} 4, \mathrm{U}-\mathrm{Cl}$ distances are clustered around $2.75 \pm 0.1 \AA$ (lower value in w 4 cl 1 , greater value in cl5) and $\mathrm{U}-\mathrm{OH}_{2}$ distances varies between $2.45 \AA$ in w5 to $2.61 \AA$ in w1cl4. Besides the total agreement of our independent simulations with the results of Buhl et al. [11], the comparison with the average values provided by EXAFS experiments [27] is also very good. EXAFS distances are $d_{\mathrm{U}-\mathrm{O}}=1.76 \pm 0.02 \AA, d_{\mathrm{U}-\mathrm{Cl}}=2.71 \pm 0.02 \AA$, and $d_{\mathrm{U}-\mathrm{OH}_{2}}=2.41 \pm 0.02 \AA$. We should stress that these experimental values are the same regardless the positions and the number of water and chlorine ligands in the complex. Thus, theoretical calculations provide a richer description of the geometry of these species. It is also worth to remark that structural data from X-ray experiments in crystalline structures containing the $\mathrm{UO}_{2} \mathrm{Cl}_{4}^{2-}$ complex, as in $\mathrm{Cs}_{2} \mathrm{UO}_{2} \mathrm{Cl}_{4}$ [28], are almost coincident with the above values: $d_{\mathrm{U}-\mathrm{O}}=1.776 \AA, d_{\mathrm{U}-\mathrm{Cl}}=2.670 \AA$.

The accurate description of the computed equilibrium geometries allows us to perform with confidence the evaluation of the vibrational modes associated with all of these complexes. Although our focus is on the symmetric stretching $\mathrm{U}-\mathrm{O}$ mode, we will provide a detailed description of the rest of the modes in three steps. In the first one, and for simplicity (no water ligands are present), we discuss the $\mathrm{UO}_{2} \mathrm{Cl}_{4}^{2-}$ complex. Sketches of its vibrational modes are displayed in Fig. 3. We have used the following symbols to characterize how the atoms move (see arrows in Fig. 3) in a given vibrational mode: symmetric stretching (SS), antisymmetric stretching (AS), bending (B), wagging (W), rocking (R) and twisting (Tw). Given the $D_{4 \mathrm{~h}}$ point group symmetry, the fifteen vibrational modes of this complex can be decomposed into the following irreducible representations:
$2 A_{1 g}+2 A_{1 u}+B_{1 g}+B_{2 g}+B_{2 u}+E_{g}+3 E_{u}$.

Except the two stretching modes associated with uranyl (with values around $900 \mathrm{~cm}^{-1}$ ), all the vibrational modes of this complex present low frequencies. This is due to either the great reduced mass of the atoms involved $(\mathrm{U}, \mathrm{Cl})$ or the weakness of the force constants of all the non stretchinglike modes. Thus, twisting, bending and wagging modes involving U and Cl are the lowest frequency modes (around $100 \mathrm{~cm}^{-1}$ ), followed by stretching modes of $\mathrm{U}-\mathrm{Cl}$ bonds (around $200 \mathrm{~cm}^{-1}$ ) and rocking and bending ones of $\mathrm{U}-\mathrm{O}$ bonds (up to $250 \mathrm{~cm}^{-1}$ ).

(a) TwCl

(b) B 2 Cl

(c) B 2 Cl

(d) B 4 Cl

(e) WCl

(f) $\mathrm{AS2}-2 \mathrm{Cl}$

(g) RUO

(h) Ruo

(k) SS 4 Cl

(I) buo

(m) buo

(i) $\mathrm{AS2Cl}$

(n) SS


(o) AS

Fig. 3 Sketches of the vibrational modes of cl4 cluster. U displacements are not shown

A more detailed general analysis involving compounds with water molecules can be done in a second step. We start with the frequencies of modes that are common to all the complexes. These modes can be grouped again depending on the type of atomic displacements as: twisting, wagging, rocking, bending and stretching (breathing, Br , is the symmetric stretching). This sequence roughly follows an increasing trend in the frequencies (see Fig. 4). In each group, frequencies are represented by bars following the sequence from cl5 to w5. Along the series, the charge transfer decreases since the number of Cl ligands becomes lower. Twisting and wagging frequencies have values up to $110 \mathrm{~cm}^{-1}$, bending ones up to $200 \mathrm{~cm}^{-1}, \mathrm{UO}_{2}^{2+}$ rocking modes ranges from 140 up to $200 \mathrm{~cm}^{-1}, \mathrm{UO}_{2}^{2+}$ bending modes lie between 210 and $260 \mathrm{~cm}^{-1}$, and stretching modes including the breathing mode have frequencies up to $330 \mathrm{~cm}^{-1}$. There are not clear patterns with the ligands in all these frequencies except in the stretching modes of the U-L bond that show increasing values following the expected decrease in the charge transfer. Thus, we
point out the difference for this frequency between cl5 (around $200 \mathrm{~cm}^{-1}$ ) and w5 complexes (around $330 \mathrm{~cm}^{-1}$ ) in the breathing mode.

In the third step, we describe vibrations related to the water ligands. Each water molecule in the complex introduces six new normal modes that can be classified as: (1) librations or bending of the $\mathrm{U}-\mathrm{OH}_{2}$ bonds with values up to $600 \mathrm{~cm}^{-1}$, (2) $\mathrm{H}-\mathrm{O}-\mathrm{H}$ bending modes with frequencies around $1,600 \mathrm{~cm}^{-1}$, and (3) the well-known symmetric and antisymmetric $\mathrm{O}-\mathrm{H}$ stretching modes at 3,700 and $3,800 \mathrm{~cm}^{-1}$, respectively. In Fig. 5, these stretching frequencies are collected for all the water containing complexes. In general, as the number of water molecules increases, both symmetric and antisymmetric frequencies increase. This can be explained as an inductive effect of the greater positive charge of the $U$ atom as the number of Cl decreases, thus increasing the strength of the bond with the oxygen atom of the water ligand. Notice that a lowering of the symmetry down to the $C_{1}$ point group can be displayed for some of these aquo chloro complexes.


Fig. 4 Low frequency modes of 5-coordinated aquo chloro complexes of uranyl. $L$ stands for ligand, other symbols explained in the text


Fig. 5 Symmetric and antisymmetric stretching H-O modes

Table 1 Vibrational frequencies $\left(\mathrm{cm}^{-1}\right)$ of the symmetric stretching mode (subscript s) and antisymmetric stretching mode (subscript a) of uranyl in the complexes explored in this work

| Complex | ${\text { In } \text { vacuo }_{s}}$ | PCM $_{s}$ | Exp. [4] | In vacuo |
| :--- | :--- | :--- | :--- | :--- | :--- |
| a |  |  |  |  | PCM $_{\mathrm{a}}$.

[^19]Let us focus now on the symmetric stretching vibrational mode associated with the $\mathrm{U}-\mathrm{O}$ bonds of the $\mathrm{UO}_{2}^{2+}$ moeity in all the complexes studied. Results from in vacuo and PCM calculations for all the uranyl complexes are collected in Table 1, along with values from w7 and w6cl hybrid models that include explicitly two extra water molecules in the w5 and w4cl quantum mechanical clusters. Overall, the fair agreement with the experimental values of the in vacuo results improves if we consider the solvent. Values from the hybrid model are also closer to the experimental ones. Considering our most accurate results, only the computed frequency of the complex without chlorine ligands is noticeably overestimated, which may be due to the lack of a second hydration sphere, as discussed by Siboulet et al. [10]. For all the other complexes, deviations from the experimental values lower than $3 \%$ were obtained. We have checked the use of a scale factor to correct these deviations [29-32]. The calculated scale factors taking into account all the complexes is 0.985 . Since our cluster-in-the-solvent values show both over and underestimations with respect to the experimental values, there is not an overall improvement in the corrected figures that could justify the introduction of this correction.

Being the theory-experiment comparison of the absolute values important, what we want to analyze in detail here is the trend exhibited by this $A_{1 g}$ frequency as the number of chlorine ligands increases. This parameter leads to a perfect linear trend of the experimental frequencies, though it is also to be pointed out that there is not explicit consideration of how many water molecules belong to each of the considered complexes. Efforts toward a parametrization of the redshift of this frequency using the number of anionic ligands to the uranyl moeity were also performed for $\mathrm{OH}^{-}, \mathrm{F}^{-}$, etc. $[4,33,34]$. From the theoretical side, it is also possible to propose a more general parameter

Table 2 Calculated $Q_{\mathrm{B}}$ (Bader charges, first row) and $Q_{\mathrm{N}}$ charges (NPA charges, second row) in $e$ units for each complex, along with the corresponding $\mathrm{CT}_{i}$ parameter (see text for definition), according to our cluster-in-the-solvent PCM results

| Complex | U | O | Cl | $\mathrm{UO}_{2}$ | CT |
| :--- | :---: | :---: | :--- | :---: | :--- |
| $\mathrm{UO}_{2}^{2+}$ | 3.562 | -0.781 | - | 2.000 | 0 |
|  | 3.812 | -0.906 | - | 2.000 | 0 |
| w5 | 3.124 | -0.858 | - | 1.408 | 0.592 |
|  | 3.088 | -0.819 | - | 1.451 | 0.549 |
| w7 | 3.141 | -0.842 | - | 1.457 | 0.542 |
|  | - | - | - | - | - |
| w4cl | 3.047 | -0.882 | -0.685 | 1.283 | 0.716 |
|  | 2.950 | -0.837 | -0.676 | 1.276 | 0.724 |
| w6cl | 3.048 | -0.873 | -0.647 | 1.302 | 0.698 |
|  | - | - | - | - | - |
| w3cl2c | 2.978 | -0.898 | -0.713 | 1.182 | 0.818 |
|  | 2.833 | -0.849 | -0.697 | 1.134 | 0.866 |
| w3cl2t | 2.999 | -0.896 | -0.713 | 1.197 | 0.803 |
|  | 2.858 | -0.847 | -0.716 | 1.164 | 0.836 |
| w2cl3c | 2.932 | -0.911 | -0.741 | 1.110 | 0.890 |
|  | 2.762 | -0.857 | -0.730 | 1.047 | 0.953 |
| w2cl3t | 2.937 | -0.911 | -0.740 | 1.114 | 0.886 |
|  | 2.778 | -0.858 | -0.740 | 1.061 | 0.939 |
| w1cl4 | 2.891 | -0.924 | -0.768 | 1.044 | 0.956 |
|  | 2.732 | -0.870 | -0.764 | 0.992 | 1.008 |
| cl5 | 2.853 | -0.933 | -0.798 | 0.987 | 1.013 |
|  | 2.717 | -0.877 | -0.793 | 0.964 | 1.036 |
| w1cl3 | 2.938 | -0.903 | -0.732 | 1.132 | 0.868 |
|  | 2.805 | -0.854 | -0.727 | 1.096 | 0.904 |
| cl4 | 2.846 | -0.925 | -0.749 | 0.996 | 1.004 |
|  | 2.672 | -0.870 | -0.733 | 0.932 | 1.068 |

independent on the nature of the ligand. As Siboulet et al. have shown in uranyl aquo complexes, the charge transfer from the water ligands to the oxygen atoms of the uranyl moeity can be used as a good correlating index. A question arises concerning how this charge transfer parameter is evaluated.

Three different approaches, Mulliken, NPA and topological (Bader) charges, were used in our work to calculate the electron populations associated with all the atomic species of the complexes. We define the charge transfer parameter (CT) as the difference between the nominal charge of uranyl $(+2)$ and the actual charge of $\mathrm{UO}_{2}$ in the complex: $\mathrm{CT}_{i}=2-Q_{i}\left(\mathrm{UO}_{2}\right)$, with $i=\mathrm{M}, \mathrm{N}$ and B for Mulliken, NPA and Bader charges, respectively. NPA and Bader charges are collected in Table 2. Whereas Mulliken population analysis may present basis set dependence, NPA usually provides a meaningful chemical picture, and topological charges are unequivocally defined and tend to show


Fig. 6 Frequencies of the symmetric stretching mode of $\mathrm{UO}_{2}^{2+}$ versus the charge transfer parameter computed with Mulliken (top), NPA (center) and Bader (bottom) charges. Solid and empty symbols stand for in vacuo and PCM calculations, respectively
stable values with respect to the computational parameters chosen in the calculations. Similar drawbacks of the Mulliken approach were also posed by Siboulet et al. [10] in their charge transfer analysis of uranyl water complexes using the NPA approach. It is to be noted that the difference between calculated $\mathrm{CT}_{\mathrm{N}}$ and $\mathrm{CT}_{\mathrm{B}}$ values for a given complex is usually lower than $0.05 e$. For the sake of comparison, topological charges from experimental electron densities in $\mathrm{Cs}_{2} \mathrm{UO}_{2} \mathrm{Cl}_{4}$ crystal [28] are given: 2.751 (U), 0.774
$(\mathrm{Cs}),-0.923(\mathrm{O})$, and $-0.605(\mathrm{Cl})$, all in $e$ units. In this crystal, the total charge of $\mathrm{UO}_{2}$ is $+0.905 e$, and the charge transfer is $\mathrm{CT}_{\mathrm{B}}=1.095 \mathrm{e}$. All these values are close to the ones we obtain for the $\left[\mathrm{UO}_{2} \mathrm{Cl}_{4}\right]^{-2}$ complex (see last two rows of Table 2).

In Fig. 6, we plot how the frequency of the SS mode (in $\mathrm{cm}^{-1}$ ) evolves with the charge transfer evaluated with Mulliken charges (top), NPA charges (center) and Bader charges (bottom). It is apparent that values stand on a linear trend in all the cases ( $r$ close to 0.99 ) when results from cluster-in-the-solvent using the PCM model are considered:
$\nu_{\mathrm{s}}(\mathrm{PCM})=-76 \times \mathrm{CT}_{\mathrm{M}}+932, \quad r=0.985$
$v_{\mathrm{S}}(\mathrm{PCM})=-157 \times \mathrm{CT}_{\mathrm{N}}+1006, \quad r=0.994$
$v_{\mathrm{S}}(\mathrm{PCM})=-188 \times \mathrm{CT}_{\mathrm{B}}+1027, \quad r=0.985$.
In the case of Mulliken charges (Fig. 6 top), points from fourfold coordinated complexes (cl4 and w1cl3) are clearly outliers and have not been included in the fitting. Besides, the asymptotic behavior $\left(1,036 \mathrm{~cm}^{-1}\right.$, see Table 1) is not correct. Using $Q_{\mathrm{M}}$, it is not possible to find a linear trend for gas phase frequencies. In the case of NPA charges (Fig. 6 center), points from fourfold coordinated complexes and the cl5 complex were excluded from the fitting for the in vacuo case, but in the PCM case all the compounds are included. It is possible to see that the fitting in both cases (Fig. 6 center) is quite good and reproduces reasonably well the reference state (isolated uranyl cation). The quality of the fittings is also very good and stable when $Q_{\mathrm{B}}$ charges are computed with the more robust topological approach. See how for in vacuo calculations (Fig. 6 bottom), a linear fitting is also obtained using $\mathrm{CT}_{\mathrm{B}}$ with similar slope and asymptotic limit (close to the value of the reference uranyl ion of $1,036 \mathrm{~cm}^{-1}$ ) as in the PCM situation, and without leaving out any data. The expressions of the linear fittings for in vacuo results using NPA and Bader charges are:
$v_{\mathrm{S}}($ in vacuo $)=-143 \times \mathrm{CT}_{\mathrm{N}}+1010, \quad r=0.994$
$v_{\mathrm{S}}($ in vacuo $)=-209 \times \mathrm{CT}_{\mathrm{B}}+1057, \quad r=0.988$
It is very satisfactory to have obtained analogous results from both, in vacuo and PCM-like calculations either with the topological or with NPA charges. The rate the frequency of this symmetric stretching mode is red-shifted is predicted between 15 and $20 \mathrm{~cm}^{-1}$ for each $0.1 e$ transferred to the $\mathrm{UO}_{2}^{2+}$ moiety. The final remark that has to be stressed from our results is that, in coincidence with Siboulet et al., we have found a high correlation between the charge transferred from the ligands to the $\mathrm{UO}_{2}^{2+}$ moiety and the SS vibrational frequency exhibited by a variety of uranyl aquo chloro complexes.

## 4 Conclusions

Quantum mechanical calculations at both in vacuo and PCM approximations provide a reasonable description of the geometry, the energetics, and the vibrational modes of uranyl aquo chloro complexes, in agreement with other theoretical and experimental studies. In addition, simulations provide a more detailed information on the structure-properties relationship.

Calculated frequencies of the symmetric and antisymmetric $\mathrm{UO}_{2}^{2+}$ stretching modes change with the number of water and chlorine ligands of the complex. We have found that both modes behave very similarly, having the antisymmetric mode higher wavenumber values. The calculated trend agrees with the one observed in other experimental studies, although, specially at low chlorine coordinations, some deviations appear probably related to effects of the second hydration sphere. Using Mulliken population analysis, NBO analysis and Bader topological partition of space, we propose a charge transfer parameter, CT, that accounts for the decrease of the charge supported by the uranyl moiety in the aquo chloro complexes. Our calculations reveal that CT is a good correlating parameter for the redshift experienced by these frequencies when the number of chlorine ligands increases. Whereas Mulliken charges do not lead to an overall satisfactory picture, the $\mathrm{CT}_{\mathrm{B}}$ parameter evaluated with the Bader approach and NPA charges provide good linear fittings that allow us quantifying the redshift rate in $20 \mathrm{~cm}^{-1}$ per $0.1 e$ transferred (Bader) and $15 \mathrm{~cm}^{-1}$ per $0.1 e$ transferred (NPA).
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#### Abstract

In the present work, molecular first-order hyperpolarizability $\left(\beta_{\mathrm{tot}}\right)$ and dipole moment $(d)$ are obtained at B3LYP/6-31G(d,p) level of theory by coupled perturbed Hartree-Fock method within the static approach. The investigated molecules are a series of substituted cobalt bis (dicarbollide) derivatives: Hydrogens bonded to the two carbon atoms are replaced by acceptor and donor electron substituents. Correlations between the Hammett electronic parameters of the substituents and the molecular properties are tested. Among them, the named push-pull compounds produced the largest calculated values of $\beta_{\text {tot }}$ and $d$. The UV-Vis spectra are reported for all studied compounds.


Keywords Cobalt bis (dicarbollide) derivatives • NLO properties • Hammett electronic parameters • Absorption spectrum

## 1 Introduction

The chemistry of carboranes has been widely studied due to peculiar structural and electronic fundamental properties [1-8]. The strong bonds between carborane and metal combined with high electronic delocalization provide great stability and diverse applications of these compounds [3, 7] in medicine [9-12] and materials sciences [13-20]. An

[^20][^21]interesting feature of the boron-based cages, due to high electronic and thermal stability, delocalized structures and easy functionalization, is the potential application in nonlinear optics (NLO) [3, 5, 21]. Generally, molecules with NLO applications are systems with acceptor and donor electron groups in its extremities (push-pull type), high values of first-order hyperpolarizability $(\beta)$ and permanent dipole moment ( $d$ ). The second-order responses can be enhanced by increasing the electronic asymmetry or the conjugation length between the extremity groups [22, 23]. Besides, the structure must be non-centrosymmetric, and the molecules must present absorption at wavelength greater than 400 nm for second harmonic generation (SHG), to avoid re-absorption of the converted light [24]. The energy $(E)$ of a molecular system under an external electric field $\mathbf{F}$ can be written as Eq. (1), where $E(0)$ is the energy of the system in the absence of an external field, and $F_{i}$ are the components of the applied field [25]:
\[

$$
\begin{align*}
E(\mathbf{F})= & E(0)-\sum_{i} d F_{i}-\sum_{i, j} \frac{1}{2!} \alpha_{i j} F_{i} F_{j}-\sum_{i, j, k} \frac{1}{3!} \beta_{i j k} F_{i} F_{j} F_{k} \\
& -\sum_{i, j, k, l} \frac{1}{4!} \gamma_{i j k l} F_{i} F_{j} F_{k} F_{l}-\cdots \tag{1}
\end{align*}
$$
\]

The dipole moment ( $d$ ), the linear polarizability $(\alpha)$, and the first- and second-order hyperpolarizabilities ( $\beta$ and $\gamma$ ) play a significant role mainly in the study of NLO properties [24, 26, 27].

The NLO behavior of icosahedral carboranes has been investigated for more than 20 years [14]. Studies in this area involving carboranes include synthesis of novel compounds $[14,18]$ and NLO properties' calculations [5, 8, $15-17,21,28]$. For example, a new class of dodecarboranes ( $\left[\mathrm{B}_{12} \mathrm{H}_{11}-\mathrm{C}_{2} \mathrm{~B}_{10} \mathrm{H}_{11}\right]^{2-}$ ) with potential application as NLO materials was proposed through ab initio calculations
[16]. In addition, Grüner et al. [18] obtained a derivative $\left[12-\mathrm{C}_{7} \mathrm{H}_{6}^{+}-\mathrm{CB}_{11} \mathrm{H}_{11}^{-}\right]$with $\beta$ ten times larger than $p$-nitroaniline ( $9.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}$ ) [24]. Recently, we studied the role played by substituent effects on NLO properties of dicarba-closo-dodecarboranes isomers 1,2-(ortho-), 1,7-(meta-) and 1,12-(para-) $\mathrm{C}_{2} \mathrm{~B}_{10} \mathrm{H}_{12}$ [8]. In such a study, among the analyzed isomers, the para-derivatives were found to be the most sensitive by replacements and with the larger values of $\beta_{\mathrm{tot}}$. Moreover, the results from Ref. [8] suggested the investigated compounds as potential molecules for NLO applications, since the $\beta_{\text {tot }}$ values are more than twice the corresponding for $p$-nitroaniline. The cobalt bis (dicarbollide) anion [3-Co-(1,2- $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}$(Fig. 1) besides being the most investigated metallaheteroborane sandwich compound, it presents potential application in NLO [29-31].

Here, our aim is to study the substituent effects on NLO properties of a series of cobalt bis (dicarbollide) derivatives: $\left[3-\mathrm{Co}-\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$(where $\mathrm{R}, \mathrm{X}=\mathrm{H}, \mathrm{NH}_{2}, \mathrm{NO}_{2}, \mathrm{CH}_{3}, \mathrm{OCH}_{3}, \mathrm{Ph}, \mathrm{Cl}$ ) (see Fig. 2). Thus, NLO quantities will be obtained at DFT level of theory and correlations between Hammett electronic parameters [32] of the substituents $\left(\sum \sigma_{p}\right)$ and $\ln \left(\beta_{\text {tot }}\right)$ will be tested. In addition, UV-Vis spectrum will be reported for all studied compounds. The paper is organized as follows: In Sect. 2, we describe the computational procedures. The results are reported and discussed in Sect. 3, and the concluding remarks are included in Sect. 4.


Fig. 1 B3LYP/6-31G(d,p) optimized structure of cobalt bis (dicarbollide) anion [3-Co-(1,2- $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}$

## 2 Computational procedures

The geometries of all studied molecules were fully optimized in the gas phase using density functional theory (DFT) with the B3LYP functional employing standard split valence basis set with inclusion of polarization and diffuse functions $[6-31+G(d, p)]$. Molecular first-order hyperpolarizabilities $\left(\beta_{\text {tot }}\right)$ and dipole moments $(d)$ were calculated using the B3LYP[6-31+G(d,p)] level of theory using the coupled perturbed Hartree-Fock (CPHF) [33] method within the static approach.

The first-order hyperpolarizability $\beta$ is a tensor with 27 components. The tensor components $\beta_{i j k}$ (with $i=x, y, z$; $j=x, y, z$ and $k=x, y, z$ ) are generally reducible when considering the symmetry properties. Through Kleinman symmetry $\left(\beta_{i j}=\beta_{j i}\right)$ [34], the calculation provides 10 components. In the present paper, we obtain the three independent values for $\beta$ components $\beta_{i}(i=x, y, z)$ [Eq. (2)] and then solve the complete expression for calculating the magnitude of the $\beta_{\mathrm{tot}}$, the molecular first-order hyperpolarizability [24] [Eq. (3)].
$\beta_{i}=\beta i i i+1 / 3 \sum_{j \neq i}\left(\beta_{i j j}+\beta_{j i j}+\beta_{j j i}\right) \quad i=x, y, z ; \quad j=x, y, z$
$\beta_{\mathrm{tot}}=\left(\beta_{x}^{2}+\beta_{y}^{2}+\beta_{z}^{2}\right)^{1 / 2}$
For all derivatives, excitation energies and oscillator strengths were calculated in two different ways: (a) by means of time-dependent DFT (TD-DFT) approach using GAUSSIAN-03 [35] (b) using the semiempirical ZINDO/S within the INDO/CIS approach, as implemented in the ORCA program [36-41]. The optimization of geometries and NLO calculations were performed using GAUSS-IAN-03 [35].

## 3 Results and discussion

In this paper, we studied 13 derivatives of cobalt bis (dicarbollide) anion (Fig. 1). The analyzed series are depicted in Fig. 2: [3-Co-(1,2-C2 $\left.\left.\mathrm{C}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$(where $\left.\mathrm{R}, \mathrm{X}=\mathrm{H}, \mathrm{NH}_{2}, \mathrm{NO}_{2}, \mathrm{CH}_{3}, \mathrm{OCH}_{3}, \mathrm{Ph}, \mathrm{Cl}\right)$. The calculated molecular hyperpolarizabilities ( $\beta_{\mathrm{tot}}$ ) as well as the dipole moments $(d)$ are reported in Table 1.

Besides, correlations between properties and the Hammett electronic parameters [32] were obtained. A negative value of $\sigma_{p}$ corresponds to substituent electron donor relative to the hydrogen atom and a positive $\sigma_{p}$ an electron acceptor group relative to the hydrogen atom. The cooperative effect of both groups is described by the summation of individual $\sigma_{p}\left(\sum \sigma_{p}\right)$.

In Table 1, the set of substituents are gathered in addition to $\sum \sigma_{p}$ [32]. Here this global parameter covers a


Fig. 2 Scheme of studied structures of cobalt bis (dicarbollide) [3-Co- $\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$. Hydrogen atoms attached to carbon atoms will be replaced by acceptor and donor electron groups, $\mathbf{R}$ and $\mathbf{X}$, where $\mathrm{R}, \mathrm{X}=\mathrm{H}, \mathrm{NH}_{2}, \mathrm{NO}_{2}, \mathrm{CH}_{3}, \mathrm{OCH}_{3}, \mathrm{Ph}, \mathrm{Cl}$

Table 1 Hyperpolarizabilities ( $\left.\beta_{\mathrm{tot}} \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$ and dipole moments ( $d$, Debye) in parenthesis, obtained to analyzed series

| R | X | $\sum \sigma_{p}$ | $\beta_{\text {tot }}(d)$ <br> $\left[\mathrm{Co}-\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9} \mathrm{RX}\right)_{2}\right]^{-}$ | $\beta_{\text {tot }}$ <br> $\left(1,4-\mathrm{C}_{6} \mathrm{H}_{4} \mathrm{RX}\right)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{NH}_{2}$ | $\mathrm{NH}_{2}$ | -1.32 | $7.97(2.41)$ | - |
| H | $\mathrm{NH}_{2}$ | -0.66 | $15.7(1.43)$ | 0.55 |
| H | $\mathrm{CH}_{3}$ | -0.17 | $8.29(1.26)$ | $<0.2$ |
| Ph | Ph | -0.02 | $21.6(3.82)$ | - |
| H | Ph | -0.01 | $14.4(4.05)$ | - |
| H | H | 0 | $0.0(0.0)$ | 0 |
| $\mathrm{NH}_{2}$ | $\mathrm{NO}_{2}$ | +0.12 | $20.2(1.95)$ | 9.2 |
| H | $\mathrm{Cl}^{2}$ | +0.23 | $13.3(0.56)$ | $<0.2$ |
| H | $\mathrm{OCH}_{3}$ | +0.34 | $27.4(2.62)$ | $<0.2$ |
| H | $\mathrm{COH}_{2}$ | +0.42 | $13.0(1.90)$ | 0.8 |
| $\mathrm{OCH}_{3}$ | $\mathrm{NO}_{2}$ | +0.44 | $27.4(2.68)$ | - |
| $\mathrm{CH}_{3}$ | $\mathrm{NO}_{2}$ | +0.61 | $18.6(3.06)$ | 2.1 |
| H | $\mathrm{NO}_{2}$ | +0.78 | $9.81(2.21)$ | 1.9 |
| $\mathrm{NO}_{2}$ | $\mathrm{NO}_{2}$ | +1.56 | $4.09(2.17)$ | - |

Experimental values of $\beta_{\text {tot }}$ for para-substituted benzenes[47] are included for comparison
broad range of electronic effect with values from -1.32 (strong electron donor effect) to +1.56 (strong electron acceptor effect). In accordance with the results from Table 1, such NLO properties are found to be very sensitive to the type of pair substituent of the derivatives. For example, while the unsubstituted compound displays both $\beta_{\text {tot }}$ and $d$ nulls, the NLO quantities change from $7.97 \times 10^{-30} \mathrm{~cm}^{5} /$ esu and 2.41 Debye $\left[\mathrm{Co}\left(\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{HNH}_{2}\right]^{-}$to $27.4 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}$ and 2.62 Debye $\left[\mathrm{Co}\left(\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{OCH}_{3} \mathrm{NO}_{2}\right]^{-}$.

Some studies [8, 42-46] have reported relationships among NLO quantities and some Hammett electronic parameters [32]. In a previous study [8], we found that $\beta_{\text {tot }}$ values of the 1,12-(para-) dicarba-closo-dodecarboranes push-pull compounds were enhanced by two orders of magnitude when compared to unsubstituted dodecarboranes.

In order to improve the investigation of the influence of substituents on NLO properties of [3-Co-(1,2$\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$compounds, plots of molecular firstorder hyperpolarizability ( $\beta_{\text {tot }}$ ) as a function of Hammett electronic parameters, $\sum \sigma_{p}$, were obtained (Fig. 3). Furthermore, $\beta_{\text {tot }}$ values of ( $\mathrm{C}_{2} \mathrm{~B}_{10} \mathrm{H}_{10} \mathrm{RX}$ ) [8] (where $\left.\mathrm{R}, \mathrm{X}=\mathrm{H}, \mathrm{NH}_{2}, \mathrm{NO}_{2}, \mathrm{CH}_{3}, \mathrm{OCH}_{3}, \mathrm{Ph}, \mathrm{Cl}\right)$ are also depicted in Fig. 3. A similar profile can be noted between $\beta_{\text {tot }}$ correlations of $\mathrm{C}_{2} \mathrm{~B}_{10} \mathrm{H}_{10} \mathrm{RX}$ isomers [8] and [3-Co-(1,2$\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$coordination compounds (see Fig. 3). This fact shows how the type of pair substituent substantially affects such properties. Besides, an enhancement of the NLO properties of substituted coordination compounds comparing to obtained values for isomer derivatives can be observed. Moreover, in Ref. [21], the authors have found that halogen and organic group substituted


Fig. 3 Molecular hyperpolarizabilities ( $\beta_{\text {tot }}$ ) of cobalt bis (dicarbollide) compounds [3-Co- $\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$and -para dicarba-closododecarboranes $\left[\mathrm{C}_{2} \mathrm{~B}_{10} \mathrm{H}_{12}\right]$ versus Hammett electronic parameters of substituents
ortho- 12-vertex-closo-carboranes exhibits $\beta_{\text {tot }}$ values enhanced by one order of magnitude when compared to the original isomers.

For comparison effects, in Table 1 are included $\beta_{\text {tot }}$ experimental values of substituted benzenes [47]. Notice that $\beta_{\text {tot }}$ of mono-substituted benzenes: $\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{CH}_{3}$ $\left(<0.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$ and $\mathrm{C}_{6} \mathrm{H}_{5} \mathrm{NH}_{2} \quad\left(0.55 \times 10^{-30}\right.$ $\mathrm{cm}^{5} / \mathrm{esu}$ ) are enhanced in the para-substituted compounds: $1,4-\mathrm{C}_{6} \mathrm{H}_{4} \mathrm{CH}_{3} \mathrm{NO}_{2}\left(2.1 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$ and $1,4-$ $\mathrm{C}_{6} \mathrm{H}_{4} \mathrm{NH}_{2} \mathrm{NO}_{2}\left(9.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$. Also, an analogous behavior for studied series: $\left[3-\mathrm{Co}-\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{HCH}_{3}\right]^{-}$ $\left(8.29 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$ and $\left[3-\mathrm{Co}-\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{HNH}_{2}\right]^{-}$ $\left(15.7 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$ is improved to $[3-\mathrm{Co}-(1,2-$ $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{CH}_{3} \mathrm{NO}_{2}\right]^{-}\left(18.6 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$ and [3-Co-$\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{NH}_{2} \mathrm{NO}_{2}\right]^{-}\left(20.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right)$, when one hydrogen atom was changed for one $\mathrm{NO}_{2}$ group.

It can be verified from Table 1 and Fig. 3 that the compounds with larger $\beta_{\mathrm{tot}}$ usually have a pair substituent with $\sum \sigma_{p}>0$. Moreover, it can be noted that higher values of $\beta_{\text {tot }}$ were obtained for $\left.\left[3-\mathrm{Co}-(1,2)-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$with $\mathrm{R}, \mathrm{X}=\mathrm{CH}_{3}, \mathrm{NO}_{2}$ $\left[18.6 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right] ; \mathrm{NH}_{2}, \mathrm{NO}_{2}\left[20.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right]$ and $\mathrm{OCH}_{3}, \mathrm{NO}_{2}\left[27.4 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right]$. These derivatives can be considered push-pull systems because they contain as pair substituent one electron acceptor and one electron donor group.

Since SHG depends on the development of NLO materials with a wide transparent region in the ultraviolet, the study of UV-Vis spectra of the molecules with potential NLO properties is desirable.

The experimental electronic absorption spectrum [48] of [Co-Co-(1,2-C $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}$, in methanol solution, exhibits four principal bands: $445,345,293$ and 216 nm , where the weak absorption at 445 nm is the responsible for the orange color of this compound.

Initially, by means of TD-DFT and ZINDO/S calculations, the UV-Vis spectra were computed for the unsubstituted compound [3-Co-(1,2-C $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}\left(\sum \sigma_{p}=0\right)$ (Fig. 4). In addition, the experimental data [48] are depicted in Fig. 4. We can observe from Fig. 4 that TD-DFT results are in better agreement with the experiment than ZINDO/S data. Both calculations produce the $\lambda_{\max }=276 \mathrm{~nm}$, shifted around -17 nm with respect to the experiment ( $\lambda_{\max }=293 \mathrm{~nm}$ ). However, the values of molar absorptivity $(\epsilon)$ obtained with ZINDO/S were overestimated. Similarly to the experimental data [48] and Bühl et al. [30] theoretical work, in our study, the largest intensity was observed close to 300 nm for the unsubstituted compound. Moreover, as well as Ref. [30], from our findings, the absorption near 450 nm is very weak compared to the other strong bands in the UV region. This fact can be explained because both theoretical calculations were carried out considering [3-Co-(1,2-C $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}$with $\mathrm{C}_{2 \mathrm{~h}}$ symmetry, and some of these transitions can be allowed when the symmetry is reduced [30].


Fig. 4 Theoretical (this work) and experimental [48] UV-Vis spectra of cobalt bis (dicarbollide) anion [3-Co-(1,2-C $\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}$


Fig. 5 UV spectra of cobalt bis (dicarbollide) compounds [3-Co-$\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$: unsubstituted $(\mathrm{H}, \mathrm{H})$ and with substituents $\sum \sigma_{p}>0$. TD-DFT calculations


Fig. 6 UV spectra of cobalt bis (dicarbollide) compounds [3-Co-$\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$: unsubstituted $(\mathrm{H}, \mathrm{H})$ and with substituents $\mathrm{R}, \mathrm{X}=\mathrm{H}, \mathrm{NO}_{2}$. TD-DFT calculations


Fig. 7 UV-Vis spectra of cobalt bis (dicarbollide) compounds [3-Co- $\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$: unsubstituted $(\mathrm{H}, \mathrm{H})$ and with substituents $\sum \sigma_{p}<0$. TD-DFT calculations

From here on, correlations between the Hammett parameters [32] of substituents and electronic absorption (TDDFT) of the substituted compounds will be studied (Figs. 5, 6, 7). The spectra performed with ZINDO/S were omitted here.

The UV-Vis absorption spectra for compounds in which substituents are electron acceptor $\left(\sum \sigma_{p}>0\right)$ are reported in Fig. 5 and compared with the unsubstituted compound. There, we can notice an increase in charge transfer (CT), characterized by a bathochromic shift ${ }^{1}$ on the CT maximum absorption wavelength.

Moreover, such a displacement is more significant in spectra of the compounds where at least one of the substituents is the nitro group $\left(\mathrm{NO}_{2}\right)$ (Fig. 6). This can be rationalized as follows: $\mathrm{NO}_{2}$ is strongly electron withdrawing, and its presence provides larger intramolecular CT. Such a CT appears to be responsible for the electronic absorption near 445 nm . Figure 6 displays also the so mentioned absorption band (@445 nm), with rather small, but not zero, intensity.

With the exception of the compound with $\mathrm{R}, \mathrm{X}=\mathrm{Ph}, \mathrm{Ph}$, we do not observe any significant shift in spectra of the derivatives with substituents with $\sum \sigma_{p}>0$ (Fig. 7). The peculiar behavior of phenyl radicals in carboranes has been studied [49]. Electron-accepting capability of carboranes is greatly improved when are added phenyl radicals [49].

Finally, when the absorption spectra of the 13 derivatives are analyzed (Fig. 2), the band next to 445 nm is not observed for any compounds with substituents having $\sum \sigma_{p}<0$ (see Fig. 7).

Here we used the same methodology of previous work with the $\mathrm{C}_{2} \mathrm{~B}_{10} \mathrm{H}_{10} \mathrm{RX}$ isomers [8], for comparison

[^22]

Fig. 8 B3LYP/6-31G(d,p) optimized structures of cobalt bis (dicarbollide) compounds with their respective $\beta_{\text {tot }}$ a [3-Co-(1,2$\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{NH}_{2} \mathrm{NO}_{2}\right]^{-} \quad\left[20.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right]$ and b [3-Co-(1,2$\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{OCH}_{3} \mathrm{NO}_{2}\right]^{-}\left[27.4 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right]$
purposes. Therefore, neither the frequency dependence nor solvent effects in the properties were performed in this study.

## 4 Conclusions

In the present work, we studied the role played by substituent on NLO properties for a series of substituted cobalt bis (dicarbollide) [3-Co- $\left.\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{RX}\right]^{-}$derivatives
(R, $\mathrm{X}=\mathrm{H}, \mathrm{NH}_{2}, \mathrm{NO}_{2}, \mathrm{CH}_{3}, \mathrm{OCH}_{3}, \mathrm{Ph}, \mathrm{Cl}$ ) (Fig. 2). The obtained NLO properties were strongly affected by replacements, compared to the unsubstituted anion, [3-Co-(1,2$\left.\left.\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{11}\right)_{2}\right]^{-}$with $\mathrm{C}_{2 \mathrm{~h}}$ symmetry.

The larger values of $\beta_{\text {tot }}$ were obtained for pushpull compounds: $\left[3-\mathrm{Co}-\left(1,2-\mathrm{C}_{2} \mathrm{~B}_{9} \mathrm{H}_{9}\right)_{2} \mathrm{CH}_{3} \mathrm{NO}_{2}\right]^{-}$ $\left[18.6 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right] ; \mathrm{NH}_{2}, \mathrm{NO}_{2}\left[20.2 \times 10^{-30} \mathrm{~cm}^{5} / \mathrm{esu}\right.$ ] and $\mathrm{OCH}_{3}, \mathrm{NO}_{2}\left[27.4 \times 10^{-30} \mathrm{~cm}^{5} /\right.$ esu $]$. In Fig. 8, examples of compounds with larger values of $\beta_{\text {tot }}$ are depicted.

We identify a systematic bathochromic shift of intramolecular charge transfer bands only related to the compounds containing $\sum \sigma_{p}>0$ pair substituents.

Through our findings, it can be verified that the UV-Vis transition near 450 nm essentially originates from CT and the presence of the $\mathrm{NO}_{2}$ group provides an enhancement of this intramolecular energy transfer (see Figs. 5, 6).

Since these species are considered archetype of all metallaheteroboranes, the finding of new compounds and the development of novel molecular architectures are of fundamental importance in NLO research. Thus, our work suggest these cobalt bis (dicarbollide) derivatives as potential molecules for the design of the NLO materials, since these molecules exhibit $\beta_{\text {tot }}$ values more than twice the corresponding for $p$-nitroaniline, large $d$ values, excellent chemical and thermal stability and high optical transparency.
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#### Abstract

DFT calculations have been used to determine the thermodynamic and kinetic preference for ruthenacyclobutanes resulting from the experimentally proposed interconversion pathways (olefin and alkylidene rotations) through the investigation of cross-metathesis reaction mechanism for neutral Grubbs catalyst, $\mathrm{RuCl}_{2}(=\mathrm{CHEt})$ NHC (A), with ethylene and 1-butene as the substrates. Our results show that although the proposed interconversions are feasible due to the predicted low energy barriers ( $2-6 \mathrm{kcal} / \mathrm{mol}$ ), the formation of ruthenacyclobutane is kinetically favored over the competitive reactions involving alkylidene rotations. In comparison with catalyst $\mathbf{A}$, the reaction energy profile for cationic Piers catalyst $\left[\mathrm{RuCl}_{2}\left(=\mathrm{CHPCy}_{3}\right) \mathrm{NHC}^{+}\right]$(B) is more endothermic in nature with both ethylene and 1-butene substrates.


Keywords Olefin metathesis • Metallacycle •
Ruthenium • Ruthenacyclobutane • DFT calculations
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## Abbreviations

| SIMes | 1,3-Bis(2,4,6-trimethylphenyl)-4,5-dihydroim- <br> idazolin-2-ylidene |
| :--- | :--- |
| DMDAM | Dimethyl diallyl malonate |

## 1 Introduction

Olefin metathesis is a powerful method for the clean, reliable, and efficient construction of carbon-carbon bonds in synthetic chemistry [1-5]. As a testimony to its importance, metathesis reaction is widely used in the preparation of fine chemicals [6-8], biologically active compounds [9-12], new functionalized materials, and various polymers [13-16]. Therefore, it has become one of the most relevant reactions for organic synthesis. The reaction takes place only in the presence of a suitable transition-metal catalyst. In particular, well-defined ruthenium catalysts $\mathbf{1}$ and $\mathbf{2}$ (see Scheme 1) have received significant attention due to their high reactivity, commercial availability, and functional group tolerance [17-19].

The mechanism of ruthenium-catalyzed olefin metathesis has been extensively studied, based on the principal steps occur according to the Chauvin mechanism [20], where the transformation of a metal-alkylidene complex and a coordinated olefin into a four-membered metallacycle, whose opening in the forward direction leads to the formation of the observed products. The first experimental [21-25] and theoretical insights [26-30] in regard to the mechanism were achieved since the late 1990s. Since these studies, DFT calculations have been extensively used to clarify many aspects of Ru-catalyzed olefin metathesis [31-54], and efforts have been made to validate computational protocols [55-63]. To this end, we recently reported a highly accurate computational and rather cheap recipe, M06/TZVP//BP86/SVP (PCM, $P=1,354 \mathrm{~atm}$ ) [64].

Scheme 1 Olefin metathesis ruthenium catalysts


Despite a large number of notable studies in the past two decades, the nature of the metallacyclobutane intermediate, particularly with regard to the stereochemical orientation of the ligands, still remains elusive. These insights have greater implications toward olefin metathesis catalyst and reaction design. To fill this gap, in 2005, Piers and co-workers reported the first direct observation of a ruthenametallacycle upon the reaction of catalyst $\mathbf{B}$ (see Scheme 1) with ethylene metathesis at $-50^{\circ} \mathrm{C}$ [65]. These species are usually detected at low temperatures (experiments are performed between -40 and $-80{ }^{\circ} \mathrm{C}$ ) by means of NMR spectroscopy [65-69]. In the subsequent years [66-69], Wenzel and Grubbs reported several ruthenacyclobutanes ( $\alpha$-mono- and $\alpha, \alpha$-disubstituted species (both cis and trans)) arising from the reaction between B and different terminal olefins. Additionally, they found that the ruthenacyclobutanes to be dynamic structures that proceed through a series of nonproductive metallacycle formations/cycloreversions prior to olefin exchange. Overall, the study summarizes that alkylidene dynamics, in addition to differential metallacycle stability, play a role in the stereochemical outcome of an olefin metathesis reaction.

Herein, we report the cross-metathesis reaction mechanism as well as the experimentally proposed interconversion pathways (olefin and alkylidene rotations) for $\mathrm{RuCl}_{2}(=\mathrm{CHEt}) \mathrm{NHC}$ (A) using ethylene and 1-butene as the substrates. In addition, we report metathesis mechanism for $\left[\mathrm{RuCl}_{2}\left(=\mathrm{CHPCy}_{3}\right) \mathrm{NHC}^{+}\right]$(B) using ethylene and 1-butene. A recent DFT study by Jaque et al. [70] about the nature of metallacycles in olefin metathesis elucidates why the $\alpha, \beta$-disubstituted species are not detected experimentally, whereas $\alpha$-mono-substituted and $\alpha, \alpha$ disubstituted species are detected even at low temperatures ( -40 and $-80^{\circ} \mathrm{C}$ ). To sum up, their mechanistic insights reveal that the absence of the $\beta$-mono- $\alpha, \beta$-disubstituted species is due to their less thermodynamic stability compared to $\alpha$-mono- and $\alpha, \alpha$-disubstituted species. Bearing in mind these results here, we strengthen the study about the relative stability of the 14 electron $\left(14 \mathrm{e}^{-}\right)$species, plus the next 16 electron species $\left(16 \mathrm{e}^{-}\right)$, either the coordination intermediate or the metallacycle, unraveling the mechanistic insights by DFT calculations of the data of Grubbs et al. [66-69].

## 2 Computational details

All the DFT static calculations were performed with the Gaussian09 set of programs [71]. The electronic configuration of the molecular systems was described with the standard split-valence basis set with a polarization function of Ahlrichs and co-workers for $\mathrm{H}, \mathrm{C}, \mathrm{N}$, and Cl (SVP keyword in Gaussian) [72]. For Ru, we used the small-core, quasirelativistic Stuttgart/Dresden effective core potential, with an associated valence basis set contracted (standard SDD keywords in Gaussian09) [73-75]. The geometry optimizations were performed without symmetry constraints, and the characterization of the located stationary points was performed by analytical frequency calculations. The BP86 functional was employed in the geometry optimization. The reported free energies, $\Delta \mathrm{G}$, were built through single-point energy calculations in solvent on the BP86/SVP geometries using both BP86 (given in brackets) and M06 (given without brackets) functionals [76]. Solvent effects were included with the PCM model using $\mathrm{CH}_{2} \mathrm{Cl}_{2}$ as solvent [77, 78]. To these BP86/TZVP and M06/TZVP electronic energies in solvent, zero-point energy and thermal corrections were included from the gas-phase frequency calculations at the BP86/SVP level.

## 3 Results

Figure 1 shows the most stable species and the free energy for $\mathrm{RuCl}_{2}(=\mathrm{CHEt}) \mathrm{NHC}$ (A)-mediated olefin metathesis reaction with ethylene as the substrate. Going into detail, the first step we considered here is the coordination of ethylene to the metal in $14 \mathrm{e}^{-}$catalyst species, $\mathbf{A}$, to give the intermediate $\mathbf{I}$, which lies $3.3 \mathrm{kcal} / \mathrm{mol}$ above A and requires the overcoming of a barrier of $7.9 \mathrm{kcal} /$ mol. Then, a barrierless step in terms of Gibbs free energy drives intermediate $\mathbf{I}$ to the stable metallacycle complex II, lying $8.4 \mathrm{kcal} / \mathrm{mol}$ below $\mathbf{I}$ and $5.1 \mathrm{kcal} / \mathrm{mol}$ below $\mathbf{A}$ plus the free olefin substrate, respectively. The next step corresponds to the ring opening of metallacycle II, leading to the formation of a second coordination intermediate III, requires an energy barrier of $10.7 \mathrm{kcal} / \mathrm{mol}$ from II. From an energetic point of view, intermediate III is $9.5 \mathrm{kcal} / \mathrm{mol}$ less stable relative to II. In the final step, release of alkene


Fig. 1 Computed stationary points for the olefin metathesis reaction pathway for $\mathrm{RuCl}_{2}(=\mathrm{CHEt}) \mathrm{NHC}(\mathbf{A})$ with ethylene as a substrate
from III results in the formation of a second $14 \mathrm{e}^{-}$species IV, overcoming a barrier of $9.4 \mathrm{kcal} / \mathrm{mol}$ above III. This complex IV is $4.8 \mathrm{kcal} / \mathrm{mol}$ higher in energy with respect to $\mathbf{A}$, suggesting that overall reaction pathway is slightly endothermic in nature. This endothermicity might be attributed in part to the differential stability of carbenes, i.e., phenylidene in $\mathbf{A}$ is more stable when compared to methylidene in IV, due to the fact that the carbene carbon for IV is more electrophilic. However, a point worth mentioning here is that the BP86 calculated $\Delta \mathrm{G}$ values follow the same trend as M06.

Having completed the description of the $\mathrm{RuCl}_{2}(=\mathrm{CHEt})$ NHC (A)-mediated catalytic cycle, we now focus on the alternative deactivation reactions that could decrease the yield of the above studied reaction pathway (see Fig. 2). Rotation of ethylene around the metal-olefin axis in intermediate I is nearly barrierless, requiring only $.6 \mathrm{kcal} /$ mol. On the contrary, rotation of $=$ CHEt alkylidene group together with the olefin rotation requires a slightly higher barrier of $5.9 \mathrm{kcal} / \mathrm{mol}$ above $\mathbf{I}$, which is $1.5 \mathrm{kcal} / \mathrm{mol}$ less expensive than the single rotation of $=$ CHEt alkylidene group. These predicted barriers are lower in energy when compared to the upper barrier II $\rightarrow$ III ( $10.7 \mathrm{kcal} / \mathrm{mol}$ ) in Fig. 1, suggesting that the studied rotation reactions would be feasible even at low experimental temperatures $\left(-45^{\circ} \mathrm{C}\right)$. However, it is clear that the formation of metallacycle complex II is much easier when compared to the formation of rotational isomers of $\mathbf{I}, \mathbf{I}^{\prime}$, and $\mathbf{I}^{\prime \prime}$, since the former step is a barrierless reaction.

To understand the effect of olefin substrate, we describe here the reaction mechanism up to metallacycle formation for catalyst $\mathbf{A}$ using 1-butene as the substrate and the corresponding energy profile is shown in Fig. 3. Overall, the results obtained for 1-butene are similar to that of ethylene


Fig. 2 Possible competitive reactions of the studied ethylene metathesis reaction mechanism in Fig. 1


Fig. 3 Computed stationary points for the olefin metathesis reaction pathway for $\mathrm{RuCl}_{2}(=\mathrm{CHEt}) \mathrm{NHC}(\mathbf{A})$ with 1-butene as a substrate
presented in Fig. 1. In detail, coordination of 1-butene to metal in $\mathbf{A}$ leads to the formation of coordination intermediates $\mathbf{V}_{\text {cis }}$ and $\mathbf{V}_{\text {trans }}$, followed by a cyclization step gives rise to metallacycles $\mathbf{V I}_{\text {cis }}$ and $\mathbf{V I}$ trans, , respectively. From an energy point of view, intermediates $\mathbf{V}_{\text {cis }}$ and $\mathbf{V}_{\text {trans }}$ are nearly isoenergetic and require the overcoming of a barrier of $6.8\left(\mathbf{A} \rightarrow \mathbf{V}_{\text {cis }}\right)$ and $7.7 \mathrm{kcal} / \mathrm{mol}\left(\mathbf{A} \rightarrow \mathbf{V}_{\text {trans }}\right)$, respectively. These barriers are comparable to the $\mathbf{A} \rightarrow \mathbf{I}$ barrier ( $7.9 \mathrm{kcal} / \mathrm{mol}$ ) for ethylene in Fig. 1. An important result here is that the interconversion of $\mathbf{V}_{\text {cis }}$ and $\mathbf{V}_{\text {trans }}$ (i.e., rotation of alkylidene group) requires a barrier of $\approx 7.5 \mathrm{kcal} /$ mol, which is much higher in energy when compared to the barrier of $\approx 2 \mathrm{kcal} / \mathrm{mol}$ required for formation of respective metallacycles, $\mathbf{V I}_{\text {cis }}$ and $\mathbf{V I}_{\text {trans. }}$. This observation clearly suggests that formation of metallacycle is favored over the interconversion of coordination intermediates.


Fig. 4 Computed stationary points up to metallacycle formation for $\mathrm{RuCl}_{2}\left(=\mathrm{CH}_{2}\right) \mathrm{NHC}\left(\mathbf{A}^{\prime}\right)$-mediated olefin metathesis with ethylene substrate

Additionally, we studied the relative thermodynamic stability of metallacycles, $\mathbf{V I}_{\text {cis }}$ and $\mathbf{V I} \mathbf{t r a n s}$, by replacing the "Et" group by "Me." The results indicate that, in the presence of less steric Me group, the stability of $\mathbf{V I}_{\text {cis }}$ and $\mathbf{V} \mathbf{I}_{\text {trans }}$ metallacycles is reversed, i.e., the latter is $1.5 \mathrm{kcal} /$ mol more stable than the former.

Next, we describe the effect of alkylidene group for the reaction mechanism given in Fig. 1 using $\mathrm{RuCl}_{2}\left(=\mathrm{CH}_{2}\right)$ NHC catalyst ( $\mathbf{A}^{\prime}$ ) and ethylene as the substrate. The reaction energy profile up to metallacycle formation is shown in Fig. 4. In detail, the coordination intermediate VII is $2.2 \mathrm{kcal} / \mathrm{mol}$ more stable than the similar intermediate for $\mathbf{A}\left(\mathbf{I}\right.$ in Fig. 1). Additionally, the predicted barrier $\mathbf{A}^{\prime} \rightarrow \mathbf{I}$ is $1.0 \mathrm{kcal} / \mathrm{mol}$ lower in energy relative to $\mathbf{A} \rightarrow \mathbf{I}$. Next, the metallacycle VIII is $6.2 \mathrm{kcal} / \mathrm{mol}$ more stable than the II and requires a low barrier of $1.0 \mathrm{kcal} / \mathrm{mol}$ from VII. This relative high stability of VIII with respect to $\mathbf{A}^{\prime}$ might be associated with the increase in the electron density around the metal center as Solans-Monfort and Jaquet et al. have recently rationalized in detail by the decompostion of the bonding energy [70]. This stabilization of the metallacycle is not that important with ylidene groups able to interact with the ruthenium such as ethylidene in $\mathbf{A}$, or phenylidene [39, 79]. On the contrary, the presence of the $=\mathrm{CH}_{2}$ moiety on VIII makes the reaction pathway more exothermic when compared to the presence of the more sterically demanding $=$ CHEt group in species VI.

For comparison with Grubbs catalyst A, we studied the reaction mechanism for cationic Piers catalyst $\left[\mathrm{RuCl}_{2}\left(=\mathrm{CHPCy}_{3}\right) \mathrm{NHC}^{+}\right](\mathbf{B})$ using ethylene as the substrate (see Fig. 5). The main results can be summarized as follows: In the case of $\mathbf{B}$, the coordination intermediate (IX) and metallacycle ( $\mathbf{X}$ ) complex are thermodynamically less stable ( 11.5 and $15.4 \mathrm{kcal} / \mathrm{mol}$, respectively) relative to the similar complexes (I and II) for $\mathbf{A}$ in Fig. 1; additionally, the first barrier $\mathbf{B} \rightarrow \mathbf{I X}$ is placed $6.2 \mathrm{kcal} / \mathrm{mol}$


Fig. 5 Computed stationary points for $\mathrm{RuCl}_{2}\left(=\mathrm{CHPcy}_{3}\right) \mathrm{NHC}^{+}(\mathbf{B})-$ mediated olefin metathesis with ethylene substrate


Fig. 6 Computed stationary points for $\mathrm{RuCl}_{2}\left(=\mathrm{CHPcy}_{3}\right) \mathrm{NHC}^{+}(\mathbf{B})-$ mediated olefin metathesis with 1-butene substrate
higher in energy when compared to the corresponding barrier $\mathbf{I} \rightarrow$ II for A. Similarly, the barrier for the formation of metallacycle $\mathbf{X}(\mathbf{I X} \rightarrow \mathbf{X})$ is predicted to be $11.3 \mathrm{kcal} /$ mol above IX, while for $\mathbf{A}$, this reaction is barrierless. In contrast to the first two barriers, the predicted barrier for metallacycle opening step $(\mathbf{X} \rightarrow \mathbf{X I})$ is $3.7 \mathrm{kcal} / \mathrm{mol}$ lower in energy relative to the II $\rightarrow$ III barrier for $\mathbf{A}$. Taking together, these observations suggest that catalyst $\mathbf{B}$-mediated ethylene metathesis reaction is less exothermic in nature when compared to catalyst $\mathbf{A}$.

Finally, to understand the effect of olefin substrate, we investigated the reaction mechanism presented in Fig. 5 for B using 1-butene (see Fig. 6). By comparing the two reaction energy profiles given in Figs. 5 and 6, it is evident that substrate 1-butene results in the formation of less thermodynamically stable (by $\approx 3.0 \mathrm{kcal} / \mathrm{mol}$ ) coordination intermediate (XIII) and metallacycle (XIV) when compared to ethylene. Of course, this can be attributed to the higher sterical hindrance of 1-butene relative to ethylene. On the
other hand, the upper barrier that corresponds to the formation of metallacycle is almost similar for both substrates $(\approx 11.0 \mathrm{kcal} / \mathrm{mol})$; however, the metallacycle ring opening step barrier is $3.8 \mathrm{kcal} / \mathrm{mol}$ lower in energy for 1-butene than ethylene.

## 4 Conclusions

In summary, using DFT calculations, we have reported the olefin metathesis reaction mechanism for neutral Grubbs catalyst, $\mathrm{RuCl}_{2}(=\mathrm{CHEt}) \mathrm{NHC}(\mathbf{A})$, with ethylene and 1-butene as the substrates. Our results show that for both substrates, formation of metallacyclobutane is kinetically favored over the possible competitive alkylidene rotations. Additionally, in the case of ethylene metathesis reaction, we observed that the presence of less steric $=\mathrm{CH}_{2}$ group on catalyst A makes the reaction pathway more exothermic when compared to the relatively high steric $=$ CHEt group. Finally, for comparison, we investigated the reaction mechanism for cationic Piers catalyst $\left[\mathrm{RuCl}_{2}\left(=\mathrm{CHPCy}_{3}\right) \mathrm{NHC}^{+}\right]$ (B) using ethylene and 1-butene. Different from catalyst A, $\mathbf{B}$ displays a more endothermic reaction energy profile. The differences in the thermodynamics of the metathesis reaction between $\mathbf{A}$ and $\mathbf{B}$ can be attributed to the charged nature of the later complexes, appealing for future new catalysts, able to take profit of these rather unstable metallacycle intermediates, remarkable in opposition to the Schrock catalysts [80-82].
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#### Abstract

It is well recognized that chemical properties such as aromaticity influence strongly the transport of electrons within a molecule. Since these properties are calculated from equilibrium wave functions, methods relying on equilibrium electronic distributions to determine the electron transport, such as those stemmed from the energy-time uncertainty relation, may be suitable to connect chemical concepts and electron transport. Here, we explore the relation of molecular conductance with the electric response and aromatic stabilization of molecular junctions formed with chains of polybenzenoid units attached to gold atoms through unsaturated methylene carbons. We have found that voltage dependence of conductance stems from the amount of electrons promoted by the electric potential from occupied to virtual molecular orbitals. We also show that aromaticity assists the electron transport when it arises from resonant polarized structures. Otherwise, aromaticity decreases electron transport as reported in previous theoretical and experimental works.


Keywords Molecular conductors • Electron transport • Aromaticity • Quantum chemistry

## 1 Introduction

Due to its proximity to graphene nanoribbon structures and properties, chains constructed with polybenzenoid

[^25][^26]hydrocarbons (PBHs) constitute a very interesting target for molecular electronics. Not in vain has benzene, the simplest one, triggered off a continuous growth in the field [1]. Recently, the progress in techniques for fabrication, characterization and manipulation of individual molecules linked to metallic electrodes made possible to consider a larger variety of systems and linkers such as $\pi$-conjugated oligomers with covalent carbon-metal contacts [2-4]. However, as pointed out by Chen and Tao [1], there exists a huge amount of more complex aromatic hydrocarbons than benzene with great potential as possible conductors that have not been explored yet.

Theoretical approaches can help hugely on this task, namely they can link the electronic structure characteristics of molecular junctions with its conducting ability at different transport regimes. However, the search for a suitable method yielding current/voltage profiles in agreement with experiments still continues being a challenge [5-19]. The main problem is the realistic description of the whole molecular device, which may suppose a serious drawback due to the lack of atomic-scale information and the delimitation of the 'extended molecule' [20]. Another problem is the treatment of the electronic levels, which depending on the type of molecule-metal contacts may imply a strong delocalization along the whole electrode-molecule-electrode system. Most of the methods employed nowadays for the calculation of the electric conductance in molecular junctions are based on the Landauer formalism [21, 22], where the transport is directly obtained from the transmission probability between two electron reservoirs. This formalism in combination with the non-equilibrium Green's function (NEGF) method provides the best approach to the calculation of the conductance [11-13]. However, the calculation of the transmission matrix requires consideration of the electronic states of the molecule and the electrodes
almost independently. Thus, the mixing of the atomic states of the molecule and the metal atoms from the electrodes could not be taken into account accurately, particularly when strong covalent contacts are established. More precisely, the molecular orbitals (MOs) from the molecule are just considered as the available channels for the electron transmission.

The fundamental problems mentioned above open the door for the formulation of other approaches non-based on the transmission matrix. Good examples are those based on the uncertainty relation [20-25], which is in the origin of the quantum conductance limit. Advantages of these approaches are: the simple implementation of the current calculation, which requires only equilibrium ab initio electronic structure calculations, the possibility to treat metal and molecular states on the same footing, allowing for a correct mixing of the corresponding orbitals and the easy link that can be established with magnitudes calculated from equilibrium electron densities such as electron delocalization or electron polarization. On the other hand, disadvantages are related to the bulk nature of the electrodes, which may be hardly accounted for within these approaches, even when using relatively large metallic clusters to represent them. Also, the polarization at the molecular tips in the perturbed system leads to an underestimation of the current compared to a continuous steady-state flow of electrons. In addition, inherent to the uncertainty principle fundamentals, the calculated current may just represent an upper bound limit [20].

Besides the disadvantages mentioned above, which limits its application to a qualitative level when confronting with experimental results, the equilibrium electronic structure foundation of this approach allows establishing interesting relations between conductance and well-known chemical concepts such as aromaticity or bond order. Up to now, such connections were limited to a qualitative framework, using in most cases arguments based on the chemical graph theory [26, 27]. For instance, based on the analysis of the molecular electric response in terms of electron charge polarization, energetic stabilization and electron delocalization, some of us recently predicted the high electric conductance of a new oligophenyl chain [28]. The outstanding
conductance of this chain was rationalized in terms of energetically accessible polarized Kekulé structures. These polarized structures are stabilized by a large electron delocalization/aromaticity within the molecular skeleton and act as electron transfer channels from the negative electrode to the molecule and from the molecule to the positive electrode (this situation is depicted in Scheme 1).

In a very recent work, we also proposed a simple computational tool to calculate the amount of electrons promoted from occupied orbitals to unoccupied ones by the external electric potential and qualitatively relate it with the molecular electric conductance [29]. In addition, this electron promotion may be obtained from the eigenvectors and eigenvalues of the deformation density matrix. These eigenvectors were called electron deformation orbitals (EDOs). The EDOs represent the channels available for the transfer of electrons between different molecular regions. In metallic wires and the oligophenyl chains studied in Ref. [28], it was shown that only one of these channels (the one with the largest eigenvalue) accounts for an effective electron transport between the contacts with the electrodes. The corresponding eigenvectors provided almost the whole magnitude of the total electron promotion. Similar ideas were previously employed to analyse the charge transfer in the formation of chemical bonds [30] and electronic transitions [31]. Such electron promotion is intrinsically connected with the main ideas of the band theory of conductivity in materials with non-overlapped bands, such as semiconductors or molecular scale devices.

In the present work, we extend our analysis to chains constructed with different polybenzenoid structures as building units attached to gold atoms at the tips through a methylene carbon bridge. The molecule-electrode contact used for this study is the same as that proposed in our previous work, and we have taken also the xylylene chain as reference model to construct the new polybenzenoid chains. The main aim of this work is to generalize at quantitative level the relationships previously found between electric response properties and electric conductance to more complex PBHs and derive explicit expressions relating both. Relationships between aromatic stability measures and conductivity are also obtained and rationalized in


Scheme 1 Representation of the electron transfer between a negative and a positive electrode through a molecule polarized at the contacts
terms of a simplified model based on energetically accessible polarized Kekulé structures.

## 2 Methodology

We have analysed four different chains formed by polybenzenoid units, all displaying a similar central backbone. The way to construct the chains analysed in this work is schematically represented in Fig. 1. In this figure, the central backbone together with the methylene linkers and the gold atoms is represented by solid bonds, whereas bonds/rings added to construct the additional chains are represented by dashed bonds. The number of units is indicated in the figure with the letter ' $\mathbf{n}$ ' and was varied from 1 to 6 . The xylylene chains ( $\mathbf{p X 2}$ following the nomenclature employed in Ref. [28] but C1 in this work) are constructed with the central backbone alone. As mentioned in the introduction section, these oligophenyl chains were already considered in a previous work and will serve as reference structure for this work. Three additional chains were included here, constructed following three different ring sequences in Fig. 1. These sequences are identified in the figure by the letters assigned to the different benzene rings. Thus, we have analysed chains constructed following the ring sequences: [abac][abac]... (C2), [ab][ab]... (C3) and [abc][abc]... (C4). The second one generates the well-known series of polyphenantrenes. In this work to make an explicit mention to a particular molecular chain, we employ a nomenclature formed first by the series of chains to which it bellows ( $\mathbf{C 1}, \mathbf{C 2}, \mathbf{C 3}$ or $\mathbf{C 4}$ ) and followed by the length of the chain (from n 1 to $\mathbf{n 6}$ ).

All the structure and wave function calculations were carried out with the density functional theory (DFT) at the B3PW91/LANLD2Z level as implemented in the Gaussian 09 program suite [32]. We have performed full geometry optimizations for all the chains considered. Although it has been reported that hybrid functionals lead to overestimation of the electron delocalization, the most important point in this work is to describe correctly the relative changes among the different systems investigated. The effect of this overestimation is expected to be substantially cancelled in relative terms since the electronic characteristics of the different polybenzenoid chains investigated in this work are similar. The systems were subjected to an external electric potential, $V$, which ranged from 0 to 5 V . The electric potential was simulated by applying a constant electric
field of the appropriate intensity along the longitudinal axis of the system.

The current intensity, $I$, was calculated with our revised expression [24] of the Ortiz and Seminario's approach [20] (Eq. 1).

$$
\begin{equation*}
I=\frac{2 \Delta q_{\mathrm{E}-\mathrm{E}} \Delta E_{\mathrm{def}}}{\hbar} \tag{1}
\end{equation*}
$$

This expression includes the electrode-electrode charge transfer, $\Delta q_{\text {E-E }}$, which is defined as the lowest value of the charge transferred from or to the molecule at the right or left contacts; the difference between both values just represents electron charge accumulation/depletion in the molecule. The second term, $\Delta E_{\text {def }}$, is the deformation energy, which is defined as the energy change associated with the electron deformation induced by the external voltage. The calculation of these terms is implemented in an own Fortran code that reads the one-electron integrals from Gaussian 09. The electric conductance, $G$, was obtained from analytical fitting of the $I / V$ curves and later derivation according to Eq. (2),
$G(V)=\frac{\mathrm{d} I}{\mathrm{~d} V}$
where the voltage dependence of the conductance, $G$, is explicitly stated.

The magnitude of $G$ depends on the availability of lowenergy unoccupied (virtual) MOs from high-energy occupied ones. In other words, conduction occurs when partially filled delocalized levels can be created. Promotion of electrons from occupied to unoccupied MOs, $N_{\text {occ } \rightarrow \text { vir }}$, by the external electric potential $V$ is then the first condition for conduction, and its magnitude must be intrinsically related to $G$. Both the energy gap and the MO symmetry govern this electron promotion. In addition, since these MOs form the available channels to transport electrons throughout the molecule, the atomic orbitals from the metal must contribute significantly in their linear combination in order to have an effective transport between electrodes. In other words, the MOs must be largely delocalized within the whole electrode-molecule-electrode system.
$N_{\text {occ } \rightarrow \text { vir }}$ has been calculated following Eq. (7) of Ref. [29]. This quantity may be simply obtained from the diagonal elements of the electron deformation density matrix (induced by the external voltage), $d_{i i}^{l}$ when constructed in the basis of unperturbed MOs.

Fig. 1 Schematic representation of the molecular chains studied in this work (see text for details)

$N_{\mathrm{occ} \rightarrow \mathrm{vir}}=\sum_{i=N_{\mathrm{occ}}+1}^{N_{T}} d_{i i}^{l}$
The summation in Eq. (3) runs over all the unoccupied MOs. Alternatively, $N_{\text {occ } \rightarrow \text { vir }}$ may be obtained from the coefficients of the virtual orbitals in the EDOs [29]. These EDOs are obtained by diagonalization of the electron deformation density matrix (difference between the perturbed and unperturbed density matrices) and represent accumulation and depletion of electron density. They are grouped in pairs, where each EDO has the same eigenvalue but opposite sign. Each pair may be viewed as an electron transfer channel induced by the external electric field, where the electrons are transferred from the EDO with the negative eigenvalue to the corresponding EDO with the positive one.

In this work, as in our previous works [24, 28], we have analysed the $I / V$ profiles, confirming that for all the molecular devices investigated the current-voltage curves satisfy the following non-ohmic relation,
$I=\beta V^{\alpha}($ with $\alpha \approx 3)$
giving rise to the following approximated expression for $G$,


$G(V) \approx 3 \beta V^{2}$
In addition, we have also explored the relation between $N_{\mathrm{occ} \rightarrow \mathrm{vir}}$, given by Eq. (3), and $V$. In all the systems investigated here, this relation matches perfectly the expression,
$N_{\mathrm{occ} \rightarrow \mathrm{vir}}(V)=\beta^{\prime} V^{\alpha \prime}\left(\right.$ with $\left.\alpha^{\prime} \approx 2\right)$
which combined with Eq. (5) leads to the following approximated expression for $G$.
$G(V) \approx 3 \gamma N_{\mathrm{occ} \rightarrow \mathrm{vir}}(V)\left(\right.$ with $\left.\gamma=\beta / \beta^{\prime}\right)$
Equation (7) reveals that dependence of the electric conductance on the external electric potential stems from the electron promotion from occupied to virtual orbitals, which, as expected, increases with the voltage strength. As will be shown in the following section, the empirical relations given by Eqs. (4) and (6) were derived from quasi-perfect analytical fittings of the calculated data.

On the other hand, six-centre indices were also calculated for the benzene rings using Mulliken atomic domains and an own Fortran code. This code reads the density matrix from a



Fig. $2 I / V$ profiles obtained for chains $\mathbf{C 1}$ (top left), $\mathbf{C} 2$ (top right), $\mathbf{C} \mathbf{3}$ (bottom left) and $\mathbf{C 4}$ (bottom right). $I$ in $\mu \mathrm{A}$ and $V$ in Volts

Table 1 Parameters $\alpha$ and $\beta$ (see Eq. 4) and $\alpha^{\prime}$ and $\beta^{\prime}$ (see Eq. 6), obtained by analytical fitting of the $I / V$ and $N_{\text {occ } \rightarrow \mathrm{vir}} / V$ curves depicted in Figs. 2 and 7

|  | N 2 | N 3 | N 4 | N 5 | N 6 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Chain1 |  |  |  |  |  |
| $\beta$ | 1.2604 | 1.4113 | 1.6573 | 1.8019 | 1.8636 |
| $\beta^{\prime}\left(\times 10^{2}\right)$ | 0.8977 | 1.0694 | 1.1330 | 1.0773 | 1.0545 |
| $\alpha$ | 2.9840 | 2.9757 | 2.9742 | 2.9841 | 2.9830 |
| $\alpha^{\prime}$ | 1.9939 | 2.0020 | 2.0168 | 2.0383 | 2.0349 |
| $r^{2}$ | 0.999998 | 0.99998 | 0.999994 | 0.999998 | 0.999998 |
| $r^{2 \prime}$ | 0.999998 | 0.9999995 | 0.99994 | 0.9998 | 0.9998 |
| Chain2 |  |  |  |  |  |
| $\beta$ | 1.4021 | 1.5862 | 1.7503 | 1.8400 | 1.8877 |
| $\beta^{\prime}\left(\times 10^{2}\right)$ | 0.9164 | 1.0818 | 1.1391 | 1.1186 | 1.1100 |
| $\alpha$ | 2.9806 | 2.9735 | 2.9769 | 2.9822 | 2.9859 |
| $\alpha^{\prime}$ | 2.0002 | 2.0086 | 2.0190 | 2.0370 | 2.0379 |
| $r^{2}$ | 0.999994 | 0.99998 | 0.99998 | 0.999995 | 0.999997 |
| $r^{2 \prime}$ | 0.999991 | 0.9999994 | 0.99993 | 0.9998 | 0.9998 |
| Chain3 |  |  |  |  |  |
| $\beta$ | 1.4021 | 1.6370 | 1.7962 | 1.8702 | 1.9012 |
| $\beta^{\prime}\left(\times 10^{2}\right)$ | 0.9162 | 1.0835 | 1.1154 | 1.0924 | 1.0805 |
| $\alpha$ | 2.9806 | 2.9733 | 2.9786 | 2.9839 | 2.9820 |
| $\alpha^{\prime}$ | 2.0009 | 2.0105 | 2.0267 | 2.0416 | 2.0453 |
| $r^{2}$ | 0.999994 | 0.99998 | 0.999992 | 0.999997 | 0.99998 |
| $r^{2 \prime}$ | 0.999990 | 0.999998 | 0.99993 | 0.9998 | 0.9998 |
| Chain4 |  |  |  |  |  |
| $\beta$ | 1.5321 | 1.7917 | 1.9438 | 2.0686 | 2.1644 |
| $\beta^{\prime}\left(\times 10^{2}\right)$ | 0.9498 | 1.1189 | 1.1664 | 1.2088 | 1.2193 |
| $\alpha$ | 2.9762 | 2.9721 | 2.9781 | 2.9863 | 2.9829 |
| $\alpha^{\prime}$ | 1.9905 | 2.0087 | 2.0348 | 2.0572 | 2.0468 |
| $r^{2}$ | 0.99998 | 0.99998 | 0.999991 | 0.9999993 | 0.999998 |
| $r^{2 \prime}$ | 0.999998 | 0.99998 | 0.99994 | 0.9997 | 0.9997 |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

In the table, it is shown the square of the Pearson coefficient obtained from each fitting

Gaussian-formatted checkpoint file. A multicentre index provides the electron delocalization within the array of atoms to which it is calculated and can be employed to measure the aromaticity of a given ring in a polycyclic system [33, 34]. In addition, the six-centre delocalization indices calculated for the benzene rings in a PBH may serve to estimate the magnitude of the total resonance energy through the value of the effective scaled electron delocalization (ESED) [34, 35]. ESED represents the magnitude of the total aromaticity in a polycyclic aromatic hydrocarbon and was successfully correlated with other indices of total aromaticity based on energetic magnitudes (aromatic stabilization energies [34] or resonance energies [35]) or magnetic magnitudes [34] (total nucleus independent chemical shifts, NICS). In this work, we have compared the electric conductance with the ESED values for the different molecular structures.

## 3 Results and discussion

### 3.1 Electric conductance and aromatic stabilization

The $I / V$ profiles obtained within the range $0-5 \mathrm{~V}$ for all the molecular chains are depicted in Fig. 2. The current intensity follows in all cases the non-ohmic regime reflected by Eq. (4), and the parameters $\alpha$ and $\beta$ in this equation, obtained by analytical fitting, are given in Table 1. All the curves obtained fit perfectly to the form of Eq. (4) within the range of electric potential employed, as it is reflected by the values of the Pearson coefficient also shown in the Table. Moreover, $\alpha \approx 3$ for all the systems, displaying deviations smaller than 0.03 . This is not only a characteristic of the molecular chains considered here since the same value of $\alpha$ was recently found for other molecular devices such as benzene-1,4-dithiolate [24] and other oligophenyl chains [28]. Then, the values of $\beta$ may be employed alone as a measure of the relative ease of different molecular junctions to conduct electrons through the central molecular chain at a certain applied voltage. From the values of $\beta$ in Table 1, one can infer that the current increases with the length of the chain even though the difference tends to decrease for the longest chains ( n 5 and n 6 ) in all cases. This is an unexpected result for semiconducting molecules, characteristic of some graphene nanoribbons with metallic behaviour (zigzag type and armchair type with $N=3 p-1$, being $N$ the number of elementary cells, here 1 for $\mathbf{C 1}$ and 2 for $\mathbf{C 4}$, and $p$ an integer number) [36]. However, in Ref. [28], we showed how this behaviour is only found when the linker is an unsaturated methylene carbon atom attached to two gold atoms from the electrode. This kind of linker modifies completely the $\pi$ electronic structure and the electric response of the oligophenyl chain. In Ref. [29], we showed that replacing a segment of gold atoms in a metallic wire by a $\mathbf{C 1}$ chain of equivalent length provokes almost no changes in its electric response (analysed in terms of EDOs). Similar oligophenyl chains with direct contact to a gold atom or linked to the electrode through a saturated carbon atom were shown to display the characteristic exponential decay of the conductance with the chain length. Thus, this result does not seem to be an artefact of the approach employed here and would not have to conflict with previous studies using the NEGF method.

On the other hand, following chains of similar length, one can observe that the magnitude of $\beta$ increases in the order $\mathbf{C} 1<\mathbf{C} \mathbf{2}<\mathbf{C 3}<\mathbf{C} 4$. The translation of these results to the electric conductance through Eq. (5) is reflected in the $G / V$ profiles of Fig. 3. These plots provide essentially the same information as the $I / V$ plots, but in this case, the convergence of the conductance at the longest chains is even more evident. This increase in $G$ is related to the magnitude of the electron delocalization of the molecule,


Fig. $3 G / V$ profiles obtained for chains $\mathbf{C 1}$ (top left), $\mathbf{C} 2$ (top right), $\mathbf{C} 3$ (bottom left) and $\mathbf{C 4}$ (bottom right). $G$ in $\mu \mathrm{S}$ and $V$ in Volts
which in turn rules the relative stabilization of the polarized structure represented in Scheme 1 and responsible of the electron transfer between electrodes. Thus, in all the systems investigated, this polarized structure is formed after reorganization of the $\pi$ electrons within the polycyclic conjugated system. Such reorganization gives rise to a central polycyclic hydrocarbon stabilized by the aromaticity of the benzene rings. In Fig. 4, we have only represented the main resonance forms together with the total number of polarized Kekulé structures ( $K$ ) for the largest chain (n6). The values of the scaled six-centre electron delocalization indices for each ring in all the molecular chains are also presented in Fig. 4. The summation of these values for all the rings provides the total ESED. The ESED values per electron, $\mathrm{ESED} / N$, are strongly related to the $\beta$ parameter as can be deduced from the representation shown in Fig. 5.

Some important conclusions may be drawn in the wake of the ring electron delocalization and total electron delocalization of Figs. 4 and 5. The most important one is that ESED/ $N$ values are closely related to the relative ability of the different molecular chains to transport electrons. A similar relation, although qualitative, was previously found by us for hydrocarbon chains [28]. However, for the first time, we are able to recognize the exact role played by aromaticity in the molecular electric conductance. Thus, only when ground state aromaticity
is linked to stable polarized resonance structures, one can assert that it facilitates the electron transport. On the contrary, aromaticity becomes an opposite factor when these polarized structures destroy it [28]. Closely related to this point, interference effects raising from ring electron currents which opposes to electron transmission in aromatic molecules have been theoretically investigated [37, 38]. Also, experimental evidences of a negative relation between aromaticity and conductance have been reported recently [39, 40]. Results of Ref. [28] and those presented here set up the conditions at which aromaticity becomes a reinforcing or an opposing factor to the electron transport.

Following the same idea, electron delocalization can also explain the slightly higher conductance of $\mathbf{C} \mathbf{3}$ chains with respect to C2. As it is well known, polyphenantrenes are more aromatic than the corresponding linear polyacenes and increasing the number of zigzags in a linear chain of a polyacene increases also its aromaticity. This can be extended to the relative aromatic stability of $\mathbf{C 2}$ and $\mathbf{C 3}$ chains. Thus, the values of the scaled ring electron delocalization shown in Fig. 4 indicate that the main difference between both chains stems from the low aromaticity of the rings ' $b$ ' and ' $c$ ' in $\mathbf{C 2}$. Besides this quantitative observation and according to the polarized Kekulé structures of Fig. 4, conjugated circuits are

Fig. 4 Main resonant polarized structures for $\mathbf{n 6}$ chains and the corresponding number of Kekulé structures (top) and scaled six-centre indices for all the chains studied

more concentrated on the rings of type ' $a$ ' in $\mathbf{C} 2$ than in C3, so that the expected aromaticity of rings ' $b$ ' and ' $c$ ' is lower in the former. Additionally, the number of polarized Kekulé structures is larger in C3 than in C2, so explaining qualitatively the larger aromatic stability of the former.
3.2 Electric conductance and occupied-virtual electron promotion

Electric conductance in molecular electronics is usually explained within the context of MO theories. Here, we have applied a recently developed method of analysis of


Fig. 5 Parameter $\beta$ (see Eq. 4; Table 1) versus the total scaled electron delocalization per electron, ESED/ $N$
the molecular electric response in terms of EDOs [29]. In this method, the electron deformation density induced by the electric potential is transformed into the basis of unperturbed MOs (occupied + virtual) and later diagonalized to get a set of EDOs constructed as linear combination of them. The electric potential creates partially filled states in the occupied and virtual MO bands, representing the holes and the electrons, respectively, carrying the charge from one contact to the other. By means of these deformation orbitals, it is possible to quantify the magnitude of $N_{\text {occ } \rightarrow \text { vir }}$ [29], or more simply using Eq. (3) as we have done in this work.

The shape of the main EDOs (those with the largest eigenvalues) in $\mathbf{n 6}$ chains calculated at the highest voltage ( 5 V ) (where the electron transfer is also largest) is shown in Fig. 6. The direction of the electron transport is explicitly indicated in the figure. The EDOs are grouped in pairs [29] with positive and negative eigenvalues of the same magnitude; the figure represents the sum of the squares of

Fig. 6 Representation of the electron transfer associated with the main pair of EDOs in chains, from top to bottom, C1n6, C2n6, C3n6 and C4n6, obtained for an external electric potential of 5 V



Fig. $7 N_{\text {occ } \rightarrow \text { vii }} / V$ profiles obtained for chains $\mathbf{C 1}$ (top left), C2 (top right), C3 (bottom left) and $\mathbf{C 4}$ (bottom right). $N_{\text {occ } \rightarrow \text { vir }}$ in au and $V$ in Volts
the EDOs forming the pair. As discussed in Refs. [24, 29], the main pair of EDOs carries almost all the relevant information for the study of the molecular conductance.

In this work, we have explored the relation of $N_{\text {occ } \rightarrow \text { vir }}$ with $V$. The representations of $N_{\text {occ } \rightarrow \text { vir }}$ versus $V$ are depicted in Fig. 7. They clearly show an almost perfect quadratic dependence of $N_{\text {occ } \rightarrow \text { vir }}$ with $V$ (see Eq. 6). The parameters obtained for each particular correlation, including the Pearson's coefficient, are given in Table 1. As one can see, all the correlations are excellent in view of the Pearson's coefficients and the values of $\alpha^{\prime}$, the latter very close to 2 in all cases. As mentioned in the previous section, combination of Eqs. (5) and (6) leads to Eq. (7) and to the linear dependence of the electric conductance, $G$, with $N_{\text {occ } \rightarrow \text { vir }}$. We have checked the correctness of Eq. (7) by confronting both magnitudes for all the chains within the range of $0-5 \mathrm{~V}$. The plots generated are shown in Fig. 8. It is clear from the figure that the voltage dependence certainly comes from the value of $N_{\text {occ } \rightarrow \text { vir }}$ since the linear correlations found are perfect within the range of $0-2.5 \mathrm{~V}$. For larger voltages, the linear dependence deviates slightly, which could indicate a limit for the calculation of the current intensity using the approach employed here. It should be remarked that the calculation of $I$ is based on the uncertainty relation. Here, the deformation energy employed [24] is calculated up to second order, and then for large
perturbations, it may lead to non-negligible errors. However, there is no need to go further than second order as it is unusual to employ voltages higher than 2 V in molecular electronic devices.

Another interesting result is that the size of the chain seems to have little influence in the correlation of $G$ and $N_{\text {occ } \rightarrow \text { vir }}$. Thus, all the data may be enclosed within the same fitting equation at low voltage. Only C1 chains display non-negligible deviations that are appreciated at lower voltages. This may be due to the non-planar structure adopted by these molecules [28]. Thus, the unhindered rotation of adjacent phenyl rings around the bridge CC bond in C1 makes possible to adopt alternated conformations, which introduces additional structural factors that may have effect on the electron transport. On the contrary, C2, C3 and C4 are all perfectly planar molecules with structural features more transferable along chains of different length. In fact, it can be observed in the plot corresponding to the $\mathbf{C} \mathbf{1}$ chains how the magnitude of the slope does not increase with the length of the chain but follows an arbitrary order, so that it is not the length what modifies the $G / N_{\mathrm{occ} \rightarrow \text { vir }}$ relation.

In order to confirm that the $G / N_{\mathrm{occ} \rightarrow \text { vir }}$ linear dependence is not an isolated fact but it also occurs to very different molecular junctions, we have compared both magnitudes in benzene-1,4-dithiolate attached to gold clusters on top and bridge conformations. We recently investigated the electric


Fig. $8 G / N_{\text {occ } \rightarrow \text { vir }}$ profiles obtained for chains $\mathbf{C 1}$ (top left), $\mathbf{C} 2$ (top right), $\mathbf{C} 3$ (bottom left) and $\mathbf{C 4}$ (bottom right). $G$ in $\mu \mathrm{S}$ and $N_{\text {occ } \rightarrow \text { vir }}$ in au
response of this junction using EDOs; however, we did not go into detail about the role played by $N_{\text {occ } \rightarrow \text { vir }}$ in the conductance. As one can see in Fig. 9, a perfect linear dependence holds in these systems independently of the type of contact. The voltage dependence of $G$ is then a reflection of the voltage dependence of $N_{\text {occ } \rightarrow \text { vir }}$. As mentioned before, $N_{\text {occ } \rightarrow \text { vir }}$ represents the number of electrons and holes created in the unoccupied and occupied MOs, respectively, which could be compared with the magnitude of charge carriers at mesoscopic and macroscopic level. The relation between electric conductance and charge carriers is well known in macroscopic and mesoscopic systems as conductivity is directly proportional to the density of carriers [41], which may be controlled by the gate voltage in systems that display a nonzero energy gap such as semiconductors.

In molecular junctions, once the charge carriers are created, the electron transport between the electrodes will depend on the contact conductance, which in turn depends on the effective 'overlap' between the electronic states of the molecule and the metal. Thus, it is possible to have a low conductance with a significant number of carriers if the movement of such is limited to the molecular region and
probability to cross the molecule-metal contact is small. Since the systems considered here display a covalent mol-ecule-metal contact, the contact conductance will depend on the delocalization of the atomic orbitals from the metal and the molecule in the frontier occupied and virtual MOs. This is explicitly accounted for in the expression of the current by the electrode-electrode charge transfer term, which is defined as the lowest value of the charge transferred between the metal and the molecule at the right and left contacts.

The ideas exposed above are illustrated in Fig. 10. The linear combination of frontier orbitals generates electron accumulations and holes which allow electron transport from one side of the system to the other in both directions. In the absence of an external electric potential, the average of states $\Psi_{3}$ (positive combination) and $\Psi_{4}$ (negative combination) leads to zero conduction. However, application of an electric potential favours one of the polarized states, $\Psi_{3}$ or $\Psi_{4}$, depending on its polarization, leading to an effective transport across the molecule. Thus, in this simplified model, the accessibility of states $\Psi_{3}$ and $\Psi_{4}$ is a key factor to display a high electric conductance as well as a significant contribution of the contact atoms from the electrode.


Fig. $9 G / N_{\text {occ } \rightarrow \text { vir }}$ profiles obtained for benzene-1,4-dithiolate attached to gold clusters on bridge (top) and top (bottom) conformations. $G$ in $\mu \mathrm{S}$ and $N_{\text {occ } \rightarrow \text { vir }}$ in au

In the same figure, the electron densities associated with $\Psi_{1}$ (HOMO orbital), $\Psi_{3}$ and $\Psi_{4}$ are plotted for C1n2; from these plots, it is clear what regions are associated with positive and negative charges.

An equivalent qualitative explanation of the electron transport in these systems can be given using chemical graphs based on Kekulé structures. Here, the charge carriers are accounted for by the polarized Kekulé structures, some of them depicted at the top of Fig. 4 for n6. As mentioned before, these polarized structures represent the transport channels and have a certain weight in the total VB wave function. In the absence of an external electric potential, they are equally weighted with their counterparts (structures with the opposite polarization). On the contrary, in the presence of a nonzero electric potential, the structures with polarization in the field direction increase in weight, leading to an effective transport. As discussed before, the relative weight that polarized Kekulé structures play in the total wave function is quantitatively reflected on the values of the electron delocalization per electron. The larger the weight of polarized Kekule structures, the larger the electron delocalization per electron. It is then expected to reach a maximum of the electric conductance when the electron delocalization per electron reaches also its maximum, condition that should be achieved for large chains. Although the size of the systems investigated here is too small to observe clearly such behaviour, for $\mathbf{n 5}$ and n6, one can glimpse a trend to reduce the conductance jump compared with the smaller chains n2, n3 and n4. However, in order to confirm this trend, we have performed calculations at the minimal basis set level for polyphenantrene chains up to $\mathbf{n 3 5}$. In Fig. 11, the values of $\beta$ are represented against $K$. The latter is given in a nonlinear scale since the number of Kekulé structures grows hugely with the number

Fig. 10 Schematic representation of the charge transport channels obtained by combination of HOMO and LUMO MOs. In the figure are shown these combinations for the C1n2 chain



Fig. 11 Parameter $\beta$ (see Eq. 4) versus the number of Kekulé structures $K$ for chains of polyphenantrenes of lengths ranging from 5 to 35 units
of units $n$, following the series $\left[2 \times 3^{(n-1)}\right]$. In the plot, it is clear the asymptotic behaviour of $\beta$, reflecting the electric conductance does reach a maximum.

## 4 Conclusions

In the present work, strong links between chemical concepts and molecular electric conductance via aromaticity and electron polarization have been established in a quantitative sense for the first time. Thus, the relation between aromaticity as linked to cyclic electron delocalization and electric conductivity in molecular conductors based on polybenzenoid chains has been explored and conditions for the enhancement mechanism of the conductance revealed. Thus, aromatic stabilization significantly contributes to the molecular electric conductance as long as it arises from superposition of resonant polarized structures, which act as charge transport channels upon an external electric perturbation. To satisfy this condition in molecular junctions is crucial the kind of contact established between the molecule and the metal electrode. Covalent C-metal contacts through methylene linkers allow a perfect delocalization of positive and negative charges throughout the electrode-molecule-electrode system assisting charge transport upon the action of an external electric potential.

Interpretation of the electric conductance in terms of charge carriers created by mixing electron states of occupied and virtual MOs has been provided. An empirical linear relation between electric conductance and the number of electrons promoted by the electric potential from occupied to virtual electronic states has been found. This
relation allows establishing a direct connection between conduction in macroscopic and mesoscopic systems and conduction in molecular systems through the concept of charge carrier density.

The quantitative relations found have been also rationalized in terms of chemical graphs and a simplified model based on Kekulé structures. This is a definite link between bare chemical concepts for understanding the electronic structure and the intricate molecular electric response in oligophenyl conductors.
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#### Abstract

This work presents the application of a recent decomposition scheme of the Raman tensor into molecule and surface contributions to the study of the static and resonance Raman spectra of pyridine adsorbed on a $\mathrm{Ag}_{20}$ cluster, a typical probe for the theoretical study of surfaceenhanced Raman scattering (SERS) spectra. The results obtained show that both the chemical and electromagnetic enhancements observed are related to changes on the polarizability and polarizability derivatives of the pyridine molecule. No significant contributions from the surface and from vibrational intermolecular coupling are found. Since similar incident lights produce remarkably different SERS spectra, the effect of excitation wavelength on the spectra of the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes is also scrutinized. From the computed Raman excitation profiles and from the analysis of the electron density changes upon electronic transitions, it is established that the differences found can be related to the amount of electron density transferred from the silver cluster to pyridine upon excitation and to the distance between both units. These findings suggest that a proper knowledge of the effect of the excitation wavelength is necessary for obtaining a reliable theoretical interpretation of surface-enhanced Raman spectra.
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## 1 Introduction

Since its discovery [1], surface-enhanced Raman scattering (SERS) has proven to be one of the most sensitive spectroscopic techniques for molecular detection and studying adsorption on metal surfaces [2-7]. Despite the great amount of interest received among researchers, there is still controversy about the origin of the huge enhancement of Raman activity induced by the proximity to a metal surface, but it is generally accepted that there are two main qualitative contributions to the signal enhancement, named electromagnetic (EM) and chemical (CM). The electromagnetic enhancement is due to the existence of surface plasmon resonances as a consequence of collective excitations of electrons in the conduction band of the metal. The chemical term could comprise several enhancements due to the ground-state chemical interactions between the molecule and the metal, the resonance Raman enhancement if the excitation wavelength is resonant with a molecular transition and the charge-transfer resonance Raman enhancement if the excitation wavelength is resonant with a transition between the molecule and the metal. All the mechanisms are not independent of each other, but the electromagnetic contribution is considered to be the dominant term and the chemical contribution provides additional enhancement required to explain the enhancements observed experimentally [8-10].

Due to the difficulties arising from the simultaneous combination of effects, few works have been dedicated to the development of theories to explain the importance of
the different contributions to the SERS effect. Lombardi and Birke proposed a unified expression for SERS, which contains three terms representing the surface plasmon resonance, the metal-molecule charge-transfer resonance at the Fermi level and an allowed molecular resonance, illustrating the coupling between the different terms [11]. Jensen and co-workers employed time-dependent density functional theory based on a short-time approximation to obtain Raman scattering cross sections and analysed the importance of the different contributions to Raman enhancement [12, 13]. These theoretical methods focused on finding the origin of the contributions to the polarizability and polarizability derivatives that give rise to Raman intensities considering a supermolecular approach for the metal sur-face-adsorbate systems. From a different approach, we have recently proposed the partition of the Raman tensor into molecule and surface contributions to study the possibility of Raman enhancement caused by carbon surfaces [14]. The results obtained for pyridine as adsorbate showed the importance of the electromagnetic term and unveiled the existence of vibrational coupling between the adsorbate and the surface and how both factors must be taken into account to properly understand the computed SERS spectra.

In this work, we present the results of our decomposition scheme of the Raman tensor on the study of the static and resonance Raman spectra of pyridine (PY) adsorbed on a $\mathrm{Ag}_{20}$ cluster, a prototype model for the study of SERS [3, 15-24]. It will be shown that both the chemical and electromagnetic enhancements observed on the Raman spectra of PY- $\mathrm{Ag}_{20}$, despite their different origins, are related to polarizability changes of the pyridine molecule. Finally, the analysis of the electron density deformations taking place upon electronic transitions will be used to explain the differences observed on the resonance spectra obtained with different excitation wavelengths.

## 2 Computational methods

On the basis of previous studies [19, 23, 25, 26], two different structures for the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes were chosen in this work, one with the pyridine molecule interacting with a planar surface of the $\mathrm{Ag}_{20}$ tetrahedron (S-complex) and another with the pyridine molecule pointing to the vertex of the $\mathrm{Ag}_{20}$ cluster (V-complex) (Fig. 1). Both geometries were constrained to Cs symmetry and were oriented in such a way that the pyridine molecule is located on the yz-plane, with the $y$-axis oriented along the $\mathrm{Ag}-\mathrm{N}$ bond and the $x$-axis perpendicularly oriented out of the molecular plane.

All computations presented in this paper were done employing density functional theory (DFT) methods implemented in the Gaussian 09 package [27]. The functional


Fig. 1 Structures of the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes and atom notation in pyridine
selected was M06-2X [28] in combination with the LANL2DZ basis set and the corresponding core pseudopotential for the silver atoms, and the triple zeta $6-311++\mathrm{G}^{* *}$ basis set for the atoms in pyridine. The choice of the M06-2X functional follows from our previous studies about the adsorption on carbon-based substrates and the possibility of these compounds to be substrates for SERS spectra [29]. Therefore, we consider this paper as a test for the M06-2X/ LANL2DZ/6-311+ $+\mathrm{G}^{* *}$ method for the study of metallic cluster-organic compounds interactions and SERS spectra.

Full geometrical optimizations have been performed for both complexes, and they were characterized as energy minima by means of their harmonic vibrational analysis. Vibrational assignments were obtained by using the VEDA program, which generates an optimized set of internal coordinates based on the molecular structure and provides a potential energy distribution (PED) for the quantitative analysis of vibrational spectra [30, 31]. Time-dependent DFT (TD-DFT) calculations were employed to obtain the excitation spectra of the complexes, and those transitions with larger oscillator strengths were chosen for obtaining the frequency-dependent Raman spectra. Since it is well known that frequency-dependent Raman spectra can diverge at exact resonance conditions [12, 32], we have also computed a large number of pre-resonance spectra by small detuning of the excitation frequency to analyse the influence of the excitation wavelength on the theoretical Raman signal enhancements [32-34].

In this work, we have obtained separately the polarizability tensors of pyridine and silver cluster within the complexes using the Hilbert space of the basis functions. To compute the molecule and surface contributions, the total polarizability tensor is calculated from the derivative of the dipole moment with respect to an external electric field given by
$\alpha=\frac{\mathrm{d} \mu}{\mathrm{d} E}$
For a small constant electric field, Eq. 1 can be approximately written as
$\alpha \approx \frac{\mu_{\text {ind }}}{E}$
where $\mu_{\text {ind }}$ represents the induced dipole moment. This induced dipole can be calculated from the electron deformation density, $\rho^{\operatorname{def}}$, and the position operator, $\vec{r}$, as
$\mu_{\text {ind }}=\int \rho^{\operatorname{def}}(\vec{r}) \vec{r} \mathrm{~d} \vec{r}$
The electric polarizability is then a tensor with components defined in terms of the electric field orientation and position operator. Thus, each component is given by
$\alpha_{\sigma \sigma^{\prime}}=\frac{1}{E_{\alpha}} \int \rho^{\operatorname{def}}(\vec{r}) \sigma^{\prime} \mathrm{d} \sigma^{\prime}$
where $\sigma$ and $\sigma^{\prime}$ represent Cartesian components ( $\mathrm{x}, \mathrm{y}$ or z ). By expanding Eq. 4 in terms of density matrix elements for a given basis set, we obtain
$\alpha_{\sigma \sigma^{\prime}}=\frac{1}{E_{\alpha}} \sum_{\mu \nu}\left(D_{\mu \nu}^{E_{\sigma}}-D_{\mu \nu}\right) \int \varphi_{\mu}(\vec{r}) \sigma^{\prime} \varphi_{\nu}(\vec{r}) \mathrm{d} \sigma^{\prime}$
where $D_{\mu \nu}$ and $D_{\mu \nu}^{E_{\sigma}}$ are, respectively, density matrix elements before and after the application of the electric field, and $\varphi_{\mu}$ and $\varphi_{\nu}$ the corresponding basis functions. The first summation in Eq. 5 may be split into terms containing basis functions of the molecule and those belonging to the surface, leading to a decomposition of the polarizability tensor into molecule $\left(\alpha_{\sigma \sigma^{\prime}}^{M}\right)$ and surface $\left(\alpha_{\sigma \sigma^{\prime}}^{S}\right)$ contributions
$\alpha_{\sigma \sigma^{\prime}}^{M}=\frac{1}{E_{\sigma}} \sum_{\mu \in M} \sum_{\nu}\left(D_{\mu \nu}^{E_{\sigma}}-D_{\mu \nu}\right) \int \varphi_{\mu}(\vec{r}) \sigma^{\prime} \varphi_{\nu}(\vec{r}) \mathrm{d} \sigma^{\prime}$
$\alpha_{\sigma \sigma^{\prime}}^{S}=\frac{1}{E_{\sigma}} \sum_{\mu \in S} \sum_{\nu}\left(D_{\mu \nu}^{E_{\sigma}}-D_{\mu \nu}\right) \int \varphi_{\mu}(\vec{r}) \sigma^{\prime} \varphi_{\nu}(\vec{r}) \mathrm{d} \sigma^{\prime}$
This partitioning scheme of the polarizability tensor depends both on the coordinates' origin and on the basis set employed, so that its utility is restricted to the analysis of 'relative' distributed polarizabilities where the coordinates' origin and basis set remain unchanged. Thus, in this work we have always employed the coordinates' origin and the basis set of the complex in the calculation of the polarizability even for the isolated pyridine.

Raman intensities in this paper are given as Raman activities (in $\AA^{4} / \mathrm{amu}$ ) since the profiles of Raman spectra are almost similar to those obtained from Raman scattering
cross sections. Raman activities are obtained from the Raman tensor, and for systems composed of molecules adsorbed on surfaces, we have recently proposed to split the Raman tensor into molecule and surface contributions [14]. Such splitting of the Raman tensor leads to a decomposition of the Raman activity into molecule, surface and intermolecular contributions. Thus, the Raman activity for a given vibrational mode $k, R_{k}$, is given by the following expression [7],
$R_{k}=45 \bar{\alpha}_{k}^{2}+7 \bar{\gamma}_{k}^{2}$
where $\bar{\alpha}_{k}^{2}$ and $\bar{\gamma}_{k}^{2}$ are the isotropic and anisotropic invariants of the Raman tensor, $\hat{R}_{k}$, whose expressions are given by
$\bar{\alpha}^{2}=\frac{1}{9}\left[\alpha_{x x}^{2}+\alpha_{y y}^{2}+\alpha_{z z}^{2}+2 \alpha_{x x} \alpha_{y y}+2 \alpha_{x x} \alpha_{z z}+2 \alpha_{y y} \alpha_{z z}\right]$

$$
\begin{align*}
\bar{\gamma}^{2}= & {\left[\alpha_{x x}^{2}+\alpha_{y y}^{2}+\alpha_{z z}^{2}-\alpha_{x x} \alpha_{y y}-\alpha_{x x} \alpha_{z z}-\alpha_{y y} \alpha_{z z}\right] }  \tag{9}\\
& +3\left[\alpha_{x y}^{2}+\alpha_{x z}^{2}+\alpha_{y z}^{2}\right] \tag{10}
\end{align*}
$$

On the other hand, the Raman tensor for a normal mode $k, \hat{R}_{k}$, may be expressed in terms of the normalized atomic displacements, $\varphi_{k}^{n}$, the polarizability derivatives with respect to the corresponding unnormalized atomic displacements $\left(\frac{\partial \hat{\alpha}}{\partial \xi^{\prime} \sigma}\right)$ and the reduced mass, $\mu_{k}$, as
$\hat{R}_{k}=\frac{1}{\sqrt{\mu_{k}}} \sum_{n=1}^{3 N} \phi_{k}^{n}\left(\frac{\partial \hat{\alpha}}{\partial \xi^{n}}\right)$
Since the summation in Eq. 11 runs over the $3 N$ atomic Cartesian coordinates ( $N$ being the number of nuclei), one can then decompose the Raman tensor into atomic contributions as
$\hat{R}_{k}=\sum_{I=1}^{N_{a t}} R_{k}^{I}=\sum_{I=1}^{N_{a t}} \frac{1}{\sqrt{\mu_{k}}} \sum_{\sigma=1}^{3} \phi_{k}^{I_{\sigma}}\left(\frac{\partial \hat{\alpha}}{\partial \xi^{I_{\sigma}}}\right)$
where $I$ represents an atom. Grouping the atoms in Eq. 12 in those belonging to the molecule and surface separately, the Raman tensor becomes split into molecule and surface parts.

$$
\begin{align*}
\hat{R}_{k}= & \hat{R}_{k}^{M}+\hat{R}_{k}^{S}=\sum_{I \in M} \frac{1}{\sqrt{\mu_{k}}} \sum_{\sigma=1}^{3} \phi_{k}^{I_{\sigma}}\left(\frac{\partial \hat{\alpha}}{\partial \xi^{I_{\sigma}}}\right) \\
& +\sum_{I \in S} \frac{1}{\sqrt{\mu_{k}}} \sum_{\sigma=1}^{3} \phi_{k}^{I_{\sigma}}\left(\frac{\partial \hat{\alpha}}{\partial \xi^{I_{\sigma}}}\right) \tag{13}
\end{align*}
$$

Taking into account that the isotropic and anisotropic invariants represented in Eqs. 9 and 10 are obtained from products of Raman tensor components, they can be represented by a sum of molecule $(M)$, surface $(S)$ and intermolecular (MS)
contributions, the latter arising from the crossed products of the components of $\hat{R}_{k}^{M}$ and $\hat{R}_{k}^{S}$ of Eq. 13. By introducing this partitioning of the isotropic and anisotropic invariants in Eq. 8, one obtains the following expression for the Raman activity,

$$
\begin{align*}
R_{k}= & R_{k}^{M}+R_{k}^{S}+R_{k}^{M S}=\left[45\left(\bar{\alpha}_{k}^{M}\right)^{2}+7\left(\bar{\gamma}_{k}^{M}\right)^{2}\right] \\
& +\left[45\left(\bar{\alpha}_{k}^{S}\right)^{2}+7\left(\bar{\gamma}_{k}^{S}\right)^{2}\right]+\left[45\left(\bar{\alpha}_{k}^{M S}\right)^{2}+7\left(\bar{\gamma}_{k}^{M S}\right)^{2}\right] \tag{14}
\end{align*}
$$

As will be seen below, for the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes studied in this paper it is convenient to present together the last two terms of Eq. 14.

## 3 Results and discussion

### 3.1 Geometrical optimization and electronic spectra

The optimized structures for the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes are those depicted in Fig. 1. No significant differences were found between the geometries of pyridine in both complexes. However, the M06-2X-computed distances between the nitrogen atom and the closest silver atom are $2.422 \AA$ for the V-complex and $2.532 \AA$ for the S-complex. The intermolecular distance for the S-complex is only slightly smaller than that obtained by Zhao et al. [19] employing BP86/TZP computations ( $2.46 \AA$ ), but there is a significant reduction

Table 1 Binding energies (in $\mathrm{kcal} / \mathrm{mol}$ ) for the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes

| Energy | V-complex | S-complex |
| :--- | :--- | :--- |
| Binding | -13.60 | -11.62 |
| Binding (BSSE corrected) | -12.72 | -10.17 |
| Electrical (EL) | -40.60 | -40.50 |
| Charge transfer (CT) | -142.63 | -161.71 |
| Core (CO) | 170.51 | 192.04 |

NEDA decomposition of the interaction energies (see text for details)
$E L, C T$ and $C O$ are BSSE-corrected values
in the intermolecular distance for the V-complex ( $2.66 \AA$ ). It must be also noted that the geometries reported here were characterized as energy minima by analysis of their harmonic vibrational frequencies, that is, no negative vibrational frequencies were found, while Zhao et al. reported small imaginary frequencies for both complexes associated with numerical inaccuracies because of the grid employed.

The results in Table 1 show that binding energies for both complexes are similar, with a small preference for the adsorption through the vertex in the V-complex ( -12.7 and $-10.2 \mathrm{kcal} / \mathrm{mol}$, BSSE-corrected values). Remarkably, the binding energies reported here are stronger than those by Zhao et al. ( -8.87 and $-1.31 \mathrm{kcal} / \mathrm{mol}$ ), in particular for the S-complex [19]. The differences are probably related to the reduction in the intermolecular distance predicted by M06-2X computations.

Interaction energies have been analysed by means of the natural energy decomposition analysis (NEDA) method included within the NBO method of Weinhold and coworkers [35-37]. The interaction energy is divided into three components, $\Delta E=E L+C T+C O$, which includes an electrical contribution ( $E L$ ) arising from electrostatic, polarization and self-polarization energies, a stabilizing charge-transfer contribution $(C T)$ due to the difference between the energies of the total and localized charge densities, and a core term ( CO ) accounting for the intermolecular Pauli repulsion, electron exchange and correlation effects [36]. According to the NEDA results, charge transfer is the main stabilizing contribution followed by the electrical contribution and both of them overcome the core destabilization term. Remarkably, although the electrical term is similar in both complexes, there is a larger preference for the S-complex due to charge transfer, and the analysis of the NPA charges indicates that pyridine in the S-complex receives charge ( 0.014 e ) from the Ag cluster while donates charge ( 0.038 e) to the Ag cluster in the V-complex. These results are not in complete agreement with the Voronoi deformation density charges reported by Zhao et al. [19], who stated that charge is always transferred from pyridine to the silver cluster in both complexes.

Table 2 Excitation energies, oscillator strengths, symmetries and components of the transition dipole moment (in a.u.) for some selected electronic transitions of the PY$\mathrm{Ag}_{20}$ complexes

|  | Energies | $l$ | sym | $\mu_{\mathrm{x}}$ | $\mu_{\mathrm{y}}$ | $\mu_{\mathrm{z}}$ |
| :--- | :--- | :--- | :--- | ---: | ---: | :--- |
| V-complex | $3.366 \mathrm{eV}(368.3 \mathrm{~nm})$ | 2.94 | $\mathrm{~A}^{\prime \prime}$ | 0.00 | 0.00 | 5.97 |
|  | $3.368 \mathrm{eV}(368.1 \mathrm{~nm})$ | 2.95 | $\mathrm{~A}^{\prime}$ | 5.95 | 0.55 | 0.00 |
|  | $3.417 \mathrm{eV}(362.9 \mathrm{~nm})$ | 2.85 | $\mathrm{~A}^{\prime}$ | 0.53 | -5.81 | 0.00 |
| S-complex | $3.325 \mathrm{eV}(372.8 \mathrm{~nm})$ | 2.38 | $\mathrm{~A}^{\prime \prime}$ | 0.00 | 0.00 | 5.41 |
|  | $3.333 \mathrm{eV}(371.9 \mathrm{~nm})$ | 2.32 | $\mathrm{~A}^{\prime}$ | 5.33 | -0.21 | 0.00 |
|  | $3.363 \mathrm{eV}(368.6 \mathrm{~nm})$ | 2.25 | $\mathrm{~A}^{\prime}$ | -0.20 | 5.23 | 0.00 |
|  | $3.367 \mathrm{eV}(368.3 \mathrm{~nm})$ | 0.59 | $\mathrm{~A}^{\prime}$ | -1.58 | -2.15 | 0.00 |
|  | $3.399 \mathrm{eV}(364.7 \mathrm{~nm})$ | 0.07 | $\mathrm{~A}^{\prime \prime}$ | 0.00 | 0.00 | 0.91 |
|  | $3.429 \mathrm{eV}(361.6 \mathrm{~nm})$ | 0.23 | $\mathrm{~A}^{\prime}$ | 0.67 | -1.53 | 0.00 |

Table 3 Vibrational frequencies (in $\mathrm{cm}^{-1}$ ) and vibrational assignments for isolated pyridine and $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes

| PY | V-complex | S-complex |  |
| :--- | :--- | :--- | :--- |
| 613.8 | $634.4(20.7)$ | $628.1(14.3)$ | Ring deformation |
| 669.7 | $666.3(-3.4)$ | $667.0(-2.6)$ | Ring deformation |
| 763.4 | $766.5(3.2)$ | $760.5(-2.9)$ | CH out of plane |
| 1021.9 | $1039.2(17.3)$ | $1032.4(10.5)$ | Ring deformation |
| 1059.9 | $1059.2(-0.7)$ | $1059.3(-0.6)$ | Ring breathing |
| 1103.4 | $1104.5(1.2)$ | $1102.7(-0.7)$ | Ring CH bending CCC bending) |
| 1254.2 | $1252.2(-2.0)$ | $1249.0(-5.1)$ | Ring CH bending bending) |
| 1287.9 | $1294.2(6.4)$ | $1293.7(5.8)$ | Ring stretching Ring bending + 24 \% ring stretching) |
| 1487.8 | $1493.4(5.6)$ | $1490.1(2.3)$ | Ring CH twisting |
| 1527.6 | $1530.6(3.0)$ | $1527.8(0.2)$ | Ring CH twisting |
| 1664.2 | $1663.3(-0.9)$ | $1662.0(-2.2)$ | Ring stretching |
| 1668.7 | $1678.9(10.2)$ | $1674.5(5.8)$ | Ring C=C stretching |

Values in parenthesis are the frequency shifts due to complexation

Fig. 2 Static Raman spectra of isolated pyridine and the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes (blue lines). Separated contributions from pyridine and from the (surface + molecule-surface) terms to the Raman activity (red and green lines, respectively; see text for details). Wavenumbers are in $\mathrm{cm}^{-1}$, and intensities are given as Raman activities ( $\AA^{4} \mathrm{amu}^{-1}$ ). a Pyridine; b V-complex; c S-complex


Table 4 Polarizability tensor components and isotropic polarizability (in a.u.) for the $\mathrm{Ag}_{20}$ cluster and pyridine isolated and forming complexes, total values for the S - and V-complexes and contributions from the pyridine atoms (see Fig. 1 for notation)

|  | Isolated |  | V-complex |  |  | Atomic contributions |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{Ag}_{20}$ | PY | Total | $\mathrm{Ag}_{20} \quad$ PY |  | N | $\mathrm{C}_{\alpha}$ | $\mathrm{C}_{\beta}$ | $\mathrm{C}_{\gamma}$ | $\mathrm{H}_{\alpha}$ | $\mathrm{H}_{\beta}$ | $\mathrm{H}_{\gamma}$ |
| $\alpha_{\text {xx }}$ | 995.7 | 25.7 | 1028.0 | 1014.0 (1.02) | 14.0 (0.55) | -2.28 | 4.16 | 3.27 | 2.35 | -0.50 | 0.00 | 0.11 |
| $\alpha_{y y}$ | 1007.0 | 66.3 | 1142.0 | 919.7 (0.91) | 222.3 (3.35) | -68.14 | -14.56 | 9.57 | 6.11 | -30.20 | 92.23 | 170.30 |
| $\alpha_{z z}$ | 995.4 | 69.3 | 1060.0 | 1006.6 (1.01) | 53.4 (0.77) | ) 0.35 | -3.54 | -4.11 | -1.87 | 14.07 | 20.83 | 0.43 |
| $\alpha$ | 999.4 | 53.7 | 1076.7 | 980.1 (0.98) | 96.6 (1.80) | -23.36 | -4.65 | 2.91 | 2.20 | -5.54 | 37.69 | 56.95 |
|  | Isolated |  | S-complex |  |  | Atomic contributions |  |  |  |  |  |  |
|  | $\mathrm{Ag}_{20}$ | PY | Total | $\mathrm{Ag}_{20} \quad \mathrm{PY}$ |  | N | $\mathrm{C}_{\alpha}$ | $\mathrm{C}_{\beta}$ | $\mathrm{C}_{\gamma}$ | $\mathrm{H}_{\alpha}$ | $\mathrm{H}_{\beta}$ | $\mathrm{H}_{\gamma}$ |
| $\alpha_{x x}$ | 996.1 | 28.2 | 1020.0 | 1011.3 (1.01) | 8.7 (0.31) | $-1.04$ | 1.85 | 2.82 | 1.32 | -0.56 | 0.04 | 0.08 |
| $\alpha_{\text {yy }}$ | 999.6 | 66.8 | 1144.0 | 995.0 (0.99) | 149.0 (2.23) | -22.34 | -17.69 | 3.85 | -2.35 | -21.46 | 60.37 | 123.50 |
| $\alpha_{z z}$ | 996.3 | 70.8 | 1039.0 | 1001.0 (1.01) | 38.0 (0.54) | 1.06 | -2.24 | -3.65 | -1.82 | 6.84 | 18.28 | 0.36 |
| ${ }^{\alpha}$ | 997.3 | 55.3 | 1067.7 | 1002.4 (1.01) | 65.2 (1.18) | $-7.44$ | -6.03 | 1.01 | -0.95 | -5.06 | 26.23 | 41.31 |

The values between brackets are the ratios between the values for adsorbed and isolated species. The values for the isolated species are computed with the geometries in their corresponding complexes

We have computed the electronic spectra for both complexes, and the main transitions found are given in Table 2. In agreement with previous studies, M06-2X computations predict three intense transitions for the S - and V-complexes located around $3.3-3.4 \mathrm{eV}$, which correspond to the splitting of the degenerated signal of the $\mathrm{Ag}_{20}$ cluster because of the loss of symmetry when the complexes are formed. The analysis of the orbitals involved indicates that these intense transitions are mainly centred on the silver cluster. On the other hand, the energy separation between these metallic transitions is similar in both complexes (about 0.05 eV ), what suggests that the electron density change in the silver cluster upon adsorption is very similar in both complexes. For the S-complex, three additional weaker excitations at slightly higher energies (3.37, 3.40 and 3.43 eV ) have been also found, and from the analysis of the molecular orbitals, it can be concluded that these signals correspond to electronic transitions from orbitals in the silver cluster to unoccupied molecular orbitals of pyridine. Following Zhao et al. [19], these transitions correspond to charge-transfer transitions, but it must be remarked that at the BP86/TZP level, they were found at lower energies (around 2.6 eV ) and they were much weaker $(f<0.04)$ than those presented here.

### 3.2 Static Raman spectra

As can be seen in Table 3 and Fig. 2, in the $400-1800 \mathrm{~cm}^{-1}$ region, the Raman spectrum for isolated pyridine is dominated by a ring breathing at $1060 \mathrm{~cm}^{-1}$, a ring $\mathrm{C}=\mathrm{C}$ stretching at $1669 \mathrm{~cm}^{-1}$, a ring deformation at $1022 \mathrm{~cm}^{-1}$, a ring $\mathrm{C}-\mathrm{H}$ bending at $1254 \mathrm{~cm}^{-1}$ and two ring deformations of smaller intensity at 670 and $614 \mathrm{~cm}^{-1}$.

When pyridine is adsorbed on the silver cluster, significant changes can be observed in the Raman spectra. Thus, the spectrum for the V-complex is dominated only by three signals at 1059,1252 and $1679 \mathrm{~cm}^{-1}$, with intensities enhanced by a factor of 3.5-7 if compared to the spectrum of isolated pyridine. All these three vibrations correspond to ring vibrations, but with a noticeable contribution from the hydrogen atoms and the most remarkable shift $\left(+10 \mathrm{~cm}^{-1}\right)$ corresponds to the signal at $1679 \mathrm{~cm}^{-1}$, maybe because in this case the ring $\mathrm{C}=\mathrm{C}$ stretch is largely combined with the $\mathrm{C}-\mathrm{H}$ bending of the hydrogen atoms close to the Ag atom at the vertex of the cluster.

For the $S$-complex, the static Raman spectrum is again dominated by the signal at $1059 \mathrm{~cm}^{-1}$ and the signals at 1249 and $1674 \mathrm{~cm}^{-1}$, but the overall intensities are enhanced only by factor of $2-3$ with respect to the signals in isolated pyridine. Two additional signals at 1032 and $628 \mathrm{~cm}^{-1}$ are also well distinguished in the spectrum. The intensity of these signals is also enhanced by a factor of about $2-3$, and they are positively shifted by about $10-15 \mathrm{~cm}^{-1}$ compared to pyridine. These signals, however, correspond to ring deformations without contribution of the hydrogen atoms.

To analyse these different behaviours, we focused initially on the changes of the polarizabilities for the complexes and on the contributions from the pyridine molecule. The results obtained for the polarizability components and the isotropic polarizability for the pyridine molecule and the silver cluster isolated and adsorbed on the surfaces are shown in Table 4. It can be seen that negligible changes occur on the isotropic polarizability of the silver cluster, reducing from 999 to 980 a.u. in the V-complex and increasing from 997 to 1002 a.u. in the S-complex. However, the


Fig. 3 Electron density change $\left(\Delta \rho=\rho_{\text {complex }}-\rho_{\mathrm{PY}}-\rho_{\mathrm{Ag}_{20}}\right)$ due to complexation. Isosurface value of $0.0004 \mathrm{a} . \mathrm{u}$. with enhanced density in magenta and reduced density in brown
isotropic polarizability of pyridine always increases considerably due to the adsorption on the silver cluster. Thus, the value for pyridine in the V-complex (96 a.u.) almost doubles that of isolated pyridine ( $54 \mathrm{a} . \mathrm{u}$.), while in the S-complex (65 a.u.) it is around $20 \%$ larger that in pyridine. This increase in the polarizability of pyridine due to adsorption explains the overall increase in intensity found in the static Raman spectra for both complexes and the larger enhancements observed in the signals for the V-complex.

The analysis of the components of the polarizability tensor shows that the main change of the polarizability takes place in the $\alpha_{y y}$ term, which increases by a factor of $2-3$ with respect to the value of isolated pyridine, while the $\alpha_{\mathrm{xx}}$ and $\alpha_{\mathrm{zz}}$ components decrease. Furthermore, the values in Table 4 also indicate that contributions from the hydrogen atoms to the $\alpha_{y y}$ components are the largest ones and this would explain why vibrations involving hydrogen atoms are specially enhanced due to adsorption. Finally, it must be remarked that the contributions from the $\mathrm{H}_{\beta}$ and $\mathrm{H}_{\gamma}$ atoms in the V-complex are considerably larger than in the $S$-complex and there is also a significant increase in the contribution from the nitrogen atom. These trends can be related to the change of the electron density experimented by the pyridine molecule due to complexation, represented in Fig. 3, where it can be seen that most of the changes take place along the $y$ direction.

Following the procedure indicated above, we have also obtained separately the $R^{M}, R^{S}$ and $R^{M S}$ contributions to the static Raman activity of the pyridine molecule and the theoretical Raman spectra obtained with those contributions were also included in Fig. 2. It can be seen that the Raman spectra of the complexes are almost equal to the contributions arising exclusively from the pyridine, since the combined contributions from the silver cluster and the
intermolecular interactions are negligible (note the different scales in Fig. 2). This finding reinforces the idea that the signal enhancement observed in the static Raman spectra of the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes, usually known as chemical enhancement, is only due to the changes of the polarizability of pyridine when it is adsorbed. On the other hand, these results indicate the absence of intermolecular vibrational coupling of pyridine with the silver cluster, probably due to the large atomic weight of the silver nuclei. It must be noted here that we have also recently found that the intermolecular vibrational coupling might become important and affect significantly Raman spectra if the surface is composed of lighter atoms as carbon [14].

### 3.3 Resonance Raman spectra

It has been established in previous studies that, for small clusters, excitations at wavelengths corresponding to electronic transitions on the metal can be considered as a model to the plasmon excitation responsible for the electromagnetic Raman enhancement observed in metals [19, 24, 26]. Therefore, the Raman spectra obtained at incident wavelengths around the absorption maxima for the V - and S -complexes are shown in Fig. 4, and it can be seen that there is a significant dependence of the Raman profiles on the excitation wavelength. For the V-complex, the SERS spectra for excitations at 369 and 368 nm are similar and the most intense signal corresponds to the ring $\mathrm{C}-\mathrm{H}$ bending at $1252 \mathrm{~cm}^{-1}$. However, for the excitation at 363 nm , the Raman spectrum is completely different and the most intense signals correspond to the ring stretch at $1679 \mathrm{~cm}^{-1}$. On the other hand, the SERS spectrum for the S-complex obtained with an excitation at 373 nm is dominated by the signal at $1252 \mathrm{~cm}^{-1}$ and the signals at 1679,1039 and $1059 \mathrm{~cm}^{-1}$ are of similar intensity. However, for excitations at 372 and 369 nm Raman spectra are dominated by the signal at $1679 \mathrm{~cm}^{-1}$, followed by signals at 1249 and $1059 \mathrm{~cm}^{-1}$, and the signal at $634 \mathrm{~cm}^{-1}$ can be also appreciated. Remarkably, the enhanced Raman spectra of the S-complex obtained with excitations at 362, 365 and 368 nm , which correspond to charge-transfer transitions from orbitals in the silver cluster to unoccupied molecular orbitals of pyridine, are similar to those at 369 and 372 nm . As in the static case, the decomposition of the Raman activities in molecule + surface contributions (see Fig. 4) shows that the contributions from the metallic cluster are always several orders of magnitude smaller than that of pyridine and do not contribute significantly to the total Raman profile. Therefore, it can be concluded that the differences in the SERS spectra are exclusively originated from the contribution of the polarizability derivatives with respect to the pyridine atoms.

To further check the influence of the excitation wavelength on the SERS spectra, we have obtained the excitation

Fig. 4 Resonance Raman spectra for $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes (blue lines). Separated contributions from pyridine and from the (surface + mol-ecule-surface) terms to the Raman activity (red and green lines, respectively; see text for details). Wavenumbers are in $\mathrm{cm}^{-1}$, and intensities are given as Raman activities $\left(\AA^{4} \mathrm{amu}^{-1}\right)$. a V-complex-excitation wavelength 369 nm ; b V-complexexcitation wavelength 368 nm ; c V-complex-excitation wavelength 363 nm ; d S-complexexcitation wavelength 373 nm ; e S-complex-excitation wavelength 372 nm ; f S-complexexcitation wavelength 369 nm ; g S-complex-excitation wavelength 368 nm ; h S-complexexcitation wavelength 365 nm ; i S-complex-excitation wavelength 362 nm
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Fig. 4 continued

profiles for some of the most intense vibrational signals by detuning the excitation wavelength around the absorption maxima. The results obtained are plotted in Fig. 5, and it can be observed that, for the V-complex, the enhancement factors (EF) for the main vibrational modes follow the trend $\mathrm{EF}(1679)>\mathrm{EF}(1252)>\mathrm{EF}(1059)$, but there is an inversion between the signals at 1252 and $1679 \mathrm{~cm}^{-1}$ in the interval between 367 and 370 nm . In a similar way, the enhancement factors for the main vibrational modes of the S-complex follow the trend $\mathrm{EF}(1674)>\mathrm{EF}(1249)>\mathrm{EF}(62$ $8)>\mathrm{EF}(1032)>\mathrm{EF}(1059)$, and there is a change to $\mathrm{EF}(124$
9) $>\mathrm{EF}(1674)>\mathrm{EF}(1032)>\mathrm{EF}(628)>\mathrm{EF}(1059)$ between 373 and 375 nm . Two main conclusions can be achieved from the results in the figure. On the one hand, it is clear that the use of excitation wavelengths at pre-resonance conditions will predict Raman profiles in agreement with those obtained at resonance conditions, but special care should be taken in the cited inversion interval. On the other hand, the enhancement factors predicted at pre-resonance conditions are expected to be larger for the S-complex. This can be proved by inspection of Fig. 5 and checking, for instance, that the enhancement factors for excitations wavelengths

Fig. 5 Raman excitation profiles for some selected vibrational modes of the PY$\mathrm{Ag}_{20}$ complexes. a V-complex; b S-complex

at 360 and 366 nm , which are far from resonance in both complexes, are always larger for the S-complex than for the V-complex.

In must be remarked here that the Raman excitation profiles presented in Fig. 5 are more resolved than those reported by Zhao et al. [19] employing time-dependent damping computations. We believe that the introduction of a damping in the TDDFT computations blurs out the electronic levels involved in the electronic transitions and, although the procedure avoids numerical problems during the TD-DFT calculations and can be adjusted to obtain

Raman intensities in agreement with experimental results, introduces a significant uncertainty that may cause a loss of information in the resonance Raman spectra predicted theoretically.

To explain all the previous observations, we have also analysed the change of the electronic density during the electronic transitions for both complexes and represented them in Fig. 6. For the excitations at 369 and 368 nm , it can be seen that the electron density in the V-complex only changes on a face of the silver cluster along the $z$ and $x$ directions, respectively. However, for the transition at


Fig. 6 Electron density deformations in the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes due to the electronic transitions employed in the calculation of the resonance Raman spectra. Isosurface values of 0.0004 a.u. with enhanced densities in magenta and reduced densities in brown. a V-complex; b S-complex

363 nm , the electron density on the cluster changes along the $y$ direction and causes an increase in electron density on some of the atoms of pyridine. As a consequence, it is the ring stretch at $1679 \mathrm{~cm}^{-1}$ the most enhanced signal because it possesses a considerable contribution of the carbon atoms of the ring.

In a similar way, for the excitations at 369 and 372 in the S-complex, the change of the electron density mainly takes place along the $y$ and $x$ direction, respectively, but there is also a clear increase in the electron density in the pyridine ring and, as a consequence, the ring stretch at $1674 \mathrm{~cm}^{-1}$ appears at the most intense signal with an enhancement
factor around $10^{15}$ with respect to the static spectra. However, for excitation at 373 nm , the amount of electron density shifted to the pyridine ring is smaller and the intensity of the signals at 1249 and $1674 \mathrm{~cm}^{-1}$ is inverted.

The above observations suggest that the reason for the differences observed in the resonance and pre-resonance spectra of the V- and S-complexes depends mainly on the amount of electron density transferred to pyridine during the electronic transition, and this could be related to the distance between the silver cluster and the pyridine ring. Thus, for both complexes, excitations with electron density shifts along the $y$ direction always increase significantly the electron density of pyridine and the ring stretch is the most enhanced signal in the SERS spectra. On the other hand, the electronic transitions along the $x$ and $z$ directions in both complexes always occur with charge shifts on the surface of the cluster, but the amount of density transferred depends notably on the distance to pyridine: since the silver atoms on the surface of the S -complex are closer to pyridine, more electron density is transferred and the signal enhancements for the S-complex are several orders of magnitude larger than in the V-complex.

The same explanation can be also employed to explain the SERS profiles obtained with excitations at 368, 365 and 362 nm . The deformations of the electron density associated with these excitations agree with those expected for charge-transfer transitions since there is a noticeable electron density shift from the silver cluster towards pyridine (see Fig. 6). As a consequence, all these transitions increase the electron density in the ring framework of pyridine, and the most enhanced signals in the resonance Raman spectra are again the ring stretchings at $1674-1679 \mathrm{~cm}^{-1}$.

## 4 Conclusions

In this paper, we have presented a detailed interpretation of the static and resonance Raman spectra of pyridine adsorbed on a $\mathrm{Ag}_{20}$ cluster using DFT (M06-2X) calculations. To this purpose, we have employed a decomposition method that allowed us to obtain separately the contributions from pyridine and the silver cluster to the Raman activity. The application of the method to the static Raman spectra of the V - and S-complexes permitted to conclude that the chemical enhancement observed in the static Raman spectra is only due to the increase in the polarizability of pyridine when adsorbed on the metal. In an analogous way, the computed electromagnetic and charge-transfer enhancements observed in the resonance Raman spectra can be explained only considering the Raman activities of pyridine. For both static and resonance Raman spectra, the contribution of the silver cluster is negligible and no significant contribution from vibrational intermolecular coupling was found.

The dependence on the excitation wavelength of the SERS spectra of the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes has been also analysed since similar incident lights produce remarkably different spectra. We have found that the Raman spectra obtained at resonance and pre-resonance conditions are similar, and both complexes present a narrow interval of excitation wavelengths where the enhancement factors of certain vibrational signals change significantly. From the analysis of the changes of the electron density during electronic transitions, it has been established that the differences observed depend on the amount of electron density transferred to pyridine during the electronic transition, and this could be related to the distance between the surface of the cluster and the pyridine ring. Finally, the strong dependence on the excitation wavelength found in the SERS spectra of the $\mathrm{PY}-\mathrm{Ag}_{20}$ complexes indicates that a proper knowledge of the effect of the excitation wavelength is very convenient for obtaining a reliable theoretical interpretation of surface-enhanced Raman spectra. Furthermore, understanding the influence of the excitation wavelength could be of great importance in future experimental work as the availability of tunable lasers improves.

## References

1. Fleischmann M, Hendra PJ, Mcquillan AJ (1974) Chem Phys Lett 26:163-166
2. Van Duyne RP (1974) Chemical and biochemical applications of lasers, Chapter 5, vol 4. Academic Press, New York
3. Albrecht MG, Creighton JA (1977) J Am Chem Soc 99:5215-5217
4. Jeanmaire DL, Van Duyne RP (1977) J Electroanal Chem 84:1-20
5. Kneipp K, Wang Y, Kneipp H, Perelman LT, Itzkan I, Dasari RR, Feld MS (1997) Phys Rev Lett 78:1667-1670
6. Nie SM, Emory SR (1997) Science 275:1102-1106
7. Le Ru EC, Etchegoin PG (2009) Principles of surface-enhanced Raman spectroscopy and related plasmonic effects, Whole, vol Book. Elsevier, Boston
8. Campion A, Kambhampati P (1998) Chem Soc Rev 27:241-250
9. Jensen L, Aikens CM, Schatz GC (2008) Chem Soc Rev 37:1061-1073
10. Lombardi JR, Birke RL (2008) J Phys Chem C 112:5605-5617
11. Lombardi JR, Birke RL (2009) Accounts Chem Res 42:734-742
12. Jensen L, Autschbach J, Schatz GC (2005) J Chem Phys 122:224115
13. Jensen L, Zhao LL, Autschbach J, Schatz GC (2005) J Chem Phys 123:174110
14. Ramos-Berdullas N, López-Carballeira D, Perez-Juste I, Mandado M (2015) Submitted
15. Golab JT, Sprague JR, Carron KT, Schatz GC, Vanduyne RP (1988) J Chem Phys 88:7942-7951
16. Li WH, Li XY, Yu NT (1999) Chem Phys Lett 305:303-310
17. Corni S, Tomasi J (2001) Chem Phys Lett 342:135-140
18. Vivoni A, Birke RL, Foucault R, Lombardi JR (2003) J Phys Chem B 107:5547-5557
19. Zhao LL, Jensen L, Schatz GC (2006) J Am Chem Soc 128:2911-2919
20. Cardini G, Muniz-Miranda M, Pagliai M, Schettino V (2007) Theor Chem Acc 117:451-458
21. Jensen L, Zhao LL, Schatz GC (2007) J Phys Chem C 111:4756-4764
22. Wu D-Y, Liu X-M, Duan S, Xu X, Ren B, Lin S-H, Tian Z-Q (2008) J Phys Chem C 112:4195-4204
23. Morton SM, Jensen L (2009) J Am Chem Soc 131:4090-4098
24. Gaff J, Franzen S (2012) Chem Phys 397:34-41
25. Zhao LL, Jensen L, Schatz GC (2006) Nano Lett 6:1229-1234
26. Aikens CM, Schatz GC (2006) J Phys Chem A 110:13317-13324
27. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA, Cheeseman JR, Scalmani G, Barone V, Mennucci B, Petersson GA, Nakatsuji H, Caricato M, Li X, Hratchian HP, Izmaylov AF, Bloino J, Zheng G, Sonnenberg JL, Hada M, Ehara M, Toyota K, Fukuda R, Hasegawa J, Ishida M, Nakajima T, Honda Y, Kitao O, Nakai H, Vreven T, Jr. JAM, Peralta JE, Ogliaro F, Bearpark M, Heyd JJ, Brothers E, Kudin KN, Staroverov VN, Kobayashi R, Normand J, Raghavachari K, Rendell A, Burant JC, Iyengar SS, Tomasi J, Cossi M, Rega N, Millam JM, Klene M, Knox JE, Cross JB, Bakken V, Adamo C, Jaramillo J, Gomperts R, Stratmann RE, Yazyev O, Austin AJ, Cammi R, Pomelli C, Ochterski JW, Martin RL, Morokuma K, Zakrzewski VG, Voth GA, Salvador P, Dannenberg JJ, Dapprich S, Daniels AD, Farkas Ö, Foresman JB, Ortiz JV, Cioslowski J, Fox DJ (2009) Gaussian 09, Revision A.02; Gaussian Inc., Wallingford CT
28. Zhao Y, Truhlar DG (2008) Theor Chem Acc 120:215-241
29. Ramos-Berdullas N, Perez-Juste I, Van Alsenoy C, Mandado M (2015) Phys Chem Chem Phys 17:575-587
30. Jamroz MH (2004-2010) Vibrational energy distribution analysis, (VEDA 4), Warsaw
31. Jamroz MH (2013) Spectrochim Acta A 114:220-230
32. Norman P, Bishop DM, Jensen HJA, Oddershede J (2001) J Chem Phys 115:10323-10334
33. Hermida-Ramon JM, Guerrini L, Alvarez-Puebla RA (2013) J Phys Chem A 117:4584-4590
34. Sanchéz-Lozano M, Mandado M, Pérez-Juste I, Hermida-Ramón JM (2014) ChemPhysChem 15:4067-4076
35. Weinhold F (1998) Natural bond orbital methods. In: Schleyer PVR, Allinger NL, Clark T et al (eds) Encyclopedia of computational chemistry, vol 3. Wiley, Chichester, UK, pp 1792-1811
36. Glendening ED (2005) J Phys Chem A 109:11936-11940
37. Glendening ED, Badenhoop JK, Reed AE, Carpenter JE, Bohmann JA, Morales CM, Weinhold F (2001) NBO 5.0.; Theoretical Chemistry Institute, University of Wisconsin, Madison

# Effect of van der Waals interactions in the DFT description of self-assembled monolayers of thiols on gold 

José L. C. Fajín ${ }^{1} \cdot$ Filipe Teixeira $^{1} \cdot$ José R. B. Gomes $^{2} \cdot$ M. Natália D. S. Cordeiro ${ }^{1}$

Received: 14 November 2014 / Accepted: 13 April 2015 / Published online: 3 May 2015
© Springer-Verlag Berlin Heidelberg 2015


#### Abstract

The structure and energetic properties of selfassembled monolayers (SAMs) of alkanethiol derivatives (simple alkanethiols, mercaptoalkanoic acids and aminoalkanethiols with different chain length) adsorbed on the metallic $\mathrm{Au}(111)$ surface are investigated through periodic DFT calculations. To sort out the effect of van der Waals (vdW) interactions on the DFT calculations, the results of the standard GGA-PBE functional are compared with those obtained with approaches including the vdW interactions such as those incorporating the Grimme's (GGA-PBE-D2) and the Tkatchenko-Scheffler's (GGA-PBE-TS) schemes, as well as with the optB86b-vdW density functional. The most significant difference between the two sets of results appears for the adsorption energies per thiol molecules: The standard functional predicts energy values 30-40 \% lower than those obtained when the van der Waals interactions are taken into account. This is certainly due to a better description of the lateral interactions between the chains of the thiols when including the van der Waals effects. Differences are also found between the adsorption energies


[^29]
#### Abstract

predicted by density functionals taking into account the vdW corrections, with values increasing in the order GGA-PBE-D2 < GGA-PBE-TS < optB86b-vdW. Furthermore, the functionals considering dispersion interactions favor much more tilted orientations of the SAMs over the surface with respect to those found using the standard GGA functional (the SAMs' tilt angles increase from $17^{\circ}-24^{\circ}$ to $37^{\circ}-46^{\circ}$ ), being the former in closer agreement with available experimental data. In contrast, the SAMs' precession angle and monolayer thickness are less affected by the type of DFT exchange-correlation functional employed. In the case of low surface coverage, the chains of the thiols adopt more tilted configurations and tend to lay side-down onto the surface.


Keywords Gold (111) surface • Thiols • Periodic density functional theory • van der Waals effects

## 1 Introduction

Self-assembled monolayers (SAMs) of thiols on metallic surfaces have been and still are being extensively studied due to their practical applications and functionalities. This kind of SAMs has been used namely as modifiers of metal electrodes, with variation of the metal electrode functionality with the SAM used [1-4], or as modifiers, which confer magnetic properties to the metal surface [5]. In addition, they have been applied as agents for the growth of thin films [6], $\mathrm{C}_{60}$ islands [7] or neuronal cells [8], of the immobilization of nanoparticles [9] or $\beta$-cyclodextrins [10], and for the aggregation of nanoparticles [11]. Other important applications of these SAMs include their use as sensors and biosensors [12], or even as reactants that can act in reactions on surfaces [13]. Following these important
applications, several research works have dealt with the study of the thiol SAMs' structure [14-25] or with the development of new techniques aimed at creating patterned surfaces [26-28]. It has been found that desorption studies are very useful in the study of the SAMs' structure [29, 30].

It is well documented that thiols adsorb dissociatively on gold surfaces through their sulfur atoms upon breakage of the S-H bond [31-36] and form SAMs when the coverage is near to the monolayer. The formation of the SAMs is affected by the presence of surface defects [33, 37], by the thiol chain length which can distress the SAMs functionality [38-41], by the thiol terminal groups [42] which can lead to lateral interactions, by the formation of surface oxides [43-45] or by the thiol concentration [31, 46, 47]. Furthermore, the presence of adatoms on the surface has been claimed as an important factor toward the formation of thiol SAMs on gold surfaces [48-51], and, in particular, it has been found that methanethiol leads to a strong surface reconstruction during its adsorption [52].

The thiols used in the preparation of SAMs are usually alkanethiols [21, 27, 47, 53] or alkanethiols with the other end of the alkyl chain terminated with an organic acid group [54] or with an amino group [8, 9]. SAMs formed by mixing different types of alkanethiols are also quite common [28,55]. The terminal group of the thiols can be altered by X-ray irradiation [56] or by photooxidation [57]. Despite that alkanethiols, aminoalkanethiols and mercaptoalkanoic acids are by far the most employed and investigated, other types of thiols such as thiophenethiols [58-63] have also been used for fabricating SAMs.

The important applications of thiol SAMs attracted also the attention of the theoreticians who focused their work in studies of their formation and resulting structures. Different theoretical methods have been employed in such studies, being widely spread in this field molecular dynamics (MD) simulations [42, 64-71] and density functional theory (DFT) $[34,39,50,72-79]$ calculations. The former methods are able to extract information on the dynamics of the formation of the SAMs at the atomic level, as well as their follow-on structural properties, whereas the latter ones are more useful for the study of bond formation or lateral interactions among the thiol chains in the SAMs. Monte Carlo simulations have also been used in the study of thiol SAMs [80].

These theoretical methods are then particularly helpful for verifying many aspects of the packing and phase behavior of SAMs and may provide a detailed description of the SAM structures. For example, both allow an easy estimation of parameters like the tilt and precession angles of the thiol chains into the SAMs or the monolayer thickness. The tilt angle corresponds to the angle between the thiol chain and the normal to the surface in the adsorption point, while the precession angle corresponds to the angle between the
thiol chain projection into the $x y$ plane (surface) and the $x$-axis (for additional information please refer to Fig. 2 of Ref. [81]). The tilted SAMs' structures are adopted to maximize the interaction between chains, and normally thiol SAMs exhibit tilt angles between $20^{\circ}$ and $35^{\circ}$ depending on the type of chains [15, 33, 40, 47, 53, 64, 82, 83]. In addition, it has been suggested that the tilt angle of the thiol chains depends on parameters such as the temperature, the nanoparticle size, the chain length (only for short thiols, $<20 \mathrm{CH}_{2}$ groups) [69] and the deposition of metals on the surface [84]. Here, it should be mentioned that the reconstruction of the surface detected in MD simulations has been checked to be an artifact caused by the potential used in such simulations, by comparison with the reconstructed (postulated as unstable) and unreconstructed SAMs energies using DFT [65].

All the results obtained so far within DFT theoretical studies of SAMs resorted to standard DFT functionals, which do not account for van der Waals dispersion forces. In this work, we go one step ahead in the theoretical study of thiols SAMs onto a gold (111) surface by determining their binding energies and structures, through periodic DFT calculations with and without the consideration of van der Waals (vdW) forces. Three different types of thiol SAMs are compared namely: alkanethiols SAMs (hexane-1-thiol or undecane-1-thiol), SAMs formed by thiols terminated in an organic acid group (6-mercaptohexanoic acid and 11-mercaptoundecanoic acid) and SAMs formed by thiols terminated in an amino group (6-aminohexane-1-thiol and 11-aminoundecane-1-thiol). In fact, these thiols were chosen because they arise as the most frequently used in the preparation of SAMs on gold [ $9,10,28,46,55]$. Additionally, with this selection of thiols, we also consider the most habitually chain lengths and terminal groups (methyl, carboxylic or amino) of thiol SAMs on gold.

This work is organized as follows. The computational methods are described in detail in Sect. 2, while the calculated results are reported and discussed in Sect. 3. Finally, the most important conclusions are summarized in Sect. 4.

## 2 Computational details

### 2.1 DFT approach

All the DFT calculations were carried out with the VASP 5.3.3 computer code [85-87], together with the GGA-PBE density functional proposed by Perdew et al. [88] to obtain the electron density. Due to the predictable effect of the dispersion forces in the calculations, these were considered in this work by using the Grimme's (GGA-PBE-D2) [89], the Tkatchenko-Scheffler's (GGA-PBE-TS) [90] schemes and by the consideration of the optB86b-vdW density
functional [91]. D2 corrections employed the common $\mathrm{C}_{6}$ Grimme's parameters for the $\mathrm{H}, \mathrm{C}, \mathrm{O}, \mathrm{S}$ and N atoms, while the $\mathrm{C}_{6}$ parameter for gold was taken from Ref. [92] ( $14.99 \mathrm{~J} \mathrm{~nm}^{6} \mathrm{~mol}^{-1}$ ) where it was optimized for the interaction of thiols with the $\mathrm{Au}(111)$ surface. The expression for the dispersion energy in the TS method is essentially the same that used in the D2 method; however, the dispersion coefficients and damping function are charge-density dependent. Therefore, this method is able to account for variations in vdW contributions of atoms due to their local chemical environment [90]. The optB86b-vdW is a density functional that approximately takes into account the dispersion forces, and is framed in the scheme of the non-local van der Waals density functional (vdW-DF) of Dion but where the exchange functional was optimized for the correlation part [91]. For additional details on these approaches and applications, please refer to the recent review by Prates Ramalho et al. [93].

The effect of core electrons on the valence shells was described using the projected augmented-wave (PAW) method due to Blöch [94] and further implemented by Kresse and Joubert [95], together with a plane-wave basis set used to span the valence electronic states. The cutoff energy for the plane waves was 415 eV , found to be sufficient for energy and geometry convergence in previous works concerning adsorptions and reactions on gold surfaces [96, 97]. In addition, the conjugate-gradient algorithm was used for the relaxation of the ions during the spinpolarized calculations, and a $3 \times 3 \times 1$ Monkhorst-Pack $k$-points grid was used for the integrals in the Brillouin zone for a correct energy convergence.

### 2.2 Slab models

The infinite $\mathrm{Au}(111)$ gold surface was modeled using the three-dimensional (3D) periodic-slab approach, being the same approach used to model the interaction of this surface with the thiol SAMs considered in this work.

The initial positions of the gold atoms in the slab used for the generation of the $\mathrm{Au}(111)$ surface by its repetition in the three spatial dimensions were obtained using the lattice parameter for bulk gold taken from a previous work [98]. Following on, bulk gold was cut along the (111) plane for obtaining a slab with three layers of gold atoms and forming a $(3 \times 3)$ unit cell with respect to the minimal unit cell for the (111) Miller index surface. The unit cell represented by this slab is a hexagonal prism with the angle between the $x$ - and $y$-axes being $120^{\circ}$ and the two other involving the $x z$ - and $y z$-axes of exactly $90^{\circ}$. The resulting $\mathrm{Au}(111)$ surface model contains 27 gold atoms and assures that the adsorption energy of the thiols is converged with respect to the slab thickness. The $\mathrm{Au}(111)$ surface is characterized by four different adsorption positions, i.e., top, bridge, fcc


Fig. 1 Top, hollow hcp and hollow fcc adsorption sites on the $\mathrm{Au}(111)$ surface. Bridge sites correspond to the lines connecting top sites
hollow (above a subsurface octahedral cavity) and hcp hollow (above a subsurface tetrahedral cavity) sites. A representation of these adsorption sites can be seen in Fig. 1.

It was necessary to consider three thiol molecules in each gold slab to obtain the correct thiol SAMs' configurations during the replication of the unit cell. Models with only one thiol chain on the slab and corresponding to the 1/3 ML coverage were also built in order to consider the coverage effects in the thiols adsorption. In both situations, the positions of the gold and thiol atoms were completely relaxed.

## 3 Results and discussion

### 3.1 Structure of thiol SAMs adsorbed onto the Au(111) surface

The most stable configurations for the thiol SAMs were determined, starting from several initial trial configurations and adsorption sites of the $\mathrm{Au}(111)$ surface (Fig. 1), by energy minimizations to sample minima corresponding to equilibrium structures. We considered the adsorption of the thiols in thiolated form since it is well established that the $\mathrm{S}-\mathrm{H}$ bond breaks during the adsorption of thiols on gold surfaces [31-36] leading to $\mathrm{H}_{2}$ formation [34].

The adsorption energies per thiol molecule ( $E_{\text {ads }}$ ) of the thiols forming the SAMs were computed by the following expression:
$E_{\text {ads }}=\left(E_{\text {slab-(thiol })_{n}}-E_{\text {slab }}-n \times E_{\text {thiol }}\right) / n$
where $E_{\text {slab }}$ refers to the electronic energy of the gold slab used, $E_{\text {thiol }}$ to the molecular electronic energy on the gas phase of the correspondent thiol molecule in thiolated form and $E_{\text {slab-(thiol })_{n}}$ to the electronic energy of the
correspondent slab-thiol supersystem; $n$ is 3 or 1 for 1 ML or $1 / 3$ ML surface coverages, respectively, and it refers to the number of thiol molecules per slab considered. Consequently, the adsorption energies $E_{\text {ads }}$ are given per thiol molecule and negative values mean energetically favored adsorptions. Additionally, in the case of the 1 ML surface coverage (i.e., $n=3$ ), Eqs. 2, and 3,
$E_{\text {int_Au-S }}=\left(E_{\text {slab-(thiol) })_{n}}-E_{\text {slab }}-E_{\left(\text {(thiol }_{n}\right)}\right) / n$
$E_{\text {int_thiol-thiol }}=\left(E_{\text {slab-(thiol })_{n}}-E_{\text {slab }}-n \times E_{(\text {thiol })}\right) / n$
were employed to calculate the Au -sulfur interaction energy per thiol molecule, $E_{\text {int_Au-S }}$ and the interchains interaction energy per thiol molecule, $E_{\text {int_thiol-thiol }}$ for thiols forming the SAMs. In these equations, $E_{\text {slab-(thiol) }}^{n}$, $n$ and $E_{\text {slab }}$ are as in Eq. (1), while $E_{(\text {thiol })_{n}}$ corresponds to the total energy of the thiol molecules frozen in their optimized geometries onto the $\operatorname{Au}(111)$ surface but without the 27 Au atoms of the metal slab, and $E_{\text {(thiol) }}$ corresponds to the total energy of a single thiol chain frozen in its optimized geometry on the slab (i.e., without two of the three thiol molecules and the gold surface). Note that the sum of the values determined using Eqs. (2) and (3) does not correspond exactly to the value obtained with Eq. (1) because the thiol molecule used as reference in the latter equation is fully optimized in vacuum, while in the former cases, frozen geometries of the thiols in their adsorbed states are employed.

We began our investigation by determining the most favorable configurations for the adsorption of two representative alkanethiols on the $\mathrm{Au}(111)$ surface, i.e., the hexane-1-thiol and the undecane-1-thiol. The results concerning to the alkanethiol adsorption energies, tilt and precession angles of the thiol chains and monolayer thickness for the most stable structures of these alkanethiol SAMs on $\mathrm{Au}(111)$ are given in Table 1. In Fig. 2, we present the most favorable configurations for these thiols, computed by using the GGA-PBE-D2 functional (these structures are similar to those obtained using GGA-PBE-TS and optB86b-vdW). As it can be seen, the packing of the alkanethiols forming a compact monolayer is characterized by the alkanethiols adsorbed through their sulfur atoms on bridge positions and adopting a tilted structure similar to that obtained experimentally for the hexane-1-thiol closely packed phase [46] or to that found through MD simulations [81]. These tilted structures allow for better interactions between the chains with concomitant stabilization of the system. In the case of the structures relaxed with functionals taking into account the dispersion forces, the tilt angles calculated with the GGA-PBE-D2, GGA-PBE-TS and optB86b-vdW are, respectively, $45.7^{\circ}, 45.0^{\circ}$ and $44.8^{\circ}$ for hexane-1-thiol, and $40.8^{\circ}, 41.4^{\circ}$ and $41.5^{\circ}$ for undecane-1-thiol SAMs. These values are higher than those attained without taking

The $\Theta, \chi$ angles and thiol layer thickness were determined as in Ref. [81]

Fig. 2 Top (left) and side (right) views of the most stable SAMs obtained with the PBED2 approach for hexane-1-thiol (a) and undecane-1-thiol (b) on $\mathrm{Au}(111)$. Green stands for gold, yellow for sulfur, blue for carbon and white for hydrogen

into account the vdW forces (GGA-PBE functional), i.e., $17.5^{\circ}$ and $23.5^{\circ}$, respectively. The tilt angle (GGA-PBE) for the undecanethiol SAM on $\mathrm{Au}(111)$ is similar to the experimental values found for the hexadecane-1-thiol SAM $\left(22^{\circ}\right)$ [53] and for the decane-1-thiol SAM ( $20^{\circ}$ ) [76]. Nevertheless, for the hexane-1-thiol SAM, the tilt angle computed with GGA-PBE is slightly lower than that obtained through MD simulations ( $23^{\circ}$ ) [81]. Moreover, the precession angles obtained indicate that the hexane-1-thiols adopt a next-next-nearest-neighbor (NNNN) tilt direction [99], and, in the case of the undecane-1-thiol SAM, the chains are oriented as in nearest-neighbor (NN) and NNNN configurations. To sum up, it seems that the inclusion of van der Waals forces in the calculations leads to an excessive tilt of the SAM chains, but the precession angle and the monolayer thickness are less affected. Interestingly, the values obtained for angles and thickness with the GGA-PBE-D2, GGA-PBE-TS and optB86b-vdW functionals are very similar, indicating that these quantities do not depend on the strategy employed to introduce the effects of the dispersion interactions in the DFT calculations.

The adsorption energies per thiol molecule are 0.42 eV (GGA-PBE-D2), 0.72 eV (GGA-PBE-TS) and 0.69 eV
(optB86b-vdW) more negative for the SAMs with unde-cane-1-thiol than for the SAMs with hexane-1-thiol, showing the importance of the lateral interactions between the thiols in the SAMs. Such increment in the adsorption energy on going from the hexane to the undecane chain is not found when the calculations are performed with the GGA-PBE approach (cf. Table 1). The adsorption energy difference between undecane-1-thiol and hexane-1-thiol increases in the order GGA-PBE $<$ GGA-PBE$\mathrm{D} 2<\mathrm{GGA}-\mathrm{PBE}-\mathrm{TS} \approx$ optB86b-vdW. This ordering is similar to that found for adsorption energies of the thiols (i.e., GGA-PBE < GGA-PBE-D2 < GGA-PBETS < optB86b-vdW), which suggests that the contribution of the dispersion interactions arising from the optB86bvdW method is larger than those arising from the consideration of the other computational approaches.

We also examined the effect of the inclusion of the van der Waals forces in the thiols interatomic distances. All the interatomic distances for the most stable configuration of each thiol (alkanethiols, aminoalkanethiol and mercaptoalkanoic acids) SAMs are presented in the schemes depicted in Fig. 3. Some interatomic distances between atoms in different thiol chains are also provided to show the hydrogen





4 Fig. 3 Interatomic distances $(\AA)$ for the bonds in the thiols of SAMs on gold (labels $\mathrm{CH}, \mathrm{NH}$ and OH ) and shortest interatomic distances between atoms in neighboring thiols (labels $\mathrm{H}-\mathrm{H}, \mathrm{C}-\mathrm{C}$ and $\mathrm{O}-\mathrm{H}$ )
contacts (N-H or O-H distances) established between thiols terminal groups and to measure the distance between thiol chains ( $\mathrm{H}-\mathrm{H}$ or $\mathrm{C}-\mathrm{C}$ distances). In general, for alkanethiol SAMs the inclusion of the van der Waals forces with any of the three approaches considered in this work has a weak influence in the thiols interatomic distances and their values are similar to those computed with the GGAPBE approach. Still, the $\mathrm{C}-\mathrm{C}$ and $\mathrm{H}-\mathrm{H}$ distances computed with the GGA-PBE-D2 approach are $\sim 0.2-0.7 \AA$ shorter than those calculated with the GGA-PBE approach, while those calculated with the GGA-PBE-TS and optB86bvdw functionals are slightly shorter in the case of the SAMs with hexane-1-thiol or slightly longer in the case of the SAMs with undecane-1-thiol when compared with those calculated with the standard GGA-PBE approach. However, striking differences are seen in the case of the distances between the sulfur and the gold surface, which become shorter after the consideration of the van der Waals interactions.

Following on, we studied the formation of SAMs on $\mathrm{Au}(111)$ of two thiols terminated with an amino group, i.e., the 6 -aminohexane-1-thiol and the 11 -aminounde-cane-1-thiol. The most favorable configurations for the 6-aminohexane-1-thiol and 11-aminoundecane-1-thiol SAMs are shown in Fig. 4. The 6-aminohexane-1-thiol and 11-aminoundecane-1-thiol SAMs are characterized by thiols adsorbed on bridge positions through their $S$ atoms and being the thiol chains tilted with respect to the surface normal. The tilt angles are similar to those obtained for the alkanethiol SAMs, i.e., $16.3^{\circ}, 46.1^{\circ}, 43.0^{\circ}$ and $46.0^{\circ}$, with GGA-PBE, GGA-PBE-D2, GGA-PBE-TS and optB86bvdW , respectively, in the case of the 6-aminohexane-1-thiol chains and $20.9^{\circ}, 43.9^{\circ}, 40.9^{\circ}$ and $41.0^{\circ}$ in the case of the 11-aminoundecane-1-thiol chains, being in both cases the GGA-PBE values closer to the experimental value (i.e., $26^{\circ}$ ) [82]. As in the case of simple alkanethiol SAMs, the inclusion of the van der Waals corrections seems to overestimate the tilt angles and it also leads to the differentiation between the adsorption energies for long and short aminoalkanethiol SAMs. This is in concordance with a better estimation of the interaction among the thiol chains when van der Waals forces are included in the calculations. In
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Fig. 3 continued

Fig. 4 Top (left) and side (right) views of the most stable SAMs obtained with the PBED2 approach for 6-aminohex-ane-1-thiol (a) and 11-ami-noundecane-1-thiol (b) on $\mathrm{Au}(111)$. Green stands for gold, yellow for sulfur, light-blue for carbon, dark-blue for nitrogen and white for hydrogen

fact, the interatomic distance ( $\mathrm{C}-\mathrm{C}$ ) between carbon atoms in different aminoalkanethiol chains for 11-aminounde-cane-1-thiol is shorter by about $0.2 \AA$ when van der Waals forces are considered in the calculations, while the distances in the thiol chains are almost the same (see schemes for aminoalkanethiols interatomic distances in Fig. 3). For SAMs with the 6-aminohexane-1-thiol, the GGA-PBED2 functional predicts shorter $\mathrm{C}-\mathrm{C}$ distances than those calculated with the GGA-PBE functional but the values obtained with GGA-PBE-TS and optB86b-vdw functionals are similar to those obtained with the GGA-PBE approach. The effects in the precession angles and in monolayer thicknesses are more modest when van der Waals interactions are considered. Interestingly, the angles and thicknesses predicted by the calculations with GGA-PBE-D2, GGA-PBE-TS and optB86b-vdW functionals are similar, but the adsorption energies increase in the order GGA-PBE-D2 < GGA-PBE-TS < optB86b-vdW. The adsorption energy differences between 11-aminoundecane-1-thiol and 6-aminohexane-1-thiol become more negative in the same order, more precisely by 0.43 eV (GGA-PBE-D2), 0.66 eV
(GGA-PBE-TS) and 0.70 eV (optB86b-vdW) showing again that the dispersion effects are more pronounced in the case of the calculations employing the optB86b-vdW functional. The precession angles obtained indicate that the SAMs of the aminothiols adopt NNNN configurations. In addition, as it can be seen in Fig. 4, the most favorable structures for the SAMs of the aminoalkanethiols are characterized by perpendicular orientation of the amino groups to the direction of the chain tilt in the case of 6-ami-nohexane-1-thiol and by the formation of hydrogen bonds between amino groups of neighboring aminoalkanethiols in the case of the 11-aminoundecane-1-thiol.

The orientations on the surface calculated for the SAMs of the 6-mercaptohexanoic and 11-mercaptoundecanoic acids are analogous to those described above for those obtained with the hexane-1-thiol and undecane-1-thiol compounds, respectively. According to previous MD simulations [64], there are several possible orientations of the carboxyl terminal groups of these SAMs. The configurations of the SAMs of 6-mercaptohexanoic and 11-mercaptoundecanoic acids (Fig. 5) obtained with DFT in this

Fig. 5 Top (left) and side (right) views of the most stable SAMs obtained with the PBED2 approach form 6-mercaptohexanoic acid (a) and 11-mercaptoundecanoic acid (b) on $\mathrm{Au}(111)$. Green stands for gold, yellow for sulfur, lightblue for carbon, red for oxygen and white for hydrogen

work resemble intermediate configurations between the two extreme cases reported in Ref. [64]. In these SAMs, the 6-mercaptohexanoic and the 11-mercaptoundecanoic acids are adsorbed on bridge positions through their sulfur atoms and adopting tilted structures. In the case of 6-mercaptohexanoic acid, the tilt angles are $23.1^{\circ}, 41.1^{\circ}, 40.3^{\circ}$ and $40.5^{\circ}$, with GGA-PBE, GGA-PBE-D2, GGA-PBETS and optB86b-vdW, respectively, while in the case of the 11-mercaptoundecanoic acid, the tilt angles are $24.2^{\circ}$, $37.3^{\circ}, 37.6^{\circ}$ and $37.6^{\circ}$, with GGA-PBE, GGA-PBE-D2, GGA-PBE-TS and optB86b-vdW, respectively. The angles obtained with the standard GGA-PBE are closer to the classical MD values in Ref. [64] than when the comparison is made with the approaches incorporating the van der Waals interactions. Once again, the inclusion of the van der Waals forces corrections seems to overestimate the tilt angles of the thiol chains of the SAMs. The higher adsorption energies predicted by the DFT-PBE-D2, DFT-PBETS and optB86b-vdw functionals are in concordance with the interatomic distances presented in the schemes of Fig. 3 for the mercaptoalkanoic acids studied here. The $\mathrm{O}-\mathrm{H}$
distance between different thiols is shorter, about $0.2-0.4 \AA$ when van der Waals forces are considered in the calculations, i.e., the hydrogen bond between different thiol chains is stronger when van der Waals forces are considered in the calculations. Interestingly, $\mathbf{C}-\mathrm{C}$ distances are not significantly affected by the inclusion of the van der Waals forces in the calculations in the case of the SAMs based on mercaptoalkanoic acids.

The effect of the consideration in the calculations of the vdW forces on the values of the precession angles and monolayer thicknesses is more modest. The values obtained for the precession angles indicate that the 6-mercaptohexanoic acid adopts a configuration between NNNN and next-nearest-neighbor (NNN) into its SAM while the 11-mercaptoundecanoic acid adopts a configuration more close to NN [99]. In the case of the mercaptoalkanoic acids SAMs, the adsorption energy per thiol molecule is higher in the compounds with the longer alkyl chains even when van der Waals interactions are not considered (cf. Table 1). This must be related to the formation of more efficient hydrogen bonds between the carboxylic terminal in the

Table 2 Estimation of the contribution for the adsorption energy of the Au-sulfur ( $E_{\text {int_Au-S }}, \mathrm{eV}$ ) and interchains $\left(E_{\text {int_thiol-thiol }}, \mathrm{eV}\right)$ interactions obtained with the PBE-D2 approach

| Type of thiol SAM | $E_{\text {int_Au-S }}$ | $E_{\text {int_thiol-thiol }}$ |
| :--- | :---: | :--- |
| Hexane-1-thiol | -2.37 | -0.63 |
| Undecane-1-thiol | -2.36 | -1.07 |
| 6-Mercaptohexanoic acid | -2.34 | -0.97 |
| 11-Mercaptoundecanoic acid | -2.33 | -1.46 |
| 6-Aminohexane-1-thiol | -2.37 | -0.71 |
| 11-Aminoundecane-1-thiol | -2.39 | -1.25 |

SAMs obtained with the thiols with larger alkyl chains and also with the fact that these interactions, which are correctly described with the GGA-PBE approach, are much more favorable than the dispersive interactions between the chains.

The contributions of the lateral chain-chain and of the sulfur-metal interactions for SAMs obtained with the six different compounds considered in this work calculated with Eqs. (2) and (3) are reported in Table 2. As it can be seen, the Au-sulfur interaction clearly dominates over lateral interchains interaction for all the thiols. It is also found that the Au -sulfur interaction is not dependent on
the type of thiol used to obtain the SAM as can be concluded by the similar values calculated for this interaction for all the thiols considered. Lateral interchain interactions depend on the chain length $(-0.63 \mathrm{eV}$ for hexane-1-thiol vs -1.07 eV for undecane-1-thiol; -0.97 eV for 6-mercaptohexanoic acid vs -1.46 eV for 11-mercaptoundecanoic acid; -0.71 eV for 6-aminohexane-1-thiol vs -1.25 eV for 11-aminoundecane-1-thiol) and on the thiol terminal group ( -0.63 eV for hexane-1-thiol vs -0.71 eV for the 6 -ami-nohexane-1-thiol vs -0.97 eV for the 6-mercaptohexanoic acid; -1.07 eV for undecane-1-thiol vs -1.25 eV for 11-aminoundecane-1-thiol vs -1.46 eV for the 11-mercaptoundecanoic acid). Lateral interactions in thiols with terminal carboxylic groups are stronger than lateral interactions between thiols with terminal amino groups, and the latter are stronger than lateral interactions in alkanethiols.

Finally, we also investigated with the GGA-PBE-D2 method the adsorption of the six thiols at $1 / 3 \mathrm{ML}$ coverage where the formation of SAMs is not possible. The optimized configurations are represented in Fig. 6, and the adsorption energies are given in Table 3. As it can be seen in Fig. 6, the thiols with shorter chains adopt configurations with tilt angles much larger than those discussed above (values between $60^{\circ}$ and $80^{\circ}$ ). These configurations allow a better interaction of the thiol with the gold surfaces being this

Fig. 6 Views of optimized configurations for different thiols adsorption at $1 / 3$ ML coverage: a hexane-1-thiol, $\mathbf{b}$ undecane-1-thiol, c 6-aminohexane-1-thiol, d 11-aminoundecane-1-thiol, e 6-mercaptohexanoic acid and $\mathbf{f} 11$-mercaptoundecanoic acid. Green stands for gold, yellow for sulfur, light-blue for carbon, dark-blue for nitrogen, red for oxygen and white for hydrogen


Table 3 Adsorption energies ( $E_{\text {ads }}$, given per thiol molecule in eV ) and structural properties for the most stable configuration of the different thiols on $\mathrm{Au}(111)$ at $1 / 3$ ML coverage calculated with the PBED2 approach

| Type of thiol SAM | $E_{\text {ads }}$ | $\Theta\left({ }^{\circ}\right)$ | $\chi\left({ }^{\circ}\right)$ | $d(\AA)$ |
| :--- | :--- | :--- | :--- | ---: |
| Hexane-1-thiol | -2.49 | $67.1^{\circ}$ | $55.7^{\circ}$ | 3.05 |
| Undecane-1-thiol | -2.63 | $63.2^{\circ}$ | $12.4^{\circ}$ | 5.76 |
| 6-Mercaptohexanoic acid | -2.75 | $61.3^{\circ}$ | $12.9^{\circ}$ | 3.82 |
| 11-Mercaptoundecanoic | -2.32 | $38.1^{\circ}$ | $0.9^{\circ}$ | 11.17 |
| acid |  |  |  |  |
| 6-Aminohexane-1-thiol | -2.57 | $77.4^{\circ}$ | $33.1^{\circ}$ | 1.99 |
| 11-Aminoundecane-1-thiol | -2.16 | $41.5^{\circ}$ | $44.2^{\circ}$ | 11.59 |

The $\Theta, \chi$ angles and thiol layer thickness were determined as in Ref. [81]
result similar to that obtained in Ref. [100] for methanethiol adsorption at low coverage. The adsorption energies reported in Table 3 for the thiols with shorter chains are similar to those obtained for the same thiols at the 1 ML coverage which indicates that the magnitude of the interaction of the chains with the gold surface is similar to the chain-chain interactions in the SAMs. In the case of the thiols having larger chains, the lateral interaction of their chains with the surface and among them is not possible (tilt angles are of about $40^{\circ}$ ) and the adsorption energies for these thiols are lower than those for the same thiols in the SAMs.

## 4 Conclusions

In this work, DFT calculations were carried out to elucidate the structure of SAMs of thiols on the $\mathrm{Au}(111)$ surface. SAMs with different terminal groups and chain lengths are addressed, namely (1) terminated in a methyl group: hexane-1-thiol and undecane-1-thiol; (2) terminated in an amino group: 6-aminohexane-1-thiol and 11-aminound-ecane-1-thiol; and (3) terminated in a carboxylic group: 6-mercaptohexanoic acid and 11-mercaptoundecanoic acid. In order to assess the effect of the van der Waals interactions upon the results of the DFT calculations, the results pertaining to a common GGA approach, i.e., using the PBE exchange-correlation functional, are compared to those obtained with approaches including dispersion interactions, namely the PBE-D2, the PBE-TS and the optB86b-vdw functionals. The thiol SAMs are characterized by the tilt of the thiols chains which favors the interaction among the thiol chains and terminal groups. The consideration of the van der Waals forces in the calculations leads to a higher tilt of the thiol chains with values about $40^{\circ}$ and to larger adsorption energies when compared to the values obtained without the consideration of the van der Waals interactions. Tilt angles calculated with the former approach (PBE) are
closer to experimental and theoretical MD results reported in the literature than those obtained with the latter methods (PBE-D2, PBE-TS, optB86b-vdw functionals). The structures obtained for the SAMs with the PBE-D2, PBETS and optB86b-vdW functionals are similar, but adsorption energies increase from the former to the latter. Thus, it can be concluded that the inclusion of the van der Waals interactions in the calculations overestimate the tilt angle. Finally, the inclusion of the van der Waals forces in the calculations leads to different adsorption energies for long and short thiols possessing the same terminal group, which is related to a better description of the interactions between the thiol chains and also among thiol terminal groups.
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#### Abstract

The role of structural relaxations on the energy of the lowest $4 f-5 d$ transition of $\mathrm{Ce}^{3+}$ in garnets is studied by means of $a b$ initio calculations. This study completes previous studies on the roles of the interactions of the Cerium impurity with its first neighbors and with the rest of the solid hosts, before the relaxations take place. Periodic boundary conditions density functional theory calculations (DFT) and second-order perturbation theory spin-orbit coupling embedded-cluster wave function theory calculations (WFT) have been performed in the garnets $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$, $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}, \mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}, \mathrm{Lu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$, and $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$ doped with $\mathrm{Ce}^{3+}$. The local relaxation effects on the $4 f-5 d$ transition are similar in the WFT and DFT calculations. They produce a blue shift in Al and Ga garnets in which Ce substitutes for smaller Y and Lu cations, which is found to be basically due to the local expansions around the impurity, with only minor contributions from angular relaxations. Atomic relaxations of more distant neighbors enhance the blue shift. Although the embedding effects of the undistorted garnets are known to make the differences


[^30]between the $4 f-5 d$ transition in Al and Ga garnets, we find that the structural relaxations are responsible for the small differences between the $4 f-5 d$ transition in $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ : $\mathrm{Ce}^{3+}$ and $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$, and in $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ and $\mathrm{Lu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$.

Keywords $\mathrm{Ce} \cdot$ YAG $\cdot$ Garnets $\cdot 4 f-5 d$ transitions $\cdot \mathrm{Ab}$ initio • Defect • Relaxation

## 1 Introduction

Yttrium aluminum garnet $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ (YAG) doped with $\mathrm{Ce}^{3+}$ is a well-known phosphor used in energy-efficient solid-state white lighting devices based on InGaN blue $\operatorname{LED}[1,2]$. The facts that its $\mathrm{Ce}^{3+} 4 f \rightarrow 5 d$ blue absorption is well adapted to the blue LED emission and its $5 d \rightarrow 4 f$ emission is yellow [3] and can be mixed with residual blue from the LED to produce white light make the YAG: $\mathrm{Ce}^{3+}$ phosphor useful in LED-based illumination devices and a widely studied material. The convenience of producing white light warmer than the cool bluish white light so obtained boosted the search for alternative phosphors with better efficiencies and color-rendering indexes, and, in particular, for new phosphors with red-shifted emission. New $\mathrm{Ce}^{3+}$-doped garnets (with general formula $\mathrm{A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$ ) are on focus in this respect and the search along this line led, for instance, to the discoveries of the $\mathrm{Lu}_{2} \mathrm{CaMg}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$ : $\mathrm{Ce}^{3+}$ orange phosphor [4] and the $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ green phosphor [5]. Besides illumination, $\mathrm{Ce}^{3+}$-doped garnets find other applications such as scintillation [6], which is important in medical imaging.
$A b$ initio calculations can be of great help in the search for new red phosphors because of their ability to pinpoint the factors that govern the light absorptions and emissions.

For example, they have provided an explanation to the fact that the $5 d \rightarrow 4 f$ emission of $\mathrm{Ce}^{3+}$ in YAG is blue shifted upon Ga-codoping and red-shifted upon La-codoping, although both codopants produce lattice expansions [3, 7, 8]: Whereas Ga does not substitute for Al in any preferent site and the lattice expansion it produces lowers the $\mathrm{Ce}^{3+}$ $5 d$ splitting and shifts the $5 d_{1}$ level to higher energies, La substitutions for Y are more stable near Ce , and the larger La $5 p$ and $6 s$ orbitals produce an increment of the Pauli repulsion on $\mathrm{Ce}^{3+}$, which increases its $5 d$ splitting and shifts its $5 d_{1}$ level to lower energies $[9,10]$.

Previously, we have shown that the 12 energy levels of the $4 f^{1}$ and $5 d^{1}$ configurations of $\mathrm{Ce}^{3+}$ in $21 \mathrm{~A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$ garnets of $\mathrm{Al}, \mathrm{Ga}$, and $\mathrm{Si}\left(\mathrm{B}^{\prime \prime}=\mathrm{Al}, \mathrm{Ga}, \mathrm{Si}\right)$, obtained in $a b$ initio embedded-cluster calculations after a hypothetical undistorted substitution, provide useful data and information on differences in these levels between $\mathrm{Ce}^{3+}$ doped garnets and garnet families [11, 12]. This is interesting because such calculations simply demand to compute the energy levels of the $\mathrm{Ce}_{\mathrm{A}}$ substitutional defect at fixed experimental structures of the undoped garnet hosts, which means avoiding computationally demanding optimizations of the defective solids in the ground and excited states. The two main findings of these two previous $a b$ initio studies were the following: Among the six components of the actual $D_{2}$ field experienced by $\mathrm{Ce}^{3+}$ when it is doped in garnets, only the cubic $O_{h}$ and tetragonal $D_{4 h}$ (ditetragonal-dipyramidal) components lower the $5 d_{1}-4 f_{1}$ energy difference significantly [11]. Also, the undistorted host effects play a very important role in the differentiation of the $4 f_{1} \rightarrow 5 d_{1}$ transition in different garnet families (of $\mathrm{Al}, \mathrm{Ga}$, and Si ) [12].

Here, we complete the previous works with an ab initio study on the effect of the structural relaxation on the lowest $\mathrm{Ce}^{3+} 4 f \rightarrow 5 d$ transition. This relaxation takes place after $\mathrm{Ce}^{3+}$ substitutes for A in the undoped garnet $\mathrm{A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$ and creates a $\mathrm{Ce}_{\mathrm{A}}$ substitutional defect. Altogether, the undistorted substitution effect and the structural relaxation effect give the total change of a $4 f \rightarrow 5 d$ transition of $\mathrm{Ce}^{3+}$ when it is incorporated into the solid host. We study the materials $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}, \mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$, $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$, and $\mathrm{Lu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$, which allow to compare $\mathrm{Y} / \mathrm{Lu}$ and $\mathrm{Al} / \mathrm{Ga}$ substitutions, and $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$ : $\mathrm{Ce}^{3+}$, which is the only $\mathrm{Ce}^{3+}$-doped normal Si garnet with available $4 f \rightarrow 5 d_{1}$ experimental data. The results support that the undistorted host effect dominates the differences in $4 f-5 d$ transitions between $\mathrm{Ce}^{3+}$-doped garnet families. Local relaxations are found to provide small corrections that can explain the small $4 f-5 d$ differences in similar materials, like $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ and $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$.

We give the methodological details in Sect. 2, show and discuss the results in Sect. 3, and present the conclusions in Sect. 4.

## 2 Method

We performed $a b$ initio wave function theory (WFT) embedded-cluster calculations with the MOLCAS suite of programs [13]. These are two-step spin-orbit coupling calculations on the $\left(\mathrm{CeO}_{8}\right)^{13-}$ cluster. In the first step, we used the many-electron scalar relativistic sec-ond-order Douglas-Kroll-Hess (DKH) Hamiltonian [14, 15]. We performed state-average complete-active-space self-consistent-field [16-18] (SA-CASSCF) calculations with the active space that results from distributing the open-shell electron in 13 active molecular orbitals with main character Ce $4 f, 5 d, 6 s$. This provided occupied and empty molecular orbitals to feed subsequent multistate second-order perturbation theory calculations (MSCASPT2) [19-22], where the dynamic correlation of 73 electrons (the $5 s, 5 p, 4 f, 5 d, 6 s$ electrons of Ce and $2 s, 2 p$ electrons of the O atoms) was taken into account. In the second step, spin-orbit coupling effects were included by adding the atomic mean-field integrals (AMFI) approximation of the DKH spin-orbit coupling operator [23] to the Hamiltonian and performing restricted-active-space state-interaction spin-orbit calculations (RASSI-SO) [24] with the previously computed SA-CASSCF wave functions and MS-CASPT2 energies. All the calculations are all-electron, with atomic natural orbital (ANO) relativistic basis sets for Cerium [25] and Oxygen [26], with respective contractions $(25 s 22 p 15 d 11 f 4 g) /[10 s 8 p 5 d 4 f 2 g]$ and $(14 s 9 p 4 d 3 f) /[4 s 3 p 2 d 1 f]$. The Hamiltonian of the $\left(\mathrm{CeO}_{8}\right)^{13-}$ cluster was supplemented with the ab initio model potential (AIMP) embedding Hamiltonians [27] of the $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}, \mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}, \mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}, \mathrm{Lu}_{3} \mathrm{Ga}_{5} O_{12}$, and $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$ garnets obtained in Refs. [12, 28] (YAG). These embedding potentials add host electrostatic effects (long-range point-charge Madelung contributions and short-range charge density Coulomb contributions), exchange effects, and Pauli repulsion effects (non-orthogonality contributions due to cluster-host antisymmetry requirements) onto the otherwise isolated cluster. Electron correlation effects between the cluster and the host are excluded from these calculations. The embedding Hamiltonians are made of total-ion embedding AIMPs representing the $\mathrm{A}, \mathrm{B}^{\prime}$, and $\mathrm{B}^{\prime \prime}$ cations and the $\mathrm{O}^{2-}$ anions, which are obtained in self-consistent embedded-ions (SCEI) [29] Hartree-Fock (HF) calculations on the undoped garnets at their experimental structures [160 atom body-centered cubic unit cell ( 80 atom primitive cell) of the $I a \overline{3} d$ (230) space group, with 8 formula units of $\mathrm{A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$; see Ref. [12] for specific structural data]. They are located at the ionic sites within a cube made of $3 \times 3 \times 3$ unit cells and centered on $\mathrm{Ce}^{3+}$, and the embedding potential is completed with a set of $\sim 10^{5}$ additional point charges situated at lattice sites, generated by the method of Gellé and

Lepetit [30] in order to closely reproduce the Ewald potential [31] within the cluster.

In a set of frozen-lattice embedded-cluster WFT calculations, experimental ionic sites were used in the 27 unit cells surrounding $\mathrm{Ce}^{3+}$ in all the garnets, and the $D_{2}$ structures of the $\left(\mathrm{CeO}_{8}\right)^{13-}$ clusters were optimized at the spin-orbit level of calculation, RASSI-SO. This was done in the $4 f^{1}$ ground state, $1 \Gamma_{5}$, and in the lowest excited state of the $5 d^{1}$ configuration, $8 \Gamma_{5}$. We used an iterative sequential optimization in specific directions, which was stopped when a relative change smaller than $10-5$ was found in two iterations. The specific directions chosen were the six $D_{2}$ totally symmetric displacements of the $\mathrm{CeO}_{8}$ moiety $S_{1}-S_{6}$ defined in Ref. [12], which are $\mathrm{Ce}-\mathrm{O}$ bond stretching $\left(S_{1}, S_{2}\right)$, bond bending ( $S_{3}, S_{4}$ ), and bond twisting ( $S_{5}, S_{6}$ ) $D_{2}$ deformations of a reference $\mathrm{CeO}_{8}$ cube. We calculated the energy differences between the $8 \Gamma_{5}\left(5 d^{1}\right)$ and $1 \Gamma_{5}\left(4 f^{1}\right)$ states at these structures using the same level of theory, RASSI-SO.

In separate calculations, following the procedure of Ref. [9], we used periodic boundary conditions density functional theory (PBC-DFT) calculations in order to obtain ground-state structures of the undoped garnets and of the $\mathrm{Ce}^{3+}$-doped garnets. At the DFT structures of the latter, we computed the energy differences $E\left[8 \Gamma_{5}\left(5 d^{1}\right)\right]-E\left[1 \Gamma_{5}\left(4 f^{1}\right)\right]$ using the embedded-cluster RASSI-SO WFT method described above. With this DFTWFT combined procedure, we computed the effects of $\mathrm{CeO}_{8}$ relaxations and of full lattice relaxations on the $\mathrm{Ce}^{3+}$ $4 f-5 d$ energy differences.

The details of the PBC-DFT calculations are the following. We used the Projector Augmented-Wave Method (PAW) [32, 33] implemented in the VASP code [34-37] with the generalized gradient approximation (GGA) functional PW91 [38], a converged cutoff energy of 520 eV , and a $k$-point mesh of $4 \times 4 \times 4$. For the $\mathrm{Ce}^{3+}$-doped garnets, we used the GGA +U approach [39] with an effective

Hubbard parameter for the localized Ce $4 f$ of $U_{\text {eff }}=6 \mathrm{eV}$, as proposed by Ning et al. [40] in $\mathrm{LuAlO}_{3}: \mathrm{Ce}^{3+}$. The structures of the undoped garnets were constrained to the Ia $\overline{3} d$ space group. In the $\mathrm{Ce}^{3+}$-doped garnets, Ce substitutes for A at one of the 24(c) unit cell sites with $D_{2}$ local symmetry, and we used the C222 space group in order to maintain the local symmetry.

## 3 Results and discussion

We have calculated the crystal structures of the undoped garnets $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}, \mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}, \mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}, \mathrm{Lu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$, and $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$ at the PBC-DFT PW91 level. The results are shown in Table 1. The theoretical lattice constants show deviations from the experiments of about $+1 \%$, which are common in calculations of this type; the largest deviation is $+1.1 \%$ in $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$. The theoretical values of the oxygen special position parameters, $x_{O}, y_{O}, z_{O}$, also show deviations under or of around $1 \%$, except 1.5 and $3.3 \%$ in the $x_{O}$ and $y_{O}$ values of $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$, and 1.8 and $2.2 \%$ in the $y_{O}$ values of $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ and $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$. The good overall agreement suggests that taking an experimental structure or a theoretical structure as a starting point to study structural relaxations around a $\mathrm{Ce}_{\mathrm{A}}$ substitutional defect should yield similar results.

In Table 2, we summarize the values of the lowest $\mathrm{Ce}^{3+}$ $4 f-5 d$ transition $\left[1 \Gamma_{5}\left(4 f^{1}\right) \rightarrow 8 \Gamma_{5}\left(5 d^{1}\right)\right]$, calculated at the RASSI-SO WFT level using different structures for the doped garnets: (A) the experimental structure of the undoped garnet; (B) the structure resulting from local relaxation of the $\mathrm{CeO}_{8}$ moiety in RASSI-SO embeddedcluster calculations using the embedding potential of an unrelaxed host with the experimental structure; (C) the structure resulting from local relaxation of the $\mathrm{CeO}_{8}$ moiety in PBC-DFT calculations where the rest of the atoms

Table 1 Experimental and calculated crystallographic data of the studied garnets: lattice constant $a$ and special position (h) of the $I a \overline{3} d$ (230) space group $x_{O}, y_{O}, z_{O}$

| Garnet |  | $a(\AA)$ | $x_{O}$ | $y_{O}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ | Exp. (Ref. [47]) | 12.000 | -0.0306 | 0.0512 |
|  | DFT PBE (Ref. [48]) | 12.114 | -0.0306 | 0.0519 |
| $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$ | DFT PW91 (this work) | 12.096 | -0.0308 | 0.0503 |
| $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ | Exp. (Ref. [49]) | 12.273 | -0.0274 | 0.0546 |
|  | DFT PW91 (this work) | 12.403 | -0.0278 | 0.0564 |
| $\mathrm{Lu}_{3} \mathrm{Ga}_{5} O_{12}$ | Exp. (Ref. [47]) | 11.906 | -0.0294 | 0.0537 |
|  | DFT PW91 (this work) | 11.936 | -0.0291 | 0.0525 |
| $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$ | Exp. (Ref. [47]) | 12.188 | -0.0252 | 0.0570 |
|  | DFT PW91 (this work) | 12.263 | -0.0254 | 0.1490 |
|  | Exp. (Ref. [50]) | 12.250 | -0.0400 | 0.0576 |

Table 2 Energies of the lowest $4 f-5 d$ transition of $\mathrm{Ce}^{3+}$ in several garnets $\left[1 \Gamma_{5}\left(4 f^{1}\right) \rightarrow 8 \Gamma_{5}\left(5 d^{1}\right)\right.$, in $\left.\mathrm{cm}^{-1}\right]$ calculated at the RASSI-SO WFT level using different ground-state structures, which are indicated

| Material | Exp. [Ref.] | Ground-state structure |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  |  | $\mathrm{A}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{C}^{\mathrm{c}}$ | $\mathrm{D}^{\mathrm{d}}$ | $\mathrm{E}^{\mathrm{e}}$ |  |
|  | Experimental <br> undistorted host | WFT <br> relaxed $\mathrm{CeO}_{8}{ }^{\mathrm{f}}$ | DFT <br> relaxed $\mathrm{CeO}_{8}{ }^{\mathrm{g}}$ | DFT undistorted <br> host | DFT relaxed $\mathrm{CeO}_{8}$ <br> and host |  |  |
| $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $22,000[3]$ | 22,520 | $23,390(+870)$ | $23,640(+1120)$ | 23,310 | $24,960(+1650)$ |  |
| $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $23,800[3]$ | 24,450 | $25,290(+840)$ | $25,460(+1010)$ | 25,260 | $26,940(+1680)$ |  |
| $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $22,470[51]$ | 22,100 | $23,420(+1320)$ | $23,720(+1620)$ | 22,500 | $24,970(+2470)$ |  |
| $\mathrm{Lu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  | 24,110 | $25,410(+1300)$ | $25,700(+1590)$ | 24,460 | $26,880(+2420)$ |  |
| $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $22,200[5]$ | 24,370 | $21,590(-2780)$ | $24,200(-170)$ | 25,010 | $25,690(+680)$ |  |

Maxima of the lowest $4 f-5 d$ experimental absorption bands are also given
${ }^{\text {a }}$ Undistorted garnet with experimental structure
${ }^{\text {b }}$ WFT ground-state relaxed structure of the $\mathrm{CeO}_{8}$ moiety in an unrelaxed host with the experimental structure
${ }^{c}$ DFT ground-state relaxed structure of the $\mathrm{CeO}_{8}$ moiety in an unrelaxed host with the experimental structure
${ }^{\text {d }}$ Undistorted garnet with DFT calculated structure
${ }^{e}$ DFT calculated structure after full relaxation of the $\mathrm{CeO}_{8}$ moiety and the host structure
${ }^{\mathrm{f}}$ WFT local relaxation effect is given in parentheses
${ }^{g}$ DFT local relaxation effect is given in parentheses
${ }^{h}$ DFT full relaxation effect is given in parentheses
are fixed at their positions in the experimental structure of the undoped garnet; (D) the PBC-DFT structure of the undoped garnet; and (E) the structure resulting from full atomic relaxation of the $\mathrm{Ce}^{3+}$-doped garnet in PBC-DFT calculations. The change experienced by the $4 f-5 d$ transition from A to B is the local relaxation effect calculated at the RASSI-SO WFT level, and, from A to C, is the local relaxation effect calculated at the PBC-DFT PW91 level; both effects can be compared. The change from D to E is the full relaxation effect calculated at the PBC-DFT PW91 level. These changes are shown in parentheses in Table 2.

We aim at discussing the role of the structural relaxation effect on the $4 f-5 d$ lowest excitation and its comparison with the role of the undistorted host effect. We also aim at linking the relaxation effect with the details of the atomic relaxations; for this, we will use the structures obtained for the $\mathrm{CeO}_{8}$ moieties, which are given in Tables 3 and 4 . In Table 3, we show the $D_{2}$ structures of the $\mathrm{CeO}_{8}$ moiety obtained at different relaxation levels. This structure has 6 degrees of freedom, and it is described here in terms of two perpendicular $\mathrm{CeO}_{4}$ crosses that compose the $\mathrm{CeO}_{8}$ moiety (Fig. 1): One of them is part of the $-\mathrm{A}-\mathrm{B}^{\prime \prime} \mathrm{O}_{4}-\mathrm{A}-\mathrm{B}^{\prime \prime} \mathrm{O}_{4}$ - tight chains of a $\mathrm{A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$ garnet (these chains exist along each cartesian direction of the cubic unit cell); [41] it is called the axial cross, and it is shown with red oxygens in Fig. 1, where the chain axis is shown in green. The other $\mathrm{CeO}_{4}$ cross is perpendicular to the chain axis; it is called the equatorial cross, and it is shown with yellow oxygens in Fig. 1. Both crosses are defined in terms of the respective
$\mathrm{Ce}-\mathrm{O}$ distances, $d\left(\mathrm{Ce}-\mathrm{O}_{a}\right)$ and $d\left(\mathrm{Ce}-\mathrm{O}_{e}\right)$, bond angles $\alpha_{a}$ and $\alpha_{e}$, and torsion or dihedral angles $\phi_{a}$ and $\phi_{e}$. Deeper insight can be drawn from the structures as described in Table 4, in terms of a reference $\mathrm{CeO}_{8}$ cube of arbitrary $\mathrm{Ce}-\mathrm{O}$ distance, e.g., $d_{\text {ref }}=2.34 \AA$, and six $D_{2}$ distortions $S_{1}-S_{6}$ (or, equivalently, in terms of a non-arbitrary cube of $\mathrm{Ce}-\mathrm{O}$ distance $d_{\text {cube }}$ and five non-cubic $D_{2}$ distortions $S_{2}-S_{6}$ ) [11, 12]. In effect, it was shown in Ref. [11] that, although the six coordinates are important for the sets of seven $4 f^{1}$ and five $5 d^{1}$ levels, the lowest $4 f-5 d$ transition only changes significantly with $S_{1}$ and $S_{3}$ (or $d_{\text {cube }}$ and $S_{3}$ ), which are the $O_{h}$ breathing of the cube and its the $D_{4 h}$ tetragonal distortion (also described as symmetric bond stretching and symmetric bond bending of the two $\mathrm{CeO}_{4}$ crosses) [11]. These two atomic displacement coordinates are shown in the top of Fig. 1. In the bottom of the figure, we show how the energy of the lowest $4 f-5 d$ transition depends on them, according to RASSI-SO calculations on the $\left(\mathrm{CeO}_{8}\right)^{13-}$ cluster embedded in a cubic field: [11] Shortening the cubic Ce-O distance has the largest impact on the lowering the energy of the lowest $4 f-5 d$ transition; increasing the absolute value of the $D_{4 h}$ tetragonal distortion also lowers its energy. This transition energy is basically independent on the remaining atomic displacement coordinates coherent with a $D_{2}$ structure: $S_{2}, S_{4}, S_{5}$, and $S_{6}$ (of respective symmetries $D_{2 h}, D_{2 h}, D_{4}$, and $D_{2 d}$, Ref. [11]).

In Table 2, we observe that the structural relaxation effect on the $4 f-5 d$ lowest excitation energy of $\mathrm{Ce}^{3+}$ doped Al and Ga garnets is a blue shift (column E). This

Table 3 Local structure of the $\mathrm{CeO}_{8}$ moiety in $\mathrm{Ce}^{3+}$-doped garnets $\left(\mathrm{AO}_{8}\right.$ moiety in undoped garnets)

| Structure a | $d\left(\mathrm{Ce}-\mathrm{O}_{a}\right)$ | $\alpha_{a}$ | $\phi_{a}$ | $d\left(\mathrm{Ce}-\mathrm{O}_{e}\right)$ | $\alpha_{e}$ | $\phi_{e}$ | $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.303 | 71.7 | 35.8 | 2.432 | 73.7 | 23.7 | 2.368 |
| B | 2.375 | 71.7 | 40.2 | 2.451 | 71.9 | 20.7 | 2.413 (+0.045) ${ }^{\text {b }}$ |
| C | 2.390 | 72.0 | 35.9 | 2.474 | 73.6 | 21.1 | $2.432(+0.064)^{\text {c }}$ |
| D | 2.329 | 71.9 | 37.1 | 2.467 | 73.7 | 22.7 | 2.398 |
| E | 2.420 | 71.3 | 36.6 | 2.525 | 74.4 | 21.6 | $2.473(+0.075)^{\text {d }}$ |
| $\mathrm{Y}_{3} \mathrm{Ga5}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.340 | 73.9 | 33.1 | 2.440 | 75.2 | 23.1 | 2.390 |
| B | 2.410 | 72.6 | 35.7 | 2.456 | 73.1 | 22.0 | $2.433(+0.043)^{\text {b }}$ |
| C | 2.426 | 73.8 | 29.4 | 2.469 | 75.6 | 22.9 | $2.448(+0.058)^{\text {c }}$ |
| D | 2.363 | 73.8 | 31.9 | 2.459 | 75.4 | 23.9 | 2.411 |
| E | 2.460 | 73.3 | 30.8 | 2.525 | 76.2 | 23.1 | $2.493(+0.082)^{\text {d }}$ |
| $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.276 | 72.3 | 33.1 | 2.383 | 74.3 | 24.8 | 2.330 |
| B | 2.375 | 72.0 | 38.7 | 2.428 | 72.3 | 20.7 | $2.402(+0.072)^{\text {b }}$ |
| C | 2.389 | 72.5 | 33.6 | 2.451 | 74.7 | 21.9 | $2.420(+0.090)^{\text {c }}$ |
| D | 2.283 | 72.6 | 34.5 | 2.402 | 74.5 | 23.6 | 2.343 |
| E | 2.419 | 71.5 | 34.3 | 2.492 | 75.4 | 22.2 | $2.456(+0.113)^{\text {d }}$ |
| $\mathrm{Lu}_{3} \mathrm{Ga}_{5} O_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.303 | 74.7 | 30.3 | 2.393 | 76.4 | 24.4 | 2.348 |
| B | 2.412 | 73.0 | 34.5 | 2.438 | 73.6 | 22.0 | $2.425(+0.077)^{\text {b }}$ |
| C | 2.424 | 74.3 | 27.0 | 2.459 | 77.2 | 23.7 | $2.442(+0.094)^{\text {c }}$ |
| D | 2.318 | 74.5 | 29.3 | 2.399 | 76.2 | 25.2 | 2.359 |
| E | 2.453 | 73.6 | 27.8 | 2.511 | 78.0 | 23.8 | $2.482(+0.123)^{\text {d }}$ |
| $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.389 | 64.4 | 32.4 | 2.532 | 69.7 | 33.4 | 2.461 |
| B | 2.374 | 61.8 | 28.2 | 2.451 | 66.4 | 43.5 | 2.413 (-0.048) ${ }^{\text {b }}$ |
| C | 2.402 | 64.9 | 31.2 | 2.494 | 69.7 | 33.3 | $2.448(-0.013)^{\text {c }}$ |
| D | 2.412 | 64.6 | 32.8 | 2.556 | 69.6 | 33.0 | 2.484 |
| E | 2.448 | 63.5 | 33.9 | 2.542 | 70.1 | 32.5 | $2.495(+0.011)^{\text {d }}$ |

Taking one of the three perpendicular $-\mathrm{A}-\mathrm{B}^{\prime \prime} \mathrm{O}_{4}-\mathrm{A}-\mathrm{B}^{\prime \prime} \mathrm{O}_{4-}$ tight chains of a $\mathrm{A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$ garnet [41] as a reference, the moiety is made of an axial $\mathrm{CeO}_{4}$ cross and an equatorial $\mathrm{CeO}_{4}$ cross (cf. red atoms and yellow atoms in Fig. 1, respectively). $\mathrm{d}\left(\mathrm{Ce}-\mathrm{O}_{a}\right)$ is the $\mathrm{Ce}-\mathrm{O}$ distance in the axial $\mathrm{CeO}_{4}$ cross, $\alpha_{a}$ is the $\mathrm{O}_{a 1}-\mathrm{Ce}-\mathrm{O}_{a 2}$ angle, and $\phi_{a}$ is the dihedral angle between the two planes of the axial cross, $\mathrm{O}_{a 1}-\mathrm{Ce}-\mathrm{O}_{a 2}$ and $\mathrm{O}_{a 3}-\mathrm{Ce}-$ $\mathrm{O}_{a 4} \cdot \mathrm{~d}\left(\mathrm{Ce}-\mathrm{O}_{e}\right), \alpha_{e}$, and $\phi_{e}$ are the equivalent quantities of the equatorial cross. $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$ stands for the average $\mathrm{Ce}-\mathrm{O}$ distance; its change upon cluster and full structure relaxations are given in parenthesis. Distances are given in $\AA$ and angles in degree
${ }^{\text {a }}$ The structure labels correspond to Table 2
${ }^{\text {b }}$ WFT local relaxation effect (difference between B and A) is given in parentheses
${ }^{\text {c }}$ DFT local relaxation effect (difference between C and A ) is given in parentheses
${ }^{\text {d }}$ DFT full relaxation effect (difference between $E$ and $D$ ) is given in parentheses
blue shift is already produced by the local relaxation of the $\mathrm{CeO}_{8}$ moiety (columns B and C ) and is enhanced by the relaxation of the rest of the host.

Let us discuss the local relaxations. Comparing B and C, we see that the local relaxation effects on the $4 f-5 d$ transition are similar in the WFT and DFT calculations, the DFT results leading to slightly higher energies. The local relaxation effect is basically the same in Al and Ga garnets with the same A cation. However, it clearly depends on this
cation (its associated blue shift is roughly $500 \mathrm{~cm}^{-1}$ higher in Lu garnets than in their Y partners). The latter dependence seems to be responsible for the value of the experimental transition in $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ being slightly higher than in $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ : The undistorted host calculations give a lower value. The dependence with the A cation is explained with the structural data in Table 4. We only need to analyze the $O_{h}$ and $D_{4 h}$ components of the $D_{2}$ structure, $S_{1}$ and $S_{3}$, if we keep in mind that the values of $S_{2}, S_{4}, S_{5}$,

Table 4 Local structure of the $\mathrm{CeO}_{8}$ moiety in $\mathrm{Ce}^{3+}$-doped garnets ( $\mathrm{AO}_{8}$ moiety in undoped garnets) expressed in terms of a Ce-O distance in a garnet-specific reference $\mathrm{CeO}_{8}$ cube, $d_{\text {cube }}$, and its $D_{2}$ distortions, $S_{2}-S_{6}$, as defined in Refs. [11, 12]

| Structure a | $d_{\text {cube }}$ | $\left(S_{1}\right)$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ | $S_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.339 | -0.0019 | -0.2094 | 0.0156 | -0.1018 | 1.0099 | -0.1613 |
| B | 2.381 (+0.042)b | 0.1166 | -0.1572 | -0.0493 | -0.0794 | 1.0409 | -0.3098 |
| C | 2.405 ( +0.066 ) ${ }_{\text {c }}$ | 0.1830 | -0.1537 | 0.0293 | -0.0999 | 0.9954 | -0.2279 |
| D | 2.368 | 0.0805 | -0.2295 | 0.0213 | -0.1064 | 1.0272 | -0.2044 |
| E | 2.443 (+0.075)d | 0.2924 | -0.1821 | 0.0294 | -0.1512 | 1.0315 | -0.2221 |
| $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.363 | 0.0647 | -0.1629 | 0.1338 | -0.0757 | 0.9876 | -0.1440 |
| B | 2.405 (+0.042) ${ }^{\text {b }}$ | 0.1832 | -0.0989 | 0.0277 | -0.0638 | 1.0145 | -0.2238 |
| C | 2.423 ( +0.060 ) ${ }_{\text {c }}$ | 0.2361 | -0.0736 | 0.1628 | -0.0784 | 0.9474 | -0.0965 |
| D | 2.385 | 0.1264 | -0.1520 | 0.1421 | -0.0751 | 0.9926 | -0.1106 |
| E | 2.467 ( +0.082 ) ${ }_{\text {d }}$ | 0.3578 | -0.1059 | 0.1615 | -0.1176 | 0.9935 | -0.1097 |
| $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.303 | -0.1042 | -0.1683 | 0.0555 | -0.0866 | 0.9766 | -0.1044 |
| B | 2.372 (+0.069) ${ }^{\text {b }}$ | 0.0894 | -0.1202 | -0.0190 | -0.0741 | 1.0179 | -0.2904 |
| C | 2.394 (+0.091) ${ }_{\text {c }}$ | 0.1526 | -0.1136 | 0.0844 | -0.1063 | 0.9756 | -0.1782 |
| D | 2.315 | -0.0696 | -0.1911 | 0.0718 | -0.0932 | 0.9876 | -0.1457 |
| E | $2.428(+0.113)$ d | 0.2488 | -0.1279 | 0.0734 | -0.1597 | 1.0038 | -0.1756 |
| $\mathrm{Lu}_{3} \mathrm{Ga}_{5} O_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.322 | -0.0520 | -0.1378 | 0.1961 | -0.0727 | 0.9580 | -0.0755 |
| B | 2.398 (+0.076) ${ }^{\text {b }}$ | 0.1632 | -0.0668 | 0.0579 | -0.0626 | 0.9946 | -0.2087 |
| C | 2.418 (+0.096) ${ }^{\text {c }}$ | 0.2203 | -0.0514 | 0.2309 | -0.0996 | 0.9294 | -0.0389 |
| D | 2.333 | -0.0194 | -0.1209 | 0.1879 | -0.0677 | 0.9577 | -0.0454 |
| E | $2.457(+0.124) \mathrm{d}$ | 0.3300 | -0.0823 | 0.2354 | -0.1508 | 0.9598 | -0.0391 |
| $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ |  |  |  |  |  |  |  |
| A | 2.426 | 0.2445 | -0.1978 | -0.3354 | -0.1407 | 1.0895 | 0.0850 |
| B | 2.370 (-0.056)b | 0.0857 | -0.0685 | -0.5333 | -0.0623 | 1.1235 | 0.2844 |
| C | 2.415 (-0.011)c | 0.2129 | -0.1240 | -0.3151 | -0.1266 | 1.0663 | 0.0873 |
| D | 2.450 | 0.3110 | -0.2016 | -0.3358 | -0.1405 | 1.0997 | 0.0714 |
| E | 2.460 ( +0.010 d | 0.3386 | -0.1378 | -0.3592 | -0.1970 | 1.1087 | 0.0471 |

The values of the $O_{h}$ breathing distortion from a common reference cube with $d_{r e f}=2.34 \AA, S_{1}$, are also given; note that two valid alternatives to define the oxygen structure of a $\mathrm{CeO}_{8}$ moiety with $D_{2}$ symmetry are as follows: ( $d_{\text {cube }}, S_{1}=0, S_{2}, S_{3}, S_{4}, S_{5}, S_{6}$ ) and $\left(d_{\text {cube }}=d_{\text {ref }}, S_{1}, S_{2}, S_{3}, S_{4}, S_{5}, S_{6}\right)$; note also that $S_{1}=\sqrt{8}\left(d_{\text {cube }}-d_{r e f}\right) . S_{1}$ and $S_{3}$ are illustrated in Fig. 1. Changes of $d_{\text {cube }}$ upon cluster and full structure relaxations are given in parenthesis. All quantities are given in $\AA$
${ }^{\text {a }}$ The structure labels correspond to Table 2
${ }^{\mathrm{b}}$ WFT local relaxation effect (difference between B and A) is given in parentheses
${ }^{c}$ DFT local relaxation effect (difference between C and A ) is given in parentheses
${ }^{d}$ DFT full relaxation effect (difference between E and D) is given in parentheses
and $S_{6}$ are irrelevant for the lowest $4 f-5 d$ transition [11]. We can observe that the changes in the tetragonal component are small, so that the most important contribution comes from the breathing mode $S_{1}$. So, the larger blue shifts of the DFT vs. WFT are just due to their larger values of $S_{1}$ or, in other words, to their larger $\mathrm{Ce}-\mathrm{O}$ distance in their respective reference cubes, $d_{\text {cube }}$. Also, the larger blue shift in Lu garnets vs. Y garnets is just due to their larger $d_{\text {cube }}$.

Although $d_{\text {cube }}$ is different than the average $\mathrm{Ce}-\mathrm{O}$ distance in the garnet, $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$, we can observe in Table 3 that both of them experience similar changes from garnet to garnet. The positive increments in $d_{\text {cube }}$ and $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$ are measures of the expansion of the $O_{8}$ shell when the $\mathrm{Ce}_{\mathrm{A}}$ substitutional defect is created, and they qualitatively follow the ionic radii mismatch (although they are smaller): $+0.17 \AA$ in $\mathrm{Ce}_{\mathrm{Lu}}$ and $+0.12 \AA$ in $\mathrm{Ce}_{\mathrm{Y}}$, using Shannon's

Fig. 1 Top Cubic $O_{h}$ breathing ( $S_{1}$, symmetric bond stretching; left) and tetragonal $D_{4 h}$ ( $S_{3}$, symmetric bond bending; right) atomic displacements which keep the $D_{2}$ symmetry of the $\mathrm{CeO}_{8}$ moiety. The red atoms are the oxygens of the axial $\mathrm{CeO}_{4}$ cross: along the $C_{2}$ symmetry axis that relates $\mathrm{O}_{a 1}$ with $\mathrm{O}_{a 2}$ and $\mathrm{O}_{a 3}$ with $\mathrm{O}_{a 4}$ (shown in green) lies a tight $-\mathrm{A}-\mathrm{B}^{\prime \prime} \mathrm{O}_{4}-\mathrm{A}-\mathrm{B}^{\prime \prime} \mathrm{O}_{4}$ - chain of the $\mathrm{A}_{3} \mathrm{~B}_{2}^{\prime} \mathrm{B}_{3}^{\prime \prime} \mathrm{O}_{12}$ garnet [41]. The yellow atoms are the oxygens of the equatorial $\mathrm{CeO}_{4}$ cross. Bottom Dependence of the energy of the lowest $4 f-5 d$ transition, $1 \Gamma_{5}\left(4 f^{1}\right) \rightarrow 8 \Gamma_{5}\left(5 d^{1}\right)$, on the $S_{1}$ and $S_{3}$ atomic displacements (Ref. [11], RASSI-SO calculations on the $\left(\mathrm{CeO}_{8}\right)^{13-}$ cluster embedded in a cubic field)

eightfold coordination ionic radii [42] $1.143 \AA\left(\mathrm{Ce}^{3+}\right)$, $1.019 \AA\left(\mathrm{Y}^{3+}\right), 0.977 \AA\left(\mathrm{Lu}^{3+}\right)$.

We may recall that EXAFS experiments on $\mathrm{Ce}^{3+}$-doped garnets are able to provide two $\mathrm{Ce}-\mathrm{O}$ distances [43], but not the six independent structural parameters of the $\mathrm{CeO}_{8}$ moiety. This leads us to remark that the facts that the cubic component of the actual $D_{2}$ field alone is sufficient to explain the shift of the $4 f-5 d$ transition due to structural relaxations and that $d_{\text {cube }}$ (directly associated with such cubic field) experiences similar changes than the average $\mathrm{Ce}-\mathrm{O}$ distance $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$ suggest that EXAFS data on $\mathrm{Ce}^{3+}$-doped garnets should correlate well with their lowest $4 f-5 d$ transition.

In $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$, the $\mathrm{CeO}_{8}$ relaxation induces a red shift of the $4 f-5 d$ transition, in opposition to the other garnets. Such shift is dominated by the contraction of the O shell, which does not follow the $+0.02 \AA$ ionic radii mismatch $\left(\mathrm{Ca}^{2+}\right.$ has a $1.12 \AA$ ionic radius in eightfold coordination) [42] but is caused by the additional attraction of the oxygens for the positive charge created by the substitution of $\mathrm{Ca}^{2+}$ by $\mathrm{Ce}^{3+}$. The WFT calculation leads to a larger contraction than the DFT calculation, and consequently to a larger red shift. In this case, the WFT calculation also gives
a larger increment of the absolute value of $S_{3}$ than in other cases, which enhances the red shift.

The atomic relaxation beyond the $\mathrm{O}_{8}$ shell also has an impact on the $4 f-5 d$ excitation: It results from a direct effect and from an indirect effect via the additional relaxation of the $\mathrm{O}_{8}$ shell it brings. The overall effect can be estimated in DFT calculations as the difference between the DFT full relaxation effect (column E in parentheses) and the DFT local relaxation effect (column C in parenthesis). It means an additional blue shift that amounts $500-800 \mathrm{~cm}^{-1}$ and does not have important implications making differences between different garnets. This blue shift enhances the one due to the local relaxations in Al and Ga garnets and overtakes the local relaxation red shift of $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$. The $4 f-5 d$ blue shift induced by the full relaxation around the $\mathrm{Ce}_{\mathrm{A}}$ defect is opposite to the important red shift brought about by the undistorted host effect [12]; however, it does not play an important role at differentiating between garnet families, which seems to be controlled by the undistorted host embedding effects [12]. On the other hand, the relaxation-induced blue shifts move the $4 f-5 d$ transitions away from experiments in overall; the higher overall agreement of the undistorted host calculations

Table 5 Local structure of the $\mathrm{CeO}_{8}$ moiety in $\mathrm{Ce}^{3+}$-doped garnets in the lowest state of its $5 d^{1}$ configuration $\left(8 \Gamma_{5}\left(5 d^{1}\right)\right.$ or $\left.5 d_{1}\right)$, as calculated at the WFT (RASSI-SO) relaxed $\mathrm{CeO}_{8}$ level

|  | $\left.d\left(\mathrm{Ce}-\mathrm{O}_{a}\right)\right)$ | $\alpha_{a}$ | $\phi_{a}$ | $d\left(\mathrm{Ce}-\mathrm{O}_{e}\right)$ | $\alpha_{e}$ | $\phi_{e}$ | $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | 2.358 | 71.3 | 40.8 | 2.435 | 71.0 | 21.0 | $2.397(-0.017)$ |
| $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | 2.396 | 72.4 | 36.1 | 2.439 | 72.2 | 22.2 | $2.418(-0.016)$ |
| $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | 2.360 | 71.8 | 39.1 | 2.412 | 71.5 | 20.9 | $2.386(-0.016)$ |
| $\mathrm{Lu}_{3} \mathrm{Ga}_{5} O_{12}: \mathrm{Ce}^{3+}$ | 2.399 | 72.8 | 34.7 | 2.420 | 72.7 | 22.1 | $2.410(-0.016)$ |
| $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | 2.350 | 61.5 | 29.1 | 2.432 | 65.5 | 44.6 | $2.391(-0.022)$ |
|  | $d_{\text {cube }}$ | $\left(S_{1}\right)$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ | $S_{6}$ |
| $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $2.365(-0.016)$ | 0.0702 | -0.1593 | -0.0880 | -0.0642 | 1.0413 | -0.3138 |
| $\mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $2.389(-0.016)$ | 0.1394 | -0.0967 | -0.0071 | 0.0439 | 1.0111 | -0.2283 |
| $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $2.356(-0.016)$ | 0.0454 | -0.1202 | -0.0542 | -0.0567 | 1.0155 | -0.2927 |
| $\mathrm{Lu}_{3} \mathrm{Ga}_{5} O_{12}: \mathrm{Ce}^{3+}$ | $2.383(-0.015)$ | 0.1214 | -0.0614 | 0.0258 | -0.0404 | 0.9889 | -0.2120 |
| $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$ | $2.347(-0.023)$ | 0.0185 | -0.0732 | -0.5685 | -0.0415 | 1.1335 | 0.2798 |

See captions of Tables 3 and 4 for the meaning of the structural parameters. Distances and atomic displacements $S_{1}-S_{6}$ are given in $\AA$; angles are given in degree. Changes on the cubic $\mathrm{Ce}-\mathrm{O}$ distances, $d_{\text {cube }}$, and average $\mathrm{Ce}-\mathrm{O}$ distances, $\langle d(\mathrm{Ce}-\mathrm{O})\rangle$, with respect to the corresponding ground-state data are given in parentheses
is the result of a compensation of errors. The fine differences between $\mathrm{Ce}^{3+}$-doped garnets are better reproduced when the structural relaxations are taken into account.

We have also included here (Table 5) the results of the RASSI-SO WFT structural optimizations of the $\mathrm{CeO}_{8}$ moieties in the lowest state of its $5 d^{1}$ configuration, $8 \Gamma_{5}\left(5 d^{1}\right)$ . These results do not provide information on the role of the relaxation effects compared with the undistorted host effects; they only do on the different relaxation effects in the $4 f^{1}$ ground state and the first $5 d^{1}$ excited state. Comparison of the results with the corresponding B entries in Tables 2 and 3 show small changes with respect to the ground state in the angles and in the non-cubic $\mathrm{O}_{8}$ atomic displacements. The changes in the $\mathrm{Ce}-\mathrm{O}$ distances, which are shown in parentheses in Table 5, are all negative. These bond contractions associated with the lowest $f \rightarrow d$ excitation are known and expected in lanthanide and actinide compounds and materials: They have been reported for the first time in $\mathrm{Pa}^{4+}$-doped $\mathrm{Cs}_{2} \mathrm{ZrCl}_{6}$ (Ref. [44]); they have been explained as due to the superposition of three factors (the small relevance of the change in orbital size during the excitation, the ligand field stabilization of the most stable $5 d$ orbital, and the larger charge transfer from the ligands to the $4 f$ shell in the excited state); [45] and they have been found in all the $a b$ initio calculations performed up to date in such materials with the methods used in this paper [46].
$a b$ initio RASSI-SO WFT calculations of the transition energy performed on the $\left(\mathrm{CeO}_{8}\right)^{13-}$ cluster under the effects of quantum mechanical embedding potentials of $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$, $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}, \mathrm{Y}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}, \mathrm{Lu}_{3} \mathrm{Ga}_{5} \mathrm{O}_{12}$, and $\mathrm{Ca}_{3} \mathrm{Sc}_{2} \mathrm{Si}_{3} \mathrm{O}_{12}$. We used locally relaxed structures calculated at the WFT and DFT levels and globally relaxed DFT structures.

Local relaxation effects on the $4 f-5 d$ transition are similar in the WFT and DFT calculations. They contribute with a blue shift in $\mathrm{Ce}^{3+}$-doped Al and Ga garnets in which Ce substitutes for smaller Y and Lu cations. The angular relaxations do not play a significant role in this blue shift, which is basically due to the local expansion around Ce . The full relaxation of more distant neighbors, which is calculated at the DFT level, enhances the blue shift.

Whereas the embedding effects of the undistorted hosts make the lowest $4 f-5 d$ transition different in different garnet families, the relaxation effects are responsible for the small differences of the transition in closely related garnets where $\mathrm{Ce}^{3+}$ substitutes for different cations, like $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ : $\mathrm{Ce}^{3+}$ and $\mathrm{Lu}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Ce}^{3+}$.
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## 4 Conclusions

We have discussed the role of structural relaxations on the lowest $4 f-5 d$ excitation of $\mathrm{Ce}^{3+}$-doped garnets, based on
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#### Abstract

By means of the quantum theory of atoms in molecules (QTAIM), we carry out a microscopic analysis of the response to hydrostatic pressure ( $p$ ) of $\alpha$-quartz, coesite, stishovite, $\mathrm{CaCl}_{2}$-type, and $\alpha$ - $\mathrm{PbO}_{2}$-type polymorphs of silica $\left(\mathrm{SiO}_{2}\right)$. According to QTAIM atomic charges, there is not a substantial change in the ionic character of the bonding network (often described as polar covalent) along the pres-sure-induced polymorphic sequence. Atomic volumes ( $V_{i}$ ) reveal that Si atoms remain with similar values regardless the polymorph, whereas oxygen follows the same volume collapses as the unit cells upon phase transformations. The inert character of Si is also displayed when local pressures ( $p_{i}=-\frac{d E}{d V_{i}}, E$ is the energy per formula unit) are computed. We obtain linear trends $\left(p_{\mathrm{Si}}=9.40 p\right.$ and $p_{\mathrm{O}}=2.22 p$ ) with a greater slope in the case of Si , illustrating its greater


[^31]resistance to reduce its volume as pressure is applied. QTAIM also allows the evaluation of the atomic contributions to the bulk compressibility. Interestingly enough, we found a change in the atom showing the lowest compressibility, which is silicon in low-pressure phases but oxygen for stishovite and post-stishovite polymorphs.

Keywords DFT calculations • High pressure • QTAIM • Silica

## 1 Introduction

Silica arouses a great attraction in diverse fields such as Geophysics and Materials Science. Despite its simple chemical composition, $\mathrm{SiO}_{2}$, silica shows a rich polymorphism induced by pressure and temperature. The polymorphic sequence, $\alpha$-quartz $\rightarrow$ coesite $\rightarrow$ stishovite $\rightarrow \mathrm{CaCl}_{2}$-type $\rightarrow \alpha-\mathrm{PbO}_{2}$-type, has been the subject of many experimental and theoretical studies (see for example [1,2] and references therein). Transition phase properties and equation of state parameters have been reported, but little is known concerning the microscopic contribution to phase stability of the two, oxygen and silicon, sublattices.

Since its origin [3, 4], the quantum theory of atoms in molecules (QTAIM) has evolved into a valuable tool for the chemical interpretation of results from quantum chemical computations. As regards high-pressure silica polymorphs, a number of QTAIM studies have addressed the characterization of the Si-O bond providing general correlations between bond lengths and the electron densities at the bond critical points (see the work of Gibbs et al. [5] and references therein). Prencipe and Nestola [6] also stressed the role played by O-O interactions in the cohesion of these structures. Recently, Merli and Sciascia [7] performed
topological analysis of the electron density concerning pressure-induced phase transformations/amorphization of silica in the framework of the catastrophe theory. They concluded that this analysis is a powerful method for the investigation and the prediction of phase changes induced by pressure or temperature.

In our particular application of QTAIM, we emphasize that this tool also provides a particular division of real space into atomic basins where volumes, electron populations, and other quantum mechanical observables can be obtained using the appropriate operator density. In this way, atomic contributions add up leading to values of macroscopic properties. Thus, this partition allows the splitting of the unit cell volume, the thermodynamic pressure, and the bulk compressibility of all the pressure-induced polymorphs of silica into local contributions associated with Si and O . It is our main goal here to use this decomposition in order to shed light into the role played by both sublattices in the response and stabilization of the different phases as hydrostatic pressure is applied.

Three more sections complete this manuscript. Next, we briefly describe the computational details used in our electronic structure calculations, with a short review of main AIM concepts used in our study. We continue with the results section, where we discuss bulk and local properties of silica along the pressure-induced polymorphic sequence. Finally, a summary of the main conclusions will be presented.

## 2 Computational aspects

### 2.1 Total energy and equation of state

First-principles electronic structure calculations for the $\alpha$-quartz ( $P 3_{2} 21$, [8]), coesite ( $C 2 / c$, [9]), stishovite ( $P 4_{2} / m n m$, [10]), $\mathrm{CaCl}_{2}$-type (Pnnm, [11]), and $\alpha-\mathrm{PbO}_{2}$ -type (Pbcn, [11]) polymorphs (space groups in brackets with references to detailed descriptions of the corresponding unit cells) were performed under the generalized gradient approximation (GGA) of the density functional theory (DFT), as implemented in the Vienna ab initio simulation package (VASP) [12]. The projector-augmented wave (PAW) all electron description of the electron-ion-core interactions [13, 14] and the exchange and correlation functional proposed by Perdew-Burke-Ernzerhof (PBE) [15] were used. The energies were converged with respect to the $k$-points density [16] $(8 \times 8 \times 6,4 \times 2 \times 4,6 \times 6 \times 8$, $6 \times 6 \times 8$, and $6 \times 6 \times 6$ for $\alpha$-quartz, coesite, stishovite, $\mathrm{CaCl}_{2}$-type, and $\alpha-\mathrm{PbO}_{2}$, respectively) and the plane-wave cutoff ( 600 eV ), to ensure convergence of the total energy within $10^{-3} \mathrm{eV}$. Full relaxations of geometrical parameters were carried out in all polymorphs.

Numerical and analytical (Vinet) [17] equations of state were used to describe the calculated energy-volume $(E, V)$ points of each structure, all the values refer to one formula unit. From these fittings, we are able to provide pressurevolume $(p-V)$ data, equation of state (EOS) parameters (bulk modulus, $B_{0}$, and its pressure derivative, $B_{0}^{\prime}$, both evaluated at zero pressure), and enthalphy ( $H-p$ ) curves. $H$ is the appropriate thermodynamic potential to determinate phase stability at static conditions (zero temperature and zero-point vibrational contributions neglected). These calculations have been performed with the GIBBS 2 code [18, 19]. Within the framework of the quasiharmonic approximation, we have included the effect of thermal effects on the calculated static transition pressures using a Debye model that only requires the knowledge of the static energy obtained from the above VASP calculations.

### 2.2 Atoms in molecules formalism. Local properties

To investigate the bonding and topological properties, the electron density obtained from VASP calculations was taken as input to the CRITIC2 code [20, 21]. We have to consider that in a calculation with pseudopotentials, the valence density is not optimal. To avoid this problem, we carry out single-point calculations on the relaxed structures of $\mathrm{SiO}_{2}$ to compute total atomic charges using the LAECHG keyword in VASP. Thus, we are sure that the electron density is the appropriate for each case. Applying QTAIM formalism, unit cell volumes are partitioned into atomic basins surrounded by surfaces where the flux of the gradient of the electron density is zero. To perform the integration of the basins, we apply the method of Yu and Trinkle [22]. The algorithm, which is implemented in CRITIC2 code, is based on the assignment of integration weights to each point in the numerical grid by evaluating the flow of the gradient using the neighboring points. This algorithm is extremely efficient and robust and is strongly recommended in the case of fields on a grid.

Our analysis of bulk properties in terms of local contributions is thus based on the accurate partition of the cell volume into basin or atomic-like volumes: $V=\sum_{i} V_{i}$. Two different local properties will be discussed: local pressures and local compressibilities. The first one involves the first derivative of the energy with respect to the atomic volume in a formally equivalent way as in the definition of the total macroscopic thermodynamic pressure ( $p$ ). An expression relating local and thermodynamic pressure can be thus easily derived [23]:
$p_{i}=-\frac{\mathrm{d} E}{\mathrm{~d} V_{i}}, \quad \frac{1}{p}=\frac{1}{p_{\mathrm{Si}}}+\frac{2}{p_{\mathrm{O}}}$.
The compressibility and bulk modulus of the crystal are defined as:


Fig. 1 Calculated energy-volume curves per formula unit for $\mathrm{SiO}_{2}$ polymorphs

Table 1 Calculated (first row, this work) and experimental (second row, [27] for $\alpha$-quartz, coesite, and stishovite; [26] for $\mathrm{CaCl}_{2}$-type and $\alpha-\mathrm{PbO}_{2}$-type) unit cell parameters

| Phase | $\alpha$-quartz | coesite | stishovite | $\mathrm{CaCl}_{2}$ | $\alpha-\mathrm{PbO}_{2}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $a(\AA)$ | 5.017 | 7.223 | 4.225 | 3.848 | 3.751 |
|  | 4.916 | 7.136 | 4.179 | 3.982 | 3.716 |
| $b(\AA)$ |  | 12.494 |  | 4.015 | 4.697 |
|  |  | 12.384 |  | 3.802 | 4.751 |
| $c(\AA)$ | 5.508 | 7.239 | 2.691 | 2.557 | 4.198 |
|  | 5.405 | 7.186 | 2.666 | 2.525 | 4.118 |
| $\beta\left({ }^{\circ}\right)$ |  | 120.23 |  |  |  |
|  |  | 120.38 |  |  |  |
| $c / a$ | 1.098 | 1.002 | 0.637 | 0.665 | 1.120 |
|  | 1.100 | 1.007 | 0.638 | 0.634 | 1.108 |
| $V\left(\AA^{3}\right)$ | 40.02 | 35.27 | 24.01 | 19.76 | 18.49 |
|  | 37.71 | 34.23 | 23.30 | 19.14 | 18.16 |

$\kappa=\frac{1}{B}=-\frac{1}{V}\left(\frac{\partial V}{\partial P}\right)$,
with an also equivalent definition for the local compressibility:
$\kappa_{i}=\frac{1}{B_{i}}=-\frac{1}{V_{i}}\left(\frac{\partial V_{i}}{\partial P}\right)$.
The relationship between bulk and local compressibilities can be derived from the second derivative of the energy with respect to the atomic volumes. The bulk magnitude, by these equations, results from averaging the local compressibilities in such a way that the contribution from a basin is proportional to the volume fraction occupied by the basin in the crystal [24]:
$\kappa=\sum_{i} f_{i} \kappa_{i}, \quad \frac{1}{B}=\sum_{i} f_{i} \frac{1}{B_{i}}$,
where $f_{i}=V_{i} / V$ is the fraction of the cell volume occupied by the $i$ th basin.

## 3 Results and discussion

### 3.1 Structure, stability, and equation of state

Figure 1 shows calculated total energies as a function of volume per formula unit for $\alpha$-quartz, coesite, stishovite, $\mathrm{CaCl}_{2}$-type, and $\alpha-\mathrm{PbO}_{2}$-type polymorphs. Two volume regimes can be distinguished: (i) high volumes (around 225-300 bohr $^{3}$ ) for phases with tetrahedral environments surrounding Si atom and (ii) low volumes (around 130-170 bohr $^{3}$ ), where the structures are characterized by octahedral and higher oxygen coordination environments for Si. Equilibrium lattice parameters for the minimum energy structures are collected in Table 1. We observe the expected slight overestimation of our PBE-calculated values when compared with the experimental data, with differences of the order of few units $(2-3 \%)$ on the average. For post-stishovite structures $\left(\mathrm{CaCl}_{2}\right.$-type and $\alpha-\mathrm{PbO}_{2}$ -type), we compare with available experimental lattice parameters at high pressure ( 85 and 120 GPa , respectively). Murakami et al. [25] demonstrated that the $\mathrm{CaCl}_{2}$ -type silica is a stable post-stishovite phase at high temperature which experienced a phase transition to the $\alpha-\mathrm{PbO}_{2}$ -type structure above 121 GPa at $2,400 \mathrm{~K}$. This fact is consistent with previous studies [11,26] and our calculations (see below).

In Table 2, the calculated EOS parameters along with data from other works are collected. The most compressible structures are those in which the $\mathrm{SiO}_{4}$ unit is present, while the lowest compressible ones correspond to stishovite and post-stishovite structures. According to the calculated results in stishovite and $\mathrm{CaCl}_{2}$-type, their EOS fittings are very similar due to the fact that full structural optimization in $\mathrm{CaCl}_{2}$-type structure up to around 30 GPa leads to a strained unit cell that is finally relaxed back to the tetragonal (rutile) phase. The same results were also observed in a previous study [28], and it is related to the second-order phase transition character claimed for the transformation involving these polymorphs (see below).

From these static energy calculations, we can determine the transition pressures between polymorphs. At 0 K , enthalpy $(H)$ is the thermodynamic potential appropriate to calculate the stability under pressure:
$H=E+p V \quad$ and $\quad p=-\left(\frac{\partial E}{\partial V}\right)_{T}$

Table 2 Calculated (first row) equation of state parameters for $\mathrm{SiO}_{2}$ polymorphs

| Phase | $E_{0}$ | $V_{0}$ | $B_{0}$ | $B_{0}^{\prime}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\alpha$-Quartz | 0 | 40.55 | 30.0 | 5.1 |
| Exp [27] | - | 37.71 | $34-37$ | 5.99 |
| Coesite | 0.0943 | 35.55 | 90.4 | 5.3 |
| Exp [27] | - | 33.43 | 94 | 6.1 |
| Stishovite | 0.5584 | 24.15 | 258.4 | 6.1 |
| Exp [27] | - | 23.3 | 313.00 | $2.8-6$ |
| CaCl $_{2}$-type | 0.5577 | 24.16 | 262.8 | 6.1 |
| LDA [29] $_{\alpha}$ | - | 23.58 | 258.4 | 4.61 |
| $\alpha$-PbO | -type | 0.7328 | 23.68 | 290.9 |
| LDA [29] | - | 22.78 | 324.4 | 4.4 |

$E_{0}, V_{0}, B_{0}$, and $\mathrm{B}_{0}^{\prime}$ are the zero-pressure energy (hartree) with respect to the $\alpha$-quartz phase, volume $\left(\AA^{3}\right)$, bulk modulus $(\mathrm{GPa})$, and its pressure derivative
Experimental (Ref. [27] for $\alpha$-quartz, coesite, and stishovite) and LDA calculated (Ref. [29] for $\mathrm{CaCl}_{2}$-type and $\alpha-\mathrm{PbO}_{2}$-type) data are included for comparison

Attending to the lowest enthalpy at a given pressure, $\alpha$ -quartz is the stable phase from 0 to 4.4 GPa , where coesite starts to be stable. Coesite structure undergoes a phase transition to stishovite at 7.0 GPa (see Fig. 2, left), a value similar to the one reported in previous studies [27]. Stishovite is the polymorph with the highest range of stability, and this phase is stable between 7.0 and 55.0 GPa , where it undergoes a phase transition to an orthorhombic structure $\left(\mathrm{CaCl}_{2}\right.$ -type). Following, a transition from this structure $\left(\mathrm{CaCl}_{2}-\right.$ type) to the $\alpha-\mathrm{PbO}_{2}$-type one is predicted at 97.0 GPa (see Fig. 2, right). Overall, the calculated transition pressures are also in good agreement with previous calculated and available experimental data $[25,27,30]$.

We found negligible changes in volume and atomic displacements from the stishovite to the $\mathrm{CaCl}_{2}$-type structure at the transition pressure, suggesting a second-order phase transition character (no discontinuity in volume occurs at the transition). The enthalpy of the orthorhombic phase relative to that of the tetragonal phase is zero at 55 GPa and then becomes increasingly negative at higher pressures, favoring the $\mathrm{CaCl}_{2}$-type structure for silica (see Fig. 2, right).

Murakami et al. [25] concluded in their study that the transition pressure from $\mathrm{CaCl}_{2}$-type to $\alpha-\mathrm{PbO}_{2}$-type is represented by a linear equation: $p(\mathrm{GPa})=98+(0.0095 \pm 0.0016) \times T(\mathrm{~K}) . \quad$ Considering that our calculation is carried out at static conditions ( $T=0 \mathrm{~K}$ ), the extrapolated athermal value for this transition pressure would be 98 GPa . Our study estimates 97 GPa , giving a good agreement between theory and experiment.

We further estimate the effect of temperature in these transitions by means of a quasiharmonic Debye model, which is a reasonable one in terms of accuracy and computational cost [19]. The knowledge of the static energy is enough to build the vibrational Helmholtz free energy at any temperature in this model. At 300 K , we observe this sequence: $\alpha$-quartz $\rightarrow$ stishovite $\rightarrow \mathrm{CaCl}_{2}$-type $\rightarrow \alpha$ - $\mathrm{PbO}_{2}$-type at pressures $9.62,56.35$, and 114.59 GPa , respectively. The inclusion of thermal effects entails the vanishing of $\alpha$-quartz $\rightarrow$ coesite transformation, comparing with the static results.

### 3.2 Chemical bonding. Local properties

Our topological analysis of the computed core-valence electron density (see above) is firstly used to calculate total charges of Si and O in $\mathrm{SiO}_{2}$ polymorphs. We confirm that all polymorphs behave as ionic compounds, as it


Fig. 2 Calculated enthalpy-pressure curves for $\mathrm{SiO}_{2}$ polymorphs


Fig. 3 Atomic and crystal volumes per formula unit along the polymorphic sequence

Table 3 QTAIM topological volumes and charges in silica polymorphs at 0 GPa

| Polymorph | $\mathrm{V}_{S i}$ | $\mathrm{~V}_{O}$ | $\mathrm{Q}_{S i}$ | $\mathrm{Q}_{O}$ | $\alpha$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha$-Quartz | 20.92 | 124.57 | 3.20 | -1.60 | 80.0 |
| Coesite | 20.78 | 109.12 | 3.20 | -1.60 | 79.8 |
| Stishovite | 18.75 | 71.65 | 3.19 | -1.60 | 79.8 |
| CaCl $_{2}$-type | 18.80 | 71.80 | 3.19 | -1.60 | 79.7 |
| $\alpha-\mathrm{PbO}_{2}$-type | 19.21 | 70.98 | 3.19 | -1.60 | 79.8 |

$\alpha$ is the degree of global ionicity index. Atomic units are used
is indicated by the topological charges (see Table 3). This result has been observed in our recent study of the transformation path from $\alpha$-cristobalite to stishovite [2]. There, we follow the chemical bonding reorganization along the transition using the electron localization function (ELF) and conclude that the bonding presents a highly ionic character (see figures $9-11$ of that article). Moreover, calculated Bader's volumes and charges are perfectly in correspondence with previous studies [29]. Deviations from nominal charge values are observed, with Si displaying a net charge of around $+3.20 e$ and $\mathrm{O}-1.60 e$. We can propose a single parameter, $\alpha$, describing the global charge transfer by averaging the ratios between the topological charges $\left(Q_{i}\right)$ and the nominal oxidation states ( $O S,+4$ for $\mathrm{Si},-2$ for O ) [31]:
$\alpha=\frac{1}{N} \sum_{i=1}^{N} \frac{Q(i)}{O S(i)}$
where $i$ runs over the $N$ non-equivalent atoms in the unit cell. According to this index, the degree of global ionicity remains constant along the silica high-pressure sequence. It is also in concordance with the high difference in
electronegativity between oxygen (3.44) and Si (1.90) according to Pauling's scale.

In Fig. 3, the volume of each basin along the polymorphic sequence is displayed. The most remarkable result from this plot is the equivalent trend displayed by both the bulk and the oxygen curves, whereas the Si volume remains always with a similar value. It is not only the fact that most of the unit cell is occupied by oxygen atoms (see also Tables 3, 4), but also the uniform value of the occupation fraction of oxygen in all the polymorphs. Two regions can be observed. The first region is associated with tetrahedral environment surrounding Si atom in $\alpha$-quartz and coesite phases, and the second one corresponds to octahedral and higher coordinated Si environments in stishovite and poststishovite structures. Connecting both, the transformation from coesite to stishovite provides a representative example of the general picture. The calculated volume collapse ( $\Delta V / V_{i}, \Delta$ means final minus initial structures and $i$ is the initial one) is around $32 \%$ at 0 GPa . We notice that in our previous study on the $\alpha$-cristobalite to stishovite transition mechanism, the calculated volume collapse associated with the same changes in atomic coordinations was around $48 \%$ at 0 GPa [2]. Compared with the volume reductions of the atoms, calculated values are 10 and $34 \%$ for Si and O basins, respectively, at 0 GPa . These values clearly indicate that the accommodation of the electron density of the O atoms is the key to understand the stabilization of the stishovite phase. The most efficient packing involving higher atomic coordinations in the stishovite polymorph is achieved thanks mostly to the reduction of the space occupied by the electron density associated with oxygen.

This reduction can also be quantified calculating the local pressures of both Si and O atoms in all the polymorphs. When a solid is subdued to compression, its volume reduction ( $\Delta V, \Delta$ means here difference of pressure for the same structure) depends on the mechanical resistance of the solid [23]. Using the splitting of the cell volume into different atomic contributions, we can relate the mechanical resistance of the solid with the atomic-mechanical resistance of each basin. To do this, we analyze the energyvolume curves of each basin ( Si and O ) and bulk $\left(\mathrm{SiO}_{2}\right)$. We understand that the volume change (bulk or atomic) correlates with the corresponding mechanical resistance in such a way that the lower volume reduction the greater the resistance. In the case of stishovite (Fig. 4), it is apparent that for the same increase in energy, the reduction of volume is lower for Si , then for O , and then for the bulk. Notice that $\Delta \mathrm{V}_{S i}+\Delta \mathrm{V}_{O}=\Delta \mathrm{V}$. This is then the same decreasing order of the corresponding mechanical resistances.

Taking into account the definition of $p$ and $p_{i}$ (thermodynamic and local pressure, respectively, $p=-\left(\frac{\partial E}{\partial V}\right)_{T}$ and $\left.p_{i}=-\left(\frac{\partial E}{\partial V_{i}}\right)_{T}\right)$, the greater pressure corresponds to the smaller volume reduction, and, therefore, to the greater


Fig. 4 Total energy versus atomic and crystal volumes per formula unit for stishovite. The inset displays a zoom view of the Si plot
mechanical resistance of the atom (or bulk). As we have seen, Si has the lowest value of this reduction, followed by O and by the bulk. Under these proposals, Si atoms are the ones with the greatest local pressure or the greatest mechanical resistance upon compression in the silica polymorphs. What is more interesting is that we can establish a relationship between the local atomic-like pressure and the macroscopic thermodynamic pressure as suggested by the plot in Fig. 5. Two trends are observed, one for Si and other for $\mathrm{O}, p_{S i}=9.40 p$ and $p_{O}=2.22 p$, respectively. The slopes clearly demonstrate the different mechanical resistances of both atoms, around 9.4 for Si and 2.2 for O . Looking at Fig. 5, as far as similarities are concerned, the lower the pressure the greater the ability of both atoms to reduce their volumes. The most important conclusion from these plots is the fact that not only all the points can be grouped in two very well-defined curves, one associated with Si and one with O , but also these trends are simple linear equations. Maybe, this behavior could continue even if we consider the calculated local pressures of other silica polymorphs, like the pyrite-like structure. This regularity calls for universal trends under pressure for silica polymorphs. This kind of universal behavior has been detected, for example, in the zinc blende-rock salt transition path of several II-VI, III-V, and IV-IV compounds [32].

Finally, we analyze the QTAIM partition of the compressibility and bulk modulus taking into account the contribution of Si and O basins to the crystal. Based on the partition of the cell volume into basin volumes (see Sect. 2), we collect in Table 4 the calculated results for all $\mathrm{SiO}_{2}$ polymorphs. Small differences in $B_{0}$ values with respect to results discussed in previous subsections are mostly due to errors in the integrated volumes of the atomic basins. These differences are too small to influence the analysis of the


Fig. 5 Local pressures versus thermodynamic pressure for Si and O in all polymorphs

Table 4 QTAIM partition of the macroscopic zero-pressure compressibility and bulk modulus of $\mathrm{SiO}_{2}$ into atomic basin contributions

|  | $f_{i}$ | $\kappa_{i}\left(\mathrm{TPa}^{-1}\right)$ | $B_{i}(\mathrm{GPa})$ |
| :--- | :--- | :--- | :--- |
| $\alpha-$ Quartz |  |  |  |
| Si | 0.077 | 4.37 | 228.56 |
| O | 0.923 | 33.48 | 29.87 |
|  | Total | 31.24 | 32.01 |
| Coesite |  |  |  |
| Si | 0.088 | 5.77 | 173.29 |
| O | 0.912 | 10.60 | 94.33 |
|  | Total | 10.17 | 98.33 |
| Stishovite |  |  |  |
| Si | 0.116 | 4.49 | 222.56 |
| O | 0.884 | 3.68 | 271.73 |
|  | Total | 3.77 | 265.25 |
| CaCl |  |  |  |
| Si |  |  | 223.51 |
| O | 0.116 | 4.47 | 273.21 |
|  | 0.884 | 3.66 | 266.67 |
| $\alpha$-PbO | Total | 3.75 |  |
| Si |  |  | 222.80 |
| O | 0.119 | 4.49 | 288.95 |
|  | 0.881 | 3.46 | 279.09 |

partition. We observe that in low-pressure phases, the compressibility of oxygen is higher than that of silicon. This is the expected result given the greater size (and relative lower electron density) of oxygen. It is also in concordance with previous studies on other oxides and ionic crystals [24, 33], where the anionic species were found to be significantly easier to compress than the cations. However, this behavior changes in the high-pressure polymorphs of silica.

In stishovite and post-stishovite structures, the compressibility of Si is slightly lower than that of O . From $\alpha$-quartz to $\alpha-\mathrm{PbO}_{2}$-type, there is a significant reduction of the compressibility of O (from 30 to $3 \mathrm{TPa}^{-1}$ ), whereas the compressibility of Si remains with values around $4.5 \pm 1 \mathrm{TPa}^{-1}$. As a result, an inversion on the order of the atom with the lowest compressibility is found along the polymorphic sequence. It is to be noticed that this inversion correlates with the change of Si and O coordinations from 4 and 2 to 6 and 3 , respectively. We can then speculate that the leading role of oxygen as the active atom in the pressureinduced polymorphism has to be shared with Si for those phase transitions at very high pressures.

Nevertheless, it is to be noticed that the values of the macroscopic compressibility are always, regardless the pressure stability range of the polymorph, much more similar to the corresponding values of oxygen than to the silicon ones. This is a consequence of the occupation factor (see Table 4). As we noticed above, the oxygen atoms occupy most of the cell volume, around $90 \%$ as average in all polymorphs. According to Eq. 4, oxygen dominates the atomic contribution to the macroscopic compressibility in all polymorphs, and one can approximate the compressibility of any of the $\mathrm{SiO}_{2}$ polymorphs by the corresponding compressibility of oxygen.

## 4 Conclusions

Silica high-pressure sequence, $\alpha$-quartz $\rightarrow$ coesite $\rightarrow$ stishovite $\rightarrow \mathrm{CaCl}_{2}$-type $\rightarrow \alpha$ - $\mathrm{PbO}_{2}$-type, is studied by first-principles calculations. At static conditions, $\alpha$-quartz transforms to coesite at 4.5 GPa , coesite-stishovite transition happens at 7.0 GPa , and stishovite transforms into $\mathrm{CaCl}_{2}$-type at 55 GPa . This polymorph undergoes a phase transformation to $\alpha-\mathrm{PbO}_{2}$-type at 97 GPa . Structural properties and mechanical properties are evaluated, yielding a good agreement with previous theoretical and experimental studies. Pressure promotes great volume reductions in silica polymorphs such as $\alpha$-quartz and coesite that display low bulk modulus. On the other hand, stishovite and post-stishovite structures are less compressible (high bulk modulus). Stishovite- $\mathrm{CaCl}_{2}$-type transition occurs without changes in the volume suggesting a second-order phase transition.

By QTAIM analysis, we calculated electron population and volumes associated with Si and O basins. An ionic picture of all the polymorphs is obtained. Oxygen is the atom that occupies most of the space of the unit cell with an almost constant contribution. This fact has implications on the different chemical activity of Si and O as hydrostatic pressure is applied. Regarding volume collapses, the oxygen atom exhibits the same trend as the
bulk along the polymorphic sequence. After local pressures are evaluated, we can conclude that the volume occupied by the electron density of O is easier to reduce under pressure than that of Si . This lower mechanical resistance follows a linear trend with respect to the external hydrostatic pressure with a slope around 2.20 , being the corresponding one for Si 9.4. A second consequence of the high occupation factor (around $90 \%$ of the space) of oxygen is the similar compressibility of this atom compared with the macroscopic value in all the polymorphs: $\kappa\left(\mathrm{SiO}_{2}\right) \approx \kappa(\mathrm{O})$ and $B\left(\mathrm{SiO}_{2}\right) \approx B(\mathrm{O})$. This result is compatible with the inversion in the order of the atomic compressibilities along the polymorphic sequence. The compressibility of oxygen decreases from the low-pressure phases to the post-stishovite polymorphs where Si has a higher value.
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#### Abstract

The $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimer has been found by ab initio calculations to form a complex in which the C lone pair of CO interacts with the $\pi^{*}(\mathrm{SO})$ antibond via the $\pi$-hole lying directly above the S atom of $\mathrm{SO}_{3}$. The binding energy of this complex is $4.3 \mathrm{kcal} / \mathrm{mol}$, with Coulombic attraction as its main component. There is also a secondary minimum, with half that strength, wherein the CO molecule is rotated so that it is its O atom that interacts with $\mathrm{SO}_{3}$. The most stable $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimer has the two CO molecules approaching the S atom from above and below the $\mathrm{SO}_{3}$ plane with the C atoms of the CO interacting with the S of the $\mathrm{SO}_{3}$. A strong chalcogen bond between $\mathrm{SO}_{3}$ molecules is the dominant feature of the $\left(\mathrm{SO}_{3}\right)_{2}$ : CO trimer, supplemented by a $\mathrm{S} \cdots \mathrm{C}$ chalcogen bond in the $\mathrm{SO}_{3}: \mathrm{CO}$ dimer.


Keywords Chalcogen bonds $\cdot \mathrm{S} \cdots \mathrm{C}$ bonds $\cdot \mathrm{S} \cdots \mathrm{O}$ bonds . $\pi$-Hole

## 1 Introduction

Noncovalent bonds [1], such as hydrogen [2-5], halogen [6-11], pnicogen [12-20] or tetrel [21-24] interactions, are

[^32]essential ingredients in the structure adopted by bimolecular complexes and by numerous single molecules, as these bonds can represent large fractions of the forces between segments that are not directly covalently bonded to one another. Chalcogen bonds (YB) [25-38] are noncovalent interactions, which arise when an atom of the chalcogen family (Y), e.g., $\mathrm{O}, \mathrm{S}, \mathrm{Se}$ or Te , acting as Lewis acid, is drawn toward another electronegative atom, acting as Lewis base, due in part to the anisotropic distribution of electron density around Y [39]. The electrostatic attractions within these chalcogen bonds are supplemented by charge transfer from the lone pair(s) of the electron donor atom into the $\sigma^{*}$ or $\pi^{*}$ antibonding Z-Y orbitals (where Z is covalently bonded to Y ), which tend to weaken and lengthen the latter Z-Y bond [40-43].

The present work examines the complexes formed between $\mathrm{SO}_{3}$ and CO , as well as their $1: 2$ and $2: 1$ heterotrimers. Understanding the behavior of these molecules when interacting with one another is important to the basic knowledge of the various noncovalent forces. The work documents the primary attractive force to be a surprisingly strong chalcogen bond between a lone pair of the C (or O ) atom of CO and the $\pi$-hole of $\mathrm{SO}_{3}$ via its $\pi *(\mathrm{SO})$ antibonding orbitals.

## 2 Computational details

The structure, energy and properties of the $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimers, and the $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ and $\left(\mathrm{SO}_{3}\right)_{2}: \mathrm{CO}$ heterotrimers, were studied through the use of the second-order MøllerPlesset perturbation theory (MP2) [44] with the aug-ccpVTZ basis set [45, 46]. In all cases, vibrational frequencies were calculated in order to verify that the structures obtained correspond to true minima and to obtain the zero point vibrational energy (ZPE). Also, binding energies for the heterodimers were corrected by the counterpoise
procedure [47]. All calculations were carried out via the GAUSSIAN09 program (revision D.01) [48].

Binding energies, $E_{\mathrm{b}}$, were computed as the difference in energy between the complex on one hand and the sum of the energies of the isolated optimized monomers on the other. In order to obtain more accurate values, single point coupled-cluster $\operatorname{CCSD}(\mathrm{T})$ [49]/aug-cc-pVXZ ( $X=\mathrm{T}, \mathrm{Q}$ ) calculations from the optimized MP2/aug-cc-pVTZ minima were performed via MOLPRO program [50].

The many-body procedure $[51,52]$ was applied to the trimers (Eq. 1) whereby the binding energy can be expressed as:
$E_{\mathrm{b}}=E_{\mathrm{r}}+\Sigma \Delta^{2} E+\Delta^{3} E$
where $E_{\mathrm{r}}$ represents the energy arising from the monomers' deformation and $\Delta^{n} E$ is the $n$th complex term ( $n=2$ for dimers and 3 for trimers). $\Delta^{3} E$ represents the total cooperativity in the full trimer.

Atoms in molecules (AIM) [53,54] theory at the MP2/ aug-cc-pVTZ level, and natural bond orbital (NBO) [55] theory with the $\omega$ B97XD [56] functional and the aug-cc-pVTZ basis set, were applied to analyze the noncovalent interactions, using the AIMAll [57] and NBO6.0 [58] programs. The appearance of an AIM bond critical point (BCP) between centers of different monomers supports the presence of an attractive bonding interaction, which can also be examined by NBO charge transfer between orbitals of different fragments [53, 59].

The molecular electrostatic potential (MEP) on the 0.001 au electron density isosurface at MP2/aug-cc-pVTZ level was analyzed for the monomers via the WFA-SAS program [60]. Also, for the heterodimers, the electron density shift (EDS) maps were calculated as the difference between the electron density of the complex and the sum of those of the monomers in the geometry of the complex.

The interaction energy of each $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimer was decomposed via DFT-SAPT calculations at the PBE0 [61]/aug-cc-pVTZ level with the MOLPRO program [50]. The DFT-SAPT interaction energy, $E^{\text {DFT-SAPT }}$, is obtained as the sum of five components (Eq. 2): electrostatic ( $E S$ ), exchange ( $E X$ ), induction (IND), dispersion (DISP) and higher-order contributions ( $\delta_{\mathrm{HF}}$ ) [62].
$E^{\text {DFT-SAPT }}=E S+E X+I N D+D I S P+\delta_{\mathrm{HF}}$

## 3 Results and discussion

### 3.1 Monomers

Sulfur trioxide $\left(\mathrm{SO}_{3}\right)$ and carbon monoxide $(\mathrm{CO})$ adopt $D_{3 h}$ and $C_{\infty v}$ symmetry, respectively. Their molecular electrostatic potential (MEP) on the 0.001 au electron density isosurface is illustrated in Fig. 1. The black dots represent maxima on the surface. In the case of $\mathrm{SO}_{3}$, these maxima occur directly


Fig. 1 Molecular electrostatic potential (MEP) on the 0.001 au electron density isosurface for the $\mathrm{SO}_{3}$ and CO monomers, both calculated at the MP2/aug-cc-pVTZ level. The red and blue colors indicate negative and positive regions, respectively, varying between -0.010 and +0.010 au. Black and green dots indicate the location of the ESP maxima and minima, respectively, on the surface. The black dots for CO represent an equatorial belt of cylindrical symmetry


Fig. 2 Structures of the two $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimers optimized at the MP2/aug-cc-pVTZ level. Broken blue lines connect interacting moieties corroborated by AIM. Interatomic distances in $\AA$
above and below the S atom, so may be referred to as $\pi$-holes. The cylindrical symmetry of CO leads to an equatorial belt of positive MEP around the middle of the molecule, represented by the series of black dots. The values of the MEP maxima for the $\mathrm{SO}_{3}$ and CO molecules are 52.8 and $10.9 \mathrm{kcal} / \mathrm{mol}$, respectively. The green dots indicate the positions of minima on the MEP. These points occur in the approximate positions of the O lone pairs in $\mathrm{SO}_{3}$ and are rather shallow with a value of $-9.0 \mathrm{kcal} / \mathrm{mol}$. The minima occur on the two extensions of the CO axis, with the one on the C end somewhat more negative at $-14.0 \mathrm{kcal} / \mathrm{mol}$ versus only $-4.1 \mathrm{kcal} / \mathrm{mol}$ for the O terminus. The more negative C end is verified by the calculated dipole moment of CO, which is 0.254 D at MP2/ aug-cc-pVTZ level, close to the experimental value of 0.11 D [63]. As described below, the positions of these extrema in the MEP act to guide the molecules into their respective dispositions in the dimers and trimers.

## $3.2 \mathrm{SO}_{3}: \mathrm{CO}$ heterodimers

The potential energy surface (PES) of the $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimers contains two minima (see Fig. 2). CO approaches the S atom from above via its C atom in the more stable

Table 1 Binding energy, $E_{\mathrm{b}}$, for the $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimers at the MP2/aug-cc-pVTZ and $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pVXZ $(X=\mathrm{T}, \mathrm{Q}$; single point) levels

| Dimer | MP2 |  |  |  | $\begin{aligned} & \operatorname{CCSD}(\mathrm{T})^{\mathrm{a}} \\ & E_{\mathrm{b}} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E_{\mathrm{b}}^{\mathrm{b}}$ | $E_{\mathrm{b}}+\mathrm{BSSE}^{\mathrm{c}}$ | $\Delta H$ | $\Delta G$ |  |
| A1 | -4.74 (-3.85) | $-3.90$ | -3.69 | 3.57 | -4.34 (-4.20) |
| A2 | -2.15 (-1.69) | $-1.56$ | -1.22 | 4.36 | -2.47 (-2.26) |

Also, enthalpy, $\Delta H$, and Gibbs free energy, $\Delta G$, for the association reactions at room temperature ( 298 K ) and at MP2/aug-cc-pVTZ computational level are shown. All quantities in $\mathrm{kcal} / \mathrm{mol}$
${ }^{\text {a }} \operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pVTZ//MP2/aug-cc-pVTZ and, in parentheses, $\operatorname{CCSD}(\mathrm{T})$ /aug-cc-pVQZ//MP2/aug-cc-pVTZ computational levels
${ }^{\mathrm{b}}$ Zero point vibrational energy corrections (ZPE) added in parentheses
${ }^{c}$ Basis set superposition error (BSSE)
complex, A1, while the approach is via the O atom in A2. In either case, the interactions can be described as the approach of a negative minimum in the MEP of CO toward the positive $\pi$-hole above $S$. The greater stability of A1 is consistent with the more negative minimum near the C atom, as well as the $0.1 \AA$ shorter intermolecular distance. No dimers in which the O lone pairs from $\mathrm{SO}_{3}$ interact with the positive belt in CO have found, due to the very poor electrostatic power of this last region.

The energetics of the two complexes are displayed in Table 1 which shows the binding energy of $\mathbf{A 1}$ to be roughly twice that of $\mathbf{A 2}$, both before and after zero point energies basis set superposition errors (BSSE) are added in. Raising the level of correlation from MP2 to $\operatorname{CCSD}(\mathrm{T})$ reduces the binding energy of A1 and raises that of A2, but by small amounts in either case. As can be seen in Table 1 about $E_{\mathrm{b}}$ at $\operatorname{CCSD}(\mathrm{T})$ level, small differences arise from the change in the aug-cc-pVTZ and aug-cc-pVQZ basis sets. The more stable $\mathrm{OC} \cdots \mathrm{SO}_{3}$ complex is bound by approximately the same amount as the water dimer [64], the paradigm of classic H -bonding. The succeeding columns indicate that $\Delta H$ is rather similar to the ZPE-corrected binding energy. $\Delta G$, on the other hand, is positive at 298 K , less so for $\mathbf{A 1}$ than for $\mathbf{A 2}$. This thermodynamic quantity is negative for temperatures below -121 K for $\mathbf{A 1}$, and below -208 K for A2.

In addition to a simple electrostatic attraction, Table 2 reports measures of a stabilizing charge transfer between the two molecules. The NBO value of $E(2)$ represents an energetic assessment of the charge transfer from the C/O lone pair of CO in $\mathbf{A 1} / \mathbf{A 2}$, to a $\pi^{*}$ antibonding orbital of $\mathrm{SO}_{3}$. There is a fairly large $E(2)$ of $6.24 \mathrm{kcal} / \mathrm{mol}$ for $\mathbf{A 1}$, and a smaller but still significant $E(2)$ of $1.10 \mathrm{kcal} / \mathrm{mol}$ for A2. The last two columns of Table 2 present the values of the electron density $\rho$ and its Laplacian $\nabla^{2} \rho$ at the $\mathrm{C} / \mathrm{O} \cdots \mathrm{S}$ bond critical point as determined by AIM analysis.

Table 2 Natural bond orbital parameters [ $E(2)$ in $\mathrm{kcal} / \mathrm{mol}]$ at $\omega$ B97XD/aug-cc-pVTZ level, and AIM descriptors (electron density, $\rho_{\mathrm{BCP}}$, and its Laplacian at the BCP, both in au) at MP2/aug-cc-pVTZ computational level for the noncovalent interactions present in the indicated dimers and B1-B3 trimers

| Complex | NBO |  |  | AIM |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Donor lone pair | $E(2)$ |  | $\rho_{\text {BCP }}$ | $\nabla^{2} \rho_{\text {BCP }}$ |
| $\mathbf{A 1}$ | C | 6.24 |  | 0.020 | 0.055 |
| A2 | O | 1.10 |  | 0.010 | 0.045 |
| B1 | $\mathrm{C}, \mathrm{C}$ | $5.40,5.40$ |  | $0.016,0.016$ | $0.049,0.049$ |
| B2 | $\mathrm{C}, \mathrm{O}$ | $6.20,1.17$ |  | $0.019,0.009$ | $0.052,0.041$ |
| B3 | $\mathrm{O}, \mathrm{O}$ | $1.21,1.21$ |  | $0.010,0.010$ | $0.044,0.044$ |

Sum of all the $\mathrm{C}_{\mathrm{lp}} / \mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ components for a same type interaction

Consistent with the other trends, both of these measures of bond strength are larger for A1 than for A2.

The decomposition of the total interaction energy into its constituent parts was calculated via DFT-SAPT, and the results are reported in Table 3. The electrostatic force represents the strongest attractive component for A1, followed by dispersion and then by induction. Electrostatic is much smaller in $\mathbf{A 2}$ and is in fact surpassed by dispersion, with induction again playing a much more minor role. The smaller Coulombic attraction in $\mathbf{A 2}$ is understandable based on the CO dipole moment, which is repelled by the $\mathrm{SO}_{3}$ quadrupole moment.

Another result of the formation of a dimer is the shift of electron density that accompanies the complexation. These shifts are displayed in Fig. 3 where electron density increments are denoted in purple and losses in green. The patterns for both $\mathbf{A 1}$ and $\mathbf{A 2}$ are similar, but again they are attenuated in A2. A gain is observed in the $\mathrm{C} / \mathrm{O}$ atom that is approaching the $\mathrm{SO}_{3}$ molecule from above, and a loss on the other atom of CO. This pattern is verified by NBO atomic charges wherein the atom of CO interacting directly with $\mathrm{SO}_{3}$ acquires additional charge, at the expense of the other atom. There is an internal shift of density from the region immediately above the S atom of $\mathrm{SO}_{3}$ toward the three O atoms, a redistribution consistent with the NBO atomic charges. It would appear from Fig. 3 that the latter internal polarization of $\mathrm{SO}_{3}$ is considerably smaller in A2, while the changes within CO are fairly similar from $\mathbf{A 1}$ to A2, again all consonant with NBO atomic charge patterns. In terms of the amount of charge transferred between molecules, from CO to $\mathrm{SO}_{3}$, both Fig. 3 and the NBO atomic charges suggest that there is very little transfer in $\mathbf{A 2}$, as most of the density rearrangement is internal, particularly within CO.

Dipole moments of the complexes also reflect charge redistribution. The dipole of the CO monomer is 0.254 D , in the ${ }^{-} \mathrm{C}-\mathrm{O}^{+}$direction. This moment is increased more

Table 3 Interaction energy components ( $\mathrm{kcal} / \mathrm{mol}$ ) for the $\mathrm{SO}_{3}: \mathrm{CO}$ heterodimers, calculated using the DFT-SAPT (PBE0/aug-cc-pVTZ) methodology

| Complex | $E S$ | $E X$ | $I N D$ | $D I S P$ | $\delta_{\text {HF }}$ | $E^{\text {DFT-SAPT }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A1 | -7.62 | 12.00 | -2.13 | -4.15 | -1.40 |  |
| A2 | -2.01 | 3.26 | -0.55 | -2.12 | -0.28 |  |




Scheme 1 Lewis structure analysis in the CO monomer


Fig. 4 Structures of the $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimers optimized at the MP2/aug-cc-pVTZ level. Broken blue lines connect interacting moieties corroborated by AIM. Interatomic distances in $\AA$
which may be characterized as antibonding character. The loss of density from this orbital may thus be associated with an enhanced $\mathrm{C}-\mathrm{O}$ bond strength, which leads to the observed bond contraction and blue shift. The loss of occupancy of the O lone pair in $\mathbf{A 2}$ is very small, less than 1 me, so is consistent with the very small changes in the CO bond strength markers in Table 4.

Another and less rigorous manner of understanding these patterns is associated with a simple Lewis structure analysis. One may consider the bonding of CO to consist of a resonance between a triple-bonded structure I with opposite charges on the two atoms, as shown in Scheme I, and II which contains two neutral atoms connected by a double bond (see Scheme 1). The shift in charge which amplifies the charge separation in A1 would tend to push the equilibrium between I and II toward I, and the stronger triple bond contained therein.

## $3.3 \mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimers

Upon adding a second CO monomer to the $\mathrm{SO}_{3}: \mathrm{CO}$ dimer, the potential energy surface was searched in two steps: (1)

Table 5 Many-body analysis ( $\mathrm{kcal} / \mathrm{mol}$ ) for the $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimers calculated at MP2/aug-cc-pVTZ level

| Comp. | $E_{\mathrm{r}}$ | $E_{12}$ | $E_{13}$ | $E_{23}$ | $\Sigma \Delta^{2} E$ | $\Delta^{3} E$ | $E_{\mathrm{b}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| B1 | 0.03 | -4.65 | -4.65 | -0.01 | -9.31 | 0.55 | -8.73 |
| B2 | 0.07 | -4.79 | -2.14 | -0.01 | -6.94 | 0.22 | -6.64 |
| B3 | 0.00 | -2.15 | -2.15 | -0.06 | -4.36 | 0.05 | -4.31 |

Subscripts 1, 2 and 3 refer to $\mathrm{SO}_{3}, \mathrm{CO}(1)$, and the second CO monomer $[\mathrm{CO}(2)]$, respectively. Binding energies in $\mathbf{A 1}$ and $\mathbf{A} \mathbf{2}$ dimers are -4.74 and $-2.15 \mathrm{kcal} / \mathrm{mol}$, respectively
using the $\mathbf{A 1}$ and $\mathbf{A 2}$ dimers as starting points and (2) beginning with fresh initial starting points. For this second purpose, the coalescence-kick program was employed, which provides a fully objective searching protocol [65]. The three minima in Fig. 4 resulted from this combined approach. All three resemble the dimers in that the CO molecules approach $\mathrm{SO}_{3}$ both from above and below. In the most stable $\mathbf{B 1}$, S is attacked by C atoms, by O atoms in $\mathbf{B 3}$, and by one of each in $\mathbf{B 2}$. The order of stability follows the dimer pattern that the C atom is favored over O to form a $\mathrm{S} \cdots \mathrm{C}$ chalcogen bond. The very weak interactions between CO monomers precluded formation of $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimers where a pair of CO molecules interact with one another. Indeed, $(\mathrm{CO})_{2}$ homodimers are described in the literature as bound by only very weak van der Waals bonds [66-68].

There is evidence of negative cooperativity in the $\mathrm{S} \cdots \mathrm{X}$ bond lengths. Whereas $\mathrm{R}(\mathrm{S} \cdots \mathrm{C})=2.809 \AA$ in A 1 , it is elongated in the trimers; likewise, the $\mathrm{S} \cdots \mathrm{O}$ bonds in the trimers are longer that its value of $2.915 \AA$ in A2. This mutual weakening effect may be understood first on the basis that $\mathrm{SO}_{3}$ serves as double electron acceptor in the trimers. A related description might utilize the weakening of the $\mathrm{SO}_{3} \pi$-hole upon its complexation with the first CO molecule. For example, the $\pi$-hole in the $\mathrm{SO}_{3}$ monomer has a magnitude of $52.8 \mathrm{kcal} / \mathrm{mol}$, which is reduced to 44.6 in A1 and 50.8 in $\mathbf{A 2}$.

Other evidence of antagonistic behavior is observed in the electronic structure. It may be noted from Table 2 that the $E(2) \mathrm{C}_{\mathrm{lp}} \rightarrow \pi *(\mathrm{SO})$ charge transfer energy of the $\mathbf{A 1}$ dimer of $6.24 \mathrm{kcal} / \mathrm{mol}$ is reduced in the trimers, although there is a slight rise in the $\mathrm{O}_{1 p} \rightarrow \pi^{*}(\mathrm{SO})$ quantities. The AIM measures in the last two columns also show a bond weakening upon going from dimer to trimer.

The changes in the internal parameters provide further support of negative cooperativity. The CO bond length contraction of $2.5 \mathrm{~m} \AA$ in $\mathbf{A 1}$ is reduced in $\mathbf{B 1}$, and the $0.8 \mathrm{~m} \AA$ stretch in $\mathbf{A} \mathbf{2}$ is lowered to 0.5 in $\mathbf{B 2}$, with similar patterns noted in $\nu(\mathrm{C} \equiv \mathrm{O})$. On the other hand, the $1.7 \mathrm{~m} \AA$ contraction of $\mathrm{R}(\mathrm{S}=\mathrm{O})$ in $\mathbf{A 1}$ is amplified to $2.2 \mathrm{~m} \AA$ in $\mathbf{B} 1$ and $\mathbf{B 2}$, suggesting that the effects of one CO molecule upon the central $\mathrm{SO}_{3}$ are enhanced by a second CO on the other side of the trimer. This same amplification is observed in the symmetric SO stretching frequency.


C1 $\left(C_{1}\right)$

$\mathbf{C 2}\left(C_{s}\right)$

C4 ( $C_{1}$ )


C7 ( $C_{1}$ )

Fig. 5 Structures of $\left(\mathrm{SO}_{3}\right)_{2}$ : CO heterotrimers optimized at the MP2/ aug-cc-pVTZ level. Broken blue lines connect interacting moieties corroborated by AIM. Interatomic distances in $\AA$

The many-body analysis for the $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimers reported in Table 5 shows first that the interaction energies of the $\mathbf{A 1}$ and $\mathbf{A 2}$ dimers are changed very little when placed in the context of pairwise interactions $E_{12}$ and $E_{13}$ in the trimers. The small changes in the geometry have a negligible energetic effect, as is clear from the very small values of $E_{\mathrm{r}}$ in the first column of Table 5. The third-order term, $\Delta^{3} E$, which represents the total cooperativity is positive in all cases, again confirming the negative cooperativity. Note that this term is largest for the most strongly bound trimers.

## $3.4\left(\mathrm{SO}_{3}\right)_{2}: \mathrm{CO}$ heterotrimers

As for the $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ complexes, the inclusion of a second $\mathrm{SO}_{3}$ monomer was performed: (1) through the $\mathbf{A 1}$ and $\mathbf{A 2}$ dimers and (2) beginning with fresh initial starting points. $\mathrm{SO}_{3}$ molecules can engage in relatively strong noncovalent bonds [37]. For that reason, the six most stable minima of the seven found on the $\left(\mathrm{SO}_{3}\right)_{2}: \mathrm{CO}$ potential energy surface in Fig. 5 include stabilizing interactions between the $\mathrm{SO}_{3}$ monomers. Structure C1, for example, includes a $\mathrm{S} \cdots \mathrm{O}$ chalcogen bond between $\mathrm{SO}_{3}$ molecules as the shortest contact, as well as a $S \cdots C$ contact reminiscent of that in dimer A1, and a longer C…O contact. Structure C1, like $\mathbf{C 4}$, could best be described as a cyclic geometry. In C2, $\mathbf{C 3}$, and $\mathbf{C 5}, \mathrm{SO}_{3}$ occupies a central position, whereas CO is located between the two $\mathrm{SO}_{3}$ molecules in $\mathbf{C} 7$.

The changes induced in the CO monomer by formation of these heterotrimers are documented in Table 6. There is a clear pattern of CO bond contraction and blue shifts in $\mathbf{C 1}, \mathbf{C 2}, \mathbf{C 3}$, and C7, with opposite, albeit smaller, changes in C4-C6. Consistent with the results for the dimers, the former set of trimers all involves interaction of the C atom of CO , while the O atom participates in the bonding in the latter set.

Table 6 Changes in internal bond lengths ( $\mathrm{m} \AA$ ) and vibrational frequencies $\left(\mathrm{cm}^{-1}\right)$ of monomers upon formation of dimers and C1-C7 trimers

| Complex | $\mathrm{R}(\mathrm{C} \equiv \mathrm{O})$ | $\nu(\mathrm{C} \equiv \mathrm{O})$ |
| :--- | :---: | :---: |
| $\mathbf{C 1}$ | -3.3 | 27 |
| C2 | -2.7 | 22 |
| C3 | -2.2 | 18 |
| C4 | 1.0 | -3 |
| C5 | 0.8 | -3 |
| C6 | 0.6 | -2 |
| C7 | -1.8 | 19 |

In monomers, $\mathrm{R}(\mathrm{C} \equiv \mathrm{O})=1.1390 \AA$ and $\nu(\mathrm{C} \equiv \mathrm{O})=2,110 \mathrm{~cm}^{-1} ;$
$\mathrm{R}(\mathrm{S}=\mathrm{O})=1.4451 \AA, v_{\mathrm{st}}=1,036 \mathrm{~cm}^{-1}$

The many-body analysis of the seven $\left(\mathrm{SO}_{3}\right)_{2}: \mathrm{CO}$ heterotrimers in Table 7 shows first that the distortion energy remains low, here less than $0.4 \mathrm{kcal} / \mathrm{mol}$. Again, the bimolecular terms representing $\mathrm{OC} \cdots \mathrm{SO}_{3}$ and $\mathrm{CO} \cdots \mathrm{SO}_{3}$ interactions are quite similar to their values in the $\mathbf{A 1}$ and $\mathbf{A 2}$ dimers. While generally small, the cooperativity term $\Delta^{3} E$ is negative in many cases, indicating a synergistic effect, but especially large in $\mathbf{C 1}$. Not surprisingly, positive values of $\Delta^{3} E$ are characteristic of structures where the central molecule plays the role of either double electron acceptor ( $\mathbf{C 3}$ and $\mathbf{C 6}$ ) or donor ( $\mathbf{C} 7$ ).

Due in part to their cyclic nature, the structure of NBO charge transfers in the $\left(\mathrm{SO}_{3}\right)_{2}$ : CO heterotrimers is more complicated than in those of the preceding structures. The values of $E(2)$ are displayed in Table 8, along with their donor and acceptor orbitals. The stability of $\mathbf{C 1}$ can be traced to a pair of important transfers. The largest is the $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ transfer involving CO , followed closely by an $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ chalcogen bond between two $\mathrm{SO}_{3}$ molecules. And indeed, these $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ transfers are typically more substantial than the chalcogen bonds between $\mathrm{SO}_{3}$ molecules. As in the dimers, the $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ values of $E(2)$ are consistently much larger than $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$.

Another manifestation of the synergistic effects in some of these trimers can be seen in the values of $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ $E(2)$, which was equal to $6.24 \mathrm{kcal} / \mathrm{mol}$ in $\mathbf{A 1}$. This quantity exceeds this value in $\mathbf{C 1}$ and $\mathbf{C 2}$. In both of these structures, the second $\mathrm{SO}_{3}$ molecule engages in a $\mathrm{S} \cdots \mathrm{O}$ chalcogen bond with the first $\mathrm{SO}_{3}$, which retrieves electron density from it, and thereby enhancing its $\pi$-hole, and also permitting a larger charge transfer from the C lone pair.

## 4 Summary

The C atom of CO attacks the $\mathrm{SO}_{3}$ molecule from directly above the $\mathrm{SO}_{3}$ plane, to form a $\mathrm{S} \cdots \mathrm{C}$ chalcogen bond. This interaction is largely electrostatic in nature, with the negative end of the CO dipole advancing toward the $\pi$-hole that lies above the S atom. It is supplemented by the charge

Table 7 Many-body analysis ( $\mathrm{kcal} / \mathrm{mol}$ ) for the $\left(\mathrm{SO}_{3}\right)_{2}$ : CO heterotrimers calculated at the MP2/aug-cc-pVTZ level

| Comp. | $E_{r}$ | $E_{12}$ | $E_{13}$ | $E_{23}$ | $\Sigma \Delta^{2} E$ | $\Delta^{3} E$ | $E_{\mathrm{b}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | ---: | ---: |
| $\mathbf{C 1}$ | 0.39 | -4.78 | -4.82 | -1.01 | -10.60 | -0.86 | -11.08 |
| C2 | 0.18 | -4.90 | -4.77 | -0.20 | -9.87 | -0.09 | -9.78 |
| C3 $^{\mathrm{a}}$ | 0.08 | -4.60 | -0.03 | -4.71 | -9.34 | 0.38 | -8.89 |
| C4 | 0.14 | -4.75 | -2.11 | -0.75 | -7.61 | -0.26 | -7.73 |
| C5 | 0.14 | -5.03 | -2.14 | -0.07 | -7.24 | -0.02 | -7.12 |
| C6 | 0.11 | -4.73 | -0.06 | -2.14 | -6.93 | 0.13 | -6.69 |
| C7 | 0.05 | -4.76 | 0.10 | -2.13 | -6.79 | 0.40 | -6.35 |

[^33]Table 8 NBO values of $\mathrm{E}(2)(\mathrm{kcal} / \mathrm{mol})$ at the $\omega \mathrm{B} 97 \mathrm{XD} /$ aug-ccpVTZ level for the noncovalent interactions present in the $\left(\mathrm{SO}_{3}\right)_{2}: \mathrm{CO}$ heterotrimers

| Complex | Donor/Acc. | Type | $E(2)$ |
| :---: | :---: | :---: | :---: |
| C1 | $\mathrm{SO}_{3}(2) / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 10.74 |
|  | $\mathrm{SO}_{3}(1) / \mathrm{CO}$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{CO})$ | 0.69 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi *(\mathrm{SO})$ | 11.39 |
| C2 | $\mathrm{SO}_{3}(2) / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 4.46 |
|  | $\mathrm{SO}_{3}(1) / \mathrm{SO}_{3}(2)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 2.58 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 7.24 |
| C3 | $\mathrm{SO}_{3}(2) / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 4.55 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 5.79 |
| C4 | $\mathrm{SO}_{3}(2) / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 4.90 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 0.59 |
| C5 | $\mathrm{SO}_{3}(2) / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 3.38 |
|  | $\mathrm{SO}_{3}(1) / \mathrm{SO}_{3}(2)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 3.26 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 1.34 |
| C6 | $\mathrm{SO}_{3}(2) / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 5.14 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 1.16 |
| C7 | $\mathrm{CO} / \mathrm{SO}_{3}(1)$ | $\mathrm{C}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 5.93 |
|  | $\mathrm{CO} / \mathrm{SO}_{3}(2)$ | $\mathrm{O}_{\mathrm{lp}} \rightarrow \pi^{*}(\mathrm{SO})$ | 0.83 |

$\mathrm{SO}_{3}(1)$ and $\mathrm{SO}_{3}(2)$ refer to the derived and nonderived $\mathrm{SO}_{3}$ structure in dimers for the $\left(\mathrm{SO}_{3}\right)_{2}: \mathrm{CO}$ heterotrimers, in each case
transfer from the C lone pair into the $\pi^{*}(\mathrm{SO})$ antibonding system, as well as a sizable dispersion contribution. In total, the binding energy of this heterodimer is between 4 and $5 \mathrm{kcal} / \mathrm{mol}$, similar to the H -bond energy of the water dimer. A secondary minimum occurs if the CO molecule is rotated around so that its O atom attacks the S of $\mathrm{SO}_{3}$, but this structure is more weakly bound.

This same $\mathrm{S} \cdots \mathrm{O}$ chalcogen bond is the guiding feature in the global minimum of the $\mathrm{SO}_{3}:(\mathrm{CO})_{2}$ heterotrimer. The C atoms of the two CO molecules simultaneously approach the S of $\mathrm{SO}_{3}$ from above and below. This assembly leads to a minor degree of negative cooperativity, as the central $\mathrm{SO}_{3}$ molecule serves as double electron acceptor. In the case of the $\left(\mathrm{SO}_{3}\right)_{2}$ : CO trimer, there are two strong noncovalent bonds present. In the first place, there is the same $S \cdots C$ chalcogen bond that is the common feature of the dimer. This interaction is supplemented by an equally strong $\mathrm{S} \cdots \mathrm{O}$ chalcogen bond between the pair of $\mathrm{SO}_{3}$ molecules. Due to its cyclic structure, with each of the three molecules acting as both electron donor and acceptor, this complex exhibits a synergistic positive cooperativity that amounts to nearly $1 \mathrm{kcal} / \mathrm{mol}$.

In addition to the global minima, the potential energy surface of each heterotrimer contains a number of secondary minima as well. The stability of each can be explained on the basis of charge transfers and alignment of positive with negative extremes of the molecular electrostatic potentials.
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#### Abstract

We carried out ab initio path integral molecular dynamics simulations at room temperature for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ ( $n=1,2$ ) clusters to elucidate the ionic hydrogen bond structure with full thermal and nuclear quantum effects. We found that the hydrogen-bonded proton is located near the water molecule in the case of $n=2$, while the proton is located at the center between hydroxide ion and the water molecule in the case of $n=1$. Thus, the solvated hydroxide structure $\mathrm{HO}-\mathrm{H} \cdots \mathrm{OH}$ is found in $n=2$, while the proton sharing hydroxide structure $\mathrm{HO} \cdots \mathrm{H} \cdots \mathrm{OH}$ is in $n=1$. We found that the nature of hydrogen bonds significantly changes with the number of water molecules around the hydroxide. We also compared these results with those of $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$ clusters.


Keywords Water cluster • Hydroxide ion • Nuclear quantum effect • Path integral molecular dynamics • Ionic hydrogen bond

[^34]
## 1 Introduction

Hydroxide $\mathrm{OH}^{-}$, fluoride $\mathrm{F}^{-}$, or chloride $\mathrm{Cl}^{-}$anions are well known to play an important role in aqueous chemistry. Many studies have targeted the quantification of molecular level hydration structure of anion-water clusters to understand its interesting characteristics such as the anomalously high mobility in aqueous solution [1-19]. These anions form ionic hydrogen bonds (IHBs), strong and short hydrogen bond relative to typical hydrogen bonds, with the first solvation shell water molecules. Therefore, the following difficulties arise in describing these anion-water clusters: large flexibility, and large anharmonicity of strong and short IHB. These difficulties have prevented elucidation of the detailed conformations of anion-water clusters.

Experimental vibrational spectra for water clusters with fluoride or hydroxide ions, $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ and $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ ( $n=1-5$ ), were reported by Johnson and co-workers [3]. These vibrational spectra have shown that the first solvent shell includes four and three water molecules forming IHBs with the fluoride and hydroxide ions, respectively. Efforts have been made to assign the experimental spectra by theoretical studies employing conventional normal mode analysis with electronic structure calculations [9-13, 16]. Also, in the case of the IHBs between anion and one water molecule, it is clarified that the order of the IHB strengths is $\mathrm{OH}^{-}>\mathrm{F}^{-}>\mathrm{Cl}^{-}$from experimental vibrational spectra [15].

On theoretical grounds, for fluoride ion-water clusters $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$, Kawashima et al. carried out ab initio path integral molecular dynamics (PIMD) simulations included both nuclear quantum and thermal effects [5, 6]. They found that the hydrogen-bonded proton is located around the center between two heavy atoms, $\mathrm{F}^{-} \cdots \mathrm{H} \cdots \mathrm{OH}$, in the case of $n=1$. They also suggested that the two
structures were mixed in the case of $n=2$; where one hydrogen-bonded proton is localized on a water molecule, $\mathrm{F}^{-} \ldots \mathrm{HOH}$, and the other proton is located around the center of the two heavy atoms, $\mathrm{F}^{-} \cdots \mathrm{H} \cdots \mathrm{OH}$. For chloride ion-water clusters $\mathrm{Cl}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$, Wang et al. [8] carried out semi-empirical PIMD simulation. The hydro-gen-bonded protons are localized on a water molecule, $\mathrm{Cl}^{-} \cdots \mathrm{HOH}$, regardless of the number of hydrogenbonded water molecules. The difference among these two anions reflects the strength of IHBs: Fluoride ion with stronger IHB has the donor hydrogen closer to the acceptor anion, while IHB of chloride ion has the character similar to a typical hydrogen bond.

From the above relationship on $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ and $\mathrm{Cl}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, it can be expected that the hydrogen-bonded proton in hydroxide anion and water will be located at the center of the hydrogen bond, as similar to fluoride anion clusters due to the stronger IHB. In fact, in the case of $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$, Zundel-type proton sharing hydroxide structure, $\mathrm{OH}^{-} \cdots \mathrm{H}^{+} \cdots \mathrm{OH}^{-}$, was suggested by both experimental vibrational and theoretical path integral studies [3, 18, 19]. From these studies, it is known that the proton sharing geometry are more dominant in $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$ than that in $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$. However, for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, questions still remain whether the structure will be $\mathrm{HOH} \cdots \mathrm{OH}^{-} \cdots \mathrm{HOH}$, like the chloride system, or $\mathrm{HO} \cdots \mathrm{H} \cdots \mathrm{OH}^{-} \cdots \mathrm{H} \cdots \mathrm{OH}$, like the fluoride systems.

For $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ Morita and Takahashi reported theoretical vibrational spectra obtained by multidimensional local mode calculations including anharmonic, thermal, and partial nuclear quantum effects [16]. They assigned the experimental peaks [3] as the first overtone of the IHB OH stretching vibration. In their study, they used two stable conformations of $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, but the experimental spectra could not be fully reproduced. One may wonder that the failure in the previous work for $n=2$ may be due to the existence of $\mathrm{OH}^{-} \cdots \mathrm{H}^{+} \cdots \mathrm{OH}^{-} \cdots \mathrm{H}_{2} \mathrm{O}$ or $\mathrm{OH}^{-} \cdots \mathrm{H}_{3} \mathrm{O}^{+} \cdots \mathrm{OH}^{-}$structures, which may obtained in only PIMD simulations, and such investigation is highly beneficial to understand geometries of hydrogen-bonded water clusters systematically.

Since the previous application of the powerful PIMD method was limited to $n=1$, we perform PIMD simulation of $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ to elucidate the IHB structures with full treatment of thermal and nuclear quantum effects in this study. We also carry out PIMD simulation for the case of $n=1$ to compare the hydrogen bond structures with $n=2$ and to understand the effect of the additional ionwater hydrogen bond on the IHB. We also compare the hydrogen-bonded structures in hydroxide ion-water clusters to that in our previous results of fluoride ion-water clusters [5, 6].
(a) $n=1$





Fig. 1 Schematic illustrations of stable conformers for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ ( $n=1,2$ ) obtained by electronic structure calculations

## 2 Computational details

We carried out ab initio PIMD simulations for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ ( $n=1,2$ ). Here, both oxygen and hydrogen are treated as quantum mechanical particles by beads expansion. PIMD simulations were performed at 300 K with massive NoséHoover chain thermostat [20] to achieve canonical ensemble in the same manner as in our previous works [18, 21-23]. For $n=1$ and 2, PIMD simulation was performed for 200,000 steps with 16 beads after a thermal equilibration of 5,000 steps using time step size of 0.1 fs . All electronic structure calculations in the PIMD simulation were performed by B3LYP functional [24, 25] with TZVP basis set with the resolution of identity approximation (RIB3LYP/TZVP) [26, 27] in TURBOMOLE package [28]. Figure 1 shows the schematic illustrations of (a) $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$ and (b) $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ optimized by the conventional electronic structure calculations, with atomic numberings.

In this article, we focus on the relative positions of IHB hydrogen atoms to analyze the hydrogen bond structure. We introduce $\delta H^{*}$ for $n=1$, and $\delta H 1$ and $\delta H 3$ for $n=2$ as the proton transfer coordinates defined by
$\delta H^{*}=R_{\mathrm{O} 1^{*} \mathrm{H}^{*}}-R_{\mathrm{O} 2 * \mathrm{H}^{*}}$
$\delta H 1 / \delta H 3=R_{\mathrm{O} 1 \mathrm{H} 1 / \mathrm{O} 2 \mathrm{H} 3}-R_{\mathrm{O} 3 \mathrm{H} 1 / \mathrm{O} 3 \mathrm{H} 3}$
respectively. Negative $\delta H$ values correspond to structures with hydrogen-bonded proton localized to a water molecule $\left(\mathrm{OH}^{-} \cdots \mathrm{HOH}\right) . \delta H=0$ corresponds to structures with proton shared by the two heavy atoms $\left(\mathrm{OH}^{-} \cdots \mathrm{H}^{+} \ldots \mathrm{OH}^{-}\right)$. We also analyzed the heavy atom distance of the hydrogen bonds between $\mathrm{O}_{1}{ }^{*}$ and $\mathrm{O} 2^{*}$ atoms $\left(R_{\mathrm{O} 1^{*} 2_{2}}\right)$ in $n=1$, and the distances between O 1 and O 3 atoms $\left(R_{\mathrm{O} 1 \mathrm{O} 3}\right)$ and that between O 2 and O 3 atoms $\left(R_{\mathrm{O} 2 \mathrm{O} 3}\right)$ in $n=2$.

To quantify the accuracy of our present calculation level, in Table 1, we compare the values of $\delta H^{*}, \delta H 1, \delta H 3$, $R_{\mathrm{O} 1^{*} 2^{*}}, R_{\mathrm{O} 1 \mathrm{O} 3}$, and $R_{\mathrm{O} 2 \mathrm{O} 3}$ obtained by RI-B3LYP/TZVP level, as well as those previously reported by MP2/6$311++\mathrm{G}(3 \mathrm{df}, 3 \mathrm{pd})$ level [16]. The $\delta H^{*}$ value in $n=1$ of RI-B3LYP/TZVP level is $0.002 \AA$. This indicates that

Table 1 Geometrical values obtained by electronic structure calculations (RI-B3LYP/TZVP and MP2/6-311 + + G(3df,3pd) levels), and average values obtained by PIMD simulations for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$

|  | $n=1$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Static |  |  |  | PIMD |
|  | RI-B3LYP |  | MP2 |  |  |
| $\delta H^{*}$ | 0.002 |  | 0.221 |  | 0.003 (6) |
| $R_{\text {O1*O2* }}$ | 2.457 |  | 2.463 |  | 2.500 (2) |
|  | $n=2$ |  |  |  |  |
|  | Static conf. I |  | Static conf. II |  | PIMD |
|  | RI-B3LYP | MP2 | RI-B3LYP | MP2 |  |
| $\delta H 1$ | -0.509 | -0.507 | -0.494 | -0.493 | -0.512 (10) |
| ¢H3 | -0.478 | -0.485 | -0.493 | -0.493 | -0.466 (6) |
| $R_{\text {O1O3 }}$ | 2.582 | 2.565 | 2.574 | 2.559 | 2.613 (6) |
| $R_{\text {O2O3 }}$ | 2.565 | 2.554 | 2.574 | 2.559 | 2.574 (6) |

Statistical errors of average values are shown in parentheses. Values are given in $\AA$
the potential energy curve of RI-B3LYP level along the proton transfer coordinate shows a quasi-symmetric sin-gle-well structure. The $\delta H^{*}$ value obtained by MP2/6$311++\mathrm{G}(3 \mathrm{df}, 3 \mathrm{pd})$ level is $0.221 \AA$, which shows a symmetric double-well structure. However, the barrier height of this potential energy curve is extremely small with a value of $0.05 \mathrm{kcal} / \mathrm{mol}$. Thus, it can be said that a negligible barrier is found for $n=1$. The values in $n=2$ of RI-B3LYP/TZVP level give close agreement with that of MP2/6-311++G(3df,3pd) level. The differences are within $\sim 0.02 \AA$. From these results, we are confident on the accuracy of RI-B3LYP/TZVP and will use this method for on-the-fly ab initio PIMD simulations.

## 3 Results and discussion

We first focus on the heavy atom distances of the hydrogen bonds between oxygen atoms in $n=1$ and 2 to analyze the hydrogen bond structure and its character. Figure 2 shows the one-dimensional distributions of $R_{\mathrm{O} 1 * \mathrm{O} 2 *}$ in $n=1$, and $R_{\mathrm{OO}}^{\text {sum }}$ (a sum of distributions with respect to $R_{\mathrm{O} 1 \mathrm{O} 3}$ and $R_{\mathrm{O} 2 \mathrm{O} 3}$ ) in $n=2$. The expectation values with their statistical errors are shown in Table 1. We found that the distribution of $R_{\mathrm{O} 1 *}{ }^{\circ} 2^{*}$ in $n=1$ is much shorter and much sharper than that of $R_{\mathrm{OO}}^{\mathrm{sum}}$ in $n=2$. The peak positions of each distribution in $n=1$ and 2 are 2.485 and $2.575 \AA$, respectively. The distribution of $n=2$ is found in the range of typical hydrogen bond, while for $n=1$ it is extremely shorter. Furthermore, the distribution in $n=2$ is much broader than that of $n=1$, reflecting the floppy motion of the weaker hydrogen bond. We found a significant difference between the two systems.


Fig. 2 One-dimensional distributions of $R_{\mathrm{O}^{*} \mathrm{O} 2^{*}}$ and $R_{\mathrm{OO}}^{\text {sum }}$ (a sum of distributions of $R_{\mathrm{OIO} 3}$ and $\left.R_{\mathrm{O} 2 \mathrm{O} 3}\right)$ for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$

We next analyze the relative position of the IHB proton, to understand the difference of the hydrogen bond character between the two systems. We show the distributions of the relative positions of the hydrogen-bonded protons between oxygen atoms $\delta H$ s for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$ in Fig. 3a. Here, we note that the distribution in $n=2$ is the sum of the distributions of $\delta H 1$ and $\delta H 3$. The expectation values of $\delta H^{*}, \delta H 1$, and $\delta H 3$ and their statistical errors are shown in Table 1. The distribution of $\delta H^{*}$ of $n=1$ shows a single broad peak centered at $0.0 \AA$, which indicates that the hydrogen-bonded proton is delocalized and located at the center between the two oxygen atoms with frequent proton transfer.

Fig. 3 One-dimensional distributions of $\delta H^{*}$ and $\delta H^{\text {sum }}$ (a sum of distributions of $\delta H 1$ and $\delta H 3$ ) for a $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$ and b $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$


Fig. 4 Two-dimensional distributions with respect to a $\delta H^{*}$ and $R_{\mathrm{Ol}^{*}{ }^{*} 2^{*}}$, and $\mathbf{b} \delta H 1$ and $R_{\mathrm{OIO} 3}$ for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1$, 2), respectively



On the other hand, in the case of $n=2$, the values of $\delta H$ s are distributed around $-0.5 \AA$, which indicates that the protons are localized near the water molecules. This tendency that the proton delocalizes in $n=1$ and it localizes in $n=2$ is also seen in protonated cation water clusters [18, 29, 30]. Similar to deprotonated anion-water cluster, $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$ and $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, the protonated proton is delocalized between oxygen atoms in $\mathrm{H}_{3} \mathrm{O}^{+}\left(\mathrm{H}_{2} \mathrm{O}\right)$, while the protons are localized at oxygen atoms of water molecules in $\mathrm{H}_{3} \mathrm{O}^{+}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$. Furthermore, the width of distributions in $n=2$ is narrower than that in $n=1$. This tendency is opposite to $R_{\text {OO }}$. Discussions on the tendency are given below in the two-dimensional distributions. Strictly speaking, very small proton transfer probability of $2.6 \%$ was found in Fig. 3a. These difference in Fig. 3a arises from the frequent proton transfer seen in only $n=1$. We found that protons localize in $n=2$, as seen in cation water clusters.

In our previous studies [18, 19, 21-24], we gained insights of hydrogen bond structures by analyzing the relation between the relative position of the hydrogen-bonded
proton and the heavy atomic distance. The correlation between these two structural parameters clarified the hydrogen bond character in the previous studies. Thus, here, we analyzed the hydrogen bond structure of $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ ( $n=1,2$ ) in a similar manner. The two-dimensional distributions with respect to (a) $\delta H^{*}$ and $R_{\mathrm{O} 1 *}{ }^{\mathrm{O} 2 *}$ in $n=1$ and (b) $\delta H 1$ and $R_{\mathrm{O} 1 \mathrm{O} 3}$ in $n=2$ are shown in Fig. 4. In Fig. 4a of $n=1$, large distribution is found in the region around $\delta H^{*}=\sim 0.0 \AA$ and $R_{\mathrm{O} 1 * \mathrm{O} 2 *}=\sim 2.5 \AA$, which is symmetric in the $R_{\mathrm{O} 1 * \mathrm{O} 2 *}$ direction with proton located at the center of the hydrogen bond. The $R_{\mathrm{O} 1 *}{ }^{2} 2^{*}$ value is the smallest at $\delta H^{*}=\sim 0.0 \AA$, while the $R_{\mathrm{O} 1 * \mathrm{O} 2^{*}}$ elongates as the proton becomes closer to the oxygen atoms of water. Such distribution is due to the characteristic feature of so-called lowbarrier hydrogen bonds (LBHB) reported in refs [17-19]: a short heavy atom distance and a position of proton located at the center of the hydrogen bond [18, 19, 21-23]. So for $n=1$ inclusion of thermal and nuclear quantum effects causes the cluster to take $\mathrm{OH}^{-} \cdots \mathrm{H}^{+} \ldots \mathrm{OH}^{-}$structure, which is different from the previously suggested static minimum of $\mathrm{HOH} \cdots \mathrm{OH}^{-}[18,19]$.


Fig. 5 Two-dimensional distribution with respect to $\delta H 1$ and $\delta H 3$ for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$

On the other hand, in Fig. 4b of $n=2$, large distribution is found in the region around $\delta H^{*}=\sim-0.6 \AA$ and $R_{\mathrm{O} 1 * \mathrm{O} 2 *}=$ $\sim 2.6 \AA$. The proton lies near the oxygen of water molecules and the heavy atom distance becomes longer as the proton moves toward oxygen atoms. In addition, strong correlation is found between the relative position of the proton and the distance between two oxygen atoms in $n=2$, while such tendency is not found in $n=1$. The strong correlation is due to the fact that almost no proton transfer takes place in the case of $n=2$. Therefore, in the case of $n=2$, we are seeing a characteristic of a moderate hydrogen bond, not LBHB as in $n=1$. In $n=2$, the cluster stayed as a solvated hydroxide structure as found in the static calculations even including thermal and nuclear quantum effects.

We next analyzed the relationship between the two hydrogen bonds in $n=2$ by the two-dimensional distribution between $\delta \mathrm{H} 1$ and $\delta \mathrm{H} 3$ shown in Fig. 5 to investigate the correlation between the two IHBs. From Fig. 5, we find that $\mathrm{\delta H} 1$ and $\delta \mathrm{H} 3$ fluctuate around the wide region centered at $\delta H 1=-0.4 \AA$ and $\delta H 3=-0.4 \AA$. However, no distribution is found at the region around $\delta H 1=0.0 \AA$ and $\delta H 3=0.0 \AA$. This indicates that in our PIMD simulation the probability of observing both hydrogen atoms near the hydroxide ion at the same time, the $\mathrm{HO}^{-} \cdots \mathrm{H}_{3} \mathrm{O}^{+} \ldots \mathrm{OH}^{-}$ structure, is completely negligible. Since there are little distribution for either $\delta H 1=0.0 \AA$ or $\delta H 3=0.0 \AA$, the formation of $\mathrm{OH}^{-} \cdots \mathrm{H}^{+} \cdots \mathrm{OH}^{-} \cdots \mathrm{H}_{2} \mathrm{O}$ structure is found to be a quite rare-event in our simulation.

Finally, we would like to focus on $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ and $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ anion-water clusters. In these anion clusters, it is known that the hydrogen-bonded proton is located around the center of two heavy atoms relative to classical simulation in the case of $n=1$. However, the systematic
understanding on the difference between $n=1$ and $n=2$ is still not clear. So, we compare the distribution of $\delta H$ in $\mathrm{OH}^{-}$clusters to that in fluoride anion clusters. The onedimensional distributions of $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$ simulated in Refs. [5, 6] are shown in Fig. 3b. Note that the distribution in $n=2$ is the sum of the distributions obtained by two hydrogen bonds, similar to $R_{\mathrm{OO}}^{\text {sum }}$ in hydroxide ion cluster. From Fig. 3a, b, the distribution of $\mathrm{OH}^{-}$clusters is broader than that of $\mathrm{F}^{-}$clusters regardless of the number of water molecules. Also, the positions of distributions move to a negative direction as the number of water molecules increases in both $\mathrm{OH}^{-}$and $\mathrm{F}^{-}$clusters. It means that the proton is located near the water molecules with increase in hydration. The peak positions of each distribution in Fig. 3 are $0.000 \AA$ for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right),-0.505 \AA$ for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, $-0.275 \AA$ for $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$, and $-0.545 \AA$ for $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$, respectively. This means that hydroxide ion strongly withdraws the hydrogen-bonded proton from water molecules, therefore is a stronger proton acceptor than fluoride ion. This agrees with the order of the IHB strengths found in experiments [15]. We note that shifts of the $\delta H$ values from $n=1$ to $n=2$ in hydroxide and fluoride ions are 0.505 and $0.270 \AA$, respectively. Such significant difference between the shift in hydroxide and fluoride ions come from the proton being at the center between the heavy atoms in $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$ completely. In other words, it is indicated that a specific property seen in $n=1$ of hydroxide ion decreases with the addition of the second water molecule. This trend indicates the magnitude of the redshift from $n=2$ to $n=1$ in $\mathrm{OH}^{-}$clusters should be larger than that in $\mathrm{F}^{-}$clusters in the experimental vibrational spectra $[3,15]$.

## 4 Conclusion

We carried out ab initio path integral molecular dynamics (PIMD) simulations for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}(n=1,2)$ at 300 K to elucidate the ionic hydrogen bond structures. We found that the ionic hydrogen-bonded protons are located near the water molecules, and proton transfer structure is found to be quite rare in the case of $n=2$, while the proton is located at the center between oxygen atoms in the case of $n=1$. From these results, the hydrogen bond structure should be described as " $\mathrm{OH}^{-} \cdots \mathrm{H}^{+} \ldots \mathrm{OH}^{-"}$ " not " $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$ " in $n=1$, but as " $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ " in $n=2$. Therefore, in the cluster of $\mathrm{OH}^{-}$with water molecules, we found that the nature of hydrogen bonds is significantly changed with the number of hydrogen-bonded water molecules. Furthermore, we also found that the difference of the position of hydrogen-bonded proton between $n=1$ and 2 in hydroxide cluster is quite larger than that in fluoride cluster by comparing the $\delta \mathrm{H}$ values. From these results, it is suggested that the magnitude of redshift of IHB OH
stretching vibration from $n=2$ to $n=1$ in $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ is greater than that in $\mathrm{F}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$.

Here, we analyzed the structure of ionic hydrogen bond in $n=1$ and 2 . We next aim to reproduce the vibrational spectra observed by Johnson and co-workers [3]. In that case, we need to perform simulation including nuclear quantum effect at various low temperatures of $50-150 \mathrm{~K}$ to reproduce the corresponding experimental condition. In the work of Suzuki et al. [19], the hydrogen delocalization for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)$ was enhanced at lower temperature. The large nuclear quantum fluctuation at low temperature plays a key role in hydrogen delocalization. Therefore, in our future work, we plan to carry out PIMD simulation for $\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ at various low temperatures and analyze the hydrogen bond structure in detail.
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#### Abstract

We report a theoretical analysis of solvation effects on the molecular properties of ortho, meta, and para cyanophenol isomers at the air-water interface. The study was carried out using a self-consistent image charge polarizable continuum model, which allows to get clear insights on the solvation process and to rationalize the calculated differences with respect to solvation in bulk water. The results show that polarization at the air-water interface cannot be compared to polarization in a bulk solvent of low or medium polarity, as sometimes claimed. Indeed, though the calculated induced dipole moments at the interface are always significantly smaller than the induced moments in bulk water, other reactivity indices such as the chemical potential experience the largest solvation effects at the interface. Moreover, the relationship between solvation energies and solute polarity at the interface is not as simple as in the case of bulk solvation. In this respect, the study emphasizes the key role of the topology of the electrostatic field created by the polarized medium because its high anisotropy at the interface makes the molecular properties to
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[^36]be very dependent on the relative orientation of the solute. These findings can explain the higher chemical and photochemical reactivity previously described for some molecules and radicals of atmospheric interest.
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## 1 Introduction

In recent years, significant progress has been made toward the understanding of chemical reactions in bulk solvents but the study of reactions at liquid interfaces is still at an early stage. This issue is the key, however, to reach a better understanding of atmospheric and environmental chemistry because aqueous interfaces are ubiquitous on Earth. Thus, for instance, in recent studies carried out through combined QM/MM simulations [1-3] (QM/MM = Quantum Mechnics and Molecular Mechanics), we have shown that molecules adsorbed at the air-water interface undergo chemical and/or photochemical transformations that differ noticeably from gas-phase or bulk water reactions, which may present significant atmospheric impact. A paramount example is the case of the OH radical formation from ozone photolysis at the surface of cloud water droplets; we predicted this process to be enhanced by four orders of magnitude at the water surface (compared to gas-phase reactions), contributing to the oxidizing capacity of the troposphere on a global scale [3].

Central to the understanding of chemical reactivity on water surfaces is the study of electronic polarization effects. In general, the properties of compounds interacting with a liquid interface have been considered to be
intermediate between the two bulk phases. Moreover, some works have claimed that polarity at liquid interfaces is close to the arithmetic average of the polarity of the two bulk phases $[4,5]$, and that polarization effects at the airwater interface are similar to those observed in bulk butyl ether [4-6]. More recent sum-frequency generation (SFG) experiments [7] have shown, however, that polarization of some coumarin derivatives is strongly dependent on the relative orientation of the solute with respect to the interface, which in turn depends on the molecular shape and specific substituents of the derivative considered. Likewise, interface-sensitive vibrational SFG spectroscopy measurements [8] for meta- and para-cyanophenol revealed quite different orientations of the molecules with respect to the interface. These compounds have atmospheric and environmental relevance since some derivatives are widely used as bactericides and pesticides.

In this work, our aim was to rationalize the conclusions reached in previous theoretical and experimental studies trying to get further insights into the phenomenon of electronic polarization for molecules interacting with a water surface. We have carried out quantum mechanical calculations for three cyanophenol derivatives at the air-water interface, and in gas phase and bulk water for the sake of comparison. Since our objective was to get a better understanding of polarization effects (and the relationship with solute orientation) rather than getting very accurate data for specific systems, we chose a simple dielectric model. Dielectric models are widely used to study bulk solvation problems and are useful to obtain the main trends in modelling complex systems for which more elaborated approaches such as the combined QM/MM molecular dynamics simulation would be too costly.

## 2 Model

Dielectric models have often been described in the literature, and here, we will briefly summarize the main characteristics of our approach. A dielectric continuum medium is used to represent the solvent. It is polarized by the electronic and nuclear charge distributions of the solute, which in turn generates an electrostatic potential (the socalled reaction field) that interacts with the solute charges. The solute-solvent equilibrium polarization is obtained in a self-consistent calculation of the solute wave function. In the original method developed by Rivail and coworkers [9-13], a multipole moment expansion of the reaction field potential was implemented but different approaches have been proposed by Tapia and Goscinski [14, 15], Hil-ton-McCreery et al. [16], Tomasi and coworkers [17-19], and Cramer, Truhlar and coworkers [20-25] among others.


Fig. 1 Dielectric interface model illustrating the "image charge" method to calculate the electrostatic potential $V$

The widely used PCM (Polarizable Continuum Model) approach of the Pisa group has recently been extended [26] to the case of a diffuse dielectric interface, and expressions for the solvation energy contributions (electrostatics, dispersion, repulsion, and cavitation) have been provided. The SM5 family of universal solvation models of the Minnesota group has also been extended to determine the partitioning between the vapor phase and the macroscopic surface of liquid water [27].

In our approach, the reaction field is calculated using the "image charge" equations. Accordingly (see Fig. 1), the total potential $V_{\text {total }}$ at $(x, y, z)$ when a molecule of charge distribution $\rho$ interacts with a planar interface ( $x y$ plane) is given by [28]:
$V_{\text {total }}(x, y, z)=V(x, y, z)-\frac{\varepsilon_{2}-\varepsilon_{1}}{\varepsilon_{2}+\varepsilon_{1}} V(x, y,-z)$
where $V$ is the electrostatic potential generated by $\rho$ in the medium of dielectric constant $\varepsilon_{1}$. The second term in the right expression corresponds to the reaction potential due to the dielectric $\varepsilon_{2}$ and is equivalent to the potential created at $(x, y, z)$ by the image charge distribution $\rho_{\text {image }}$, scaled by the factor $\left(\varepsilon_{2}-\varepsilon_{1}\right) /\left(\varepsilon_{2}+\varepsilon_{1}\right)$. In this model, one assumes a perfectly planar interface separating two homogeneous dielectrics with all solute charges lying on one of the two dielectric media. In a more elaborated model, one could assume a diffuse interface in which the permittivity of the medium is position dependent and the solute can partially be embedded in the two media. Though this case can be treated [26], we chose the simple planar interface model because it provides a straightforward, intuitive picture of the solute polarization. As pointed out below, getting accurate results for solvation effects at interfaces does inevitably require the use of statistical simulations because one has to account for the large fluctuations associated with reorientational motions of the solute, as well as to the solute moving forth and back across the interface.

In the self-consistent image charge dielectric model (SCIC) used here, the reaction field potential is calculated from a molecular charge distribution that fits the electrostatic potential of the solute [29, 30]. The advantage of using this approximation (instead of carrying out a rigorous calculation of the molecular potential) is that errors due to penetration of the electronic density into the dielectric are avoided. The approximation has proven to provide very accurate solvation energies in the case of bulk solvation [11]. The solute is assumed to be "in contact" with the planar interface, the molecular envelop being defined by the atomic van der Waals radii multiplied by a standard factor 1.2 , widely used in bulk solvation calculations. This factor was empirically introduced on the basis of different tests and calculations [19], but it can be derived from the relationship existing between liquid densities and van der Waals molecular volumes [11]. Energies and groundstate molecular properties are calculated at the B3LYP/6$311+G(d)$ level [31], although some calculations using other density functional methods and basis sets have been carried out to check the dependence of the results on the computational method. The molecular geometries have been optimized in gas phase without further optimization at the air-water interface or bulk water; moreover, only the most stable conformer in gas phase has been considered. This choice has been made because the main goal of the work was to discuss electronic polarization effects, which is facilitated by comparing electronic properties for the same geometries. Polarization effects are discussed in terms of induced dipole moment and modification of reactivity indices in conceptual density functional theory [32, 33], namely, the chemical potential $\mu$, the hardness $\eta$, and the electrophilicity $\omega$, corresponding to the following definitions:
$\mu=\frac{1}{2}\left(\varepsilon_{\mathrm{HOMO}}+\varepsilon_{\mathrm{LUMO}}\right)$
$\eta=\left(\varepsilon_{\text {LUMO }}-\varepsilon_{\text {HOMO }}\right)$
$\omega=\frac{\mu^{2}}{\eta}$
where $\varepsilon_{\text {Номо }}$ and $\varepsilon_{\text {LUMO }}$ are the HOMO and LUMO energies of the molecule, respectively. Calculations have been carried out using the Gaussian 09 program [34] for the quantum mechanical computations and the code developed by us for SCIC calculations at dielectric interfaces. In the calculations presented below, we model the air-water interface by a dielectric interface; the dielectric constants of the two media are 1 and 78.4, corresponding, respectively, to the relative permittivity of vacuum and liquid water at 298 K.

## 3 Results

### 3.1 Energetics, preferred orientations

The electrostatic interaction energy as a function of the relative isomer interface orientation angles has been computed, and the corresponding potential energy surfaces (PES) are illustrated in Fig. 2. The figure also shows the most stable orientations predicted for the three isomers. In the case of the para isomer, we have selected two different orientations because they exhibit very close interaction energies. Table 1 summarizes the values for the CN bond-interface angles, interaction energies, dipole moments, and reactivity indices calculated for the most stable orientations.

In the case of the ortho and meta isomers, the molecule is oriented in such a way that the two polar groups ( CN and OH ) are in contact with the water surface, which is the expected result. In the case of the para isomer, such a situation is not possible and the most stable structures display only one polar group (either CN or OH ) oriented toward the water surface [para (1) and para (2) orientations, respectively]. The calculated orientation for the meta isomer is in good agreement with the available SFG experiment [8], which predicts a polar angle $\theta$ in the range $96^{\circ}-106^{\circ}(\theta$ is the angle formed by the CN bond, and the Z axis perpendicular to the interface; $\theta=0^{\circ}$ stands for CN bond vector pointing toward the air). In the case of the para isomer, the SFG experiments lead to $\theta$ values in the range $65^{\circ}-80^{\circ}$, which are intermediate between the predicted values for the two para (1) and para (2) orientations. Our calculations suggest that in this case, there is not a single stable orientation of the molecule but two and that the SFG data do probably correspond to the average of two different signals.

The interaction energies in Table 1 show some interesting trends. Despite the similar polarity of the ortho and meta isomers, the meta isomer is much more stabilized at the interface. Note that it also displays a larger polarization than the ortho isomer, while in bulk solvent the two molecules display a similar induced moment. Likewise, despite the much higher polarity of the para derivative compared to the ortho and meta isomers, it does not display a larger interaction energy, as expected from basic considerations and confirmed by the calculations in bulk solution; in fact, the interaction energy value is intermediate between the ortho and meta isomer values. These trends were confirmed by single-point energy calculations using larger basis set (B3LYP/aug-cc-pVTZ calculations) or different density functionals (BLYP/6-311 $+\mathrm{G}(\mathrm{d})$ and PBE0/6-311 $+\mathrm{G}(\mathrm{d})$ calculations); in all cases, the absolute value of the solvation energy at the interface for the cyanophenol isomers remains in the range $2.6-2.8 \mathrm{kcal} / \mathrm{mol}$ (ortho), $5.0-5.5 \mathrm{kcal} /$







Fig. 2 Potential energy surfaces for the interaction of cyano phenol isomers with the air-water interface (dielectric model) and most stable orientations for each isomer. The Euler angles ( $\psi, \theta, \phi$ ) are zero for the molecule in the $X Y$ plane and the CN bond oriented along the
$X$ axis, as illustrated in the case of the para isomer (we use the following convention: the first rotation $(\psi)$ is done around the $Z$ axis, the second one $(\theta)$ around the $X^{\prime}$ axis and the third one $(\phi)$ around the $Z^{\prime \prime}$ axis; rotations are done clockwise)
mol (meta), 3.7-3.8 kcal/mol (para (1)), and 3.2-3.8 kcal/ mol (para (2)).

It is interesting to note also that the calculations reported in Table 1 and in Fig. 2 correspond to s-cis conformations of the OH group in the ortho and meta isomers because they are the most stable ones in the gas phase. However, one might wonder whether these conformers remain the most stable ones at the interface since one expects the s-trans conformer to display a larger polarity compared to the s-cis one, a trend which is confirmed by the calculations. Indeed, in gas phase, the dipole moment of the s-trans conformers amount 6.06 and 6.03 D for the ortho and meta isomers, respectively, (the dipole moments of the s-cis conformers are close to 3.6 D in both cases, see Table 1). Interestingly, the two isomers behave differently at the interface. While in the case of the ortho isomer, the s-trans conformer does
display a larger stabilization $\left(E_{\mathrm{s}-\text { trans }}-E_{\mathrm{s}-\text { cis }}\right.$ energy differences are $2.4 \mathrm{kcal} / \mathrm{mol}$ in gas phase and $-0.3 \mathrm{kcal} / \mathrm{mol}$ at the interface); in the case of the meta isomer, the s-cis conformer displays the largest stabilization (energy differences are $0.2 \mathrm{kcal} / \mathrm{mol}$ in gas phase and $2.0 \mathrm{kcal} / \mathrm{mol}$ at the interface). These opposite trends can be explained by looking at the relative orientation of the conformers with respect to interface. In the case of the ortho isomer, the s-trans and s -cis conformer orientations are similar ( $\mathrm{CN}-\mathrm{Z}$ axis angle equals 130 and $140^{\circ}$, respectively) so that the two polar groups interact with the interface. In contrast, in the case of the meta isomer, the orientations are significantly different ( $\mathrm{CN}-\mathrm{Z}$ axis angle equals $180^{\circ}$ and $120^{\circ}$ for s-trans and s-cis conformers, respectively), so that in the case of the s-trans conformer, only the cyano group interacts with the interface.

Table 1 Calculated properties for different cyanophenol isomers in gas phase, in bulk water, and at the air-water interface

|  | Ortho | Meta | Para |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  |  | $(1)$ | $(2)$ |
| CN-Z axis angle ( ${ }^{\circ}$ ) | 140 | 120 | 120 | 50 |
| Electrostatic interaction <br> energy (kcal/mol) | -2.79 | -5.35 | -3.80 | -3.62 |
| Dipole moment (D) |  |  |  |  |
| Gas | 3.58 | 3.57 | 5.26 |  |
| Interface | 3.84 | 4.04 | 5.78 | 5.71 |
| Bulk water | 4.58 | 4.51 | 6.80 |  |
| $\mu$ (eV) |  |  |  |  |
| Gas | -4.45 | -4.46 | -4.26 |  |
| Interface | -4.57 | -4.40 | -4.34 | -3.98 |
| Bulk water | -4.36 | -4.36 | -4.20 |  |
| $\eta(\mathrm{eV})$ |  |  |  |  |
| Gas | 5.21 | 5.21 | 5.46 |  |
| Interface | 5.18 | 5.16 | 5.45 | 5.44 |
| Bulk water | 5.17 | 5.09 | 5.40 |  |
| $\omega$ (eV) |  |  |  |  |
| Gas | 1.90 | 1.91 | 1.66 |  |
| Interface | 2.01 | 1.88 | 1.73 | 1.46 |
| Bulk water | 1.83 | 1.86 | 1.64 |  |

The molecular geometries are in all cases those optimized in gas phase

### 3.2 Reactivity indices

The analysis of solvation effects on reactivity indices is useful to rationalize the role that solute-solvent interactions play on chemical kinetics and reaction mechanisms. In Table 1, we have summarized the results obtained for the chemical potential, hardness, and electrophilicity of the different isomers in gas phase, in bulk water, and at the airwater interface.

As said in the introduction, it is usually accepted that polarization effects at liquid interfaces are intermediate between the effects in the two bulk phases, and that polarization at the air-water interface should be comparable to solvation effects in a low polar solvent. If one looks at the calculated dipole moments, our results confirm that the overall polarization of the solutes at the interface is significantly lower than in bulk water. Thus, the induced dipole moments at the interface range between 0.3 and 0.5 D , while in bulk water they range between 1 and 1.5 D .

This result, however, cannot be extrapolated to other electronic properties, as appears if one looks now at the reactivity indices. Inspection of data in Table 1 reveals that interface effects are sometimes significantly larger than solvation effects in bulk water. This is clearly the case for the chemical potential and for the electrophilicity


Fig. 3 Schematic representation of the reaction field electrostatic potential in the case of a simple model system: a point dipole interacting with a dielectric continuum medium. Left: dipole in a spherical cavity (Onsager's model for bulk solvation). Right: dipole in the vicinity of a planar interface
indices of the para isomer in orientation (2). These indices change slightly from gas phase to bulk water by +0.06 and -0.02 eV , while the change from gas phase to the interface is as large as +0.28 and -0.20 eV .

Furthermore, unexpected trends of the solvent effect at the air-water interface are noticed in some cases. As shown in the Table, all the isomers exhibit the same behavior under bulk water solvation, i.e., all the reactivity indices decrease in absolute value with respect to the gas phase, as intuitively expected. Instead, at the air-water interface, solvation effects may produce a decrease or an increase in the reactivity indices, depending on isomer and/or orientation. Specifically, the chemical potential and the electrophilicity indices for the ortho and para (1) isomers increase in absolute value, while all the other indices decrease, as found in bulk water. The relative solute interface orientation plays an important role, not only on the direction of the solvation effect, but also on its intensity. The para isomer undergoes a larger solvation effect in orientation (2), as shown for instance by the chemical potential, which increases (in absolute value) by 0.08 eV in orientation (1) but decreases by 0.28 eV in orientation (2). One can summarize these results by saying that in contrast to bulk solvation, the polarity of the molecule is not the key factor for determining the environment effect on reactivity.

## 4 Discussion and conclusions

The results presented above show that qualitative prediction of solvation effects on chemical reactivity at the airwater interface is not a straightforward matter. The different topology of the electrostatic potential in bulk water and at the water surface is a crucial factor that must be taken into account. To illustrate this point, let us consider the simplest case of a point dipole interacting with a dielectric continuum, as shown in Fig. 3. The dipole moment is assumed to be at a distance R from a planar dielectric interface or at the center of a spherical cavity of radius R immersed in a
dielectric medium and corresponding to Onsager's model for bulk solvation [35] (in both cases, the dielectric constant of vacuum is assumed for the region containing the point dipole). The solvent electrostatic potential at the center of the spherical cavity is zero, and the isopotential surfaces consist of equidistant parallel planes perpendicular to the dipole moment axis. In other words, the electric field inside the cavity is constant and parallel to the dipole moment. The situation is very different for a dipole interacting with a planar interface: The solvent electrostatic potential is nonzero at the position of the point dipole and, in general, the electric field is not parallel to the dipole moment. Note in addition that in this case, the isopotential surfaces are not parallel, and that the electric field is quite inhomogeneous, i.e., the dielectric polarization generates an electric field gradient. Detailed equations for the electric fields are reported in the supporting information since they can be useful to get an order of magnitude for the relative interface versus bulk electric field and solvation energy values, as a function of the dipole moment orientation.

In the case of general charge distributions in real molecules, the situation is obviously much more complicated but the point dipole moment model clearly demonstrates that electrostatic interactions in bulk or at the interface may lead to quite different solvation effects, even from qualitative considerations. In particular, one can expect that hydrogen bond donors will produce a polarization of the surface that will lead to the appearance of a "background" negative potential over the interface, while hydrogen bond acceptors will lead to a "background" positive potential. Such an electrostatic potential will produce an energy shift of the molecular orbitals, stabilizing or destabilizing them (positive or negative potential, respectively). Then, in the case of a hydrogen bond donor, one expects the HOMO and LUMO energy levels to rise and the chemical potential to increase in algebraic value. The opposite situation is expected for a hydrogen bond acceptor. The hardness of the system should not be much influenced by the electrostatic potential (a constant potential would not modify the HOMO-LUMO gap), and its change has to be mainly ascribed to the effect of the associated electric field.

Differences between orientations (1) and (2) of the para isomer can be rationalized by means of this simple model. In orientation (1), the cyano group is directed toward the surface, since this group is a hydrogen bond acceptor, a positive "background" potential is created over the surface stabilizing the solute's molecular orbitals. The chemical potential becomes more negative and the electrophilicity index increases. In the case of orientation (2), the alcohol group is oriented toward the surface. This group behaves as a proton donor, and the interface effect is the opposite of that observed for orientation (1). The study of the para cyanophenol isomer further indicates that particular attention
has to be paid when interpreting data for molecular properties obtained at interfaces. Measured values correspond to averages that according to the preceding discussion can involve a wide dispersion of instantaneous properties along the reorientational dynamics of the solute. The comparison between theoretical and experimental values needs to take this question into account, as well as the fluctuations of the solute's position with respect to the average interface, which is not feasible using simple static dielectric models.

In summary, this work confirms and rationalizes the conclusions reported previously from SFG experiments claiming that polarization at the air-water interface cannot be compared to polarization in (bulk) low polar media. Our calculations emphasize the role of the topology of the electrostatic potential, as well as the crucial influence of the solute orientation with respect to the interface, showing that molecules of similar polarity and polarizabilities may undergo quite different solvation effects. A corollary of our study is that carrying out statistical simulations is compulsory in order to capture the complexity of interface solvation phenomena and to provide an accurate average of the (presumably large) fluctuations of the molecular properties.
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#### Abstract

A DFT study on the molecular structure of a flavonoid, kaempferol, two anions and four copper complexes has been carried out. Three functionals, namely B3LYP, M06-2X and $\omega$ B97X-D, along with $6-311++\mathrm{G}(2 d, 2 p)$ basis set are applied to achieve this goal. The influence of metal coordination on the molecular and electronic structures of kaempferol and its anions is studied by applying quantum theory of atoms in molecules and natural bond order methodology.
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## 1 Introduction

Flavonoids [1] are a group of phytochemicals with over 8000 individual compounds known. They act in plants as antioxidant, antimicrobials, photoreceptors, visual attractors, feeding repellents and for light screening. Many studies on these compounds have shown that flavonoids exhibit pharmacological and therapeutic activities, including antiallergenic, antiviral, anti-inflammatory and vasodilating actions. Most studies are devoted to their antioxidant activities $[2-10]$ related to the presence of a double bond in
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position 2, a OH group in position 3, OH groups mainly in B ring and $\mathrm{AC}-\mathrm{B}$ rings coplanarity (see Fig. 1b for nomenclature). However, it has been found that some of them have prooxidant activity [8].

From a theoretical point of view, studies are mainly devoted to the study of the molecular structure-antioxidant activity relationship. The most recent works are carried out at DFT/B3LYP level to achieve this goal (e.g. [11-19]).

Flavonoids are able to chelate with metal ions. Those metal complexes have shown a broader spectrum of pharmacological and therapeutics activities. However, their antioxidant-prooxidant activities, biological significance, molecular targets and mechanisms of actions are poorly understood. In addition, studies dealing with the molecular structure of those complexes have been carried out only for a limited number of flavonoid-metal cation couples [20-22].

The current work deals with the study of the molecular and the electronic structure of a flavonoid, kaempferol and the effect on these structures when it is chelate to $\mathrm{Cu}^{2+}$ cation. Kaempferol is found in tea, broccoli, cabbage, kale, beans, endive, leek, tomato, strawberries, grapes and in plants used in traditional medicine (e.g. Ginkgo biloba, Tilia spp, Equisetum spp, Moringa oleifera, Sophora japonica and propolis) [1]. Kaempferol has shown pharmacological activity in diabetes, asthma and carcinogenesis and is a good radical scavenger [23].

On the other hand, copper has been chosen because it plays an important role in several neurodegenerative diseases and in oxidative stress processes in the cell [24-27], in spite of its essential role in the biological functions of living organisms [28].

Molecular structures are optimised at DFT level using three functionals. The goal is to check how different functionals describe the molecular structures of neutral
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Fig. 1 Molecular structure of kaempferol (a), numbering (b) and molecular structures of coordination compounds (c, d) studied in the present work
kaempferol, two anions and four different coordination compounds.

Electronic structures of selected coordination compounds are studied using two different approach, quantum theory of atoms in molecules (QTAIM) [29-31] and natural bond order (NBO) method [32, 33]. To our knowledge, this sort of studies on flavonoids-metal complexes is scarce in the literature.

## 2 Computational details

Theoretical calculations based on density functional theory (DFT) were carried out using Gaussian 09 package [34]. Three functionals [35-38] were chosen to optimise the molecular structures of the seven systems under study in the present work, namely neutral kaempferol ( K ), two of its anions and four $\mathrm{Cu}^{2+}$ coordination compounds (Fig. 1) with and without the loss of a proton after coordination. Those functionals are the hybrid B3LYP [39], which is considered the standard functional in Chemistry for structures and molecular properties; the Minnesota M06-2X [40, 41], recommended by the developers for applications involving maingroup elements (structures, thermochemistry, non-covalent interactions) and the long-range corrected $\omega$ B97X-D [42], which has shown to be somewhat superior to the results obtained by conventional DFT methods with respect to equilibrium geometries, reactions energies and charge transfer. The $6-311++\mathrm{G}(2 d, 2 p)$ basis set was used in all calculations.

In our study, the coordination number of copper was set to four following previous works [43, 44]. Flavonoids chelates to metals via O 3 and O 4 or O 5 and O 4 oxygen atoms
(e.g. Refs. [20, 45-49]). In those studies, the proton from de hydroxyl involved in the coordination is lost. This loss is not always described in previous experimental works [21 and references therein], and in a recent Molecular Dynamics study on the coordination of 3-hydroxyflavone with alkaline metals, the proton is retained [50]. In our present work, these two possibilities are checked. Two water molecules were added to complete coordination sphere on $\mathrm{Cu}^{2+}$.

Anions formed from the loss of the proton of hydroxyl $3 \mathrm{OH}(\mathrm{K} 3 \mathrm{O})$ and 5 OH (K5O) are studied to differentiate between anion formation and coordination effects.

Electronic structures of selected compounds were analysed at the B3LYP/6-311G $(d, p)$ level. For this task are applied NBO method [32, 33], as implemented in Gaussian 09 [34], and QTAIM [29-31], using AIM2000 software [51].

Within the NBO method, molecular properties are depicted in terms of 'natural Lewis structures' with localised Lewis-like bonds. Residual resonance delocalisation effects are described as 'non-Lewis' bonds. NBO method provides links to elementary valency and bonding concepts in chemical species, i.e. bond type, hybridisation, bond order, charge transfer, resonance weights and atomic charges, among other.

On the other hand, QTAIM relates chemical concepts, as chemical structure, chemical bonding and chemical reactivity, to the topology of the electron density $(\rho(\mathbf{r})$ ) distribution of a chemical species. The electronic density surface presents maxima, minima and saddle points that are called critical points ( CP ) and can be divided in nuclear(NCP), bond-(BCP), ring-(RCP) and cage-critical points (CCP). The classification can be done from the Laplacian of the electron density ( $\nabla^{2} \rho(\mathbf{r})$ ). The number and type of CP follow a strict topological relationship called Poin-caré-Hopf rule, which for isolated molecules states that $n_{\mathrm{NCP}}-n_{\mathrm{BCP}}+n_{\mathrm{RCP}}-n_{\mathrm{CCP}}=1$.

In the current study, five QTAIM descriptors were used to characterise interactions at selected bond critical points [31, 52-57]:

1. Electron density $\left(\rho_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right)\right)$, related to bond orders and binding energies;
2. Laplacian of the density $\left(\nabla^{2} \rho_{b}\left(\mathbf{r}_{\mathbf{c}}\right)\right.$ ), which is the sum of the three curvatures of the density at the critical point, the two perpendicular to the bond path being negative ( $\lambda_{1}$ and $\left.\lambda_{2},\left|\lambda_{1}\right|>\left|\lambda_{2}\right|\right)$ and the third lying along the bond path being positive $\left(\lambda_{3}\right)$. Its sign indicates concentration (negative sign) or depletion (positive sign) of the electronic distribution;
3. Ratio between the gradient kinetic energy density $\left(G_{\mathrm{b}}\right.$ $\left(\mathbf{r}_{\mathbf{c}}\right)$ ) and the electron density, $G_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right) / \rho_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right)$, which was initially proposed as a criterion to distinguish between different types of bonds;
4. Absolute value of the ratio between the potential energy density $\left(V_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)\right)$ and the gradient kinetic energy density, $\left|V_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right) / G_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)\right|$, which enables identification of atomic interactions;
5. Total electronic energy density $\left(H_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)=G_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)+V_{\mathrm{b}}\right.$ $\left(\mathbf{r}_{\mathbf{c}}\right)$ ). It is negative for interactions with important electron sharing, and its magnitude reflects the degree of covalence of the interaction.

These five descriptors allowed us to describe interactions as 'shared shell' interactions, related to covalent ones, and 'closed shell' interactions, related to ionic ones:

- Closed shell interactions: $\rho_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)<0.1 \mathrm{e}_{\mathrm{a}}^{-3}, \nabla^{2}$ $\rho_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)>0 \mathrm{e} \mathrm{a}_{\mathrm{o}}^{-5}, G_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right) / \rho_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right)>1$ a.u., $H_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right)>0$ a.u., $\left|V_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right) / G_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right)\right|<1$;
- Shared shell interactions: $\rho_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)>0.1$ e $\mathrm{a}_{0}^{-3}, \nabla^{2}$ $\rho_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)<0$ e a $_{\mathrm{o}}^{-5}, G_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right) / \rho_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)<1$ a.u., $H_{\mathrm{b}}\left(\mathbf{r}_{\mathrm{c}}\right)<0$ a.u., $\left|V_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right) / G_{\mathrm{b}}\left(\mathbf{r}_{\mathbf{c}}\right)\right|>2$.

In addition to those parameters, another one useful in the description of bonds properties is the ellipticity $\varepsilon$, defined as $\left(\lambda_{1} / \lambda_{2}\right)-1$. Ellipticity is a measure of the $\pi$-character of a bond. Bonds cylindrically symmetrical, for example single $\mathrm{C}-\mathrm{C}$ bonds, present an ellipticity equal to zero. Aromatic bonds in benzene have an ellipticity of 0.23 and double bond in ethylene of 0.45 .

## 3 Results and discussion

### 3.1 Molecular structures of kaempferol and its anions

Selected structural parameters of kaempferol (K) and its anions (K3O and K5O) are shown in Table 1.

As can be seen, B3LYP calculations give a planar structure for kaempferol, in agreement with previous works [11, 12]. A similar planar structure has been found for quercetin [11, 13] and fisetin [14]. This planar structure was related to a hydrogen bonding between $30 H$ hydroxyl group and the $6 \mathrm{H}^{\prime}$ in the B ring (Fig. 1). On the other hand, M06-2X and $\omega \mathrm{B} 97 \mathrm{X}-\mathrm{D}$ give a non-planar structure, with an angle between AC and B rings of $10^{\circ}(\omega \mathrm{B} 97 \mathrm{X}-\mathrm{D})$ and $-8^{\circ}$ (M06-2X). As shown in a next section, our calculations reveal that the hydrogen bonding between 3 OH and $6 \mathrm{H}^{\prime}$ remains in this non-planar structure, and thus this hydrogen bonding cannot be responsible for coplanarity.

Aparicio [11] found that the $\mathrm{O} 4 \cdots \mathrm{H} 5$ hydrogen bonding was stronger than the $\mathrm{O} 4 \cdots \mathrm{H} 3$ one. This fact is confirmed by our calculations for the three functionals in a first step. As shown in Table 1, O4…H5 is shorter than O4… H 3 about 0.250 Å.

Table 1 Selected structural parameters of kaempferol and its anions

| Compound | Structural parameter ${ }^{\text {a }}$ | B3LYP | M06-2X | $\omega$ ¢ 97 7X-D |
| :---: | :---: | :---: | :---: | :---: |
| K | C2-C1 ${ }^{\prime}$ | 1.462 | 1.465 | 1.466 |
|  | C3-O3 | 1.356 | 1.352 | 1.349 |
|  | O3-H3 | 0.976 | 0.971 | 0.970 |
|  | C4-O4 | 1.257 | 1.244 | 1.246 |
|  | O4...H3 | 2.005 | 2.027 | 2.015 |
|  | C5-O5 | 1.340 | 1.335 | 1.333 |
|  | O5-H5 | 0.987 | 0.979 | 0.980 |
|  | O4...H5 | 1.756 | 1.785 | 1.765 |
|  | C7-O7 | 1.360 | 1.353 | 1.351 |
|  | O7-H7 | 0.962 | 0.960 | 0.958 |
|  | C4'-O4' | 1.364 | 1.357 | 1.356 |
|  | O4'-H4' | 0.962 | 0.960 | 0.958 |
|  | O3 $\cdots \mathrm{H}^{\prime}$ | 2.160 | 2.155 | 2.172 |
|  | O1-C2-C1 ${ }^{\prime}-\mathrm{C} 2^{\prime}$ | 0 | -8 | -9 |
| K3O | C2-C1' | 1.449 | 1.452 | 1.454 |
|  | C3-O3 | 1.259 | 1.254 | 1.255 |
|  | C4-O4 | 1.255 | 1.244 | 1.244 |
|  | C5-O5 | 1.340 | 1.333 | 1.333 |
|  | O5-H5 | 1.016 | 1.014 | 1.004 |
|  | O4...H5 | 1.562 | 1.550 | 1.586 |
|  | C7-O7 | 1.379 | 1.370 | 1.368 |
|  | O7-H7 | 0.961 | 0.959 | 0.957 |
|  | C4'-O4' | 1.387 | 1.379 | 1.377 |
|  | O4'-H4' | 0.961 | 0.959 | 0.957 |
|  | O3 $\cdots \mathrm{H}^{\prime}$ | 2.087 | 2.081 | 2.078 |
|  | O1-C2-C1'-C2 ${ }^{\prime}$ | 0 | 0 | 0 |
| K50 | C2-C1 ${ }^{\prime}$ | 1.464 | 1.467 | 1.467 |
|  | C3-O3 | 1.354 | 1.350 | 1.347 |
|  | O3-H3 | 0.997 | 0.987 | 0.989 |
|  | C4-O4 | 1.249 | 1.237 | 1.240 |
|  | O4...H3 | 1.764 | 1.805 | 1.772 |
|  | C5-O5 | 1.246 | 1.237 | 1.238 |
|  | C7-O7 | 1.384 | 1.376 | 1.373 |
|  | O7-H7 | 0.962 | 0.960 | 0.957 |
|  | C4'-O4' | 1.380 | 1.372 | 1.370 |
|  | O4'-H4' | 0.961 | 0.959 | 0.957 |
|  | O3 $\cdots \mathrm{H}^{\prime}$ | 2.181 | 2.155 | 2.169 |
|  | $\mathrm{O} 1-\mathrm{C} 2-\mathrm{C} 1^{\prime}-\mathrm{C} 2^{\prime}$ | 0 | 0 | 0 |

${ }^{\text {a }}$ Bond lengths in $\AA$, torsion angle in degrees

As regards kaempferol anions (K3O and K5O), our calculations give a planar structure for both of them (Table 1) at all theoretical levels. On the other hand, K3O is lower in energy [ $E_{\mathrm{o}}$, obtained as the sum of electronic $\left(E_{\mathrm{e}}\right)$, and zero point corrected energies (ZPVE)] than K5O (by $22 \mathrm{~kJ} \mathrm{~mol}^{-1}$ according to B3LYP, and $16 \mathrm{~kJ} \mathrm{~mol}^{-1}$ according to M06-2X and $\omega$ B97X-D), in
agreement with the fact that $\mathrm{O} 4 \cdots \mathrm{H} 5$ is stronger than O4…H3.

The loss of the proton makes the corresponding $\mathrm{C}-\mathrm{O}$ bond become shorter and the $\mathrm{O} 4 \cdots \mathrm{H}$ remaining hydrogen bond become stronger, as inferred from their shorter lengths. This point will be confirmed in a next section from the electronic structure study. B3LYP and $\omega$ B97X-D predict a higher shortening in K5O. However, M06-2X estimates a higher shortening in K3O.

In all the cases, $\mathrm{C} 2-\mathrm{C} 1^{\prime}$ bond is shorter in K 3 O and does not change in KO5. The same is found for the $03 \cdots 6 \mathrm{H}^{\prime}$ distance, fact that point out a strengthening of this interaction. These results show that the molecular structure is contracted in K3O with respect to neutral kaempferol. The effect of this contraction on the electronic structure of these species is described in a section below.

### 3.2 Molecular structure of coordination compounds when the proton is lost

All our calculations predict square planar (SP-4) geometry [58] for the O4-O5 coordination compound (C5O). However, in the case of the O3-O4 compound (C3O), B3LYP and M06-2X give tetrahedral geometry (T-4) and $\omega$ B97X-D predicts SP-4 one (Table 2). It is found in the literature [43, 44] that $\mathrm{Cu}^{2+}$ coordination number is five or four, and that in metalloproteins tends to bind in square planar (SP-4) or tetrahedral (T-4) structures, although the SP-4 structure is preferred [43].

B3LYP predicts C3O to be $11 \mathrm{~kJ} \mathrm{~mol}^{-1}$ lower in energy than C5O. The opposite is found by M06-2X and $\omega$ B97X-D, C5O being 25 and $9 \mathrm{~kJ} \mathrm{~mol}^{-1}$ lower in energy, respectively. Our calculations show discrepancies in both energy differences and complex with lower energy. In order to check if those discrepancies are due to the functional used or the predicted geometry, single-point calculations on the optimised structures at every level are carried out using the remaining functionals.

Unfortunately, structures that are local minimum at a level do not have to be true at another one, and imaginary frequencies could be found. As an example of this, the SP-4 structure predicted at $\omega$ B97X-D level for C5O presents four imaginary frequencies at B3LYP level even when the coordination structure predicted is the same. That is why energy comparison is done using electronic energy only, $\mathrm{E}_{\mathrm{e}}$. Results are shown in Table 3. As shown above, B3LYP predicts a change in the coordination geometry from C3O (T-4) to C5O (SP-4), C3O species being the lower in energy. M06-2X and $\omega$ B97X-D single-point calculations on those B3LYP structures predict C5O to be lower in energy. In addition, M06-2X predicts an energy difference between the two structures almost six times higher than B3LYP and $\omega$ B97X-D. The same pattern is found

Table 2 Selected structural parameters of coordination compounds when the proton is lost

| Coordination compound C3O | Structural parameter ${ }^{\text {a }}$ | B3LYP | M06-2X | $\omega$ B97X-D |
| :---: | :---: | :---: | :---: | :---: |
|  | Polyhedral symbol ${ }^{\text {b }}$ | T-4 | T-4 | SP-4 |
|  | C2-C1 ${ }^{\prime}$ | 1.436 | 1.431 | 1.454 |
|  | C3-O3 | 1.274 | 1.253 | 1.339 |
|  | C4-O4 | 1.261 | 1.247 | 1.306 |
|  | C5-O5 | 1.344 | 1.329 | 1.338 |
|  | O5-H5 | 0.982 | 0.974 | 0.967 |
|  | O4...H5 | 1.775 | 1.813 | 1.847 |
|  | C7-07 | 1.345 | 1.337 | 1.339 |
|  | O7-H7 | 0.964 | 0.962 | 0.959 |
|  | C4'-O4' | 1.344 | 1.336 | 1.345 |
|  | O4'-H4 ${ }^{\prime}$ | 0.964 | 0.962 | 0.959 |
|  | O3 $\cdots \mathrm{H}^{\prime}$ | 2.155 | 2.151 | 2.275 |
|  | $\mathrm{Cu}-\mathrm{O} 3$ | 1.958 | 2.098 | 1.853 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 2.246 | 2.182 | 1.902 |
|  | O1-C2-C1'-C2 ${ }^{\prime}$ | 2 | 4 | -20 |
| C50 | Polyhedral symbol | SP-4 | SP-4 | SP-4 |
|  | C2-C1 ${ }^{\prime}$ | 1.451 | 1.455 | 1.455 |
|  | C3-O3 | 1.360 | 1.355 | 1.353 |
|  | C3-H3 | 0.967 | 0.964 | 0.962 |
|  | C4-O4 | 1.306 | 1.298 | 1.296 |
|  | O4 $\cdots$ H3 | 2.043 | 2.052 | 2.050 |
|  | C5-05 | 1.325 | 1.318 | 1.318 |
|  | C7-07 | 1.349 | 1.342 | 1.340 |
|  | O7-H7 | 0.963 | 0.961 | 0.959 |
|  | C4'-O4' | 1.350 | 1.346 | 1.344 |
|  | O4'-H4 ${ }^{\prime}$ | 0.963 | 0.961 | 0.959 |
|  | O3 $\cdots \mathrm{H}^{\prime}$ | 2.154 | 2.175 | 2.183 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 1.886 | 1.897 | 1.877 |
|  | $\mathrm{Cu}-\mathrm{O} 5$ | 1.852 | 1.856 | 1.840 |
|  | O1-C2-C1'-C2 ${ }^{\prime}$ | -6 | -14 | -14 |

${ }^{\text {a }}$ Bond lengths in $\AA$, torsion angle in degrees
${ }^{\mathrm{b}}$ IUPAC nomenclature [58]
when single-point calculations at B3LYP and $\omega$ B97X-D levels are carried out on M06-2X structures (with the same change in coordination geometry than B3LYP), energy differences being a bit different from the former case. Only $\omega$ B97X-D structures (with no change in coordination geometry, SP-4) present the same pattern and energy differences when single-point calculations are carried out at the remaining levels (Table 3). Those facts show that the functional used is decisive in both predicted geometry and energy differences between C3O and C5O.

As regards AC-B rings coplanarity, B3LYP and M06-2X predict an almost coplanar structure of C3O and $\omega$ B97X-D

Table 3 Single-point energy differences (in $\mathrm{kJ} \mathrm{mol}^{-1}$ ) between coordination compounds

|  | B3LYP | M06-2X | $\omega$ B97X-D |
| :--- | :---: | :--- | :---: |
| $\mathrm{E}_{\mathrm{e}}(\mathrm{C} 5 \mathrm{O})-\mathrm{E}_{\mathrm{e}}(\mathrm{C} 3 \mathrm{O})$ | $\mathbf{6}$ | -37 | -7 |
|  | 2 | $-\mathbf{3 2}$ | -8 |
|  | -9 | -10 | $-\mathbf{8}$ |
| $\mathrm{E}_{\mathrm{e}}(\mathrm{C} 5 \mathrm{OH})-\mathrm{E}_{\mathrm{e}}(\mathrm{C} 3 \mathrm{OH})$ | $-\mathbf{4}$ | -38 | -19 |
|  | -2 | $-\mathbf{4 1}$ | -19 |
|  | -11 | 0 | $\mathbf{3}$ |

In bold results from full optimised structures
a non-planar one $\left(-20^{\circ}\right)$. In the case of C5O, the three functionals give a non-planar structure (Table 2).

Results for C 3 O show a shortening in $\mathrm{C} 2-\mathrm{C}^{\prime}, \mathrm{C} 7-\mathrm{O} 7$ and $\mathrm{C} 4^{\prime}-\mathrm{O} 4^{\prime}$ bonds with respect to K 3 O . At the same time, a lengthening in $\mathrm{C} 4-\mathrm{O} 4$ and $\mathrm{O} 4 \cdots \mathrm{H} 5$ bonds is predicted. B3LYP and $\omega$ B97X-D predict a lengthening in the C3-O3 bond. The same trends are found for C 5 O with respect to K5O.

All the functionals predict $\mathrm{Cu}-\mathrm{O}$ distances in C 5 O shorter than in C 3 O and $\mathrm{O} 4 \cdots \mathrm{H} 3$ distances in C5O longer than $\mathrm{O} 4 \cdots \mathrm{H} 5$ ones in C 3 O , pointing out a weakening of this interaction in C 5 O with respect to $\mathrm{C} 3 \mathrm{O} . \mathrm{C} 4^{\prime}-\mathrm{O}^{\prime}{ }^{\prime}$ and C7-O7 bonds present the same length. On the other hand, B3LYP and M06-2X predict longer $\mathrm{C} 2-\mathrm{C}^{\prime}$ and $\mathrm{C} 4-\mathrm{O} 4$ bonds in C5O than in C3O in disagreement with $\omega$ B97X-D (Table 2).

### 3.3 Molecular structure of coordination compounds when the proton is retained

Predicted structures with $\mathrm{O} 4-\mathrm{O} 3$ coordinating pattern $(\mathrm{C} 3 \mathrm{OH})$ are non-planar, with optimised torsion angle values of $-26^{\circ}$ (B3LYP), $-24^{\circ}$ (M06-2X) and $-33^{\circ}$ ( $\omega$ B97X-D) (Table 4). B3LYP and M06-2X give L-2 coordination geometries with Cu coordinating O 4 and one water molecule and the other one out of the coordination sphere (Fig. 2). In contrast, $\omega$ B97X-D gives SP-4 geometry. Only $\omega$ B97X-D functional predicts both coordination number and geometry in agreement with previous experimental works [43, 44].

All the functionals predict almost coplanar structures of the compounds with coordinating pattern $\mathrm{O} 4-\mathrm{O} 5$ $(\mathrm{C} 5 \mathrm{OH})$. M06-2X gives T-4 and $\omega$ B97X-D SP-4 geometries. In the case of B3LYP, $\mathrm{Cu}-\mathrm{O} 5$ distance is so longer that the optimised structure could be considered as a trigonal plane (TP-3) one. B3LYP gives both coordination number and geometry in disagreement with previous works [43, 44].

C 5 OH is lower in energy than C 3 OH from B3LYP ( $7 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) and M06-2X ( $42 \mathrm{~kJ} \mathrm{~mol}{ }^{-1}$ ) calculations. A
similar energy difference is predicted by $\omega$ B97X-D functional ( $3 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ).

As in the previous section, single-point calculations are carried out on the optimised structures to check the effect of geometry and functional in the predicted energy differences. As shown in Table 3, larger discrepancies in energy are found with optimised structures at B3LYP and M06-2X levels. With all the functionals, C 5 OH is lower in energy than C 3 OH with optimised structures B3LYP and M06-2X. When $\omega$ B97X-D structure is the optimised one, B3LYP predicts C 5 OH lower in energy than C 3 OH , in contrast to $\omega$ B97X-D. In addition, the same energy is predicted by

Table 4 Selected structural parameters of coordination compounds when the proton is retained

| Coordination compound | Structural parameter ${ }^{\text {a }}$ | B3LYP | M06-2X | $\omega \mathrm{B} 97 \mathrm{X}-\mathrm{D}$ |
| :---: | :---: | :---: | :---: | :---: |
| C 3 OH | Polyhedral symbol ${ }^{\text {b }}$ | L-2 | L-2 | SP-4 |
|  | $\mathrm{C} 2-\mathrm{C} 1^{\prime}$ | 1.436 | 1.427 | 1.447 |
|  | C3-O3 | 1.334 | 1.325 | 1.405 |
|  | C4-O4 | 1.274 | 1.261 | 1.309 |
|  | C5-O5 | 1.320 | 1.315 | 1.333 |
|  | O5-H5 | 0.979 | 0.973 | 0.962 |
|  | O4...H5 | 1.785 | 1.823 | 1.929 |
|  | C7-O7 | 1.326 | 1.318 | 1.323 |
|  | O7-H7 | 0.967 | 0.965 | 0.961 |
|  | C4'-O4' | 1.323 | 1.313 | 1.330 |
|  | O4'-H4' | 0.967 | 0.966 | 0.960 |
|  | O3 $\cdots{ }^{\prime} 6^{\prime}$ | 2.515 | 2.476 | 2.565 |
|  | $\mathrm{Cu}-\mathrm{O} 3$ | 2.853 | 2.742 | 1.992 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 1.896 | 1.951 | 1.868 |
|  | O1-C2-C1'-C2 ${ }^{\prime}$ | -26 | -24 | -33 |
| C 5 OH | Polyhedral symbol | TP-3 | T-4 | SP-4 |
|  | $\mathrm{C} 2-\mathrm{C} 1^{\prime}$ | 1.426 | 1.418 | 1.429 |
|  | C3-O3 | 1.319 | 1.309 | 1.347 |
|  | C3-H3 | 0.980 | 0.978 | 0.961 |
|  | C4-O4 | 1.262 | 1.245 | 1.342 |
|  | O4...H3 | 1.945 | 1.960 | 2.112 |
|  | C5-O5 | 1.357 | 1.353 | 1.401 |
|  | C7-O7 | 1.330 | 1.324 | 1.329 |
|  | O7-H7 | 0.965 | 0.964 | 0.960 |
|  | C4'-O4' | 1.319 | 1.309 | 1.326 |
|  | O4'-H4' | 0.968 | 0.967 | 0.961 |
|  | O3 $\cdots{ }^{\prime} 6^{\prime}$ | 2.156 | 2.141 | 2.120 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 1.936 | 2.050 | 1.841 |
|  | $\mathrm{Cu}-\mathrm{O} 5$ | 2.821 | 2.353 | 1.967 |
|  | $\mathrm{O} 1-\mathrm{C} 2-\mathrm{C} 1^{\prime}-\mathrm{C} 2^{\prime}$ | 0 | 2 | 2 |

[^38]

Fig. 2 Molecular structure of compound C3OH with L-2 coordination geometry

M06-2X for both compounds. The same conclusions as in the case of C3O and C5O can be inferred from these results, i.e. functionals are decisive in the prediction of both geometries and energy differences between compounds.

In C 3 OH , coordination causes a shortening of $\mathrm{C} 2-\mathrm{C1}^{\prime}$, $\mathrm{C} 7-\mathrm{O} 7$ and $\mathrm{C}^{\prime}-\mathrm{O} 4^{\prime}$ bonds with respect to neutral kaempferol. At the same time, $\mathrm{C} 4-\mathrm{O} 4$ and $\mathrm{O} 4 \cdots \mathrm{H} 5$ are lengthened. As regards C3-O3 and C5-O5 bonds, B3LYP and M06-2X predict a shortening of the bond lengths. On the other hand, $\omega$ B97X-D functional predicts a lengthening of the former and no change in the latter. All the functionals predict a longer $\mathrm{O} 3 \cdots \mathrm{H} 6^{\prime}$ distance.

As far as C 5 OH is concerned, all the functionals estimate the lengthening of $\mathrm{C} 5-\mathrm{O} 5$ bond and the shortening of C3-O3, C2-C1 ${ }^{\prime}$, C7-O7 and C4 $4^{\prime}-\mathrm{O} 4^{\prime}$ bonds after coordination. At the same time, they estimate a lengthening in $\mathrm{O} 4 \cdots \mathrm{H} 3$ and $\mathrm{O} 3 \cdots \mathrm{H}^{\prime}$ distances.

### 3.4 Effects of coordination on the electronic structure of kaempferol and its anions: QTAIM and NBO results

As shown above, only $\omega$ B97X-D functional gives coordination number and geometry in agreement with previous works on $\mathrm{Cu}^{2+}$ coordination for all the cases. Thus, $\omega$ B97X-D structures are chosen to study how electronic distribution is affected by coordination.

In the present work, similar results are obtained to the ones presented in the work by Aparicio [11] for neutral kaempferol (Tables 5, 6; Fig. 3). The three hydrogen bondings in the former work, namely $\mathrm{O} 4 \cdots \mathrm{H} 3, \mathrm{O} 4 \cdots \mathrm{H} 5$ and C3 $\cdots \mathrm{H}^{\prime}$, are found in our QTAIM study, and the order in strength $\mathrm{O} 4 \cdots \mathrm{H} 5>\mathrm{O} 4 \cdots \mathrm{H} 3>\mathrm{C} 3 \cdots \mathrm{H}^{\prime}$ is reasserted. $G / \rho$ values are lower than 1 as found in previous works on hydrogen bonding [24], and H has a negative value for O4…H5 BCP. This fact shows that this hydrogen bond presents some degree of covalency.

NBO results show a great electron delocalisation between rings, the percentage of non-Lewis structures being close to $3 \%$. A flow of charge between AC and B rings is described which makes AC ring to have a negative net charge and B ring a positive one.

Anions present similar molecular graphs as neutral kaempferol, bearing in mind that one hydrogen bond disappears in each case. In $\mathrm{K} 3 \mathrm{O}, \mathrm{O} 4 \cdots \mathrm{H} 5$ and $\mathrm{C} 3 \cdots \mathrm{H}^{\prime}$ bonds are reinforced. In $\mathrm{K} 5 \mathrm{O}, \mathrm{O} 4 \cdots \mathrm{H} 3$ is reinforced and $\mathrm{C} 3 \cdots \mathrm{H}^{\prime}$ remains without any change (Table 5). In both anions, the ellipticity of the $\mathrm{C} 2-\mathrm{Cl}^{\prime}$ bond is higher than in neutral kaempferol ( $\varepsilon=0.156$ in K, 0.208 in K3O and 0.163 in K 5 O ). In K 3 O , its value is close to the one for aromatic bonds in benzene ( $\varepsilon=0.23$ ) [31].

On the other hand, a new BCP is described between O 4 and O5 in K5O (Fig. 4). This BCP remains when the calculations are carried out at the MP2 level, fact that discards an effect of B3LYP functional. This interaction is described by QTAIM parameters as 'close shell' (Table 5).

NBO results show a similar electron delocalisation in both anions and with respect to neutral kaempferol (Table 6). The whole negative charge is shared across the rings, and the NPA charges of $\mathrm{O} 1, \mathrm{O} 3, \mathrm{O} 5, \mathrm{O} 7$ and $\mathrm{O}^{\prime}$ are increased with respect to neutral kaempferol, in contrast to NPA charge of O 4 . In addition, AC and B rings have negative net charges. Coordination with $\mathrm{Cu}^{2+}$ implies a new electronic redistribution in all the complexes, although non-Lewis structures percentages are similar to the values obtained in neutral kaempferol and its anions. Charge delocalisation from ligands to copper cation is predicted. Conversely, delocalisation from copper to ligands (back donation) is not significant. This fact makes Cu NPA charges to be between 1.345 e and 1.395 e and $\mathrm{q}(\mathrm{O} 4)$ to increase (Table 6). On the other hand, $\mathrm{Cu}-\mathrm{O}$ bonds show QTAIM parameters intermediate between 'closed shell' and 'share shell' interactions (Table 5).
$\mathrm{Cu}-\mathrm{O} 4$ shows a lower covalency degree than $\mathrm{Cu}-\mathrm{O} 3$ and $\mathrm{Cu}-\mathrm{O} 5$ in C 3 O and C 5 O , respectively. This fact can be related with a higher strength of $\mathrm{Cu}-\mathrm{O} 3$ and $\mathrm{Cu}-\mathrm{O} 5$ bonds and it is related to results from NBO analysis below. Ellipticity of $\mathrm{C} 2-\mathrm{C} 1^{\prime}$ bond decreases in C 3 O with respect to $\mathrm{K} 3 \mathrm{O}(\varepsilon=0.208$ in $\mathrm{K} 3 \mathrm{O}, 0.161$ in C 3 O ) and is similar

Table 5 QTAIM descriptor values for selected BCP ${ }^{\text {a }}$

| Compound | BCP | $\rho$ | $\nabla^{2} \rho$ | $G / \rho$ | H | $\|V / G\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| K | O4…H3 | 0.026 | 0.104 | 0.902 | 0.002 | 0.911 |
|  | O4...H5 | 0.041 | 0.127 | 0.838 | -0.003 | 1.075 |
|  | C3 $\cdots \mathrm{H}^{\prime}$ | 0.017 | 0.071 | 0.859 | 0.003 | 0.806 |
| K3O | O4...H5 | 0.065 | 0.151 | 0.811 | -0.015 | 1.287 |
|  | C3 $\cdots \mathrm{H}^{\prime}$ | 0.024 | 0.086 | 0.808 | 0.002 | 0.877 |
| K5O | O4...H3 | 0.045 | 0.138 | 0.835 | -0.003 | 1.088 |
|  | O4..05 | 0.011 | 0.040 | 0.841 | 0.001 | 0.927 |
|  | C3... $6^{\prime}{ }^{\prime}$ | 0.017 | 0.070 | 0.846 | 0.003 | 0.811 |
| C3O | O4... H 5 | 0.033 | 0.117 | 0.877 | 0.0001 | 0.996 |
|  | C3 $\cdots{ }^{\text {H }}{ }^{\prime}$ | 0.016 | 0.058 | 0.799 | 0.002 | 0.856 |
|  | $\mathrm{Cu}-\mathrm{O} 3$ | 0.114 | 0.591 | 1.462 | -0.019 | 1.114 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 0.098 | 0.535 | 1.480 | -0.012 | 1.082 |
| C50 | O4 $\cdots$ H3 | 0.024 | 0.101 | 0.939 | 0.002 | 0.904 |
|  | C3 $\cdots{ }^{\text {H }}{ }^{\prime}$ | 0.017 | 0.071 | 0.866 | 0.003 | 0.803 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 0.1031 | 0.580 | 1.532 | -0.013 | 1.082 |
|  | $\mathrm{Cu}-\mathrm{O} 5$ | 0.1152 | 0.625 | 1.520 | -0.019 | 1.107 |
| C 3 OH | O4...H5 | 0.027 | 0.100 | 0.867 | 0.001 | 0.952 |
|  | C3 $\cdots$ C6 ${ }^{\prime}$ | 0.011 | 0.044 | 0.822 | 0.002 | 0.800 |
|  | $\mathrm{Cu}-\mathrm{O} 3$ | 0.075 | 0.422 | 1.478 | -0.005 | 1.044 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 0.107 | 0.588 | 1.511 | -0.015 | 1.093 |
| C 5 OH | O4 $\cdots$ H3 | 0.022 | 0.097 | 0.973 | 0.003 | 0.873 |
|  | C3 $\cdots \mathrm{H}^{\prime}$ | 0.019 | 0.082 | 0.887 | 0.003 | 0.806 |
|  | $\mathrm{Cu}-\mathrm{O} 4$ | 0.112 | 0.656 | 1.610 | -0.017 | 1.092 |
|  | $\mathrm{Cu}-\mathrm{O} 5$ | 0.078 | 0.464 | 1.553 | -0.005 | 1.045 |

${ }^{\text {a }}$ Values in a.u

Table 6 Lewis and non-Lewis structures percentage and NPA charges from NBO calculation ${ }^{\text {a }}$

|  | K | K3O | K5O | C3O | C5O | C3OH | C5OH |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lewis | 97.20 | 96.91 | 97.18 | 97.18 | 97.18 | 96.96 | 96.91 |
| Non-Lewis | 2.80 | 3.09 | 2.82 | 2.82 | 2.82 | 3.04 | 3.09 |
| $\mathrm{q}(\mathrm{O} 1)$ | -0.474 | -0.489 | -0.508 | -0.447 | -0.449 | -0.429 | -0.440 |
| $\mathrm{q}(\mathrm{O} 3)$ | -0.677 | -0.718 | -0.705 | -0.829 | -0.668 | -0.761 | -0.642 |
| $\mathrm{q}(\mathrm{O} 4)$ | -0.684 | -0.655 | -0.650 | -0.817 | -0.813 | -0.798 | -0.816 |
| $\mathrm{q}(\mathrm{O})$ | -0.660 | -0.691 | -0.670 | -0.651 | -0.820 | -0.623 | -0.760 |
| $\mathrm{q}(\mathrm{O} 7)$ | -0.654 | -0.680 | -0.691 | -0.633 | -0.634 | -0.600 | -0.609 |
| $\mathrm{q}\left(\mathrm{O} 4^{\prime}\right)$ | -0.660 | -0.693 | -0.683 | -0.640 | -0.639 | -0.601 | -0.590 |
| $\mathrm{q}(\mathrm{Cu})$ | - | - | - | 1.379 | 1.391 | 1.389 | 1.349 |
| $\mathrm{q}(\mathrm{AC}$ rings $)$ | -0.052 | -0.853 | -0.939 | -0.661 | -0.686 | 0.178 | 0.099 |
| $\mathrm{q}(\mathrm{B}$ ring $)$ | 0.052 | -0.147 | -0.061 | 0.129 | 0.151 | 0.271 | 0.410 |

${ }^{a}$ NPA charges (q) in e
to ellipticity in neutral kaempferol $(\varepsilon=0.156)$. This bond shows similar values of ellipticity in C5O with respect to K5O and neutral kaempferol ( $\varepsilon=0.167$ in C5O, 0.163 in K5O and 0.156 in K). Besides, $\mathrm{O} 4 \cdots \mathrm{H} 5$ and $\mathrm{O} 4 \cdots \mathrm{H} 3$ interactions decrease their covalency in C 3 O and C 5 O , respectively, which point out a weakening of these hydrogen bonds after coordination.

NBO analysis describes C3O and C5O as systems with three independent units, namely two water molecules and the kaempferol anion-copper molecule. A dative bond is described in C 3 O between Cu and O 3 ( $\sigma=0.8685$ $\left(s p^{26.05}\right)_{\mathrm{O}}+0.4958\left(s d^{5.60}\right)_{\mathrm{Cu}} ; 75.24 \% \mathrm{O}$ contribution, $24.58 \% \mathrm{Cu}$ contribution) and in C 5 O between Cu and O5 $\left(\sigma=0.8735\left(s p^{21.44}\right)_{\mathrm{O}}+0.4868\left(s d^{6.01}\right)_{\mathrm{Cu}} ; 76.31 \% \mathrm{O}\right.$


Fig. 3 Molecular graph of neutral kaempferol (in red, small spheres, bond critical points and in yellow ring critical points)


Fig. 4 Molecular graph of K5O anion (in red, small spheres, bond critical points and in yellow ring critical points)
contribution, $23.69 \% \mathrm{Cu}$ contribution). These results agree with higher covalency degree obtained from QTAIM analysis for these bonds and described in the previous paragraph. Besides, $n \rightarrow n^{*}$ interactions are found between valence lone pairs of $\mathrm{O} 4, \mathrm{O} 3$ and oxygen atoms of water molecules and one non-valence lone pair of $\mathrm{Cu} . \mathrm{In} \mathrm{C} 3 \mathrm{O}, n^{*} \mathrm{Cu}$ has $s$ character and a population of 0.139 e ; in C 5 O , the lone pair has $p$ character and a population of 0.002 e .

On the other hand, AC rings have a negative net charge and B ring a positive one in both compounds (these two moieties are negatively charged in the anions, as shown above). The main charge flow goes from anions to the copper cation $(0.468 \mathrm{e}$ and 0.465 e in C 3 O and C 5 O , respectively). The charge flow from water molecules to copper is lower than 0.1e.

In addition, bonds described as single ones are $\mathrm{C} 4-\mathrm{O} 4$ (it is described as double in $\mathrm{K}, \mathrm{K} 3 \mathrm{O}$ and K 5 O ), $\mathrm{C} 3-\mathrm{O} 3$


Fig. 5 Molecular graph of C 3 OH coordination compound (in red, small spheres, bond critical points and in yellow ring critical points)
(double in K 3 O and single in K 5 O ) and C5-O5 (single in K3O and double in K5O).

As regards C 3 OH and C 5 OH , QTAIM analysis finds an increase in the 'close shell' character of $\mathrm{O} 4 \cdots \mathrm{H} 5$ and $\mathrm{O} 4 \cdots \mathrm{H} 3$, respectively (Table 5). This fact could be related to a weakening of these interactions. Besides, $\mathrm{C} 2-\mathrm{C} 1^{\prime}$ ellipticity decreases in C 3 OH with respect to neutral kaempferol ( $\varepsilon=0.156$ in $\mathrm{K}, 0.149$ in C 3 OH ); conversely, in C 5 OH increases $(\varepsilon=0.199)$, and becomes closer to the value of aromatic bonds in benzene [31].

A new bond path is found in C 3 OH between C 3 and $\mathrm{C}^{\prime}$ atoms, and the bond path between C 3 and $\mathrm{H}^{\prime}$ disappears (Fig. 5). This bond path is found at the MP2 level, too. This interaction is described as a 'closed shell' one similar to O3 $\cdots{ }^{\prime} 6^{\prime}$.

NBO analysis describes the two complexes as composed of four independent units, and any dative bond is not found. Both AC and B moieties have a positive net charge. The main charge flow to copper is due to kaempferol ( 0.449 e in C 3 OH and 0.509 e in C 5 OH ). The charge flow from water molecules to copper is lower than 0.1e as in C3O and C5O. Besides, the present analysis reveals that $\mathrm{C} 4-\mathrm{O} 4$ has single bond character in both complexes.

Finally, $n \rightarrow n^{*}$ interactions are found between valence lone pairs of O4, O3 and oxygen atoms of water molecules and one non-valence lone pair of Cu . In both complexes, $n^{*}$ Cu has $s$ character, with a population of 0.123 e and 0.117 in C 3 OH and C 5 OH , respectively.

## 4 Conclusions

This work has shown the effect of the coordination of $\mathrm{Cu}^{2+}$ with kaempferol on the molecular and electronic structures
of the latter. B3LYP, M06-2X and $\omega$ B97X-D functionals with the $6-311++\mathrm{G}(2 d, 2 p)$ basis set predict similar trends in the variation of the geometrical parameters if we compare neutral kaempferol with its anion and its coordination complexes. With respect to kaempferol, only B3LYP gives a coplanar structure and all of them predict coplanar ones for its anions. In general, coordination compounds are nonplanar but one, which is predicted to show a coplanar structure, at all theory levels.

In contrast, different coordination numbers and geometries have been predicted for the coordination compounds. Only $\omega$ B97X-D functional gives in all the cases coordination numbers and geometries in agreement with experimental works dealing with copper compounds, and these structures were chosen to carry out NBO and QTAIM studies.

QTAIM analysis has revealed hydrogen bonding interactions that are preserved from kaempferol to its metal complexes. At the same time, new electrostatic interactions have been found in one anion (a $\mathrm{O} \cdots \mathrm{O}$ interactions) and in one coordination compound (a C $\cdots \mathrm{C}$ interaction). These interactions are found even at MP2 level, and thus an effect of the B3LYP functional used in the study should be discarded.

In addition, QTAIM describes $\mathrm{Cu} \cdots \mathrm{O}$ bonds with an intermediate character between ionic and covalent.

NBO analysis has shown that the systems under study are delocalised ones, and that electron delocalisation is similar in kaempferol and in its anions and metal complexes, although the net charge on atoms varies. On the other hand, kaempferol-copper dative bond in the metal complexes has been found where a proton is lost in the process of coordination, and changes in the single-double character of some bonds after coordination, and a flow of charge mainly from flavonoid moiety to metal cation in all the complexes. The charge of the central ion is predicted to be in the range of $1.300-1.400 \mathrm{e}$.

Finally, there is no back donation from metal to ligands in any case.
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#### Abstract

We have studied the mechanism of the reaction between the most stable and the most represented in literature tautomers of metformin and methylglyoxal by density functional theory calculations. Designed models included 16 explicit water solvent, which forms hydrogen bond networks around the reactants and intermediates molecules, facilitating intramolecular proton transfer in some steps of the reaction mechanism. The reaction takes place in five steps, namely: (1) formation of a dimethylguanide-guanyl-hydrazone-acetylcarbinol adduct, (2) formation of a zwitterionic triazepine derivative by ring closure, (3) dehydration of this intermediate, (4) an imine-enamine tautomerism, (5) an enol-keto tautomerism. The first step was found as the rate-determining step for the reaction, having the reaction an overall activation energy value of $9.7 \mathrm{kcal} \mathrm{mol}^{-1}$.
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[^39]
## 1 Introduction

Non-enzymatic glycation is a complex group of reactions that starts by nucleophilic attack on free reducing sugars by free amino groups of proteins, DNA and lipids. A highly unstable Schiff bases are produced and transformed into early glycation product also known as Amadori product. This intermediate undergoes a series of complex reactions and generates advanced glycation end-products (AGEs).

Non-enzymatic glycation is particularly important during hyperglycaemia where $\alpha$-dicarbonyl compounds are generated. These compounds react with several biomolecules to generate $\alpha$-dicarbonyl-derived glycation products, which are correlated with diabetic complications such as nephropathy, retinopathy, and neuropathy, among others, being also implicated in pathology of a wide range of other human diseases and ageing, such as Alzheimer's disease, Parkinson's disease, amyotrophic lateral sclerosis, and age-related erectile dysfunction [38, 48, 73]. One of these $\alpha$-dicarbonyl compounds is methylglyoxal, which is extremely reactive, being a physiological metabolite formed by lipid peroxidation, ascorbate autoxidation, oxidative degradation of glucose and degradation of glycated proteins. Methylglyoxal is capable of stimulating several mechanisms of cellular signal transduction and gene expression as useful role in living organisms [63]. However, it could induce cellular damage through giving rise to a multitude of adducts and cross-links by its reactions with several kind of biomolecules, accelerating the rate of glycation leading to the formation of AGEs [27].

Several pharmacological reagents, such as aminoguanidine, tenilsetam, carnosine, metformin, and pyridoxamine, have been investigated experimentally for inhibiting the formation of AGEs by trapping reactive dicarbonyl species
[8, 46]. Previous experimental and theoretical studies of our group on the reactivity of AGEs inhibitors were refereed to pyridoxamine and analogues and their reactions with sugars and other glycating compounds [3, 4, 50]. Our group also has theoretical works about $\mathrm{Cu}^{2+}, \mathrm{Fe}^{3+}$ and $\mathrm{Zn}^{2+}$ complexes of some AGEs inhibitors including aminoguanidine, pyridoxamine and LR-74, taking insights about their stability and potential ability for chelating metal ions as a mechanism for inhibiting the formation of AGEs [5, 49, 51, 52]. Then, it would be of great interest to obtain mechanisms of reactions describing at atomic level the reaction of these drugs with dicarbonyl compounds as a mechanism for preventing the formation of AGEs and its consequences [46].

Metformin (ME), or $\mathrm{N}, \mathrm{N}$-dimethylbiguanide, is a widely prescribed drug for the treatment of non-insulin-dependent diabetes mellitus and other metabolic syndromes. In addition, it exhibits antioxidant properties, either directly or indirectly [31], and it has been shown to increase neurogenesis, spatial memory formation and reduce the risk of Parkinson's disease [1]. There are also studies suggesting metformin as a possible anticancer agent, preventing the formation and progression of cancer [7, 12, 40]. Earlier, it has been proposed that metformin scavenges $\alpha$-dicarbonyl compounds, preventing the subsequent production of AGEs from them [15, 62]. The results obtained under physiological conditions, pH 7.4 and $37{ }^{\circ} \mathrm{C}$ by these works, showed that metformin strongly reacted with methylglyoxal and glyoxal, forming triazepinone derivatives. One of the advantages of metformin as drug is its relatively safe toxicity profile [40].

In the past, the structure of metformin had been erroneously represented, which does not represent the most stable conformer, being only corrected by Bharatam in 2005 [14]. The biochemical and therapeutic properties of ME can be attributed to its electron distribution. As an example, it has been shown compounds with structural similarity to metformin, but lacking of $\pi$-electron delocalization are not antihyperglycemic [33], suggesting that this property and its high-affinity with metals are essential for its therapeutic properties [60]. In the present paper, we developed two theoretical mechanisms at atomic level for the reaction of ME and MG, having as starting structures the most represented in literature and the most stable tautomers, respectively, and having as a final product a triazepinone derivative in both cases. The reactivity is discussed by means of the description of the energy, and the geometry of the intermediate and transition state structures involved in such reaction.

## 2 Methodology

All of the calculations were performed in the frame of DFT with program package DMol3 of Accelrys, Inc [24-26],


Fig. 1 Modelled molecular systems. Section of the initial model $\left(\mathrm{Si}^{\mathrm{B}}\right)$ for ME, MG and the 16 water hydrogen bond network. Some atoms of the system are labelled, and dotted lines represent hydrogen bonds
using double numerical with polarization (DNP) basis sets [24] and Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) exchange-correlation functional [55, 56] with long-range dispersion correction via Grimme's scheme [34]. The DNP numerical basis set is comparable to Gaussian 6-31G (d,p) [42], minimizes the basis set superposition error [45], and its accuracy for describing hydrogen bond strengths showed a good agreement with experimental values [9]. PBE functional has been widely used in the study of great variety of molecular and extended systems, having accuracy for molecular systems, in the prediction of properties such as ionization potentials, electron affinities, and bond distances [22, 30, 32, 75]. The maximum number of numerical integration mesh points available in DMol3 was chosen for our computations, and the threshold of density matrix convergence was set to $10^{-6}$. A Fermi smearing of 0.005 Hartree and a real-space cut-off of $4.5 \AA$ were also used to improve the computational performance.

A model for a system with ME and MG was designed including 16 water molecules as explicit solvent, this number was sufficient for solvating all polar and charge groups of reagents, and keeping a hydrogen bond network in the molecular system (Fig. 1, S1 ${ }^{\mathrm{B}}$ in Scheme 1), useful for modelling proton transfers involved in some steps of the reaction. A first optimization of metformine, methylglyoxal and 16 waters cluster was performed. Later, an additional solvent environment was modelled via the conductor-like screening model (COSMO) [10, 23, 37] and a second reoptimization was realized. Metformin can in principle adopt


Scheme 1 Mechanism of the equilibrium reactions between the most stable ( $\mathrm{S} 1^{\mathrm{A}}$ ) and other metformin tautomers ( $\mathrm{S} 1^{\mathrm{B}}, \mathrm{S} 1^{\mathrm{C}}$ ). Dotted lines represent hydrogen bonds and arrows represent the direction of the
free energy barriers related to these equilibriums. Only 6 of the 16 water molecules are represented for clarity purposes (ME: blue, MG: red, $\mathrm{H}_{2} \mathrm{O}:$ black)
several tautomeric forms, and some of them are characterized by delocalization of lone pair of electrons from the $\mathrm{NH}_{2}$ groups in addition to conjugative delocalization as in biguanide [69]. Three tautomeric forms of ME were modelled and included in different starting structures, named them as $\mathrm{S} 1^{\mathrm{A}}, \mathrm{S} 1^{\mathrm{B}}$ and $\mathrm{S}^{\mathrm{C}}$ (Scheme 1). The $\mathrm{S} 1^{\mathrm{A}}$ tautomer was structurally equivalent to the most stable conformer of the mono-non-protonated biguanide determined by other theoretical study at the MP2/6-31+G* level [14]. This conformer is characterized by the absence of hydrogen atom at the bridging nitrogen N 11 . The $\mathrm{S} 1^{\mathrm{B}}$ structure corresponded to the ME tautomeric form represented for several years in literature, with hydrogen at the bridging nitrogen N11 and a double bound between C9 and N6 atoms (Fig. 1). The third ME tautomer $\left(\mathrm{S}^{\mathrm{C}}\right)$ presents a hydrogen at the bridging nitrogen N 11 as $\mathrm{S}^{\mathrm{B}}$, but with a double bound between C 9 and N10 atoms.

The initial models as reactants and the next models for stationary points of different steps of reaction between ME and MG in all the cases were optimized using the conjugated gradient algorithm. Transition state (TS) searches
were performed with the complete LST/QST method [35]. The obtained TS was optimized via eigenvector following, searching for an energy maximum along one previous selected normal mode and a minimum along all other nodes, using Newton-Raphson method. After this procedure, one transition state was found for each reaction step. Each TS structure was characterized by a vibrational analysis with exactly one imaginary frequency, and their free energies $(\Delta G)$ values were obtained from the standard thermochemistry output of frequency calculations. The isomer of MG considered in these calculi was the transform, because experimental and theoretical studies have shown that this is the most estable isomer [11]. Although the formation of the final product of the reaction between ME and MG, a triazepinone derivative (a seven-membered unsaturated heterocycle), requires the availability of the two carbonyl groups of them to be cycled in their condensation with ME amine groups, the reaction could also be influenced by the equilibrium between MG and its hydrated form. Due to that, we also consider to evaluate the hydration of MG like a separated step, modelling the
structure for the monohydrated form of MG and calculating the TS for its conversion in conventional non-hydrated MG.

## 3 Results and discussion

In all the studied systems, Schemes 1, 2, 3, and 4 are included 16 water molecules forming hydrogen bond networks with hydrogen bond donors or acceptors groups of reagents and intermediates of reactions. These networks play a prominent role in all proton transfers, water molecules act in some steps as a proton-transfer carrier, in a hydrogen bond bridge between donor and acceptor groups. Additionally, water molecules influence on the free energy barriers in the reactions steps, through electrostatic stabilization of ionic intermediates and transition states structures. The chemical equilibrium between ME tautomers belonged to $\mathrm{S} 1^{\mathrm{A}}, \mathrm{S} 1^{\mathrm{B}}$, and $\mathrm{S1}^{\mathrm{C}}$ structures is represented in Scheme 1, including the free energy barriers related to them.

The most stable ME tautomer ( $\mathrm{S}^{\mathrm{A}}$ ) is characterized by the absence of a hydrogen joined covalently to the bridging nitrogen N11 and a strong conjugation between C9-N11 and C12-N14 double bonds, being the $\pi$ bonding distributed over a set of atoms, (structure $\mathrm{S1}^{\mathrm{A}}$, Schemes 1, 2). The tautomerization of $\mathrm{S} 1^{\mathrm{B}}$ to $\mathrm{S} 1^{\mathrm{A}}$ had a free energy barrier of $6.2 \mathrm{kcal} \mathrm{mol}^{-1}$, and the proton transfer from N6 to N11, inherent to this tautomerization, was realized through a hydrogen bond wire of six water molecules (Schemes 1, 3). The molecular system in $\mathrm{S}^{\mathrm{B}}$ structure had a free energy value $1.7 \mathrm{kcal} \mathrm{mol}^{-1}$ higher than $\mathrm{S}^{\mathrm{A}}$ (Table 1). This difference is increased in $5.7 \mathrm{kcal} \mathrm{mol}^{-1}$ when the pre-reactive complex of the ME structures are optimized. When the comparison was between pre-reactives $\mathrm{S}^{\mathrm{A}}$ and $\mathrm{S1}^{\mathrm{C}}$ tautomers, this difference had a value of $6.1 \mathrm{kcal} \mathrm{mol}^{-1}$. These values are close to the relative free energies obtained for biguanide tautomers through MP2/6-31+G* calculations [14], where biguanide tautomers equivalent to ME tautomers included in $\mathrm{S} 1^{\mathrm{B}}$ and $\mathrm{S} 1^{\mathrm{C}}$.

The reaction between ME and MG involves five steps (mechanism A, Scheme 2, and mechanism B, Scheme 3): (1) formation of a dimethylguanide-guanylhydrazoneacetylcarbinol adduct by condensation of ME and MG (structures 1-3), (2) formation of a zwitterionic triazepine derivative by ring closure (structures 3-5), (3) dehydration of this intermediate (structures 5-9), (4) an imine-enamine tautomerism (structures 9-11), (5) an enol-keto tautomerism (structures 11-13), with the formation of 2 -amino-4-(dimethylamino)-7-methyl-5,7-dihydro-6 H - $\mathbf{[ 1 , 3 , 5 ] \text { triaze- }}$ pine-6-one as final product. The pathway started from the more represented ME tautomer shares the same steps, adding an additional step, an imine-amine tautomerism with
the formation of the same triazepinone derivative as final product (Scheme 3). The conversion of MG monohydrate form to conventional non-hydrated form of MG is shown in Scheme 4. The free energy $(\Delta G)$ values for each structure involved in the reaction between both tautomers of ME and MG are listed in Table 1, the comparative $\Delta G$ profiles are shown in Fig. 2. There are structurally data (atoms distances) and Mulliken charge analysis for each intermediate and transition state of the mechanism obtained for the reaction between the most stable ME tautomer and MG (Support Information Table S1 and S2).

### 3.1 Condensation of ME and MG

$\mathrm{S}^{\mathrm{A}}$ tautomer is the starting point in the mechanism A (Scheme 2). In this initial structure, the amine group of ME (N6) and the carbonyl group (C1) of MG is located at a distance of $2.61 \AA$ and with a N6-C1-C3 angle of $77.2^{\circ}$. An intramolecular hydrogen bond ( $1.95 \AA$ ) was established between H 21 of an auxiliary water molecule and the carbonyl oxygen O2. Besides, a second water molecule was double-bridged to the incoming amine and the oxygen of the first auxiliary water molecule trough the formation of two hydrogen bonds, $\mathrm{H} 8-\mathrm{O} 18$ (1.76 $\AA$ ) and H19-O20 $(1.69 \AA)$, connecting in a hydrogen bond wire N6 and O2 atoms, proton donor and acceptor, respectively. The mechanism A started with a nucleophilic attack of the basic amine group from ME at the aldehyde carbon from MG, concerted with a protonation of the O 2 oxygen atom realized through the described hydrogen bond wire $\left(\mathrm{S1}^{\mathrm{A}}\right.$ to $\mathrm{S}^{\mathrm{A}}$ through TS2 ${ }^{\text {A }}$ in Scheme 2; Fig. 3).

The determined free energy barrier for this step has a value of $9.7 \mathrm{kcal} \mathrm{mol}^{-1}$. This part of the reaction mechanism has been determined in other molecular systems, for analogous step in the reaction between 4-pyridinaldehyde and methylamine had a free energy barrier of $7.9 \mathrm{kcal} \mathrm{mol}^{-1}$ using B3LYP/6-31+G* level of calculus in gas phase [64]. In the reactions between 3-hydroxy-4-aminomethylpyridine and acetaldehyde and glycolaldehyde, analogous steps had free energy barriers of 9.4 and $6.0 \mathrm{kcal} \mathrm{mol}^{-1}$, respectively, using a B3LYP/6-31+G(d) level of calculus with CPCM approach in order to mimic the water solvent effect, and 9.7 and $10.1 \mathrm{kcal} \mathrm{mol}^{-1}$, respectively, using the same level of calculus in gas phase [50]. In our study, the inclusion of COSMO solvation model could have modified the free energy barriers, reducing it, in the same way it was described in the case of the glycoaldehyde reaction.

There is an alternative mechanism occurring in other systems where carbon-nitrogen bond formation and protonation of the oxygen atom do not occur in a concerted manner, existing a zwitterionic intermediate between both steps [53, 59, 67, 68]. There is experimental evidence that

Scheme 2 Mechanism of the reaction of metformin with methylglyoxal (mechanism A). Dotted lines represent hydrogen bonds and arrows represent changes in the electronic density and proton transfers. Only 6 of the 16 water molecules are represented for clarity purposes (ME: blue, MG: red, $\mathrm{H}_{2} \mathrm{O}$ : black)
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concerted and step-wise pathways may occur concomitantly in acid-catalysed $O$-methyloxime formation [61] and that the prevalence of one above the other is dictated by the
stability of the zwitterionic form relative to the transition state for the "concerted" pathway. A zwitterionic intermediate was not found during calculus for the mechanism of

Scheme 3 Mechanism for the second evaluated for the reaction between metformin and methylglyoxal (mechanism B). Dotted lines represent hydrogen bonds and arrows represent changes in the electronic density and proton transfers. Only 6 of the 16 water molecules are represented for clarity purposes (ME: blue, MG: red, $\mathrm{H}_{2} \mathrm{O}$ : black)
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Scheme 4 Mechanism for the hydration of methylglyoxal. Dotted lines represent hydrogen bonds and arrows represent changes in the electronic density and proton transfers. Only 3 of the 16 water molecules are represented for clarity purposes (ME: blue, MG: red, $\mathrm{H}_{2} \mathrm{O}$ : black)

Table 1 Relative free energies $(\Delta G)$ for each of the structures of the reaction paths from the standard thermochemistry output of a frequency calculation

| Most stable tautomer |  | Alternative tautomer |  |
| :---: | :---: | :---: | :---: |
| Structure | $\Delta G\left(\mathrm{kcal} \mathrm{mol}^{-1}\right)$ | Structure | $\Delta G\left(\right.$ kcal mol $\left.^{-1}\right)$ |
|  |  | S1 ${ }^{\text {B }}$ | 1.7 |
|  |  | TS1 ${ }^{\text {C }}$ | 7.2 |
| S1 $1^{\text {A }}$ | 0.0 | S1 ${ }^{\text {C }}$ | 3.7 |
| TS2 ${ }^{\text {A }}$ | 9.7 | TS2 ${ }^{\text {B }}$ | 16.9 |
| S3 ${ }^{\text {A }}$ | -1.5 | S3 ${ }^{\text {B }}$ | 3.9 |
| TS4 ${ }^{\text {A }}$ | 9.6 | TS4 ${ }^{\text {B }}$ | 9.5 |
| S5 ${ }^{\text {A }}$ | -18.6 | S5 ${ }^{\text {B }}$ | -7.0 |
| TS6 ${ }^{\text {a }}$ | -13.0 | TS6 ${ }^{\text {B }}$ | 2.9 |
| S7 ${ }^{\text {A }}$ | -14.7 | S7 ${ }^{\text {B }}$ | -2.5 |
| TS8 ${ }^{\text {A }}$ | 3.0 | TS8 ${ }^{\text {B }}$ | 15.7 |
| S9 ${ }^{\text {A }}$ | -10.5 | S9 ${ }^{\text {B }}$ | 3.8 |
| $\mathrm{TS} 10^{\text {A }}$ | 8.2 | $\mathrm{TS} 10^{\text {B }}$ | 15.0 |
| S11 ${ }^{\text {A }}$ | -14.0 | S $11{ }^{\text {B }}$ | -11.6 |
| TS $12{ }^{\text {A }}$ | -0.9 | TS12 ${ }^{\text {B }}$ | -2.0 |
| S13 ${ }^{\text {A }}$ | -32.8 | S13 ${ }^{\text {B }}$ | -26.6 |
|  |  | TS14 ${ }^{\text {B }}$ | -20.7 |
|  |  | S13 ${ }^{\text {a }}$ | -32.8 |

reaction between ME and MG. The proximity of imine (N4-H17) and amine (H15-N10-H16) groups make less favourable the stability of a positive charged N 6 atom in the zwitterionic intermediate.

The most represented conformer of $\mathrm{ME}\left(\mathrm{S}_{1}^{\mathrm{B}}\right.$ structure) is taken as initial structure in the mechanism B. At first, a tautomerization of $\mathrm{S} 1^{\mathrm{B}}$ to $\mathrm{S} 1^{\mathrm{C}}$ was realized with a proton shift, moving the double bond from N6=C9 to C9 = N10 (Scheme 1) with a free energy barrier value of $5.5 \mathrm{kcal} \mathrm{mol}^{-1}$ (Table 1). This $\mathrm{S1}^{\mathrm{C}} \mathrm{ME}$ tautomer has a
conformation with an amine group (H7-N6-H7) oriented to the MG aldehyde group for the nucleophilic attack. From $\mathrm{S} 1^{\mathrm{C}}$ structure, the condensation of ME and MG was realized properly in the same way to the described pathway in the mechanism A (TS2 ${ }^{\mathrm{B}}$ in Scheme 3). The free energy barrier for this step was $13.2 \mathrm{kcal} \mathrm{mol}^{-1}$, a value higher than the obtained for the same step in mechanism A. This difference is found also in the next intermediates and transition states (free energy profile in Fig. 2) of both mechanisms, and it could be ascribed to the different electronic delocalization on their atomic frames.

The susceptibility of MG aldehyde group to a nucleophilic attack by thiols and amines has been detailed by other authors [36, 46]. Analogous condensation steps are known with amides like formamide, acetamide and benzamide when condensed with aromatic 1,2-diketones [58]. Products of this reactions need a posterior treatment with hydrazine hydrate to be cyclized to stable $1,2,4$-substituted triazines. Pre-incubation of methylglyoxal with a variety of carbonyl scavengers such as aminoguanidine or tenilsetam and the thiol antioxidant lipoic acid significantly reduced its toxicity, offering a promising therapeutic strategy to reduce the toxicity of reactive carbonyl compounds [71, 74]. It has been also shown that biguanides react with $\alpha$-diketones in strongly alkaline ethanolic media [70], and the reaction of ME with MG and glyoxal has been demonstrated under physiological conditions [62].

### 3.2 Formation of a zwitterionic triazepine derivative by ring closure

In the mechanism A , this step started from dimethyl-guanide-guanylhydrazone-acetylcarbinol adduct ( $\mathrm{S3}^{\mathrm{A}}$ structure) formed in the before step. This cyclization step proceeds when the nearby nucleophilic nitrogen N14
attacks the electrophilic C 3 atom, forming a zwitterionic triazepine derivative ( $\mathrm{S}^{\mathrm{A}}$ in Scheme 2). Atoms O 4 and N 14 were stabilized in $\mathrm{S}^{\mathrm{A}}$ structure via intramolecular hydrogen bond with solvent molecules around. According Baldwin rules for general stereoelectronic constraints on cyclization reactions [13], this ring closure would be energetically favourable and could be classified as 7-exo-trig. This kind of heterocyclization has been reported by other studies [44, 54].

The ring closure of $\mathrm{S} 3^{\mathrm{A}}$ structure proceeded with a value of $11.1 \mathrm{kcal} \mathrm{mol}^{-1}$ for its free energy barrier (Fig. 2;


Fig. 2 Free energy $(\Delta G)$ profile for the reaction between ME and MG. Mechanism A (continued line) started with the most stable ME tautomer $\mathrm{S}^{\mathrm{A}}$, mechanism B started with the most representative ME tautomer $\mathrm{S} 1^{\mathrm{B}}$ (dotted line)

Table 1). In the mechanism B, this barrier has a value of $5.7 \mathrm{kcal} \mathrm{mol}^{-1}$. It has been demonstrated by experimental studies that triazepine ring systems are difficult to synthesize, being cyclization to seven-membered rings, in general, much less common [44]. In the case of mechanism B , this step was only possible having $\mathrm{S}^{\mathrm{C}}$ structure as one of previous intermediates because the cyclization depends upon the nitrogen atom involved in the nucleophilic attack.

### 3.3 Dehydration

This step of reaction was considered in two parts, in the first the zwitterionic triazepine derivative is converted to the neutral form of this triazepine derivative though a proton transfer from N14 to O4 through an hydrogen bond chains of two water molecules ( $\mathrm{S}^{\mathrm{A}}$ to $\mathrm{S7}^{\mathrm{A}}$ through TS6 ${ }^{\mathrm{A}}$ in Scheme 2). The free energy barrier of this part has a value of $5.6 \mathrm{kcal} \mathrm{mol}^{-1}$, in the mechanism B this value had a value of $9.9 \mathrm{kcal} \mathrm{mol}^{-1}$ (Fig. 2). The second part of the considered step was the dehydration properly, with a concerted break of the bond $\mathrm{C} 3-\mathrm{O} 4$ with the proton transfer from N6 to O4 through a hydrogen bond chain of three water molecules and an electronic rearrangement in the nitrogen-carbon frame of ME ( $\mathrm{S}^{\mathrm{A}}$ to $\mathrm{S}^{\mathrm{A}}$ through $\mathrm{TS} 8^{\mathrm{A}}$ in Scheme 2; Fig. 4). This electronic rearrangement was showed with geometric parameters (tables S1), converting for example, the imine double bond between C12 and N14 into a single, and in fact, the distance between these two atoms increased from $1.32 \AA$ in $\mathrm{S}^{\mathrm{A}}$ structure to $1.40 \AA$ in $\mathrm{S} 9^{\mathrm{A}}$ structure. This rearrangement was also extended to the hydrogen bond network of water molecules connecting polar groups of the resulting $\mathrm{S}^{\mathrm{A}}$ structure (Fig. 5).


Fig. 3 The pathway for the formation of a dimethylguanide-guanylhydrazone-acetylcarbinol adduct in the reaction between ME and MG. (S1 $\left.{ }^{\mathrm{A}}\right)$ Starting structures; ( $\mathrm{TS} 2^{\mathrm{A}}$ ) transition state; ( $\mathrm{S}^{\mathrm{A}}$ ) dimethylguanide-guanylhydrazone-acetylcarbinol adduct


Fig. 4 The pathway for the dehydration of zwitterionic triazepine derivative in the reaction between ME and MG. (S7 ${ }^{\mathrm{A}}$ ) Zwitterionic triazepine derivative; $\left(T S 8^{\mathrm{A}}\right)$ transition state; $\left(\mathrm{S}^{\mathrm{A}}\right)$ triazepine intermediate


Fig. 5 The pathway for an imine-enamine tautomerism in the reaction between ME and MG. ( $\mathrm{S}^{\mathrm{A}}$ ) Triazepine intermediate; (TS10 ${ }^{\mathrm{A}}$ ) transition state; $\left(\mathrm{S} 11^{\mathrm{A}}\right)$ triazepine enaminol intermediate

The obtained free energy barrier for this dehydration was $17.7 \mathrm{kcal} \mathrm{mol}^{-1}$, a close value to $18.3 \mathrm{kcal} \mathrm{mol}^{-1}$ obtained in the alternative pathway for analogous dehydration (Table 1). These values represented one of the higher free energy barriers found in both pathways, and a feature also found in reactions with similar step in other molecular systems [41, 50, 64, 66]. The driving force for this dehydration could come from the generated conjugated system in $\mathrm{S} 9^{\mathrm{A}}$ structure, stabilized by resonance in the triazepine
ring, and changes in the Mulliken partial charges of ring atoms since $\mathrm{S}^{\mathrm{A}}$ to $\mathrm{S} 9^{\mathrm{A}}$ structures (table S 2 ) give clues of this kind of influence. In the case of mechanism B, the $\mathrm{S} 9^{\mathrm{B}}$ structure had a less stability, having a free energy value $14.3 \mathrm{kcal} \mathrm{mol}^{-1}$ higher than $\mathrm{S} 9^{\mathrm{A}}$ (Table 1). This difference may be attributed to the presence of a hydrogen joined covalently to nitrogen N11, making difficult a regular $\pi$ bonding distribution over the set of atoms of triazepine ring. Then, the intermediate, $\mathrm{S} 9^{\mathrm{B}}$, is represented for


Fig. 6 The pathway for an enol-keto tautomerism in the reaction between ME and MG. (S11 ${ }^{\text {A }}$ ) Triazepine enaminol intermediate; (TS12 ${ }^{\text {A }}$ ) transition state; (S13 ${ }^{\text {A }}$ ) 2-amino-4-(dimethylamino)-7-methyl-5,7-dihydro-6 H -[1,3,5]triazepine-6-one
didactic purposes in Scheme 3 with charges on N6 and N11 atoms ( $\mathrm{S} 9^{\mathrm{B}}$ structure in Scheme 3).

### 3.4 Imine-enamine tautomerism

In this step starting from $\mathrm{S} 9^{\mathrm{A}}$ structure, N 6 nitrogen atom as a Bronsted base does a nucleophilic attack on a proton joined to a carbon atom ( C 1 ) attached to the hydroxyl group ( $\mathrm{O} 2-\mathrm{H} 21$ ), realizing a proton transfer from C 1 to N6 atom through a chain of two water molecules ( $\mathrm{S} 9^{\mathrm{A}}$ to S11 ${ }^{\text {A }}$ through TS10 ${ }^{\text {A }}$ in Scheme 2; Fig. 5). When a proton (H5) is released from C 1 , a new $\pi$ bond is formed between C 3 and C1 carbon atoms what is evidenced by the reduction of the bond distance between these atoms from $1.52 \AA$ in $\mathrm{S} 9^{\mathrm{A}}$ structure to $1.36 \AA$ in $\mathrm{S} 11^{\mathrm{A}}$ structure. The effects of this intramolecular rearrangement are extended also to the bond distance between C 3 and N14 which is increased from $1.30 \AA$ in $\mathrm{S} 9^{\mathrm{A}}$ structure to $1.42 \AA$ in $\mathrm{S} 11^{\mathrm{A}}$ structure.

According to the free energy profile (Fig. 2), this imine-enamine tautomerism had a free energy barrier value of $18.7 \mathrm{kcal} \mathrm{mol}^{-1}$ in the first pathway. This barrier had a value of $11.2 \mathrm{kcal} \mathrm{mol}^{-1}$ in the mechanism B , difference attributed to the less stability of $S 9^{B}$ intermediate structure in comparison with $\mathrm{S} 9^{\mathrm{A}}$. According to other theoretical works [18, 19, 43, 57], the rate of converting the imine to enamine depends on how easy it is for an $\alpha$ carbon in the imine to deprotonate and that is influenced directly by its substituents, which could contributed to lower the basicity of the $\alpha$ carbon during the reaction. In this triazepine ring system, this $\alpha$ carbon corresponds to C1 labelled atom (Scheme 2; Fig. 5). This atom has an
electronegative hydroxyl group ( $\mathrm{O} 2-\mathrm{H} 21$ ), which could render inductively electron-withdrawing during the deprotonation of the adjacent carbon atom, dispersing its negative charge, facilitating the proton release ( $\mathrm{TS} 10^{\mathrm{A}}$ in Scheme 2; Fig. 5). During this tautomerism, the hydroxyl group adjacent to C 1 atom has a conversion from weak electron-withdrawing when it is attached to an sp3 carbon ( $\mathrm{S}^{\mathrm{A}}$ structure) to electron-releasing group due to the resonance effect when it is attached to an sp 2 carbon $\left(\mathrm{S} 11^{\mathrm{A}}\right.$ structure).

### 3.5 Enol-keto tautomerism

As other molecules with an enamine group, the triazepine enaminol intermediate generated in the previous step yields a triazepinone compound due to an enol-keto tautomerism. The tautomerization proceeds in both cases through a concerted proton transfer from O 2 atom donor to C 3 atom acceptor, having two water molecules as a bridge ( $\mathrm{S} 11^{\mathrm{A}}$ to S13 ${ }^{\text {A }}$ through TS12 ${ }^{\mathrm{A}}$ in Scheme 2; Fig. 6). The catalytic effect of explicit water molecules on keto-enol tautomerism has been shown theoretically in other molecular systems, such as the ketonization of vinyl alcohol in gas phase [72], keto-enol tautomerism in pyruvate, and acetylacetone [6, 76], acetone enolization [21], and Amadori product formation [65]. The evolution of this tautomerism could be appreciated through changes of the distance between atoms involved in it (Fig. 6), what is exemplified by the increase of the bond distances $\mathrm{C} 1-\mathrm{C} 3$ and $\mathrm{C} 1-\mathrm{O} 2$ from 1.36 and $1.37 \AA$ in $\mathrm{S} 11^{\mathrm{A}}$ structure to 1.52 and $1.24 \AA$ in $\mathrm{S} 13^{\mathrm{A}}$ structure, respectively.

The free energy barrier for this tautomerism was $13.1 \mathrm{kcal} \mathrm{mol}^{-1}$. In the case of mechanism B, this value was $9.6 \mathrm{kcal} \mathrm{mol}^{-1}$ (Fig. 2; Table 1). The final products in both mechanisms S13 ${ }^{\mathrm{A}}$ and $\mathrm{S} 13^{\mathrm{B}}$ are very stable in comparison with their intermediates $\mathrm{S} 11^{\mathrm{A}}$ and $\mathrm{S} 11^{\mathrm{B}}$, having free energy values 18.8 and $15.0 \mathrm{kcal} \mathrm{mol}^{-1}$ lower than them, respectively. The resulting product of this step in the first mechanism is a 2 -amino-4-(dimethylamino)-7-me-thyl-5,7-dihydro-6H-[1,3,5]triazepine-6-one, a compound described experimentally as the final product of the reaction between ME and MG previously [62]. In order to get this product through the mechanism B, an imine-amine tautomerism step was added in this mechanism trough the proton transfer from N11 to N10 atoms, having as a bridge two water molecules ( $\mathrm{S} 13^{\mathrm{B}}$ to $\mathrm{S} 13^{\mathrm{A}}$ through TS14 ${ }^{\mathrm{B}}$ Scheme 3). This additional step had as free energy barrier a value of $5.9 \mathrm{kcal} \mathrm{mol}^{-1}$ (Table 1).

### 3.6 Hydration of MG

One of the important properties of carbonyl compounds, mostly aldehydes, is the formation of hydrates in aqueous solutions by nucleophilic addition of water to their carbonyl groups. In solution, MG is present primarily as monohydrated form with the aldehydic group forming a geminal diol [39, 47]. This geminal diol form has not available in the necessary two carbonyl groups to generate the triazepinone final product of the reaction, but its equilibrium with its non-hydrated form influences in the development of the reaction. We found the conversion mechanism between of the monohydrated and non-hydrated forms of the MG with a free energy change of $-7.0 \mathrm{kcal} \mathrm{mol}^{-1}$, which agrees with bibliographic results [11, 39] (Scheme 4). The proposed mechanism involved the hydration over aldehydic group of MG (Scheme 4), taking in account that in solution the aldehyde group is hydrated more favourably than the ketone group [11, 39]. The free energy barrier for the direct reaction from the hydrated to non-hydrated MG forms was $8.6 \mathrm{kcal} \mathrm{mol}^{-1}$, and in the inverse direction was $15.6 \mathrm{kcal} \mathrm{mol}^{-1}$. These values could explain the slow speed of this conversion, shown by experimental works under physiological conditions, pH 7.4 and $37^{\circ} \mathrm{C}$ [71]. Although the chemical equilibrium is shifted towards the formation of the hydrated compound, a small amount of non-hydrated species remain in the environment, being this specie preferentially attacked.

In the steps of the studied mechanisms, water had a significant catalytic effect because it can act both as a proton donor and as a proton acceptor and thus mediates concertedly the intramolecular proton transfer that leads to the formation of triazepinone final product, supplying furthermore a bridge for proton relay. Previous theoretical studies on tautomerism for other molecular systems in aqueous
medium employed simplified models to describe the interconversion process, usually a few water molecules were included to mimic the water environment [17, 77]. However, the aqueous medium and its unique hydrogen-bonded structure provide numerous possibilities for participation of water. The modelled molecular systems included 16 water molecules, a reasonably number of water molecules which made possible the modelling of a hydrogen bond network connecting the polar groups of reactive molecules, and at the same time, the catalytic participation of different wire of water molecules in steps which involved proton transfers between atoms placed in a long distance for a direct transfer.

The presence of a guanidine group in the ME structure confers a potential use of this compound for the inhibition of non-enzymatic glycation reaction, by scavenging of carbonyl groups of reducing sugars and dicarbonyl compounds, decreasing carbonyl stress and inhibiting AGEs formation. However, it has been reported contradictory results about the efficiency of ME effect on diabetic complications through its ability to reduce toxic dicarbonyls and AGEs. There are studies that based on in vitro and in vivo assays, and clinical data support this hypothesis [15, 16, 20, 28, 62]. However, other studies reported ME to reduce $\alpha$-dicarbonyls by an improvement in glycemic control than direct quenching of $\alpha$-dicarbonyls [2, 29].

We have found as rate-limiting step the first step of condensation of ME and MG, giving to the reaction an apparent activation energy of $9.7 \mathrm{kcal} \mathrm{mol}^{-1}$ in the case of mechanism A. However, one of the steps with a higher free energy barrier was the dehydration step, having values of 17.7 and $18.3 \mathrm{kcal} \mathrm{mol}^{-1}$ in mechanisms A and B, respectively. It has been also shown in other reactions [41, 50, $64,66]$ which share several steps in their mechanisms with the studied mechanisms of reaction between ME and MG. Higher values for free energy barriers were also obtained for imine-enamine tautomerism ( $18.7 \mathrm{kcal} \mathrm{mol}^{-1}$ ), and they could explain in part the less efficiency of ME as dicarbonyl scavenger than aminoguanidine or pyridoxamine shown by some experimental works $[2,62]$.

## 4 Concluding remarks

We have studied the mechanism for the reaction between ME and MG in an aqueous medium by calculating intermediates, transition states structures and free energy profiles for all the elementary steps of the reaction. The pathway of the reaction between MG and the most stable tautomer of ME takes place in five steps: (1) formation of an acetylcarbinol adduct by condensation of ME and MG, (2) formation of a zwitterionic triazepine derivative by ring closure, (3) dehydration of this intermediate, (4) an imine-enamine
tautomerism, and (5) an enol-keto tautomerism, with the formation of 2-amino-4-(dimethylamino)-7-methyl-5,7-di-hydro- $6 H-[1,3,5]$ triazepine- 6 -one as final product. We have found as rate-limiting step the first step of condensation of ME and MG, giving to the reaction an activation energy of $9.7 \mathrm{kcal} \mathrm{mol}^{-1}$. However, the step with a higher free energy barrier was the dehydration step, what it has been also shown in other reactions that share several similarities in their mechanisms with the obtained mechanism. These features for the mechanism of reaction starting from the most stable tautomer of ME are shared for the mechanism started from the most represented tautomer of ME in literature. Intermediates and transition states structures of this alternative pathway are characterized for presenting higher values of their relative free energies than the equivalent structures of the first pathway. It seems to be that to the presence of a hydrogen joined covalently to nitrogen N11 in all the intermediates and transition states structures of the alternative pathway, making difficult a regular $\pi$ bonding distribution over the set of atoms of ME frame and triazepine rings. The absence of hydrogen atom at the bridging nitrogen N11 makes possible a strong conjugation on extended atomic regions of different intermediates and transition states structures of the first pathway, stabilizing them.
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#### Abstract

We analyzed the monohydration effect on the hydrogen-bonded structure between the adenine-thymine base pair using path integral molecular dynamics simulations including the nuclear quantum and thermal effects. We focused on two monohydration models for an adeninethymine base pair with a water molecule bound to each adenine and thymine site. The adenine-thymine base pair without a water molecule was also discussed to reveal the role of a water molecule in monohydrated models. We found that the monohydration effect varies depending on the location of the water molecule. The monohydration effect on the inter-molecular motions is also investigated using the principle component analysis. The monohydration alters the inter-molecular motions of adenine-thymine base pair. We found that the nuclear quantum effect on the motion depends on the positions of the bound water molecule. The
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[^41]nuclear quantum effect on the hydrogen-bonded structure of adenine, thymine and water molecules is rather small, but we found significantly large nuclear quantum effect on the inter-molecular motions of the monohydrated base pair systems.
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## 1 Introduction

Deoxyribonucleic acid (DNA) is an important molecule in biological systems since it plays a crucial role to store and transfer the genetic information. DNA is known by its double-helical structure composed of base pairs, phosphate groups and sugars, and the structure is mainly maintained by hydrogen bonds between each base pair [1]. For understanding the DNA structure, it is indispensable to study the hydrogen-bonded structure of the base pairs in both experimental and theoretical aspects [2-25].

Vibrational spectroscopy technique has been applied to obtain the information of the hydrogen-bonded structure of base pairs in gas phase [2-7]. Plützer et al. [2] have reported a vibrational spectrum of the adenine-thymine base pair using one-color resonant two-photon ionization spectroscopy and its theoretical investigation using the normal mode analysis with ab initio calculations. They found that the Watson-Crick isomer is not the most stable in gas phase. Krishnan and Kühn [3] assigned theoretical vibrational modes in these isomers to experimental spectrum using the anharmonic analysis. Guerra et al. [8] reported that a significant difference on hydrogen-bond lengths in

Watson-Crick base pairs is found among computational results at BP86/TZ2P level in gas phase and experiment measurements in X-ray crystal structures. They found that the difference arises from the molecular environment (water, sugar, hydroxyl groups, counterions) surrounding base pairs. After incorporating major elements of the environment, computational geometries were in agreement with the X-ray crystal structures. Furthermore, it was proposed that water is essentially important for the stability of DNA [5, 8-11]. In addition, Cerón-Carrasco et al. [9] suggested that the microhydration plays a crucial role for double proton transfer reaction on the hydrogen bonds of the adeninethymine base pair at BP86 level. These studies show that treatment of environment is essential to study the structure of the base pairs in DNA.

Recently, various studies reported that both thermal and nuclear quantum effects are important to determine the hydrogen-bonded structures accurately [12-22]. Daido et al. [12, 13] studied the structure of Watson-Crick type isolated adenine-thymine and guanine-cytosine base pairs using the path integral hybrid Monte Carlo simulation. They found that the contributions of the nuclear quantum effect on hydrogen-bonded structures and the dynamics of the base pairs are significant, not only at low temperature, but also at temperature higher than room temperature. Most of the previous theoretical studies for base pairs, however, have been performed using static calculation or molecular dynamics simulation based on conventional electronic structure calculation without nuclear quantum effect of hydrogen atoms. It is well known that hydrogen-bonded structures are strongly influenced by the nuclear quantum fluctuation of the proton.

Summarizing above, the thermal, nuclear quantum and environmental effects are all important for the structure of the base pairs in DNA. However, to our knowledge, theoretical study including all of these effects has not been reported so far. In the present study, thus, we investigate a monohydration effect on the structure of an adenine-thymine base pair, as the first step, to clarify the surrounding environmental effects on the base pairs considering both thermal and nuclear quantum fluctuations. We carried out path integral molecular dynamics (PIMD) simulations, which treat nucleus of atoms as a quantum-mechanical particle expanded by classical beads, to include both thermal and nuclear quantum effects for two monohydrated model systems of the adenine-thymine base pair; we call these AT-WA and AT-WB associated with the position of the water molecule later in this article (see Fig. 1). Details of the monohydration effects are discussed by comparison with the computational results of the isolated adeninethymine base pair without the water molecule, so-called AT-I. We then discuss the nuclear quantum effect on the hydrogen-bonded structure of AT-I, AT-WA and AT-WB



Fig. 1 Schematic illustration of an isolated and two monohydrated adenine-thymine base pairs (AT-I, AT-WA and AT-WB)
by comparing results of the PIMD simulation with conventional molecular dynamics (MD) simulation where nuclei are treated as classical point charges. We also discuss the nuclear quantum effects on the inter-molecular motion of the adenine-thymine base pair using principle component analysis (PCA) [26, 27].

In Sect. 2, we briefly describe our methods and computational details. We show results of preliminary calculations for choosing the level of quantum chemical calculation for potential calculations and the results of the static conventional electronic structure calculation for the adenine-thymine base pair in Sect. 3.1. We discuss the monohydration effects on the hydrogen-bonded structure of the adeninethymine base pair in Sect. 3.2. The inter-molecular modes between the adenine and thymine are investigated using PCA in Sect. 3.3. The conclusion of this article is given in the final section.

## 2 Methods and computational details

We carried out PIMD and conventional MD simulations with massive Nosé-Hoover chain thermostats [28] to achieve a canonical ensemble in similar manner as in previous works, using our house codes [16-21]. The PIMD simulation (later denoted as "quantum simulation" or "Qm.") takes account of both thermal and nuclear quantum effects. Here, nuclei of all atoms are treated as quantum-mechanical particles by the expansion of classical beads based on the path integral procedure. The conventional MD simulation (later denoted as "classical simulation" or "Cla.") is based on conventional electronic structure calculation, which treats nuclei as point charges. The classical simulation only treats thermal fluctuation.

Simulations for AT-I, AT-WA and AT-WB were executed at 150 K to sample the structure of the hydrogen-bonded
molecular complex. We note that we chose a low temperature for comparisons between various simulations in present study, because the hydrogen bond in isolated adenine-thymine base pair easily dissociated in a simulation at 300 K in gas phase. The quantum simulations were performed for 500,000 steps after a thermal equilibration of 5000 steps with 32 beads using a time step size of 0.1 fs . The classical simulations were carried out for $2,000,000$ steps after a thermal equilibration of 10,000 steps using a time step size of 0.1 fs . All electronic structure calculations to obtain atomic forces during the simulations were performed by semi-empirical PM6-DH+ [29] methods using MOPAC 2009 program package [30].

We applied principle component analysis (PCA) to the displacements of coordinates in the quantum and classical simulations for AT-I, AT-WA and AT-WB for studying the inter-molecular modes. PCA is a commonly used technique for analyzing statistical data. The variables of principle component (PC) represent dominant modes of the displacement from the reference coordinates [31]. The PCs are obtained as eigenvectors of the covariance matrix of displacements. The covariance matrix is calculated using all coordinates in the trajectories obtained from the simulations, in which relative positions of the adenine-thymine base pair are fitted with the minimum root-mean-square deviation. The reference coordinates are the average position of these structures in the trajectory. The diagonalization of the matrix is carried out using the LAPACK package.

Schematic illustrations of AT-I, AT-WA and AT-WB and atomic labeling of base pairs and water molecule are shown in Fig. 1. Guerra et al. [8] proposed a stable microhydration model with two water molecules, which strengthens the hydrogen bonds between the adenine-thymine base pair. In their model, a water molecule binds to an amino group of the adenine and another water molecule binds to a carbonyl group of the thymine. In the present study, we investigate the monohydration, thermal fluctuation and nuclear quantum effect of these two water molecules one by one. We consider two monohydration models including one of these water molecules, which we denote as AT-WA and AT-WB, shown in Fig. 1, to clarify the effect from each water molecule.

## 3 Results and discussion

### 3.1 Static molecular orbital calculation

In our simulation schemes, we need to obtain both energy and force from quantum chemical calculations. We have
previously carried out PIMD simulation with ab initio molecular orbital method and density functional theory for several small molecular systems [16, 19]. However, very high computational cost is required to perform PIMD simulation for an adenine-thymine base pair consisted of 30 atoms using ab initio molecular orbital methods. On the other hand, semi-empirical molecular orbital methods can calculate both energy and force with low computational cost in the reasonable accuracy. The performance of some semi-empirical methods has been reported [14, 15]. Jiří et al. have investigated the performance of PM7, comparing with various PM6, for non-covalent interactions. Their results show that PM6 methods with dispersion and hydrogen-bonded interactions (PM6-DH+, PM6-DH2 and PM6-D3H4X) give similar or better performance than PM7 with respect to non-covalent complexes and biomolecules [14]. These various PM6 derivatives could be reliable on the electronic structure calculations for hydrogen-bonded system. Daido et al. [13] reported that PM6-DH+ method performed well for the electronic structure calculation in the molecular dynamics of a single adenine-thymine and guanine-cytosine pair. We found that PM6-DH+ method is a good candidate for our simulation.

We additionally checked the performance of the PM6$\mathrm{DH}+$ method for our models, comparing the structures of the hydrogen bonds and the vibrational frequencies of the normal mode analysis on AT-I, AT-WA, and AT-WB using Gaussian09 program package [32] at various levels of the quantum chemical method as listed in Table 1. The normal mode analysis is a method to probe motions around the equilibrium structure of molecules under the harmonic approximation [33]. The comparison is made by choosing second-order Møller-Plesset perturbation (MP2) [34-38] method with $6-31++\mathrm{G}^{* *}$ basis set as the reference value, with other semi-empirical methods, i.e., AM1 [39], PM3 [40-43], PM6 [44], PM6-DH+. The MP2 method performs well for stable molecular structures; thus, it can be used to obtain the reference value to assess the semi-empirical methods for such structures. We here define $\varepsilon_{\mathrm{A}}$ as the normalized error of $A\left(A=R_{\mathrm{N} 1 \mathrm{O} 1}, R_{\mathrm{N}_{2} \mathrm{~N}^{\prime} 2}, R_{\mathrm{N} 1 \mathrm{H} 1}, R_{\mathrm{H} 2 \mathrm{~N}^{\prime} 2}\right.$, $R_{\mathrm{H} 1 \cdots \mathrm{O} 1}, R_{\mathrm{N} 2 \cdots \mathrm{H} 2}, R_{\mathrm{O}_{\mathrm{o}}}, R_{{\mathrm{N} 1 \mathrm{O}_{\mathrm{w}}} \text { ) from MP2 results and list }}$ in Table 1 with the root-mean-square error (RMSE). The $\varepsilon$ and RMSE values are obtained as follows:
$\varepsilon_{\mathrm{A}}=\frac{V_{\mathrm{c}}-V_{\mathrm{r}}}{V_{\mathrm{r}}} \times 100(\%)$,
and
$\operatorname{RMSE}=\sqrt{\frac{\left(\varepsilon_{R_{\mathrm{N} 1 \mathrm{O} 1}}\right)^{2}+\left(\varepsilon_{R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}}\right)^{2}+\left(\varepsilon_{R_{\mathrm{N} 1 \mathrm{H} 1}}\right)^{2}+\left(\varepsilon_{R_{\mathrm{H}_{2} \mathrm{~N}^{\prime} 2}}\right)^{2}+\left(\varepsilon_{R_{\mathrm{H} 1 \ldots \mathrm{O} 1}}\right)^{2}+\left(\varepsilon_{R_{\mathrm{N} 2 \ldots \mathrm{H} 2}}\right)^{2}}{6}}$,
Table 1 Structural parameters (A) of the hydrogen-bonded moiety on AT-I, AT-WA and AT-WB and vibrational mode frequencies ( $\mathrm{cm}^{-1}$ ) from normal mode analysis and root-mean-square of

|  | Equilibrium struc | (A) |  |  |  |  |  |  |  | Vibratio | nal mode ( | $\left(\mathrm{cm}^{-1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $R_{\text {N1O1 }}$ | $R_{{\mathrm{N} 2 \mathrm{~N}^{\prime}}^{\prime}}$ | $R_{\text {N1H1 }}$ | $R_{{\mathrm{H} 2 \mathrm{~N}^{\prime}}^{\prime}}$ | $R_{\mathrm{H} 1 \ldots \mathrm{O}}$ | $R_{\text {N2 } \cdots \mathrm{H} 2}$ | $R_{\text {O1O }}$ | $R_{{\mathrm{N} 1 \mathrm{O}_{\mathrm{w}}}}$ | RMSE | Buckle | Propeller | Opening |
| AT-I |  |  |  |  |  |  |  |  |  |  |  |  |
| AM1 | 3.095 (+4.2 \%) | 3.469 (+21.7 \%) | 0.994 (-2.5 \%) | 1.001 (-4.1 \%) | 2.101 (+7.5\%) | 2.479 (+37.2 \%) | - | - | 18.0 \% | 3.4 | 15.5 | 25.2 |
| PM3 | 2.828 (-4.8 \%) | 2.814 (-1.3 \%) | 1.008 (-1.1 \%) | 1.035 (-0.8 \%) | 1.821 (-6.9 \%) | 1.780 (-1.5 \%) | - | - | 3.5 \% | 21.7 | 26.9 | 86.3 |
| PM6 | 2.942 (-0.9 \%) | 3.013 (+5.7 \%) | 1.027 (+0.8 \%) | 1.061 (+1.7 \%) | 1.916 (-2.0 \%) | 1.952 (+8.0 \%) | - | - | 4.2 \% | 14.8 | 24.4 | 41.5 |
| PM6-DH+ | 2.884 (-2.9 \%) | 2.883 (+1.2 \%) | 1.031 (+1.1 \%) | 1.070 (+2.5 \%) | 1.854 (-5.2 \%) | 1.813 (+0.3 \%) | - | - | 2.7 \% | 24.5 | 33.8 | 51.6 |
| $\begin{aligned} & \text { MP2/ } \\ & 6-31++\mathrm{G}^{* *} \end{aligned}$ | 2.969 | 2.850 | 1.019 | 1.044 | 1.955 | 1.807 | - | - | - | 20.5 | 30.7 | 58.8 |
| AT-WA |  |  |  |  |  |  |  |  |  |  |  |  |
| AM1 | 3.108 (+4.7 \%) | 3.416 (+20.3 \%) | 0.994 (-2.4 \%) | 1.002 (-4.2 \%) | 2.115 (+8.1 \%) | 2.422 (+34.8\%) | 2.672 (-6.8 \%) | - | 15.9\% | 19.5 | 28.4 | 21.6 |
| PM3 | 2.832 (-4.6 \%) | $2.810(-1.1 \%)$ | 1.008 (-1.0 \%) | 1.037 (-0.9 \%) | 1.826 (-6.6 \%) | 1.775 (-1.2 \%) | 2.747 (-4.2 \%) | - | 3.5 \% | 31.3 | 34.7 | 49.8 |
| PM6 | 2.975 (+0.2 \%) | 2.978 (+4.8 \%) | 1.024 (+0.6 \%) | 1.066 (+1.9 \%) | 1.953 (-0.2 \%) | 1.912 (+6.4\%) | 2.496 (-12.9 \%) | - | 5.8 \% | 12.6 | 26.5 | 36.0 |
| PM6-DH+ | 2.907 (-2.1 \%) | 2.861 (+0.7 \%) | 1.028 (+1.0 \%) | 1.074 (+2.6 \%) | 1.879 (-3.9 \%) | 1.788 (-0.5 \%) | 2.803 (-2.3 \%) | - | 2.2 \% | 28.5 | 40.1 | 45.7 |
| $\begin{aligned} & \text { MP2/ } \\ & 6-31++\mathrm{G}^{* *} \end{aligned}$ | 2.970 | 2.840 | 1.018 | 1.046 | 1.956 | 1.797 | 2.867 | - | - | 22.2 | 30.4 | 47.7 |
| AT-WB |  |  |  |  |  |  |  |  |  |  |  |  |
| AM1 | $3.108(+4.1$ \%) | 3.452 (+21.1 \%) | 0.995 (-2.3 \%) | 1.001 (-4.1 \%) | 2.114 (+7.3\%) | 2.466 (+36.5 \%) | - | 3.077 (+3.6 \%) | 16.4 \% | 23.9 | 20.3 | 27.0 |
| PM3 | 3.397 (+13.7\%) | 2.836 (-0.5 \%) | 0.993 (-2.5 \%) | 1.034 (-0.9 \%) | 2.420 (+22.8 \%) | $1.804(-0.2$ \%) | - | 2.833 (-4.7 \%) | 10.3\% | 28.6 | 20.6 | 44.5 |
| PM6 | 2.963 (-0.8 \%) | 3.013 (+5.7 \%) | 1.028 (+0.9 \%) | 1.061 (+1.6 \%) | 1.936 (-1.8 \%) | 1.953 (+8.1 \%) | - | 2.842 (-4.4 \%) | 4.2 \% | 15.1 | 19.6 | 39.2 |
| PM6-DH+ | 2.904 (-2.8 \%) | 2.879 (+1.0 \%) | 1.030 (+1.1 \%) | 1.070 (+2.5 \%) | 1.875 (-4.9 \%) | $1.809(+0.1$ \%) | - | 2.820 (-5.1 \%) | 3.1 \% | 33.1 | 29.6 | 49.7 |
| $\begin{aligned} & \text { MP2/ } \\ & 6-31++\mathrm{G}^{* *} \end{aligned}$ | 2.986 | 2.850 | 1.019 | 1.044 | 1.971 | 1.807 | - | 2.971 | - | 25.1 | 50.0 | 57.0 |

Values in parentheses represent error rates from MP2/6-31++G**


Fig. 2 Simplified schematic illustration of vibrational modes in AT-I, AT-WA and AT-WB
where $V_{\mathrm{c}}$ is the calculated value and $V_{\mathrm{r}}$ is the reference value obtained by the MP2 method. Here, we define $R_{\mathrm{N} 1 \mathrm{O} 1}$ as the hydrogen-bond length between the hydrogen donor N 1 and acceptor O 1 and $R_{\mathrm{N}_{2} \mathrm{~N}^{\prime} 2}$ between N 2 and $\mathrm{N}^{\prime} 2$ atoms; see Fig. 1 for atomic labels. Similarly, we define the covalent bond lengths of hydrogen bond between N1 and H 1 atoms as $R_{\mathrm{N} 1 \mathrm{H} 1}$ and between H 2 and $\mathrm{N}^{\prime} 2$ atoms as $R_{\mathrm{H} 2 \mathrm{~N}^{\prime} 2}$, respectively. The non-covalent bond lengths are defined as $R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$ and $R_{\mathrm{N} 2 \cdots \mathrm{H} 2}$ in the same manner. In this study, we focus on the monohydration effect; thus, the hydrogen bonds between adenine-thymine base pair and the water molecule are investigated as well, which are defined as $R_{\mathrm{OlO}_{\mathrm{w}}}$ and $R_{\mathrm{N1O}_{\mathrm{w}}}$.

We first assessed the hydrogen-bonded structure obtained from semi-empirical calculations. Overall, AM1 results had the largest RMSE, while PM6-DH+ methods had the smallest value. The largest error for AM1 and PM6 methods is found in $R_{\mathrm{N} 2 \cdots \mathrm{H} 2}$ value and for PM3 and PM6$\mathrm{DH}+$ methods in $R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$. The PM6-DH + method showed
the best performance among these semi-empirical methods for all of the AT-I, AT-WA and AT-WB models.

We next compared the hydrogen-bonded structures of the studied model systems, AT-I, AT-WA and AT-WB. The calculated results by MP2 method show that the monohydration elongates $R_{\mathrm{N} 1 \mathrm{O} 1}, R_{\mathrm{H}_{2} \mathrm{~N}^{\prime} 2}$ and $R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$ in AT-WA and shortens $R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}, R_{\mathrm{N} 1 \mathrm{H} 1}$ and $R_{\mathrm{N} 2 \ldots \mathrm{H} 2}$. Among the assessed semi-empirical methods, PM6 and PM6-DH+ methods showed the same tendency with MP2 methods. The hydrogen-bonded structure for AT-WB obtained by MP2 method shows that the addition of the water molecule elongates $R_{\mathrm{N} 1 \mathrm{O} 1}$ and $R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$, while the other bonds are not influenced. All semi-empirical methods assessed did not show the completely same tendency with MP2; however, PM6 and PM6-DH+ methods showed a similar tendency. The monohydration effect on the hydrogen-bond length between the base pair was rather small. This is consistent with the past study of Guerra et al. [8], which suggest that the monohydration effect on the hydrogen-bonded structure

Fig. 3 Distributions of $R_{\mathrm{N} 1 \mathrm{O} 1}$ and $R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}$ for AT-WA, AT-WB and AT-I with the classical and quantum simulations. The black dashed and red solid curves represent the classical and quantum simulations, respectively. The vertical blue dashed-dotted line represents the equilibrium bond length obtained by the PM6$\mathrm{DH}+$ method

is relatively small compared to the microhydration effect with two water molecules, simultaneously.

We then evaluated the hydrogen-bond lengths between the adenine-thymine base pair and water molecule, $R_{\mathrm{O1O}_{\mathrm{w}}}$ and $R_{\mathrm{N1O}_{\mathrm{w}}}$. The bond length $R_{\mathrm{O1O}_{\mathrm{w}}}$ obtained by PM6-DH+ method agreed the best among the semi-empirical methods to that of MP2 method. The bond length $R_{\mathrm{N1O}_{\mathrm{w}}}$ calculated by semi-empirical methods did not agree well with that of MP2 method. All semi-empirical methods performed similarly for $R_{\mathrm{N} 1 \mathrm{O}_{\mathrm{w}}}$. We conclude that PM6-DH+ method showed the best agreement with MP2 method among the assessed semi-empirical methods.

We have so far compared the optimized geometries of the monohydrated systems. For further assessment, we compared the vibrational modes obtained from normal mode analysis, which can be used to assess the curvature or shape of the potential energy surface, not just the minimum of the surface. The three lowest vibrational modes obtained from the normal mode analysis for AT-I, AT-WA and AT-WB are listed in Table 1. These three modes are identified as corresponding inter-molecular vibrations between
the adenine and thymine. We illustrate these inter-molecular three modes, so-called buckle, propeller and opening modes [31], in Fig. 2. The first two modes are out-of-plane modes, where the buckle and propeller modes are a bending mode of the adenine-thymine plane between the base pairs and a twisting one of the adenine-thymine base pair around the $\mathrm{N} 2 \mathrm{~N}^{\prime} 2$ axis, respectively. The opening mode is an in-plane mode, which makes the N 1 O 1 side of the base pair plane open and close, while $\mathrm{N}^{\prime} 2 \mathrm{~N} 2$ side closes and opens. For the vibrational frequencies of AT-I, we found the value obtained from PM6-DH+ shows the best agreement with reference MP2 values. For AT-WA, the values obtained from PM3, PM6 and PM6-DH+ are in qualitatively good agreement with the MP2 values. For AT-WB, although all semi-empirical values underestimate the MP2 values, the buckle value of PM6-DH+ is not far from MP2, and the propeller and opening values of PM6-DH+ level are relatively close to the values of MP2, compared to other semi-empirical values.

Accurate description of the potential around the equilibrium becomes more important, because the monohydrated

Table 2 Peak positions of distributions with respect to $\alpha$ ( $\alpha=R_{\mathrm{N} 1 \mathrm{O} 1}, R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}, R_{\mathrm{N} 1 \mathrm{H} 1}$, $R_{\mathrm{H} 2 \mathrm{~N}^{\prime} 2}, R_{\mathrm{H} 1 \cdots \mathrm{O},}, R_{\mathrm{N} 2 \ldots \mathrm{H} 2}$ $, \theta_{\mathrm{N} 1-\mathrm{H} 1 \ldots \mathrm{Ol},} \theta_{\mathrm{N} 2 \ldots \mathrm{H} 2-\mathrm{N}^{\prime} 2}, R_{\mathrm{OIO}_{\mathrm{w}}}$, $R_{\mathrm{N}_{1}}{ }_{\mathrm{w}}$ ) for AT-I, AT-WA and AT-WB with the equilibrium (Eq.), classical (Cla.) and quantum ( Qm .) simulations

| Peak positions |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $R_{\mathrm{N} 1 \mathrm{O} 1}$ | $R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}$ | $R_{\mathrm{N} 1 \mathrm{H} 1}$ | $R_{\mathrm{H} 2 \mathrm{~N}^{\prime} 2}$ | $R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$ | $R_{\mathrm{N} 2 \cdots \mathrm{H} 2}$ | $\theta_{\mathrm{N} 1-\mathrm{H} 1 \cdots \mathrm{O} 1}$ | $\theta_{\mathrm{N} 2 \cdots \mathrm{H} 2-\mathrm{N}^{\prime} 2}$ | $R_{\mathrm{O} 1 \mathrm{w}}$ | $R_{{\mathrm{N} 1 \mathrm{O}_{\mathrm{w}}}}$ |
| AT-I |  |  |  |  |  |  |  |  |  |  |
| Eq. | 2.884 | 2.883 | 1.031 | 1.070 | 1.854 | 1.813 | 177.4 | 178.8 | - | - |
| Cla. | 2.890 | 2.910 | 1.029 | 1.065 | 1.885 | 1.885 | 172.3 | 172.3 | - | - |
| Qm. | 2.890 | 2.910 | 1.039 | 1.071 | 1.895 | 1.895 | 166.9 | 167.5 | - | - |
| AT-WA |  |  |  |  |  |  |  |  |  |  |
| Eq. | 2.907 | 2.861 | 1.028 | 1.074 | 1.879 | 1.788 | 176.9 | 177.3 | 2.803 | - |
| Cla. | 2.930 | 2.890 | 1.027 | 1.065 | 1.895 | 1.825 | 171.9 | 172.7 | 2.810 | - |
| Qm. | 2.910 | 2.890 | 1.037 | 1.077 | 1.935 | 1.845 | 166.9 | 166.7 | 2.810 | - |
| AT-WB |  |  |  |  |  |  |  |  |  |  |
| Eq. | 2.904 | 2.879 | 1.030 | 1.070 | 1.875 | 1.809 | 177.2 | 178.4 | - | 2.820 |
| Cla. | 2.910 | 2.890 | 1.029 | 1.065 | 1.895 | 1.825 | 172.1 | 172.5 | - | 2.830 |
| Qm. | 2.910 | 2.885 | 1.037 | 1.065 | 1.915 | 1.875 | 166.5 | 167.7 | - | 2.850 |

adenine-thymine pair is stable and proton transfer never occurs. Thus, we conclude that PM6-DH+ is a suitable choice for our purpose to describe the structure and dynamics of AT-I, AT-WA and AT-WB in our on-the-fly PIMD simulations.

### 3.2 Monohydration effect on the hydrogen-bonded structure of adenine-thymine base pair

Daido et al. [13] have discussed the relative position of protons along the hydrogen bonds of the adenine-thymine base pair. We investigated the structures of these hydrogen bonds in detail to understand the adenine-thymine base pair as well. As already stated in Sect. 3.1, the monohydration affects the geometry of the adenine-thymine base pair in static calculations. In this section, we investigate the thermal and nuclear quantum effects on AT-I, AT-WA and AT-WB models comparing the PIMD simulation with the static structures and MD simulations.

### 3.2.1 Hydrogen bond between the base pair

First, we focus on the lengths of two hydrogen bonds between adenine and thymine, defined as distances between the hydrogen donor and acceptor. Figure 3 a and b shows the distributions of hydrogen-bond lengths, $R_{\mathrm{N} 1 \mathrm{O} 1}$ and $R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}$, for the classical and quantum simulations. The hydrogenbond length of the equilibrium geometry obtained from static PM6-DH + calculation is also shown as the vertical blue dashed-dotted line. The dashed and solid curves represent the distributions of the hydrogen-bond length for the classical and quantum simulations, respectively. Both distributions for the quantum simulations slightly broaden due to nuclear quantum effects comparing with the distributions for associated classical simulations. The same tendency
also appears in the simulations for AT-I and AT-WB. The broadening of the distribution arises mainly from the zeropoint motion.

The peak positions of the distributions shown in Fig. 3 for AT-WA are listed with AT-I and AT-WB results and the corresponding equilibrium values in Table 2. We note that the standard deviations of these distributions are shown in supplementary material for reference. The bond lengths of AT-I among the simulations have the following relations:
$R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Eq} .}<R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Cla}}=R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Qm}}$ and $R_{\mathrm{N}_{2} \mathrm{~N}^{\prime} 2}^{\mathrm{Eq} .}<R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}^{\mathrm{Cla}}=R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}^{\mathrm{Qm}}$. The superscripts Eq., Cla. and Qm . represent equilibrium structure, classical simulation and quantum simulation, respectively. Thermal effect elongates the hydrogen-bond length, i.e., $R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Eq} .}<R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Cla}}$ and $R_{\mathrm{N}_{2} \mathrm{~N}^{\prime} 2}^{\mathrm{Eq} .}<R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}^{\mathrm{Cla}}$, whereas the nuclear quantum effect is small, i.e., $R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Cla}}=R_{\mathrm{N} 1 \mathrm{O} 1}^{\mathrm{Qm}}$. and $R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}^{\mathrm{Cla}}=R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}^{\mathrm{Qm} .}$. In contrast to AT-I, the AT-WA and AT-WB models have different trends. For AT-WA, $R_{\mathrm{N} 1 \mathrm{O} 1}$ in the classical simulation is longer than that in the quantum simulation, and $R_{\mathrm{N} 2 \mathrm{~N}^{\prime} 2}$ is equivalent between the classical and quantum simulations. For AT-WB, $R_{\mathrm{N} 1 \mathrm{O} 1}$ is equivalent between the two simulations and $R_{\mathrm{N}_{2} \mathrm{~N}^{\prime} 2}$ in the classical simulation is slightly longer than that in the quantum simulation. The nuclear quantum effect appears in AT-WA, unlike the other models. Although the difference is relatively small, the location of the water molecule leads to difference in the nuclear quantum effect on the hydrogen bonds.

We investigate the hydrogen-bonded structure further by analyzing the hydrogen position within the hydrogen bond. The peak positions of the distributions for bond lengths $R_{\mathrm{N} 1 \mathrm{H} 1}, R_{\mathrm{H}_{2} \mathrm{~N}^{\prime} 2}, R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$ and $R_{\mathrm{N} 2 \ldots \mathrm{H} 2}$ in AT-WA and AT-WB are given in Table 2. We defined

Table 3 The ratios of the contribution of vibrational modes ( $\nu_{\text {buckle }}$, $\left.v_{\text {propeller }}, v_{\text {opening }}, \nu_{1}, v_{2}, v_{3}, v_{4}\right)$ in AT-I, AT-WA and AT-WB obtained by principle component analysis with the classical (Cla.) and quantum (Qm.) simulations and frequencies $\left(\mathrm{cm}^{-1}\right)$ of vibrational modes from normal mode analysis

| Vibrational mode | Principle compo- Normal mode analysis $\left(\mathrm{cm}^{-1}\right)$ <br> nent analysis (\%) |  |
| :--- | :--- | :--- | :--- |
|  | Cla. | Qm. |

angles $\mathrm{N} 1-\mathrm{H} 1 \cdots \mathrm{O} 1$ and $\mathrm{N} 2 \cdots \mathrm{H} 2-\mathrm{N}^{\prime} 2$ as $\theta_{\mathrm{N} 1-\mathrm{H} 1 \cdots \mathrm{O} 1}$ and $\theta_{\mathrm{N} 2 \ldots \mathrm{H} 2-\mathrm{N}^{\prime} 2}$, which are also listed in Table 2. The distributions of these values obtained by each simulation are shown in supplementary material. Although these bond lengths slightly alter due to the monohydration effect in the classical and quantum simulations as shown in Table 2, the monohydration effect is similar to the tendency seen in equilibrium structures as discussed in Sect. 3.1. However, comparing the results of the quantum simulation with the classical simulation, the nuclear quantum effect enhances the monohydration effect.

All of the bond lengths $R_{\mathrm{N} 1 \mathrm{H} 1}, R_{\mathrm{H} 2 \mathrm{~N}^{\prime} 2}, R_{\mathrm{H} 1 \cdots \mathrm{O} 1}$ and $R_{\mathrm{N} 2 \cdots \mathrm{H} 2}$ for both simulations have the following relations: $R_{\mathrm{X}}^{\mathrm{Cla.}}<R_{\mathrm{X}}^{\mathrm{Qm} .}$ where X indicates each bond, that is, the nuclear quantum effect contributes to the anharmonicity of the bonds. For the angles, $\theta_{\mathrm{N} 1-\mathrm{H} 1 \cdots \mathrm{O} 1}$ and $\theta_{\mathrm{N} 2 \cdots \mathrm{H} 2-\mathrm{N}^{\prime} 2}$, we found the following relations: $\theta_{\mathrm{N} 1-\mathrm{H} 1 \ldots \mathrm{O} 1}^{\mathrm{Cla}}>\theta_{\mathrm{N} 1-\mathrm{H} 1 \cdots \mathrm{O} 1}^{\mathrm{Qm}}$ and $\theta_{\mathrm{N} 2 \cdots \mathrm{H} 2-\mathrm{N}^{\prime} 2}^{\mathrm{Cla} .}>\theta_{\mathrm{N} 2 \cdots \mathrm{H} 2-\mathrm{N}^{\prime} 2}^{\mathrm{Qm}}$. This relation indicates that the nuclear quantum effect enhances the fluctuation of H 1 and H 2 atoms perpendicular to axes along $\mathrm{N} 1 \cdots \mathrm{O} 1$ and $\mathrm{N} 2 \cdots \mathrm{~N}^{\prime} 2$ bonds, respectively. We note that no significant difference is found between the models AT-WA and AT-WB for tendencies of these bonds and angles.

Table 4 The ratios of the contribution of vibrational modes ( $\nu_{\text {buckle }}$, $v_{\text {propeller }}, \nu_{\text {opening }}$ ) in adenine-thymine base pair fragment in AT-WA and AT-WB with classical (Cla.) and quantum (Qm.) simulations

| Vibrational mode | Principle component analysis <br> $(\%)$ |  |
| :--- | :--- | ---: |
|  | Cla. | Qm. |
| $A T-W A$ |  |  |
| $\nu_{\text {buckle }}$ | 37 | 51 |
| $\nu_{\text {propeller }}$ | 19 | 14 |
| $\nu_{\text {opening }}$ | 9 | 6 |
| $A T-W B$ |  |  |
| $\nu_{\text {buckle }}$ | 36 | 32 |
| $\nu_{\text {propeller }}$ | 21 | 21 |
| $\nu_{\text {opening }}$ | 10 | 10 |

### 3.2.2 Hydrogen bond between base pair and water molecule

We next focus on the hydrogen-bonded structure between the base pair and the water molecule in models AT-WA and AT-WB. We analyzed the hydrogen-bond lengths of the hydrogen bonds between base pair and water molecule, $R_{\mathrm{O1O}_{\mathrm{w}}}$ and $R_{\mathrm{N1O}_{\mathrm{w}}}$, for AT-WA and AT-WB, respectively. These bond lengths are given in Table 2. The hydrogen-bond length $R_{\mathrm{OIO}_{\mathrm{w}}}$ in AT-WA has the relation of $R_{\mathrm{O} 1 \mathrm{O}_{\mathrm{w}}}^{\mathrm{Cla}}=R_{\mathrm{O} 1 \mathrm{O}_{\mathrm{w}}}^{\mathrm{Qm}}$, while the hydrogen-bond length $R_{\mathrm{N1O}_{\mathrm{w}}}$ in AT-WB has the relation of $R_{\mathrm{N} 1 \mathrm{O}_{\mathrm{w}}}^{\mathrm{Cla}}=R_{\mathrm{N} 1 \mathrm{O}_{\mathrm{w}}}^{\mathrm{Qm}}$. Although the difference is small, the nuclear quantum effect in the hydrogen bond between base pair and water appears only in AT-WB model.

We investigated the hydrogen-bonded structure of the monohydrated adenine-thymine base pair and found that the monohydration effect varies depending on the location of the water molecule. We found different behaviors of the nuclear quantum effect among the monohydration models although such effect is comparatively small. We next explore how these small effects influence the large molecular motion of the base pairs.

### 3.3 Principle component analysis

We discussed the static properties of the hydrogen bonds above. In this subsection, we would like to analyze the monohydration effect on the inter-molecular motions in the adenine-thymine base pair using principle component analysis (PCA). We applied the PCA to displacements in sampled trajectories of AT-I, AT-WA and AT-WB models obtained by each simulation. Some of the lowest PCs and vibrational normal modes for AT-I, AT-WA and AT-WB models are listed in Table 3. The ratios of the contributions of PCs to the entire molecular motions and the

Table 5 The ratios of the contribution of vibrational modes $\left(v_{1}^{\prime}, v_{2}^{\prime}, v_{3}^{\prime}\right)$ of a water molecule fragment in AT-WA and AT-WB with classical (Cla.) and quantum ( Qm .) simulations
\(\begin{array}{lll}\hline Vibrational mode \& \begin{array}{l}Principle component analysis <br>
<br>

\)\cline { 3 - 3 }\end{array} \& Cla.\end{array}$]$| Qm. |
| :--- |
| $A T-W A$ |
| $v_{1}^{\prime}$ |
| $v_{2}^{\prime}$ |

vibrational frequencies of the corresponding normal modes are also given in Table 3. The dominant three PCs for the AT-I model are characterized as inter-molecular motions between the adenine and thymine, $\nu_{\text {buckle }}$, $v_{\text {propeller }}$ and $v_{\text {opening }}$, as shown in the normal mode analysis in Sect. 3.1. Each of the PC corresponds to one of the lowest vibrational normal modes [31].

The ratio of $\nu_{\text {buckle }} \mathrm{PC}$ in the quantum simulation is significantly smaller than that in the classical simulation, while the ratio of the $v_{\text {propeller }}$ mode in the quantum simulation is slightly larger than that in the classical simulation in AT-I. The ratio of $v_{\text {opening }}$ mode in the quantum simulation is the same as in the classical simulation in this case. These tendencies, arising from nuclear quantum effect, have also been found in the study by Daido et al. [13] using the path integral hybrid Monte Carlo simulation. The ratio of the three PCs in the classical simulation is in the order of the $v_{\text {buckle }}, v_{\text {propeller }}$ and $v_{\text {opening }}$ modes, which order is the same as the opposite order of the frequency of the vibrational normal modes. In contrast, the order of the three PCs in the quantum simulation is the $v_{\text {propeller }}, v_{\text {buckle }}$ and $v_{\text {opening }}$ modes. Here, the nuclear quantum effect leads to a significant difference in the inter-molecular motions though the difference in hydrogen-bonded structure is relatively small, comparing with the non-quantum simulation.

In the case of AT-WA, six dominant PCs for AT-WA are $v_{\text {buckle }}, v_{1}, v_{\text {propeller }}, v_{2}, v_{3}$ and $v_{\text {opening }}$ as shown in Fig. 2, where the $\nu_{1}$ is an inter-molecular motion between the ade-nine-thymine base pair and water molecule, and $\nu_{2}$ and $\nu_{3}$ modes are inter-molecular motions among all three molecules. The existence of water molecule results to emergence of these three modes, $\nu_{1}, \nu_{2}$ and $\nu_{3}$. We found that the dominant PCs have a slight difference in the modes among the simulations. Meanwhile, $v_{\text {propeller }}$ and $\nu_{3}$ modes were not found in the classical and quantum simulations,
respectively. The normal mode analysis gives different order of low-frequency modes unlike the cases of both classical and quantum simulations, and $\nu_{2}$ and $\nu_{3}$ modes were not found in the low-frequency region.

For AT-WB model, there are four dominant PCs, $v_{\text {buckle }}$, $v_{\text {propeller }}, v_{\text {opening }}$ and $\nu_{4}$. The first three modes ( $v_{\text {buckle }}$, $\nu_{\text {propeller }}$ and $\nu_{\text {opening }}$ ) are similar to the AT-I model. The ratios of $\nu_{\text {buckle }}, \nu_{\text {propeller }}$ and $\nu_{\text {opening }}$ modes obtained from classical and quantum simulations are almost equivalent. The $\nu_{4}$ mode corresponding to water molecular motion appears only in the classical simulation of AT-WB. We found that the inter-molecular PCA modes of AT-WB are similar to those of AT-I, which was not the case for AT-WA model. The monohydration effect and its nuclear quantum effect on the molecular fluctuation strongly depend on the position of the bound water molecule.

To focus on the inter-molecular modes between the adenine and thymine in AT-WA and AT-WB, we decomposed the motions of the entire system into two fragments, an adenine-thymine base pair and a water molecule. We then applied PCA to the displacement of each fragment separately.

The results for the adenine-thymine base pair fragment are given in Table 4. For AT-WA, the ratio of $\nu_{\text {buckle }}$ mode in the quantum simulation is much larger than that in the classical simulation, whereas the ratio of the $\nu_{\text {propeller }}$ and $v_{\text {opening }}$ modes in the quantum simulation is slightly smaller than that in the classical simulation. In this model, the ratio of $v_{\text {buckle }}$ mode significantly increases due to the monohydration, when the nuclear quantum effect is considered comparing with the AT-I model in Table 3, while the monohydration effect is not so large in the classical simulations. Similar to AT-I, the nuclear quantum effect for AT-WA model is large in these inter-molecular motions of the base pairs. In the case of AT-WB, the ratio of $\nu_{\text {buckle }}$ mode in the classical simulation is just slightly larger than that in the quantum simulation. There is no significant difference in inter-molecular motions of the base pairs for AT-WB model due to the nuclear effect, unlike the case of AT-WA.

The results of the water fragment for PCA are given in Table 5. These three PCA modes $v_{1}^{\prime}, v_{2}^{\prime}$ and $v_{3}^{\prime}$ are translational motions of the water molecule. In the case of AT-WA, inclusion of the nuclear quantum effect leads to increase in the ratio for $v_{1}^{\prime}$ mode and decrease for $v_{2}^{\prime}$ mode; however, the order of these ratios is similar. In the case of AT-WB, we found significant differences between the classical and quantum simulations. The $v_{2}^{\prime}$ mode found in classical simulation cannot be seen in the quantum simulation, and vice versa for $v_{3}^{\prime}$ mode. In Sect. 3.2, we discussed that the nuclear quantum effect between the base pair and water molecule was found only in AT-WB, and the result is actually consistent with the above result of PCA.

We found relatively small nuclear quantum effect in the hydrogen-bonded structures between the base pair and between the base pair and water molecule. However, we found large nuclear quantum effect in the inter-molecular motions of the monohydrated base pair systems. For AT-WA model, nuclear quantum effect was enhanced in the hydrogen bond between the base pair, which influenced the inter-molecular motion between the adenine and thymine. For AT-WB model, the nuclear quantum effect was enhanced in the hydrogen bond between the base pair and water molecule, which influenced the translational motions of the water molecule. These results indicate that the nuclear quantum effect varies depending on the model of the monohydration and the small nuclear quantum effect on the molecular geometry influences the large effect on the inter-molecular motions.

We analyzed the inter-molecular motions of adeninethymine base pair from the point of view: could a small local difference in the hydrogen-bond structure lead to a large difference in inter-molecular motion? We investigated the difference in the contribution of buckle and propeller modes enhanced by small difference in the hydrogen-bond angle introducing a simple model. The details of our analysis are shown in the "Appendix". The results indicate that large difference in the motions can be enhanced by small difference in the hydrogen-bond angle.

We also considered the origin of the large difference in the molecular motion from the nuclear quantum effect. One of the important features of the nuclear quantum effects is the vibrational zero-point motion, which is included in the quantum simulation. This can be one of the main contributions from the nuclear quantum effect, which leads to large differences in the inter-molecular motions of the base pairs. We consider that the second lowest vibrational mode may be enhanced in the quantum simulation due to zeropoint effect, while the lowest mode mostly contributes to the motion in the classical simulation. This explains the origin of the large difference in molecular motion, though the nuclear quantum effect on the hydrogen-bond structure is small.

## 4 Conclusions

We elucidated the monohydration effect on the hydrogenbonded structure in the adenine-thymine base pair using path integral molecular dynamics simulations The simulations are performed on semi-empirical PM6-DH+ potential energy surface at 150 K . We employed two monohydration models of the adenine-thymine pair, named AT-WA and AT-WB models, and compared with an isolated adeninethymine base pair, named AT-I model.

We first analyzed the hydrogen-bonded structures of monohydrated adenine-thymine base pairs. Comparing the results of the path integral molecular dynamics simulation with the conventional molecular dynamics, we estimated the nuclear quantum effect. The nuclear quantum effect appears only in a hydrogen-bonded structure between a nitrogen atom of the adenine and an oxygen atom of the thymine in the AT-WA model. On the other hand, in the AT-WB model, the nuclear quantum effect appears in the hydrogen-bonded structure between the nitrogen of thymine and water molecule unlike the AT-WA. The position of the water molecule differs where the nuclear quantum effect appears. We then investigated the monohydration effect on the inter-molecular motions among the adenine, thymine and the water molecule, applying the principle component analysis to the path integral molecular dynamics trajectories. We found that the motions depend on the position of the bound water molecule. The inter-molecular motions between the adenine and thymine changed by the monohydration in the AT-WA model, however, not in the AT-WB model. The nuclear quantum effect in the AT-WA model mainly appears on the inter-molecular motions between the adenine and thymine, and the effect appears on inter-molecular ones between the base pair and water molecule in the AT-WB model. Such result is consistent with that nuclear quantum effect appears on a hydrogen-bonded structure between the adenine and thymine in the AT-WA model and between the base pair and the water molecule in the AT-WB model.

We found small nuclear quantum effect in the hydro-gen-bonded structure between the adenine and thymine and between the base pair and water molecule. However, we found large nuclear quantum effect in the inter-molecular motions of the monohydrated base pair systems. Our results suggest that the nuclear quantum effect may play an important role in the inter-molecular floppy motions of DNA. We will insist on the importance of the nuclear quantum effect in near-future theoretical studies on DNA.
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## Appendix

We analyzed the inter-molecular motions of buckle and propeller modes of adenine-thymine pair introducing a simple geometric model as shown in Fig. 4. The model is constructed with two plates $h_{1} h_{2} r_{1} r_{2}$ and $h_{1} h_{2} r_{3} r_{4}$ connected by two hinges $h_{1}$ and $h_{2}$. We assign 2 a to both hydrogen-bond lengths and $z_{0}$ to the distance between two


Fig. 4 A simple geometric model for the buckle and propeller modes of the adenine-thymine pair


Fig. 5 The relation between $\phi_{2} / \phi_{1}$ and $\theta_{2} / \theta_{1}$ in Eq. (7)
hydrogen bonds in this model. We fix the plate $h_{1} h_{2} r_{3} r_{4}$ on the $z-x$ plane. The angles $\theta_{1}$ and $\theta_{2}$ are defined as angles between vector $\overrightarrow{r_{1} h_{1}}$ and the $z-x$ plane and vector $\overrightarrow{r_{2} h_{2}}$ and the $z-x$ plane, respectively. The angle between ${\overrightarrow{\mathrm{OM}_{1}} \text { and }}$ $\overrightarrow{\mathrm{M}_{2} \mathrm{O}}$ is $\phi_{1}$, and the angle between $r_{1}-r_{2}$ and $r_{3}-r_{4}$ is $\phi_{2}$. The displacement of $\phi_{1}$ and $\phi_{2}$ corresponds to the buckle and propeller modes, respectively. These angles $\phi_{1}$ and $\phi_{2}$ are expressed as follows using $\theta_{1}$ and $\theta_{2}$.
$\phi_{1}=\frac{\cos \theta_{1}+\cos \theta_{2}}{\sqrt{2 \cos \left(\theta_{1}-\theta_{2}\right)+2}}$,
and
$\phi_{2}=\frac{z_{0}}{\sqrt{2 a^{2} \cos \left(\theta_{1}-\theta_{2}\right)+2 a^{2}+z_{0}^{2}}}$.
When $\theta_{1}$ and $\theta_{2}$ are small, Eqs. (3) and (4) can be approximated as
$\phi_{1}=\frac{\theta_{1}+\theta_{2}}{2}$,
and
$\phi_{2}=\frac{a\left(\theta_{1}-\theta_{2}\right)}{z_{0}}$.
The displacement ratio of buckle and propeller modes corresponds to the ratio of $\phi_{1}$ and $\phi_{2}$. The relation can be written as
$\frac{\phi_{2}}{\phi_{1}}=\frac{2 a}{z_{0}} \times \frac{1-\theta_{2} / \theta_{1}}{1+\theta_{2} / \theta_{1}}$.
Figure 5 shows the relation between $\phi_{2} / \phi_{1}$ and $\theta_{2} / \theta_{1}$ in Eq. (7). We set the parameter $a$ to be $a / z_{0}=1$. Only the buckle mode exists when $\theta_{1}=\theta_{2}$ and $\phi_{2} / \phi_{1}=0$, while only the propeller mode exists when $\theta_{1}=-\theta_{2}$ and $\phi_{2} / \phi_{1}=\infty$. In other areas, both buckle and propeller modes exist. The figure shows that the ratio of buckle and propeller modes may alter if the vibrational frequencies of the hydrogen-bond angle shift. The ratio depends on the difference between $\theta_{1}$ and $\theta_{2}$ and can rapidly change from buckle dominant motion (region around $\theta_{1}=\theta_{2}$ ) to propeller dominant motion (region around $\theta_{1}=-\theta_{2}$ ). Our finding indicates that the small difference in the hydrogen-bond structure may lead to large difference in molecular motion.
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#### Abstract

Apyrimidinic/apurinic sites feature among the most prevalent DNA lesions. If not repaired, it has been recently evidenced that they are prone to react in situ with vicinal nucleobases, evolving toward more complex and highly mutagenic interstrand cross-links. Information concerning the structure and the multi-step reactivity leading to such clustered defects is scarce due to their low formation yield. This study reports a DFT exploration of the condensation reaction between a ketoaldehyde (derived from an oxidized C4' abasic site) and three nucleobases featuring an amino group. They are found to present a very similar intrinsic reactivity, indicating in turn that differences of reactivity arise more from the relative positioning of the two reactive fragments within a flexible B-DNA. We also probe the role of a vicinal water molecule for the formation of the aminol and the requirements to reach an adequate estimate of this strongly exothermic reaction, which drives the DNA damage process.
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## 1 Introduction

Oxidatively generated tandem DNA lesions constitute a threat for genome integrity, whose importance has been firmly established over the last decade [1]. They correspond to the formation of a covalent bridge between two vicinal nucleobases, either in intrastrand or in interstrand. Experimental groups tackle successfully the detection and structural elucidation of these very rare adducts ( 0.050 lesions per 109 nucleosides per Gray for the prototype intrastrand guanine-thymine adduct [2]), relying on sophisticated tandem mass spectrometry, but their formation pathway within B-DNA is often postulated yet not established on a firm basis.

A detailed knowledge of these mechanisms is required if one wants to rationalize the preferential formation of some adducts, whereas other ones are not evidenced but may still exist, lying above the detection threshold of analytical techniques. The task is all the more complicated since oxidative DNA lesions are usually formed along multi-step, radical or ionic, pathways where the role of the B-DNA environment can be decisive. One of the most recent examples of such a reactivity is the formation of an interstrand cross-link (ICL) lesion named dCyd341 [3] (Fig. 1). This lesion is singled out by a peak at a high molecular mass (341) on the HPLC tandem mass spectrometry measurements. The mutagenicity of this interstrand oxidatively generated cross-link, probed in cellular DNA, urges to unravel its formation mechanism. The dCyd341 lesion is initiated by a hydrogen abstraction from the position C 4 ' on the deoxyribose ring. It is then surmised that dCyd341 is formed from an C4'abasic (AP) site that condensates in situ with cytosine, as represented in Fig. 1. Analog ICLs arising from non-oxidized abasic site reactions with adenine or guanine have been reported [4-6]. It remains to be elucidated if purines









Fig. 1 Schematic view of the formation of an interstrand cross-link (ICL) by attack of an exocyclic amine (here cytosine) on a ketoaldehyde (oxidized C4'-abasic site). We investigate the first step, namely the condensation toward a linear aminol. The second step, involv-
ing an ionic intermediate and another proton transfer, is not studied here. Atoms treated in our study are displayed with fine lines: methyl groups were used to cap structures along the N -glycosidic bond

## i) Stepwise mechanism


ii) Concerted mechanism
$\mathrm{H}_{\mathrm{O}}{ }^{-}$


Fig. 2 Scheme for the formation of a linear aminol by condensation between a generic primary amine and an aldehyde. The inclusion of a water molecule in the high layer is represented in red. Two competitive pathways can be proposed: stepwise versus concerted
may also react with oxidized abasic sites to form analog ICLs, a possible occurence since they feature the same-$\mathrm{N}=\mathrm{C}\left(-\mathrm{NH}_{2}\right)$-motif. Indeed, the latter lesions may occur without being yet detected experimentally. A first rationale comes from the analysis of the preferential affinity of the C4'-AP site for cytosine that we have recently inferred resorting to explicit solvent classical molecular dynamics
[7]. Hence, the two reactive patterns remain close, with a locked conformation, which is expected to favor the reactivity of cytosine over purines. But the three nucleobases may present contrasted reactivities.

We report a computational study of the first step of this condensation between a $\mathrm{C}^{\prime}$ '- AP site and the three nucleobases cytosine, adenine and guanine. Figure 2 details the
three-step mechanism leading to the formation of the aminol, which is known to be a transient intermediate. It constitutes an intermediate leading to the lesion detected by tandem mass spectrometry, which involves a subsequent 1,4 -addition.

The condensation reaction between an aldehyde and a secondary amine to form an aminol is ubiquitous in organic, green and bioorganic chemistry. Yet this textbook reaction has been scarcely studied by quantum calculations. It is known to proceed at ambient temperature, with release of one water molecule. The mechanism can be written down as either stepwise or concerted as shown in Fig. 2. In this work we, set out to explore the formation of the aminol, in the absence of other environment than an implicit aqueous solvation, relying on a static approach. We aim at comparing the reactivity of cytosine, guanine and adenine toward the C 4 '-oxidized abasic site.

## 2 Methodology

Static calculations were performed within the framework of density functional theory (DFT), on model fragments: The $\alpha, \beta$-unsaturated ketoaldehyde was modeled by replacing the phosphate group by methoxy group, resulting in 5-methoxy-4-oxopent-2-enal. The three nucleobases $\mathrm{X}=\mathrm{C}$, A and G were capped using a methyl group, thus resulting in the 9 -methyl-substituted adenosine and guanine and 1-methyl-substituted cytosine and 5-methyl cytosine. In order to guarantee that the model fragments have orientations of the abasic site and the opposite nucleobase that are representative of the one within a B-DNA environment, the starting structures were extracted from snapshots along 100ns classical molecular dynamics trajectories of a 13-bp poly(dG-dC) ds-sequence featuring $\mathrm{K}: \mathrm{X}$ as the central base pair. We refer the reader to a previous reference by one of us [8] for the details of these simulations. All stationary points were characterized as a minima or transition state on the potential energy surface through frequency calculations. Transition states imply a unique imaginary frequency pertaining to the relevant reaction coordinate. All DFT calculations are performed using Gaussian 09 Revision D. 01 suite of programs [9]. The $6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set was used throughout, to account for a partial charge transfer in the transition state region. To situate the basis set dependence with the second-order Møller-Plesset perturbation theory (MP2), which is more sensitive than density functionals, single-point calculations using the higher-quality $\mathrm{DZP}++$ basis set (see Reference [10]) were performed and lead to difference in energy that are trifling.

Since ionic intermediates are implied, an implicit model accounting for solvation in water (polarizable continuum model (PCM), $\epsilon_{r}=78.3$ ) was used. We first perform a first series of DFT calculations to provide a comparison point
with the previous study [11] for adenine, for which we confirm a concerted mechanism, although with a high activation energy ( $\sim 40 \mathrm{kcal} / \mathrm{mol}$ ). We extend the study to cytosine and guanine since our first motivation is to compare their reactivity toward K . To improve the description of non-isotropic environment effects, we included one water molecule. It is placed such that an hydrogen bond is formed in the vicinity of the amino group, which is found a slightly more favorable position for HB than the carbonyl group since a second nitrogen can participate in the H bonding.

First, the hybrid meta GGA M06-2X functional was used, in order to provide comparison with the previous study by Gorb and coworkers [11] and because this density functional has been pointed out as a performant one for DNA non-covalent interactions [12] as well as for DNA structure and chemistry [13, 14], probably due to its high percentage of exact exchange. It also includes dispersion in a parametrized manner. To probe the intramolecular interactions stabilizing the transition state (TS) structures, a non-covalent interaction (NCI) analysis [15] is conducted at the same level of theory. We remind that this method is based on the electronic density gradient and hessian principal values, and allows to pictorially identify dispersive interactions and $\pi$-stacking (green), hydrogen bonds (blue core) or steric clash (red). We also performed calculations with the GGA BLYP and hybrid GGA B3LYP functionals to assess the density functional dependence in section III.C. They are as popular when investigating ground-state reactivity of DNA [16-19]. They will be benchmarked against the MP2 approach. In the case of BLYP and B3LYP, the impact of including dispersion correction was also tested using a Grimme's style London dispersion correction (D3BJ) [20].

## 3 Results and discussion

### 3.1 Assistance by a water molecule

Nucleophilic addition of primary amines to carbonyl compounds generally leads to formation of imines via tetrahedral hemiaminal intermediates [21, 22]. This step occurs via a mechanism that can a priori be either stepwise or concerted (Fig. 2). We consider the conjugated aldehyde K and one of the three nucleobases C, A or G (see Fig. 1). It should be noted here that this condensation can result in two stereochemical outcomes; however, as both of the participating molecules are symmetric, this step is not expected to be enantio-selective. We thus report only the lowest energy as the static scheme does introduce small spurious difference between two enantiomers.

Cartoon representation of the corresponding TS structures are given alongside with their barrier heights


Fig. 3 Energy profile for the 1,2-addition between K and C, A or G. Cartoon representations are given for each stationary points. The blue and green NCI isodensities (the isovalue is 0.5 au , for a density cutoff of 0.1 au ) reflect the presence of non-covalent interactions. Distances are given in $\AA$
in Fig. 3. In agreement with Gorb and coworkers [11], who recently reported a computational study of adenine interacting with K , we found the concerted mechanism to be lower, yet with an activation energy as high as $40 \mathrm{kcal} / \mathrm{mol}$. These values somewhat suffer from a systematic overshooting, given that aminol formation is known as a facile reaction in organic chemistry. Such a high-barrier would also contradict the fact that the lesion dCyd341 was unambiguously assigned. ${ }^{1}$ This reflects the mechanical constraint for

[^44]the four-centered transition state (TS) structure. In order to improve the description of the 1,2-addition-and hence to be able to compare cytosine, adenine and guanine-the participation of one water molecule, as displayed in red in Fig. 2, should be explicited. In the rest of the study, one water molecule was hence systematically included and we first re-examine this reaction for adenine, but also for cytosine and guanine. The profile obtained for adenine and the aldehyde model presents a similar profile to the one obtained by Gorb and coworkers, yet with a twofold reduction in the barrier heights (ca $20 \mathrm{kcal} / \mathrm{mol}$ ).

We stress out that this decrease would correspond to several orders of magnitude once injected in a kinetic model. The presence of the water molecule will also lead to more flexibility and relax the constrained four-membered TSs by assisting the proton transfer process. This probes the catalytic role of the water molecule; all the more since along the 100 ns classical MD exploration, the radial distribution functions $g(r)$ witness two peaks, the first one clearly corresponding to one water molecule situated in direct hydrogen bonding interaction with the oxygen of the aldehyde of K group or the nitrogen atom of the amino group of X (see Fig. 4c, d).

### 3.2 Assessment of the nucleobases reactivity toward K

Based on this first series of calculations, the three nucleobases present rather similar energy profiles, both for barriers and for endergonicities. Hence, the formation of the transient aminol may not differ dramatically between C, A and G. Indeed this reactivity implies a chemical moiety, the amino group, exterior to the aromatic ring. A closer inspection reveals that the nucleophilicity is noticeably higher for purines, with respective values of 16.9 and 17.3 versus $21.3 \mathrm{kcal} / \mathrm{mol}$ for activation energies along the series $A \sim G<C$. This is in line with the documented nucleophilicity of the N6 amino group of adenine [23, 24]. Also adenine leads to the most stable product from the thermodynamical point of view, which is found to be exergonic by $-14.1 \mathrm{kcal} / \mathrm{mol}$ (i.e., favored over G or C by $\Delta \Delta E_{r}=-5.0$ and -5.8 , respectively). This difference can be explained by a special conformation of the aminol formed by condensation of adenine with K , where the two fragments are nearly parallel to maximize $\pi$-stacking interactions, as can be seen on the NCI plot given in Fig. 3 for the aminol formed by adenine.

We stress out that structural difference arises more in the TS region, since structures are more malleable, and weak interactions become strong enough to induce significant geometrical changes. It is important to note that the geometry of the TS with purines is stabilized by larger-extent dispersive interactions that are revealed in a pictorial manner on the NCI plots (green isodensities). This provides a


Fig. 4 Representative snapshot for an alternate poly(dG-dC) obtained after 100 ns of classical explicit solvent molecular dynamics [8] showing a the conserved B-helix owing to $\mathbf{b}$ the stable non-Watson-Crick C:K pairing with two hydrogen bonds and a proximal
straightforward interpretation for the decrease of 4.4 and $4.0 \mathrm{kcal} / \mathrm{mol}$, which can be safely attributed to additional dispersive interactions as purines TS structures adopt a hairpin conformation. However, the occurence of such a folded TS conformation will imply a tremendously large B-DNA distortion to position $A$ and $K$, or $G$ and $K$ in a near parallel way. Most likely, this geometry will differ from the one within B-DNA. Also for guanine, it is noteworthy that going from the reactant to the TS induces the disruption of the "central" HB, the sole nucleobase for which the amino group and the terminal - COH electrophilic moiety do not face. This implies an important reorganization that is probably not directly representative from the situation once the reactive partners are embedded in an oligonucleotide, even with a proximal single-strand break.
water (inset). Two radial distribution functions $g(r)$ are given in $\mathbf{c}$ for the oxygen of the aldehyde moiety and in $\mathbf{d}$ for the nitrogen of the amino group

It becomes clear at this stage that the dispersion, but also the percentage of exact exchange, plays a critical role for an unbiased description of this (DNA) reactivity. Whereas it is imperative for studying intrastrand cross-link to use a dispersion correction [25], it is possible here that the unconstrained geometry of a too simple model system combined with dispersion leads to a spurious interaction between purines and K , favoring stacked fragments around the TS region. The importance of dispersive component is corroborated by DFT-D3BJ calculations performed on the geometries of the stationary points, whose values are given in parenthesis in the penultimate column of Table 1. In the next section, we assess the performance of other functionals, popular for DNA systems, that do not include a dispersion correction. This examination is focussed on $\Delta_{r} E$,

Table 1 Estimate of the reaction energy $\Delta_{r} E$ defined between the reactant $X+K$ and the corresponding aminol (one water molecule is included)

| $\Delta E_{R \rightarrow P}(\mathrm{kcal} / \mathrm{mol})$ | BLYP | BLYP-D3BJ | B3LYP | B3LYP-D3BJ | M06-2X | MP2 |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: |
| A | -0.8 | -7.1 | 4.4 | -9.3 | $-14.1(-14.8)$ | -14.6 |
| C | 3.1 | -1.4 | -0.7 | -4.7 | $-9.1(-5.9)$ | -2.7 |
| G | 3.3 | -0.3 | -0.2 | -3.1 | $-8.3(-4.9)$ | -11.2 |

The $6-31+\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set is used uniformly. For the M06-2X functional, we report the dispersive component estimated through single-point calculations and employing the D3BJ scheme. Cartoon representations are given in Figure S3
given that relatively low barriers are found for the reaction, and can be expected to be even lower in a dynamic scheme. For instance, the profile of G and K reaction obtained using the GGA BLYP functional is characterized by an energy barrier of $25.0 \mathrm{kcal} / \mathrm{mol}$ (versus $17.3 \mathrm{kcal} / \mathrm{mol}$ for M06-2X which triggers a high percentage of exact exchange), to form a transition state structure that does not longer present a hairpin conformation.

### 3.3 The exothermicity as a driving force

Cytosine and guanine do not present such long-range dispersion interactions yet are also stable, which is expected for this reaction, with respective $\Delta_{r} E$ of -9.1 and $-8.3 \mathrm{kcal} / \mathrm{mol}$. This contrasts with the inclusion of implicit solvent effects only, where hemiaminals are found to be destabilized [11]. The dependence of $\Delta_{r} E$ according to the level of theory is a legitimate question to be asked and can be commented from the values collected in Table 1. The very marked difference between M06-2X and BLYP and B3LYP as two other functionals, both of which being commonly used to tackle DNA chemistry [26-28], is intriguing and calls for comparison with a post-Hartree-Fock method. Values computed with the post-Hartree-Fock MP2 approach are reported in the last column of Table 1.

A marked exothermicity is also predicted using the post-Hartree-Fock MP2 approach, in perfect agreement with the M06-2X values for purines but not for cytosine. It is in line with the fact the formation of aminol is known as a facile reaction, even in B-DNA.

It is interesting to note that the BLYP functional, also a very popular choice for DFT study of reactivity of DNA when combined with $a b$ initio molecular dynamics [8, 29], is qualitatively wrong in systematically predicting an endergonic reaction (by ca. $2.4 \mathrm{kcal} / \mathrm{mol}$ in average for the three nucleobases). Including $20 \%$ of exact exchange through the three-parameter hybrid GGA B3LYP only slightly improves the results with respect to the MP2 estimates. The geometries of the products obtained at the M06-2X, BLYP and B3LYP levels of theory obtained after full geometry reoptimization are very similar, with the exception of adenine.

The exothermicity of the condensation reaction here acts as a driving force triggering the damage process and shall be strong enough to trigger the B-helix distortion. It should hence be reproduced with enough accuracy, especially since this quantity ("free" energy of destabilization) is central to understand the severity of ICLs [2].

This static study exemplifies a case where BLYP provides a qualitatively wrong picture. However, because of error cancellation due to the absence of dispersion, the BLYP or near-equivalently B3LYP description probably provides a more representative for two entities embedded in an oligonucleotide. From Fig. 4a, one can see that the positioning within B-DNA is dictated by adjacent nucleobases that are expected to enforce a linear approach between the C4' abasic site and the initially paired nucleobase.

## 4 Conclusions

The aminol formation is a versatile reaction in chemistry, yet it is still a challenge from the computational point of view. It involves a proton transfer, and our results confirm that the participation of one explicit water molecule is crucial. The inclusion of a dispersion correction on isolated fragments leads in one case (the adenine cross-link adduct) to a spurious description, with a folded structure not representative of B-DNA. This static exploration, independently of the density functional used (see ESI), reveals a slightly higher barrier for the 1,2 -addition of cytosine. Yet the oxidatively generated formation of interstrand cross-link B-DNA also depends on the following 1,4 Michael addition and on eventual further dehydration and can be dramatically impacted as the reactive fragments are considered within a duplex B-DNA environment.
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#### Abstract

We report the modeling of the electronic circular dichroism spectra of different double helix B-DNA sequences. The circular dichroism spectra have been obtained in the framework of the Frenkel excitation theory, while DNA conformational space has been explored using molecular dynamics. Excited states are obtained using hybrid quantum mechanics/molecular mechanics theory at time-dependent density functional theory level. The validity of the effective Frenkel Hamiltonian approach is assessed by comparison with full quantum mechanics treatment of many interacting chromophores. The convergence of the simulated spectra with the number of interacting chromophores is assessed as well as their behavior with respect to experimental results.
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## 1 Introduction

DNA importance in biological processes cannot be underestimated, because of its role in storing, duplicating and coding the genetic information of almost all living individuals [1]. Also for this reason, it has attracted a considerable amount of interest in the scientific community [2-4], especially after the celebrated discovery of its double-helical arrangement [5]. Nevertheless, its structure and dynamic is still the subject of an intense research activity covering fields as diverse as molecular biology, chemistry and biophysics [6-9]. This is certainly due to the complexity of its behavior, characterized for instance by polymorphism with the presence of different competitive structures [10], but also by the combination of a flexible backbone with a rigid core that makes its dynamics rather peculiar [11]. Furthermore, it is important to precisely unravel the distortions induced in the DNA structure by the presence of lesions [12]. Indeed, the influence of large structural modifications can be related to the rate of repair of specific lesions and hence to their toxicity. At the same time, it is still important to achieve a good comprehension of the aggregates formed by the interaction between DNA and relatively small endogenous or exogenous compounds that may subsequently induce lesions for instance through photosensitization [13-20]. Indeed, especially in the case of non-covalent sensitization, the interactors may present different competitive interaction modes that are usually hard to access, for instance by using X-ray crystallographic techniques [21, 22]. The former subject should not be underestimated since it is not only related to the study of the induction of DNA lesions, but may also be exploited in the efficient design of selective chemotherapeutic agents, in particular for photodynamic therapy treatments [23-26]. Even in the case of non-sensitized DNA, it is indeed suitable to characterize
the different structural and dynamical characteristics as a function of the DNA sequence, since the former may have quite strong influences on the biological activity. In particular, one may want to access non-conventional DNA structures, i.e., DNA sequences that present a structure quite different from the conventional double helix. On that respect, we may cite the so-called G-quadruplexes [27], common for guanine-rich sequences and present in telomeres, where they exert an important biological role, regulating cell apoptosis [28], as well as in important noncoding regions of the genomes such as the ones regulating gene expression [29]. For those reasons, G-quadruplexes are emerging as a privileged target for the design of novel promising chemotherapeutics with enhanced selectivity and hence reduced side effects [30].

DNA being an inherent dynamic macromolecule, it is also crucial to follow the influence of environmental conditions, such as salt concentration or ionic strength, on the structure and the dynamics. Obviously, such an objective cannot be pursued by crystallographic techniques.

A method of choice to study the structure and dynamic of DNA large fragments, as well as stacked materials [31] such as liquid crystals, is the electronic circular dichroism (ECD) [32-36]. Indeed, because of their regular arrangements, for instance double helix, the non-chiral DNA components (nucleobases) are embedded in a chiral environment that induces a supramolecular dichroism signal [19, 20, 35-37]. The advantage of such a technique is due to the fact that supramolecular dichroism is extremely sensitive to the difference in the geometrical arrangements of the individual chromophores and hence to the DNA structural properties. Furthermore and despite its simplicity, induced circular dichroism signals can be efficiently used to differentiate the different binding modes of DNA sensitizers.

On the other hand, because of the extreme sensibility of ECD and the rich density of information embedded, the fine interpretation of the experimental spectra, and in particular drawing connections with the precise structure, is somehow quite complicated, or even impossible. Most often, indeed, one relies on rather empirical "rules of the thumb" to connect ECD signals to structural patterns.

Such a situation is precisely the one for which molecular modeling and simulation can be of extreme help. Indeed, by opportunely using molecular dynamics (MD), one may have access to the different DNA conformations. It can then be possible to model the spectroscopic signals using quantum mechanics (QM) on selected MD snapshots. As an example, one of us has recently proposed a specific ECD signature for a novel DNA/benzophenone interaction mode [19, 20]. Also a combined experimental and theoretical study on a very small model has been recently reported [36].

Although attractive, in the case of supramolecular dichroism, and in particular DNA ECD modeling, particular care should be taken in the treatment of the environmental effects. Indeed, DNA chromophores being embedded in a complex inhomogeneous environment, a multiscale treatment based on hybrid quantum mechanics/molecular mechanics ( $\mathrm{QM} / \mathrm{MM}$ ) is compulsory to correctly reproduce the excited state energies and the spectroscopic properties, as shown by some of us for similar systems [13-17, 38]. Furthermore, the case of supramolecular-induced dichroism is even more complex since the experimental signal results from the coupling and interaction of many different chromophores. Therefore, without using appropriate effective Hamiltonian description of the problem, such as the one proposed by Frenkel, the size of the QM partition would grow so much to make the problem untreatable.

In the present contribution, we propose to use the Frenkel exciton theory [39-41], coupled with a QM/MM description of the excited states to recover the ECD spectra of different DNA sequences. The conformational space of the original sequences has been explored by classical MD techniques. By comparing effective Hamiltonian results with the ones obtained by an extended QM partition, we show how the simple Frenkel techniques proves effective in such respect and may be efficiently used to study ECD signals of complex DNA/sensitizers aggregates.

### 1.1 Theory

The easiest way to study the excited states of non-covalently interacting chromophores ( $\pi-\pi$ stacking) is to consider the exciton model [39, 40]. If we consider for simplicity a dimer composed of the monomers $\phi_{A}$ and $\phi_{B}$, the global excited states may be constructed as the linear combination of individual monomer's excitations:
$\left|\psi_{ \pm}\right\rangle=c_{ \pm}^{a}\left|\phi_{A}^{\dagger} \phi_{B}^{0}\right\rangle \pm c_{ \pm}^{B}\left|\phi_{A}^{0} \phi_{B}^{\dagger}\right\rangle$
where $\left|\phi_{A}^{\dagger} \phi_{B}^{0}\right\rangle$ represent an excitation on the monomer A. In order to obtain the global excitation energies as well as the eigenstates defining the exciton wavefunction, one may write a secular equation and diagonalize an effective Hamiltonian matrix $\boldsymbol{H}$ whose elements will be:
$H_{i i}=\varepsilon_{i}, H_{i j}=\left\langle\phi_{i}^{\dagger}\right| \hat{H}\left|\phi_{j}^{\dagger}\right\rangle$
where the diagonal elements $\varepsilon_{i}$ are the excitation energies on the monomer $i$, while the off-diagonal elements represent the coupling between the different excited states. In practice, the coupling between the monomers will break the degeneracy between the excited states giving rise to two transitions. Nevertheless, since the coupling is usually
quite weak, the two transitions will normally be embedded in the vibronic band of the absorption spectra. However, in the case of chiral aggregates, such as helical arrangements, the two transitions may have different signs of the rotatory strengths and therefore they can be easily differentiated in the spectrum. Obviously, the extension to the case of a multichromophoric system is trivial. Although some more complicated schemes using the coupling between the monomers' excited state density matrices exist [42-44], the simplest formalism consists in simply considering the coupling between the monomeric transition dipoles as well as their distances and orientations. In this case, the Hamiltonian matrix elements simply become:
$H_{i j}=\frac{\mu_{i} \cdot \mu_{j}}{\left|R_{i j}\right|^{3}}-3 \frac{\left(\mu_{i} \cdot R_{i j}\right)\left(\mu_{j} \cdot R_{i j}\right)}{\left|R_{i j}\right|^{5}}$
In Eq. 3, $\mu_{i}$ is the transition dipole moment of the monomer $i, R_{i j}$ is the distance vector relying the center of charges of the two chromophores $i$ and $j$, and $\left|R_{i j}\right|$ is its module. Upon diagonalization of the H matrix, one gets the eigenvalues $\varepsilon$, i.e., the excitation energies and the matrix $\boldsymbol{U}$ whose columns store the different eigenvectors. The absorption oscillator strengths for an exciton state k will therefore be proportional to:
$f_{k}=\sum_{i, j}\left(\mu_{i} \cdot \mu_{j}\right) U_{i k} U_{j k}$
while the rotatory strength vector to:
$r_{k}=\sum_{i, j} \varepsilon_{k}\left[R_{i j}\left(\mu_{i} \cdot \mu_{j}\right)\right] U_{i k} U_{j k}$
For ECD in the case of homogeneous solution, the final spectroscopic observable intensity will simply be the average over the three components of the $r_{k}$ vector.

### 1.2 Computational details

Two Watson- and Crick-paired double-helical B-DNA strands (poly[d(AT)] and poly[d(CG)] of 15 pairs each) were created in silico using the nucleic utility code implemented in Amber facilities [45]. The strands were then solvated in a $10.0 \AA$ water solvation boxes (truncated octahedron). Water molecules were modeled using TIP3P model while $\mathrm{Na}^{+}$cations have been added to ensure the neutrality of the systems. The molecular dynamics simulations were performed using the AMBER99 force field with the bsc0 correction, developed for DNA [46]. Periodic boundary conditions and the particle mesh Ewald summation have been used throughout. Global simulations were divided into five steps. A first step consisted in the relaxation of the water box conformation over 8000 steps ( 4000 using the steepest descent algorithm and 4000 with the conjugated


Fig. 1 Representative snapshots of the DNA structures of the two double strands poly[d(GC)] on the right and poly[d(AT)] on the left. The central base pairs included in the Frenkel Hamiltonian are evidenced in licorice representation
gradient), followed by the relaxation of DNA and solvent. The system was then heated up from 0 to 300 K in the NVT ensemble and equilibrated in the NPT ensemble to reach a pressure of 1 atm during 20 ps . Finally, $10-\mathrm{ns}$ production runs were carried out again in the NPT ensemble. From the previous trajectories, 40 snapshots were extracted in order to compute the vertical electronic excitations of each DNA base using our QM/MM method [47, 48]. The QM/MM frontier was placed at the junction between the sugar and the nucleobase, and the dangling bond was treated with the link-atom scheme [47]. The quantum parts of the computations were conducted at the time-dependent density functional theory (TDDFT) level using the M06-2X [49] density functional and the $6-311+G(d)$ basis set [50]. In the case of poly[d(AT)], the energies of the four first excited states of each base were determined as well as their electronic transition dipole moments, while the six first excited states were calculated for the poly[d(CG)]. Excitation energies and transition dipole moments were used to build the Frenkel Hamiltonian and simulate the ECD of the DNA.

To assess the validity of the model, ECD spectra obtained with the Frenkel model have been compared to the ones obtained from the ab initio QM/MM calculations of a total of four DNA nucleobases constituting two nearby base pairs. Representative structures obtained from the molecular dynamic trajectories are reported in Fig. 1 with the bases put in the QM partition evidenced in licorice representation. Excited states have been calculated on top of ten snapshots extracted from the corresponding molecular dynamic trajectories. TDDFT level was used with the $6-311+G(d)$ basis set and the M06-2X functional.


Fig. 2 ECD spectra for a poly[d(AT)] (left panel) and poly[d(CG)] (right panel) obtained with the Frenkel Hamiltonian or a full QM/MM approach on the two central base pairs. Wavelengths in nm, intensities in arbitrary units

Thirty-two excited states were calculated for poly[d(AT)] and 48 states for poly[d(CG)], this correspond to highest excitation energies of about 6.5 and 6.6 eV , respectively.

It is important to underline that for both the ab initio protocol and the Frenkel semiempirical Hamiltonian, the excited states of each individual monomer have been calculated using a QM/MM approach. More particularly, and thanks to the original electrostatic response of the environment (ERS) technique [47] mechanical, electrostatic and polarizable embeddings are accounted for.

All the QM/MM computations were performed using a local modified version of Gaussian 09, Revision B0.1 [51], coupled with Tinker [52]. Spectra band shapes have been obtained convoluting each vertical transition of each snapshot with a Gaussian function of full width at halflength of 0.2 eV . Frenkel Hamiltonian ECD spectra have been obtained using a code developed in our laboratory to post-process Gaussian 09 outputs and publicly available under GPL license. DNA global deformation parameters have been calculated using the Curves+ code developed in Lavery group [53], and the reader may refer to ref. 53 for the description of the collective deformation modes.

## 2 Results and discussion

In order to assess the performance of the simple Frenkel Hamiltonian approach in Fig. 2, we report the comparison of the ECD spectra obtained considering a subsystem composed of the two central base pairs, treated with the Frenkel effective Hamiltonian or calculating at ab initio QM/MM level (QM approach) the excited states for the four bases supersystem. For both double strands, one may notice that the QM approach leads to systematically red-shifted maxima compared to the effective Hamiltonian. Indeed, it
appears that the maxima are systematically shifted by about $10-15 \mathrm{~nm}$ in a consistent way among different bands and different strands.

On the other hand, the band shapes for both systems appear to be quite correctly reproduced, as it is confirmed by the figure presented in Supplementary Information where we have applied a shift of $8 \mathrm{~nm}(0.17 \mathrm{eV})$ for poly[d(AT)] and $15 \mathrm{~nm}(0.35 \mathrm{eV})$ for poly[d(CG)] to the Frenkel Hamiltonian wavelengths. Indeed, after the shift, almost all the bands appear quite well superimposed. In the case of poly[d(AT)] strand, one can see the low-intensity positive maxima at longer wavelengths followed by a strongly negative band (at about 245 nm ). Note, however, that the low-energy positive maximum is much more intense when considering the Frenkel approach. Poly[d(GC)] presents a more complex structure with a large positive band at lower energy ( $260-240 \mathrm{~nm}$ ) followed by a negative band at about 230 nm ; note, however, that the relative intensity of the negative band when using the Frenkel Hamiltonian appears reduced compared to the full QM/ MM one. It is, however, evident, and despite some discrepancies, that even the crude Frenkel approximation used here is able to correctly recover the main features of DNA ECD provided the energy shift is taken into account. Note also that all the transitions are mainly of valence $\pi-\pi^{*}$ nature, charge-transfer transitions appearing only at higher transition energies; this fact also justifies the use of the Frenkel Hamiltonian that does not take into account charge-transfer.

In Fig. 3, we report the analysis of the convergence with the number of monomers, i.e., the DNA nucleobases included in the Frenkel model Hamiltonian for the two representative DNA fragments. To facilitate comparison, the intensities have been renormalized per number of base pairs. From the spectra reported there, we may evidence a relatively fast convergence of the Frenkel ECD spectra.


Fig. 3 Simulated ECD spectra using the Frenkel Hamiltonian for poly[d(AT)] (left panel) and poly[d(CG)] (right panel). An increasing number of bases were included in the model Hamiltonian to check the convergence. Wavelengths in nm, intensities in arbitrary units

Indeed, if the simplest model (i.e., the two base pairs) only gives a very approximated picture of the spectrum, the differences between the four and eight base pairs model are much smaller. More in detail in the case of the poly[d(AT)] spectrum, we may evidence the presence of a very lowintensity positive band at around $250-260 \mathrm{~nm}$ followed by a negative band at about 230 nm . The differences in the excitation wavelengths given by the four or eight base pair models are extremely negligible.

The spectrum of the poly[d(CG)] double strand appears again much more complicated, in particular in this case the low-energy band is much larger, extending from 260 to 230 nm , and presents an almost double maxima structure. The first band is followed by a negative band peaking at about 218 nm . Once again, the differences between the eight and four bases model are quite negligible, even if it has to be noted that the eight bases model seems much more suited to capture the complex structure of the first band. Nonetheless, we may quite safely conclude that the four and eight bases models appear as converged and are able to catch the main features of the DNA ECD spectra.

Indeed, even if a direct experimental comparison appears difficult since ECD spectra are extremely sensible for instance to salt concentration, we may note that our simulated spectra reproduce quite nicely experimental data as the ones reported by Kypr et al. [32], in particular concerning the presence of the low-intensity positive band followed by the important negative one for poly $[\mathrm{d}(\mathrm{AT})]$ strands as well as the large and complex positive band shown by the poly $[\mathrm{d}(\mathrm{CG})]$ strand. It has, however, to be cited that the intensity of the lower-energy positive band evidenced in the experimental poly[d(AT)] spectrum is strongly reduced in our model.

In all the previous calculations, we have reported results only for bases embedded in the central regions of the double strand, i.e., far from the borders. However, since we are using a finite strand, we may wonder whether the influence of border effects can induce important modification in the calculated ECD spectra.

In Fig. 4, we report the ECD spectra obtained including all the 15 base pairs constituting our two model strands in the Frenkel Hamiltonian. We can immediately see two very different situations, indeed the poly[d(AT)] strand present a spectrum that is absolutely coherent with the features evidenced by the eight base pairs model. On the other hand, the poly[d(CG)] strand gives now a spectrum that looks almost specular compared to the one obtained with the eight base pairs that satisfactorily reproduced the experimental measurements.

Indeed, the reason for such discrepancy should not be found in a bad convergence of the model, and on the contrary, the 15 base pairs spectrum is indeed plagued by border effects due to the terminal bases. This fact is rationalized in Fig. 5 in which we see that the general features of the 15 base pairs spectrum are strongly dominated by the edge bases. Indeed, the external bases at the $3^{\prime}$ and $5^{\prime}$ extremities have a total different spectroscopic signature compared to the central ones and are characterized by a negative band at higher wavelengths and a positive one at lower ones. Since incidentally the border bases ECD spectrum happens to have absolute values of the intensity that is almost double compared to the one calculated from the internal bases, the 15 bases spectrum will not be representative of a general and longer poly[d(CG)] B-DNA fragment.

Although no real ejection from the stacked structure of the terminal bases is observed all along the dynamic trajectory, we may observe a larger deviation from the ideal


Fig. 4 Simulated ECD spectra calculated including all the 15 base pairs in the Frenkel Hamiltonian. Poly[d(AT)] in the left panel and poly[d(CG)] in the right panel, respectively. Wavelengths in nm , intensities in arbitrary units


Fig. 5 Calculated ECD spectra for the poly[d(CG)] strand considering the 15 base pairs, only the eight central base pairs and the eight base pairs at the extremities. In the last case, we took four base pairs at the $3^{\prime}$ end and the four others at the $5^{\prime}$ border. Wavelengths in nm, intensities in arbitrary units
helical structure in the case of the poly $[\mathrm{d}(\mathrm{CG})]$ strand than in the case of the poly[d(AT)].

This aspect can be also be quantified using the global intra- and inter-base DNA deformation parameters [53]. Indeed, the terminal base of poly[d(CG)] strands experiences an average deviation from an ideal B-strand of about $20^{\circ}$ for the "buckle" and "propel" angle and of about $14^{\circ}$ for the "opening," and in contrast, central bases are not exceeding $10^{\circ}$ deviations. The same behavior is found for the inter-base parameters with about $20^{\circ}$ deviations for "tilt" and "roll" and $15^{\circ}$ for the twist angles in the case of the poly[d(CG)] border bases. On the other hand, all the poly[d(AT)] parameters experience very limited deviations from the ideal B-DNA structure (smaller than $10^{\circ}$ ). Anyway, one would need longer molecular dynamics,
with timescale approaching the $\mu \mathrm{s}$, as well as longer DNA strands to extract all the structural information related to the border and sequence effect.

Anyway from that last analysis, it is evident that extreme care should be taken to avoid border effects using sufficiently long enough DNA fragments. Luckily enough due to the fast convergence of the Frenkel Hamiltonian ECD with the number of bases pairs, this aspect should not impose too heavy constraints in the calculation of circular dichroism spectra.

## 3 Conclusions

We have reported the simulation of ECD spectra for two different representative DNA double strands. Our proposed protocol consisted in the combination of molecular dynamic to obtain a reasonable sampling of the configuration space explored by the DNA fragments with QM/MM to obtain the properties of excited states of single chromophores. By comparison with larger QM treatment of multichromophoric ensemble of DNA nucleobases, we have validated the extremely simple Frenkel Hamiltonian approach to obtain a good simulation of ECD spectra. We have also evidenced the necessity to take extreme care to avoid unphysical border effects that could give unreliable spectra. However, we have shown that the convergence with the number of base pairs included in the effective Frenkel Hamiltonian is relatively fast, and hence, it allows an easy and efficient calculation of those properties.

The validation of our protocol gives us a general strategy to study and interpret ECD spectra of complex DNA aggregates, for instance, it will allow us to model the differences induced in DNA spectrum upon interactions with sensitizers, as well as to efficiently study induced circular
dichroism. Another possible extension of the protocol will be the study of non-canonical DNA structures such as G-quadruplex also in interaction with potential antitumoral drugs.
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