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Chapter 1

Ecological Systems, Introduction

Rik Leemans

It is estimated that there are roughly 8 million animal species, 600,000 fungi,

300,000 plants, and an unestimated number of microbial species on earth. It is

further estimated that only about 25% of the animal, fungi, and plant species have

been identified as yet. Further, the interactions among these species and their

physical environment are known to an even lesser degree. Meanwhile, the earth’s

biota faces the prospect of climate change which may be either slow to manifest or

extremely rapid, as we pass through a potential tipping point. In addition, human

population is set to grow by two billion by 2045 from a present seven billion. This

would certainly be rated as a population explosion, and these numbers together with

expected (and hoped for) economic growth will stress the entire ecology of the

earth. The question is how to cope with all of the above. That is actually the subject

and goal of this entire Encyclopedia and our team of well over 700 scientists and

engineers, and also the subject of this section from an ecological systems viewpoint.

Our objective in this section is to provide a significant portion of the scientific and

engineering basis of the systems ecology of the earth and to provide this in

14 detailed entries written at a level for use by university students through

practicing professionals. Our approach is to recognize that we cannot wait for

a complete data set for the biota before assessing and planning and acting to

preserve the ecological balance of the earth. Therefore, methodology is presented

aimed at identifying the key interactions and environmental effects and enabling

a systems level understanding even at our present state of factual knowledge.

For, ease of use by students, each entry begins with a glossary of terms, while at

an average length of 20 print pages each, sufficient detail is presented for utilization
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by professionals in government, universities, and industry. The reader is also

directed to the closely related sections: Earth System Monitoring, Introduction

and also Transport and Fate of Chemicals in the Environment, Introduction.

Each of the entries is summarized below.

Ecosystems, Adaptive Management – Adaptive management is an approach to

natural resource management that emphasizes learning through management

based upon the philosophy that knowledge is incomplete and much of what is

thought to be known is actually wrong, but despite uncertainty managers and

policymakers must act. This entry includes: Structure Decision Making, Participa-

tory Active Adaptive Management, Adaptive Governance, and Adaptive Manage-

ment and Law.

Marine Biogeochemistry – The biogeochemistry of the world oceans has been

studied for many decades, and major advances in understanding have been linked

with development of new techniques and tools that allow the accurate representa-

tion of various organic and inorganic pools within the water. It has been shown that

some critical bioactive compounds (containing the elements: carbon, nitrogen,

phosphorus, oxygen) occur with particular atomic ratios to one another that are

relatively invariant over space and time pools. The following cycles are presented

in detail: carbon ocean Acidification, nitrogen and phosphorous, iron (including

iron ocean fertilization), sulfur, and oxygen.

Atmospheric Biogeochemistry – Biogeochemistry represents the interaction of

biology, chemistry, and geology in the Earth system. For many processes, an

understanding of biological uptake and emission, chemical processing, and geo-

logical sequestration is necessary to resolve the sources and sinks of a particular

constituent. For example to discover the sources and sinks of atmospheric carbon

dioxide, it is important to understand how biota take up carbon dioxide and

chemically convert the carbon to organic carbon, and then how this organic carbon

is used either to produce energy by biota or is deposited to the land or ocean surface

and can become sequestered in geological formations. Often when biogeochem-

istry is referred to, one refers to the nutrient cycling of important nutrients.

Atmospheric biogeochemistry, as defined in its narrowest sense, is the flux of

nutrients and pollutants important for biogeochemistry through the atmosphere. In

its broadest sense, atmospheric biogeochemistry is the interaction of the atmo-

sphere and atmospheric processes with the biogeochemistry of the earth system.

This broader definition is used here.

Ecological Succession and Community Dynamics – Ecological succession and the

dynamic change of communities is one of the pillars of modern ecology and it has

considerable influence on sustainability science. The processes that drive succession

and the regularly of patterns of succession have been the topic of considerable debate

over the past century – due in no small part to the importance of the concept to basic and

applied ecology. Succession is at its simplest level the pattern of change in ecological

communities and these changes can be read on the landscape if one knows regional

history or conversely can be used to interpret a landscape’s history.
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Ecosystem Engineers, Keystone Species – This contribution focuses on two eco-

logical phenomena. The first is “keystone species” which is defined as a species

(mostly of high trophic status) whose activities exert a disproportionate influence

on the patterns of species occurrence, distribution, and density in a community. The

second is the concept of “ecosystem engineers” defined as organisms that directly

or indirectly modulate the availability of resources (other than themselves) to other

species by causing physical state changes in biotic or abiotic materials. Models

have shown that the loss of species with a large number of trophic interactions can

trigger high numbers of secondary extinctions with serious consequences for

species persistence. The importance of keystone species can also be strongly linked

with ecosystem engineering. For example, the large impact of sea otters in kelp

forest ecosystems results from the coupling between engineering effects and

a trophic cascade.

Ecosystem Services – This entry provides an overview of issues concerning the

identification, biophysical and economic characterization, and safeguarding of

ecosystem services. The concept of ecosystem services has a long written history,

reaching back at least as far as Plato. This review history focuses on recent

advances such as the Millennium Ecosystem Assessment, and advances in spatial

modeling, economic valuation, and policy implementation. Examples of novel

finance and policy mechanisms, including water funds, marine spatial planning,

land-use planning and human development, and global policy efforts are presented.

The entry concludes with a discussion of the largest research and implementation

challenges in this field, identifying the issues that will frame the future growth of

the concept of ecosystem services.

Ecosystems and Spatial patterns – Ecological processes such as forest disturbances

act on ecosystems at multiple spatial and temporal scales to generate complex

spatial patterns. These patterns in turn influence ecosystem dynamics and have

important consequences for ecosystem sustainability. Analysis of ecosystem spa-

tial structure is a first step toward understanding these dynamics and the uncertain

interactions among processes. Quantitative characterization of spatial patterns and

their rates of change in natural environments are essential to understanding

ecological processes and to inform sustainable management techniques that aim

to minimize degradation and alteration of ecosystem dynamics. This entry covers:

sources of heterogeneity, spatial analysis, spatial analyses within the ecosystem

and spatial analyses among ecosystems.

Ecosystem Flow Analysis – It is necessary to understand the ecosystem as

a thermodynamic system and how the energy flows enter, interconnect, and disperse

from the environmental system. Ecological network methodologies exist to inves-

tigate and analyze these flows. In particular, partitioning the flow into boundary

input, non-cycled internal flow, and cycled internal flow shows the extent to which

reuse and recycling arise in ecosystems. The intricate, complex network structures

are responsible for these processes all within the given thermodynamic constraints.

Design of sustainable human systems could be informed by these organizational
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patterns, in order to use effectively the energy available. This entry demonstrates

the need for flow analysis, provides a brief example using a well-studied ecosystem,

and discusses some of the ecosystem development tendencies which can be

addressed using ecosystem flow analysis.

Ecotones and Ecological Gradients – Ecotones are areas of steep transition between

ecological communities, ecosystems, or ecological regions (such as Mediterranean

and desert). Ecotones often occur along ecological gradients. Such gradients are

created as a result of spatial shifts in elevation, climate, soil, and many other

environmental factors. Ecotones commonly coincide with areas of sharp climatic

transition along environmental gradients. They occur at multiple spatial scales,

from continental-scale transitions between major biomes to small-scale ecotones

where local vegetation communities and microhabitats coincide. They show

a diversity of boundary types that range from natural boundaries (e.g., altitudinal,

latitudinal transitions) to human-generated ecotones (e.g., forest clear-cut edges or

urban ecotones). Ecotones have been studied in the past four decades in an

ecological context and in recent years are receiving increasing attention in the

context of biodiversity conservation. Various studies have shown that species

richness and abundances tend to peak in ecotonal areas, though exceptions to

these patterns occur. Ecotones are “natural laboratories” for studying a range of

evolutionary processes, such as the process by which new species form, also termed

speciation. Recent evidence suggests that ecotones may serve as speciation centers.

Some researchers argue that ecotones deserve high conservation investment, poten-

tially serving as speciation and biodiversity centers. Because ecotones are often

small in size and relatively rich in biodiversity, conservation efforts in these areas

may prove to be an efficient and cost-effective conservation strategy.

Invasive Species – This entry describes the causes and consequences of biological

invasions, by synthesizing concepts from population biology, community ecology,

evolution, biogeography, and conservation biology. First, the patterns and process

of invasion are explored; then, some of its potential ecological and socioeconomic

impacts are examined. Some major hypotheses and theoretical concepts explaining

patterns of colonization and impact are presented. Next, management approaches to

assessing, preventing, and mitigating this problem are considered. The entry ends

with a brief glimpse at some of the emerging issues that will likely be the foci of

future research.

Landscape Ecology – Landscapes are spatially heterogeneous areas characterized

by diverse patches that differ in size, shape, contents, and history. When spatial

heterogeneity is considered, scale matters and hierarchy emerges. Landscape ecol-

ogy is the science and art of studying and improving the relationship between

spatial pattern and ecological processes on a multitude of scales and organizational

levels. In a broad sense, landscape ecology represents both a field of study and

a scientific paradigm. As a highly interdisciplinary and transdisciplinary enterprise,

landscape ecology integrates biophysical and analytical approaches with humanis-

tic and holistic perspectives across natural and social sciences. Landscape ecology
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was initially developed in Europe. With theoretical developments in spatial ecology

and technological advances in remote sensing and geospatial information

processing, landscape ecology became an internationally recognized field of

study in the 1980s. The most salient characteristics of landscape ecology are its

emphasis on the pattern-process relationship and its focus on broadscale ecological

and environmental issues. Key research topics in landscape ecology include eco-

logical flows in landscape mosaics, land use and land cover change, scaling,

relating landscape pattern analysis with ecological processes, and landscape con-

servation and sustainability.

Species Competition and Predation – Competition and predation are key

interactions between species, and are major foci of thought and study in community

ecology. They are believed to be major forces structuring natural communities,

having critical roles in the determination of species diversity and species composi-

tion, and are regarded as important drivers of evolutionary processes. The

relationships between the niches of different species determine how they interact

through competition and predation, which then have key roles in assembly of local

communities, and their reassembly following perturbations. Niches define patterns

of linkages between species, their resources, and their natural enemies. These

patterns include how linkages change over time, and between different spatial

locations, and define mechanisms by which similar species are able to coexist by

their effects on competition and predation relationships. The human element in the

environment has profound effects on these phenomena. Changing the environment

shifts interactions between species, and profoundly modifies the structure of food

webs. In the modern day, there is much community reassembly, potentially involv-

ing major shifts in competition and predation. Humans transport invasive species

that act as predators, prey, and competitors with potentially major effects on the

community reassembly process.

Species Diversity Within and Among Ecosystems – Species diversity is a function of

species richness, the number of species in a given locality and species evenness, the

degree to which the relative abundances of species are similar. Commonly used

quantification methods include constructing mathematical indices known as diversity

indexes (the Shannon, Simpson, andMargalef indexes being the most widely used) or

comparing observed patterns of species abundance to theoretical models. The scale of

assessment may range fromwithin a single site or habitat (known as a diversity) to the

difference between two or more sites (b diversity); which can then be combined to

give g diversity – the diversity of the landscape. Early research tended to be

concentrated on largely a diversity, but there has been a marked increase in studies

investigating b and g diversity during the last decade. The species richness aspect of

diversity is often considered the iconic measure of biodiversity since it is well defined

and aligns with our intuitive sense of the concept. As the species level is the level at

which living organisms are most widely known, species have become the major

taxonomic rank for describing biodiversity. Along with populations, it is also the

level that most scientists, managers, and policy makers use when referring to

biological diversity and it provides a useful means for both monitoring and priority
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setting. As the species level is one of three fundamental levels of biodiversity

(the others are the genetic level and the ecosystem/community level), species diversity

is thus an important component of conservation.

Urban Ecology – Within the science of ecology, urban ecology is defined as the

study of structure, dynamics, and processes in urban ecological systems. Urban

ecology is the study of the relationships of human and nonhuman organisms in

urban areas, the interactions of these organisms with the native and built physical

environment, and the effects of these relationships on the fluxes of energy,

materials, and information within individual urban systems and between urban

and nonurban systems. Urban ecology applies the methods and concepts of the

biological science of ecology to urban areas, but requires and integrates with

the concerns, concepts, and approaches of social sciences to produce a hybrid

discipline. Urban ecological systems include individual organisms, populations,

communities, and landscapes, as well as buildings and infrastructure. Urban

ecology further recognizes specific urban ecosystems as a part of the global bio-

geochemical, economic, and human demographic system.
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Chapter 2

Atmospheric Biogeochemistry

Natalie M. Mahowald

Glossary

Aerosol A solid or liquid suspended in the atmosphere. The definition

usually does not include cloud droplets, although many aerosols

have water vapor on their surfaces.

Dry deposition Removal process for gas and aerosol species in which the species

are deposited onto the lower surface due to either turbulent fluxes

(overturning air) forcing the constituent to hit and stick to

the surface, or from gravitational settling of aerosols. Gravita-

tional settling is the dominant mechanism for removal for larger

aerosols.

Lifetime The atmospheric lifetime of a constituent describes how long the

constituent will remain in the atmosphere. It is typically calcu-

lated by dividing the total amount of the constituent in

the atmosphere by the total flux out of or into the atmosphere.

The flux can be due to atmospheric chemical reactions, and/or

exchanges between other reservoirs in the earth system (e.g., land

or ocean). This lifetime is an e-folding lifetime; if one starts with

an initial perturbation of the constituent, the amount of the pertur-

bation remaining after a length of time equal to the lifetime is

equal to 1/e of the original value of the perturbation.
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Wet deposition Process by which an atmospheric constituent is removed by precipi-

tation. This is especially important for water-soluble and aerosol

species.

Definition of the Subject and Its Importance

Biogeochemistry represents the interaction of biology, chemistry, and geology in

the Earth system. For many processes, an understanding of biological uptake and

emission, chemical processing, and geological sequestration is necessary to resolve

the sources and sinks of a particular constituent. For example, to discover the

sources and sinks of atmospheric carbon dioxide, it is important to understand

how biota take up carbon dioxide and chemically convert the carbon to organic

carbon, and then how this organic carbon is used either to produce energy by biota or

is deposited to the land or ocean surface and can become sequestered in geological

formations. Often when biogeochemistry is referred to, one refers to the nutrient

cycling of important nutrients. Atmospheric biogeochemistry, as defined in its

narrowest sense, is the flux of nutrients and pollutants important for biogeochem-

istry through the atmosphere. In its broadest sense, atmospheric biogeochemistry is

the interaction of the atmosphere and atmospheric processes with the biogeochem-

istry of the earth system. This broader definition is used here. The hydrologic cycle

is one of the most important biogeochemistry cycles, and is a worthy topic of its

own. It is discussed in several other sections of this encyclopedia (e.g., Climate

Change and Global Water Sustainability, Water Resource and Quality Management

for Adaptation to Climate Change, Water Availability and Quality, Sustainable).

Introduction

Atmospheric biogeochemistry is increasingly relevant for today’s society, as

evidenced by the changing composition of the atmosphere. Atmospheric biogeo-

chemistry views these changes in the composition as part of a collection of changes

to the earth system occurring during the anthropocene. One very serious

sustainability issue at the core of atmospheric biogeochemistry is the accumulation

of carbon dioxide in the atmosphere. This is a result of human emissions of carbon

dioxide both directly from fossil fuel burning, and from land use change, especially

tropical deforestation [1]. Interestingly, only about ½ of the carbon dioxide emitted

into the atmosphere remains there: The rest is taken up by the land and ocean. This

important negative feedback on human emissions of carbon dioxide is a result of

biogeochemical cycling of carbon in the system. As human emissions of carbon

dioxide grow, it is not clear that the land and the ocean will be able to keep up, and
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thus more of the carbon dioxide is likely to stay in the atmosphere [2]. Some studies

suggest that warming itself leads to less carbon dioxide being taken up by the land

and ocean [2], although this also depends on the cycling of other nutrients such as

nitrogen as well [3]. Thus understanding the biogeochemistry of carbon is required

to understand how much carbon can be emitted in the future.

The atmospheric transport and subsequent deposition of trace gases and aerosols

can provide an important mechanism for circulation of different constituents.

Whether this deposition serves as a nutrient or a pollutant usually depends on the

deposition level, as well as the ability of the biota to process these compounds.

Some compounds can be nutrients at low levels, but pollutants at high levels. Thus,

referring to the atmospheric transport of nutrients and pollutants as “atmospheric

biogeochemistry” allows for these changes in impacts depending on amount. For

transport from the land to ocean, many constituents can also be carried by rivers; in

the sections below, the relative importance of atmospheric versus riverine inputs is

discussed. The atmosphere tends to be able to transport species more quickly and

farther distances; however the mass of the atmosphere is much less that of water,

providing a constraint on the amount of constituent the atmosphere can transport.

For the cases of constituent transport from the oceans to land, or upstream on land,

atmospheric transport on short timescales is often the most important, as the only

other mechanism would be geological changes in orography.

The final important aspect of atmospheric biogeochemistry is that it allows us to

understand the composition of the atmosphere, and the fluctuation in this composition,

in an earth system context. Thus understanding atmospheric biogeochemistry

represents an integrative approach to understanding the atmosphere and its relation-

ship with the land, ocean, and crysophere.

Cycling in the Atmosphere

Since most nutrients cycle through the atmosphere, the atmospheric portion of their

biogeochemistry is important. The most important nutrients to sustain life are

carbon, nitrogen, and phosphorus, but many other nutrients are required. Here

some of the most important nutrient cycles for the earth system are discussed,

and cycles that are being perturbed due to human activities have to be focused upon.

Carbon Cycle

The carbon cycle receives substantial interest today because of the anthropogenic

perturbation of the carbon cycle and the documentation of global warming. The

carbon cycle represents the most important of the nutrient cycles, with the exception

of water, for living organisms because living tissue is primarily composed of carbon.

The dominant form of carbon in the atmosphere is carbon dioxide, a chemically

inactive, but radiatively important species in the atmosphere. The riverine flux

of carbon is 0.8 Tg/year, while the gross land and ocean fluxes with the atmosphere

2 Atmospheric Biogeochemistry 9



are closer to 120 and 70 Tg/year (the net fluxes are closer to zero). This suggests that

changes in the land or ocean carbon balance will be communicated rapidly through

the atmosphere.

Carbon dioxide is removed from the atmosphere, not through chemical reactions,

but through huge fluxes into the land or oceans, with an atmospheric lifetime of

several years (Fig. 2.1 from [4]). In reality, however, the land and ocean fluxes are

reasonably well balanced and it is difficult for all the extra carbon to be taken up,

suggesting that the lifetime of the additional carbon dioxide emitted by humans is on

the order of a few hundred years [4, 5]. However, there will be some carbon (perhaps

20–35%) that stays in the atmosphere for 3–7 kyr, thus the lifetime for atmospheric

carbon dioxide is ambiguous [5].

Carbon dioxide shifts between glacial and interglacial climates are one of the

most robust signals from the ice core records [6], and carbon dioxide tends to be

about 80–100 ppm smaller during glacial periods than during interglacial periods

(like today). These changes in carbon dioxide have not yet been explained, but are

likely to be caused by a combination of colder temperatures, changes in ocean

circulation, and changes in ocean productivity [7]. Indeed these changes in carbon

dioxide are important forcing agents for maintaining the cold temperatures in the

glacial periods [8], and thus must be an integral part of explaining the glacial/

interglacial cycles over the past several hundred thousand years.
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Fig. 2.1 The global carbon cycle for the 1990s, showing the main annual fluxes in PgC/year:

preindustrial “natural” fluxes in black and “anthropogenic” fluxes in red. Gross fluxes generally

have uncertainties of more than �20% but fractional amounts have been retained to achieve

overall balance when including estimates in fractions of PgC/year for riverine transport,

weathering, deep ocean burial, etc. “GPP” is annual gross (terrestrial) primary production.

Atmospheric carbon content and all cumulative fluxes since 1750 are as of end 1994

(Figure from [4])
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Currently, carbon dioxide emissions are increasing, and while preindustrial

values of carbon dioxide were about 280 ppm, current values are over 380 ppm

[4]. The reason for these changes in carbon dioxide values are due to human

emissions of carbon dioxide release from combustion of fossil fuels and deforesta-

tion or other land-use change process. Carbon dioxide emissions currently

(2008) are estimated to be about 8.7 +/� 0.5 PgC/year from fossil fuels, and another

1.5 +/� 0.7 PgC/year from land-use change (e.g., deforestation) [1]. Recent studies

suggest that about 43% of anthropogenic carbon dioxide, from fossil fuel burning or

deforestation, remains in the atmosphere, while the remainder is taken up by the

land or the ocean, with more than half going into the ocean [1]. In the future, it is

likely that less of the carbon dioxide that is emitted will be taken up by the land and

ocean, due to both a saturation of the sinks of carbon dioxide, as well as the impact

of climate change on the carbon cycle [2].

This increasing carbon dioxide in the atmosphere may increase land produc-

tivity and change land biogeochemistry. Higher carbon dioxide levels may allow

plants to better adapt to water stress and can enhance productivity, a process

called the carbon dioxide fertilization effect [9]. It is unclear how strong this

fertilization effect is on land, because of limitation by other nutrients or water

[10, 11]; however, available ecosystem studies support the hypothesis that

increased carbon dioxide will result in higher productivity [9].

Higher carbon dioxide levels will tend to cause the ocean to take up more

carbon, since the atmosphere will be supersaturated with respect to the oceans,

especially in colder regions. This additional carbon dioxide is likely to lead to lower

pH values in the oceans, called ocean acidification [12], and reduce the ability of

calcifying organisms to create skeletons [13, 14]. This has potentially huge

repercussions on ocean biogeochemistry and biodiversity [13, 15].

Carbon also exists in the atmosphere in other forms. The next most important

constituent in terms of atmospheric mass is methane. Methane is formed by the

decay of reduced organic species under anerobic conditions, occurring in wetlands,

in geologic formations, or in the intestines of animals. Methane sources are

estimated to be about 580 Tg/year, with anthropogenic sources (such as fossil

fuel extraction or agriculture) representing 55–70% of the total emissions [4].

Methane is oxidized in the atmosphere by the OH radical with a lifetime of about

9 years, as well as smaller sinks of removal at the surface and photolysis in the

stratosphere [4]. Methane is even more radiatively important than carbon dioxide

on a per molecule basis, and thus its accumulation in the atmosphere is of concern

for global warming. Methane concentrations have increased from �650–1,770 ppb

over the past couple hundred years, largely due to human activity [16]. Methane

oxidation converts the methane into carbon dioxide.

Other important carbon-containing gases include carbon monoxide and non-

methane hydrocarbons. Carbon monoxide is a product of incomplete combustion,

and after carbon dioxide is the largest form of emission of carbon into the atmo-

sphere (1,800–2,700 Tg CO/year) [17]. Carbon monoxide chemically reacts with

the OH radical in the atmosphere, and has a lifetime of about 2 months [17]. The

oxidation of carbon monoxide to form carbon dioxide represents an important sink

of oxidants in the atmosphere [17]. Non-methane hydrocarbons refer to a large
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collection of carbon-containing compounds that are important for tropospheric

photochemistry and the generation of ozone and oxidizing compounds. Non-

methane hydrocarbons undergo oxidation via many mechanisms. The complete

oxidation results in one mole of carbon dioxide for each carbon atom in the original

molecule [17]. The lifetime of non-methane hydrocarbons vary considerably, but

are usually less than the lifetime of methane. They are important for air quality,

since they are precursors to ozone, and may themselves be toxic, but are not

sufficiently abundant to have radiative impacts [17].

Carbon is also a component of atmospheric aerosols, but at much lower

concentrations than the gases described above. These aerosols can, however, be

important for radiation and chemistry, because they exist as a solid in a gas phase.

Sources of carbonaceous aerosols include by-products from combustion

processes, compounds emitted from vegetation, and in situ product from the

condensation of non-methane hydrocarbons.

Nitrogen Cycle

The dominant form of nitrogen in the atmosphere is molecular nitrogen (N2), which

represents over 70% of the air. However, this form is chemically inert and not

biologically available. Thus, the nitrogen cycle usually refers to the cycle of

reactive nitrogen compounds. The dominant form of reactive nitrogen in the

atmosphere is nitrous oxide, a long-lived gas (>70 years), which is destroyed

predominately in the stratosphere by photolysis. The sources of nitrous oxide are

in the soils, as by-products of nitrogen fixation and denitrification processes, which

convert molecular nitrogen to reactive nitrogen and back. Humans have increased

nitrous oxide from 270 to 319 ppb, largely due to an increase in nitrogen fertilizer

application [4]. Emissions of nitrous oxide are estimated to be 11 Tg/year. Nitrous

oxide is a potent green house, and represents the third largest radiative forcing gas

(after carbon dioxide and methane) [4].

Potentially even more important than nitrous oxide are the nitrogen oxides (NO

and NO2), which currently have emissions of more than 140 Tg/year, while

preindustrial emissions were thought to be closer to 30 Tg/year [18]. Nitrogen

oxides are emitted during combustion process, with smaller contributions from soils

and lightning. Nitrogen oxides have a short lifetime in the atmosphere (a few days),

and are important for atmospheric photochemistry and air quality because of their

role in producing ozone [17]. In addition, nitrogen oxides deposit onto the earth’s

surface as they are removed from the atmosphere, and thus move nitrogen from one

region to another in large quantities (e.g., [19]).

Since preindustrial times, emissions and concentrations of ammonia have

increased with current emissions of 52 Tg/year compared with an estimated

22 Tg/year in preindustrial times [18]. Ammonia is emitted predominately from

natural soils and agriculture, with small contributions from oceans and energy use.

Ammonia has a short lifetime in the atmosphere (a few days) and is removed

through wet or dry deposition onto the surface.
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Similar to carbon species, nitrogen is also contained in organic gas species and to

a smaller extent in inorganic and organic aerosols. These species can act as

reservoirs of reactive nitrogen (e.g., [17], and thus be important for atmospheric

chemistry. The fraction of nitrogen species that are in aerosols is dependent on

chemical equilibrium with other aerosols, especially the strong acid sulfate [20]. In

the future, as sulfate emissions decrease, nitrogen aerosols may become more

important in terms of the radiative forcing of the climate as the fraction of nitrogen

in aerosol form increases [20].

Riverine inputs to oceans are thought to be 55–80 Tg/year [21], which is of the

same magnitude as the fluxes of many nitrogen compounds discussed above,

suggesting that the atmosphere plays an important role in the cycling of nitrogen

between the land and ocean.

Because many terrestrial ecosystems are nitrogen limited, the impact of nitrogen

deposition, especially from nitrogen oxides and ammonia, is thought to be large for

land ecosystems [3, 22–25]. Nitrogen is also a limiting nutrient for ocean systems,

and there have been large increases in nitrogen deposition to ocean systems [21];

however, because of the large reservoir of reactive nitrogen in the oceans,

deposition to the oceans is not thought to substantially modify the ocean nitrogen

budget [26].

Phosphorus Cycle

Unlike carbon or nitrogen, most of the phosphorus in the atmosphere is in the

aerosol form, with little phosphorus in the gas phase (e.g., [27]. As phosphorus is

approximately 700 ppm in crustal material, and mineral aerosols (soil particles

suspended in the atmosphere) represent a major source of aerosols, most of the

phosphorus in the atmosphere is in mineral aerosols [28] at about 1.15 TgP/year.

The next largest source is thought to be primary biogenic particles (0.16 TgP/year),

but these aerosols are very poorly understood [28]. Combustion sources from fossil

fuels, biomass burning, and biofuels represent a small source (0.0.7 TgP/year),

while volcanoes and sea salts are thought to provide small amounts as well [28].

Thus, continental regions, especially deserts are the dominant source of atmo-

spheric phosphorus [28].

Aerosols deposited to ocean have a limited residence time in the ocean mixed

layer, before they sink to the ocean floor and become incorporated into the sedi-

ment. Only the fraction of phosphorus which is soluble or bioavailable can contrib-

ute to the phosphorus cycle of the ocean [28, 29]. The bioavailable fraction is often

considered phosphate or soluble-reactive phosphorus [28], and the fraction of

phosphorus in aerosols that is soluble varies from 7% to 100% [28, 29]. Transects

of the North Atlantic suggest that desert dust aerosols average about 10% solubility

[30, 31]; however a gradient in solubility is observed as the particles move away

from the desert dust source area, suggesting that atmospheric processing may make

the phosphorus in aerosols more soluble [30]. Studies in Mediterranean suggest that

acidification, partly due to anthropogenic emissions of sulfur and nitrogen species,
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can make the phosphorus in desert dust more soluble [32]. Non-dust phosphorus is

thought to be much more soluble (�50%), based on studies of European-derived

aerosols in the Mediterranean [28, 33–36].

Phosphine gas (PH3) has been measured in limited studies, with concentrations

of between 0.39 and 2.45 ng/m3 in remote regions and up to 178 ng/m3 in urban

locations or near paddy fields [37–39]. While traditionally, the gas phase transfer of

phosphorus has been considered negligible [28, 40], some of the values listed here

are similar in magnitude as those found for phosphorus in aerosols [28]. This

suggests that phosphine could be an important mechanism for transferring phos-

phorus, yet is not well understood. Small amounts of phosphine could be generated

in soils, agricultural and industrial processes, and lightning, but phosphine in the

presence of sunlight is converted to phosphoric acid [37, 38].

Because phosphorus limitation is thought to be widespread in tropical forests

and savannahs [41, 42], atmospheric deposition of desert dust may play a role in the

long-term viability of tropical soils. For example, it has been suggested that

the atmospheric deposition of desert dust from North Africa is responsible for

the maintenance of the Amazon forest [43], and that deposition from Asia is

important source of phosphorus to the tropical forests in Hawaii on long timescales

[44]. The atmospheric deposition of phosphorus is likely to be important in many

land ecosystems on geological timescales [45]. Forest and grassland ecosystems

can also lose phosphorus through the atmosphere, as primary biogenic particles or

biomass burning particles contain a large proportion of the phosphorus in tropical

forests [46, 47].

The ocean tends to be a net sink of phosphorus from the atmosphere [28], and

since productivity in the ocean is thought to be phosphorus limited on long

timescales [48] and in some regions [49, 50], the atmospheric deposition of

phosphorus could be an important source. Riverine inputs of phosphorus to the

oceans are much larger than the atmospheric fluxes described here (11 Tg/year)

[51]; however this phosphorus is input to the oceans in the coastal regions, and it is

unclear how much of this phosphorus is advected into the open oceans [52].

However, on short timescales, large increases (25%) in phosphorus deposition to

oceans which could be due to human activity [28] is not thought to substantially

impact ocean biogeochemistry, because of the large reservoir of phosphorus already

in the oceans [26].

Sulfur Cycle

Sulfur is an important trace compound in the earth system, used by some

microorganisms for energy. It is commonly found in rocks with smaller quantities

measured in the atmosphere [27]. The atmospheric portion of the sulfur cycle is

important because of the climate interactions of the sulfur species, especially in the

sulfate aerosol form. The sulfur compound with the longest lifetime (5 years) and

most common by mass is carbonyl sulfide (OCS) [27]. The dominant sources

(10 GgS/year) of carbonyl sulfide are the oceans and soils, with small contributions
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from combustion processes and the chemical oxidation of CS2 [27]. Carbonyl

sulfide is destroyed by oxidation in the atmosphere, as well as by stratospheric

phytolysis and uptake by vegetation at the surface [27, 53]. Carbonyl sulfide is

thought to contribute about half of the sulfur that forms the stratospheric aerosol

layer, the other half coming from volcanic emissions [54].

Sulfur dioxide is a naturally occurring compound released from volcanoes and

biomass burning (<10% total) as well as oxidation of the naturally emitted

dimethyl sulfide (�20%), but the dominant source currently are human combustion

activities with a total emission of about 91–125 TgS/year [16, 18]. Once released

into the atmosphere, sulfur dioxide is oxidized within a few days to form sulfate

aerosols. Because sulfate is highly hydrophilic, sulfate aerosols take up water and

make a larger contribution to aerosol-radiation interactions than their mass would

suggest [16]. In addition these aerosols readily interact with cloud droplets to

modify cloud optical properties (aerosol indirect effect on clouds) [16]. Sulfur

dioxide from human emissions is responsible for a large portion of the anthropo-

genic radiation forcing of aerosols [16].

Dimethyl sulfide is a natural source of sulfur gas to the atmosphere from the

ocean, with a magnitude of about 15 TgS/year, which is readily oxidized to sulfur

dioxide and then to sulfate aerosol (lifetime about 1.5 days). This is the dominant

gas phase species of sulfur released from the ocean to the atmosphere. Because of

sulfate aerosol interactions with clouds, it was hypothesized that biota could

modulate their temperature by modifying emissions of dimethyl sulfide [55];

however, recent studies suggest this mechanism is not a dominant mechanism, for

example, under anthropogenic climate change [56].

Sea salts are 7.7% sulfate by weight [57], and represents the largest source of

sulfur to the atmosphere. Approximately 10,000 Tg/year of sea salt aerosols [58] is

emitted into the atmosphere, which translates to 770 Tg SO4/year or 250 TgS/year.

Sea salt aerosols reside in the atmosphere from hours to days, and tend to redeposit

back onto oceans [58], and are important as cloud condensation nuclei [59].

Sulfur moves from the land to the ocean at a rate of approximately 130 TgS/year

[27], which is similar in magnitude to many of the atmospheric fluxes, suggesting

that atmospheric sulfur is an important part of the global biogeochemical cycle.

Iron Cycle

Iron is required in small quantities by almost all organisms (e.g., [48, 60]), and is

often considered a micronutrient. Because some regions of the oceans are iron

limited [61], atmospheric deposition of iron is important for providing new iron to

ocean biota [62]. Riverine inputs of iron are large, but are largely removed in

coastal regions [63]. There is some evidence that the nitrogen-fixing organisms

have larger iron requirements

Similar to the phosphorus cycle, iron resides almost entirely in atmospheric

aerosols, predominately in desert dust. Combustion and other sources of iron are
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estimated to be less than 5% of the total iron in aerosols [64, 65]. Crustal material is

on average about 3.5% iron [66], with some minerals having substantially higher or

lower concentrations [67, 68]. However, estimates and observations suggest that

desert dust aerosols vary in their iron content by only a factor of 2, suggesting that

the high heterogeneity in the soils is mixed in the atmosphere [65, 69]. There are

also small sources of atmospheric iron from volcanoes [70, 71], cosmic dust [72],

and combustion [64].

Because atmospherically deposited dust only resides in the mixed layer of the

ocean for a short time, many researchers consider the soluble fraction of the iron the

most relevant for ocean iota [73]. However, which fraction of the iron is really

bioavailable is not well understood, but is likely to be a small fraction of the total

iron in aerosols (1–80%) (see reviews in [65, 73]). Because the soluble fraction of iron

in soils is much smaller than what is observed in the atmosphere, it is thought that

atmospheric processing of iron is important [73, 74]. It is likely that the acidity and

insolation play a role in processing of iron [73–75]. Some iron-containing minerals

are more easily solubilized than others and iron in combustions is significantly more

soluble than iron in mineral aerosols; these factors complicate our understanding of

iron solubility [68, 76–78] (Fig. 2.2 from [65]).

Some regions of the ocean are iron deficient and additions of iron can result in

phytoplankton blooms [79, 80]; however, there is limited evidence showing
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Fig. 2.2 Skematic representing feedbacks between natural ocean carbon cycle, carbon dioxide

concentrations, and iron inputs also shows humans could be perturbing the iron deposition

(Figure from [65])
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conclusively that a case of deposition of atmospheric iron results in a bloom [81,

82]. Additional atmospheric iron deposition could also lead to increases in ocean

nitrogen, because of the potential for higher iron requirements for nitrogen-fixing

organisms [48, 83]. There is some evidence for this effect [84–86], although some

of these effects may be due to the isotopic signature of direct anthropogenic

nitrogen deposition [87]. It is likely that human changes in iron deposition are

more important than the large increase in direct nitrogen deposition to the ocean,

in terms of both the nitrogen budget of the ocean, as well as carbon dioxide

changes [26, 88].

Estimated changes in soluble iron due to increases in desert dust sources as well

as the increase in atmospheric acidification (associated with more sulfate and nitrate

aerosols) could be as large as a factor of 2–4 globally averaged [65, 89]. Model

results suggest this would lead to an increase in the nitrogen fixation in the oceans,

and a small sink of carbon dioxide [89, 90].

Oxygen Cycle

The atmospheric concentrations of oxygen are one of the clearest indications that

life exists on this planet [27, 91]. The bulk of the atmospheric oxygen is in the

gaseous state, in the form of molecular oxygen (O2), which represents 21% of the

atmosphere. Atmospheric oxygen is changing slightly due to human activity. For

every molecule of CO2 formed through combustion, one molecule of O2 is lost from

the atmosphere, and while small, these changes can be detected and provide

important information about the carbon cycle [92, 93]. This molecular oxygen is

also important as it absorbs high-energy uv light from the sun [94].

The oxygen species that exist in very small quantities in the atmosphere are

extremely important for atmospheric composition, and control the oxidation of

reduced species such as methane or nitrogen oxides. Ozone is produced in the

stratosphere in the presence of high-energy uv light, and this ozone, as well as the

process which generates the ozone, protects life from uv light at very short

wavelengths [17, 94]. This also changes the thermal structure of the atmosphere,

contributing to the increasing temperatures in the stratosphere [94]. Stratospheric

ozone has been impacted by the release of chlorofluorocarbons, which are inert

enough to reach the upper atmosphere, where they are photolyzed [95]. The largest

impact has been in the polar regions, where an “ozone hole” has appeared during

the hemispheric spring, although midlatitude reductions in ozone have also been

observed [96]. In the troposphere, human emissions of nitrogen oxides, carbon

monoxide, and non-methane hydrocarbons have led to an increase in ozone [17].

While the bulk of the ozone remains in the stratosphere, ozone is a highly oxidizing

substance, so that increases in tropospheric ozone impacts human health and

materials [17]. Ozone acts as a greenhouse gas, and the observed changes in

ozone, both in the troposphere and stratosphere, have impacted the radiative

budget [16].
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Oxidation of organic and reduced species in the troposphere is the sink for many

important greenhouse gases (e.g., methane), and other important trace species in the

atmosphere (e.g., sulfur dioxides, nitrogen oxides) [17]. Much of this oxidation

does not occur directly by ozone, but rather by the hydroxyl radical, a by-product of

ozone photochemistry in the troposphere [17]. Because this constituent reacts so

quickly, it is difficult to determine its concentration directly, but it can be deduced

from changes in concentrations in some of the compounds it reacts with [97]. It is

unclear whether humans are increasing or decreasing the hydroxyl radical, and will

continue to do so, because of the complex nonlinear chemistry [16].

Other Cycles

Most elements are cycled in the atmosphere, and because long-range transport is much

faster in the atmosphere than on land or oceans, this transport can be important for

many elements. Here the focus is on a few critical elements for global biogeochemistry.

However, some elements are important for their negative impacts, especially heavy

metals. For example, mercury emissions from humans impacts human and ecosystem

health [98]. Some studies have suggested that atmospheric deposition of heavy metals

far from source areas can adversely impact ocean biogeochemistry [99]. In addition,

atmospheric deposition of acid is thought to reduce the ability of some ecosystems to

retain some nutrients and to negatively impact land and aquatic ecosystems [101–103],

and to enhance ocean acidification [100].

Anthropogenic Modifications to Atmospheric
Biogeochemical Cycles

Direct human emissions of carbon dioxide, sulfur dioxide, and nitrous oxides gases,

as well carbonaceous aerosols, through the increase in combustion that humans use

to generate energy, has substantially increased the sources and atmospheric

concentrations of these compounds [16] (Fig. 2.3). In addition, changes in land

use have increased carbon dioxide, methane, nitrous oxide, and ammonia emissions

[16] (Fig. 2.3). These modifications are likely to continue into the future, with some

decrease in emissions of combustion-sourced compounds estimated (Fig. 2.3)

[101–107]. A combination of climate change and land-use change seems to have

resulted in an increase in mineral aerosol over the past 100 years [89], which

increases the flux of phosphorus and iron. In addition, bioavailable iron and

phosphorus are likely to be even more susceptible to acidity and combustion

sources; thus these compounds have changed more than simply from mineral

aerosol changes over the past 100 years (Fig. 2.3). All of these factors have

accelerated the atmospheric biogeochemical cycling of these compounds.
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Fig. 2.3 Relative changes in green house gas concentrations (a), for carbon dioxide (black),
nitrous oxide (cyan), and methane (red), relative to concentrations in 2000, based on atmospheric

and ice core measurements for the past time period [127–130]. For the future, estimates are based

on the representative concentration pathways estimates for four different scenarios [101–107],

represented by the four lines into the future. Emission changes for important species, all

normalized to 2000 values (b) for sulfur dioxide (black), ammonia (cyan), carbonaceous aerosols
(red), and nitrogen oxides (blue) based on historical estimates [18], and for future estimates, the

representative concentration pathways [101–107]. Deposition changes for bioavailable iron

(black) and phosphorus (blue) are shown relatively to 2000 estimates (c), based on

historical estimates and future estimates, using estimates of desert dust changes from [89],

assuming in the future the model mean for no carbon dioxide fertilization changes in source

area from [131], with iron solubility estimates from [64, 65], scaled by the sulfur dioxide emissions

changes shown in (b), and for combustion soluble iron sources from [64] scaled by the black

carbon emission changes included in (b). For soluble phosphorus (phosphates), desert dust

estimate changes are the same as described for iron, and combustion sources of phosphorus

come from [28], and are scaled by black carbon emissions, included in (b)



Atmospheric Modification to Other Biogeochemical
Components

Atmospheric Biota

Atmospheric aerosols are likely to be composed in part by primary biogenic

particles, or particles derived from the biota, for example, plant or insect bits,

pollen, bacteria, or viruses [108]. Recent estimates suggest less than 5% of the

aerosols are primary biogenic particles [109]. Some small fraction of these biogenic

aerosols may contain viable living cells. While estimates of culturable bacteria are

dependent on the methods used, estimates suggest that some bacteria do remain

viable in the atmosphere, and can perhaps grow again if deposited onto the ground

[110, 111]. Clearly, plants depend on pollen, and fungi on spores, to move genetic

material from one place to another, and some fraction of this pollen and spores can

be carried far from the source [112]. The amount of viable biota moving through the

atmosphere and the importance of this process for global biogeochemical cycling is

not well understood, but deserves future study.

Climate Modification of Biogeochemical Cycles

Changes in atmospheric biogeochemistry can modify climate, which in turn can

also modify land and ocean biogeochemistry. This feedback has been used as

a mechanism for understanding how carbon dioxide can be modulated on long

timescales. For example, it is hypothesized that there are higher temperatures and

more precipitation on land during higher carbon dioxide levels, thus increasing

weathering [113]. This will reduce the atmospheric concentrations of carbon

dioxide levels, acting as a feedback to prevent a runaway green house effect [113].

In the anthropocene, modeling studies have suggested that changes in anthropo-

genic aerosols and mineral aerosol particles can modify precipitation, incoming

solar radiation, and temperature, and therefore modify land and ocean biogeochem-

istry enough to be seen at the global level [89, 90, 114, 115].

The Atmosphere as an Integrator

The atmosphere is the one part of the earth system that is transparent in many

wavelengths of light, and thus can be readily observed using remote sensing

methods. In addition, we live at the interface of the atmosphere and land surface,

and thus have easy access to the lower layers of the atmosphere. This means

that we have much better observations of the state of many biogeochemical

cycles in the atmosphere, than in the land or ocean [16]. Thus understanding
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atmospheric biogeochemistry provides important information for understanding

global biogeochemical cycles.

Transport in Atmosphere

The distance a chemical travels from its source region is highly dependent on its

atmospheric lifetime. Many of the biogeochemically relevant gases discussed

above are long-lived gases, which will reside in the atmosphere for several months

to hundreds of years (e.g., CO2, CH4, N2O). Other, reactive species (such as the

hydroxyl radical OH), can have very short lifetimes (<1 day), and thus will not

travel far from the sources. Aerosol species tend to have lifetimes between 1 day

and a few weeks, and this lifetime is dependent on the size of the particle as well as

whether precipitation has occurred, as this will remove particles.

For chemical species that have a relatively long lifetime (> a few days), long-

range transport can occur. Once emitted into the atmosphere, constituents mix

quickly into the atmospheric boundary layer (the lowest 1–3 km of the atmosphere,

where mixing is strongest), and can be transported long distances. Air parcels stay

on a constant buoyancy surface (called isentropes), unless they are heated or cooled

[116]. These surfaces of constant buoyancy tilt upward between the tropics and the

high latitudes, because the high latitudes are colder (Fig. 2.4a from [109]). An air

parcel emitted in the tropical boundary layer can reach the stratosphere (>10 km

high) in the high latitudes without being heated by moving along an isentropic

surface. On average, most of the atmosphere is radiatively cooling slightly during

non-stormy conditions, so, over time, parcels of air will become heavier and move

downward. If the parcel encounters a storm system with clouds and precipitation,

the parcel can experience large heating or cooling and move vertically very quickly,

perhaps traveling from the boundary layer up to 10 km in less than 1 h [117]. At the

same time, the precipitation within the storm system can cause wet deposition of

soluble gases or aerosols. Based on atmospheric heating rates, the residence time

for a parcel on a given isentropic surface varies between <1 day for the tropics to

3–6 days in midlatitudes (based on 75 percentile heating rates) (Fig. 2.4a). If a parcel

moves away from the pole, the tilting of the neutral buoyant surfaces will direct the

parcel downward vertically and vice versa.

Geographically, there tend to be particular regions in midlatitudes that have

more storms (Fig. 2.4b), called the storm tracks. Winds in the midlatitudes (30–60�)
tend to be from the west, while winds in the tropics and highlatitudes (>60�) are
less uniform. Tropical aerosols are more likely to encounter storms, resulting in

vertical mixing or quick removal (Fig. 2.4b). Transport across latitudes tends to

occur less often than transport along a latitude [118]. Thus, in the midand high

latitudes, one can think of a parcel containing a constituent moving along

isentropes, following the local winds, slowly cooling, and moving to a lower

isentropic surface until it encounters a storm system, at which time it can be quickly

removed or vertically transported.
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Inverse Modeling

Inverse modeling is the practice of using atmospheric concentrations to deduce the

sources and sinks of various important compounds [119]. Because many

biogeochemically relevant species have natural sources and sinks, they have

sources of uncertain magnitude. Inverse modeling has become quite common for

these constituents. The initial studies used simple models to best match available

data [120, 121]. With time, studies focused on regional budgets but used higher

temporal and spatially resolved datasets and models to resolve regional and time-

varying sources as well as sophisticated statistical techniques [122–124]. These

studies (called top-down studies, because they use atmospheric concentrations to

constrain sources and sinks) provide important information about the sources and

can provide alternative views from upscaling flux measurements or inventories
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(called bottom-up approaches) [125]. Current approaches often estimate

parameters based on available data, instead of resolving budgets, allowing models

to be tuned to best match observations at a site, before applying that model to

other regions to extrapolate to regional and global budgets [126]. Thus under-

standing atmospheric biogeochemistry of important compounds can facilitate

a better understanding of the land and ocean biogeochemistry, using inverse

modeling approaches.

Future Directions

The study of atmospheric biogeochemistry as a field is just beginning, although

some of the most important elements, such as the carbon cycle, have been studied

for many years. Our knowledge, however, of even the carbon cycle is insufficient to

understand how global carbon dioxide levels will respond in the future, even

assuming that human emissions can be predicted [2]. Important nutrient cycles

highlighted here include the carbon, nitrogen, phosphorus, sulfur, iron, and oxygen

cycles. All of these cycles in some way are heavily impacted by human activities,

and in addition, feedback onto our climate and environment in important ways.

Many of the important innovations over the last few years have involved under-

standing how the different cycles interact. Thus atmospheric biogeochemistry

remains an important field for continued research and innovations.

The atmosphere is unique with respect to the other components of the earth

system in our ability to easily observe many layers using remote sensing. This

means that the atmosphere provides a location where biogeochemistry as a whole

can be better understood. Inverse methods and modeling, in addition to the many

observations, may allow us to improve our understanding of not just atmospheric

biogeochemical cycles, but land and ocean biogeochemical cycles.
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Chapter 3

Ecological Succession and Community Dynamics

Herman H. (Hank) Shugart

Glossary

Abstract

community

A group of organisms that recurs on the landscape with an

implication of a level of integration among its parts that in

extreme could be called organismal or quasi-organismal

(see: Concrete Community).

Chronosequence A space-for-time substitution in which the successional

vegetation is ordered in a regular fashion. An example

would be the series of vegetation at the foot of a receding

glacier or a series of sand dunes ordered in regularly aged

series.

Clementsian

succession

An explanation of succession emphasizing the attributes of

the community as if it functioned like a single living

organism (see: Abstract Community).

Climax

community

An ecological community associated with a particular cli-

mate and in a state of dynamic equilibrium with the cli-

mate. The American ecologist, F.E. Clements, designated

the climax community as the endpoint of ecological suc-

cession for a given climate condition and noted the com-

mon Greek root klίma (clima) or inclination, in both

climax and climate as indicating their close relationship.

Concrete community The collection of organisms found at a specific place and

time (see: Abstract Community).
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Gleasonian

succession theory

An explanation of succession emphasizing the importance

of the attributes of individual organisms as the fundamental

basis.

Indicator species Plants or animals whose presence implies the past or pres-

ent conditions at a given location.

Monoclimax The concept that one mature vegetation will eventually be

produced by successional processes in a given region.

Polyclimax The concept that multiple mature, stable-vegetation types

can develop from the successional processes operating in

a given region.

SIGMATIST A school of vegetation science emphasizing the classifica-

tion of vegetation.

Time-for-space

substitution

The collection of vegetation data from different locations

at which succession has been initiated at different times in

the past to piece together the pattern of succession.

Definition of the Subject and Its Importance

“Ecological Succession” is an ordered progression of structural and compositional

changes in communities toward an eventual unchanging condition, the climax

community [1–3]. The term “Community” is used in two ways [4]. The “Abstract

Community” refers to an abstract group of organisms that recurs on the landscape,

a definition, which usually carries with it an implication of a level of integration

among its parts that in extreme could be called organismal or quasi-organismal; the

“Concrete Community” concept refers to the collection of organisms found at

a specific place and time. These terms and their meanings are topics of significant

debate among ecologists, both historically and today [5, 6]. These differences in the

meaning and cause of ecological succession strongly affect the formulation of

policies for ecosystems management and restoration.

Succession is important in sustainability science for several reasons: Many of the

laws and regulations regarding the maintenance and restoration of terrestrial

ecosystems contain assumptions that are products of different theories as to how

ecological succession proceeds in a given environment. Laws might require resto-

ration to a natural condition, which is often the vegetation that is considered the

stable single vegetation type on a map that is itself based on the idea that vegetation

undergoes succession a vegetation type appropriate to the climate (the climax

vegetation). Further, the management of land systems often has as their basis

concepts as to how succession works. For example, if one subscribes to

a successional theory that abused land under an inappropriate management scheme

will return to its natural state if the inappropriate management is relaxed, then one

can utilize land until monitoring indicates the ecosystem is over stressed. If an
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alternate successional theory is applied, that abused land may not recover to its

former when released from inappropriate management, then a much more cautious

form of management is needed.

Introduction

Ecological succession and the dynamic change of communities is one of the pillars

of modern ecology and it has considerable influence on sustainability science. The

processes that drive succession and the regularly of patterns of succession have been

the topic of considerable debate over the past century – due in no small part to the

importance of the concept to basic and applied ecology. Succession is at its simplest

level the pattern of change in ecological communities and these changes can be read

on the landscape if one knows regional history or conversely can be used to interpret

a landscape’s history. In the former case, the historical pattern of land abandonment

in the piedmont of the southeastern United States presents land elements abandoned

and never reclaimed since the US Civil war in 1860, land left fallow in the First

World War; farms left to ruin in the crushing economic Great Depression of the

1930s; more land left when the sons of farmers left for the Second World War; still

other farm land taken out of production in agricultural programs reduce farm acreage

in the 1950s. The landscape as one drives and automobile through Georgia or the

Carolinas, is a kaleidoscopic montage with similar parcels of land cover types

replicated on locations with similar history. In the latter case, a small patch of pine

(Pinus sp.) trees on a slope bears witness to recovery from a past wildfire or a Beech

(Fagus) forest of great stature indicates an area that has not burned, perhaps for

centuries. The dependence of pine species on fire for regeneration or the sensitivity

of the thin-barked beech to fire is written into the landscape response.

At the turn of the twentieth century, an American plant ecologist, F.E. Clements,

framed many of the definitions and concepts in ecological succession and produced

a theoretical system of concepts that explained the nature and function of ecological

communities changing over time. Clements’ definitions and approaches to under-

standing the dynamics of landscapes were used to develop regional systems of land

management policies based on expectations, succession, and successional recovery.

Clements also developed a niche-based concept of using what he called “indicator

species” to evaluate the history and condition of land units [2]. For example, an

overabundance of bitter or poisonous herbs might be indicators of overgrazing in

a prairie systems; the occurrence of other species might indicate unusual soil

chemistry and thus the presence of valuable minerals in the bedrock. The details

of Clements’ ideas were debated strongly by his contemporaries and other

ecologists in the 1920s and 1930s found differences with parts of his successional

concepts. For example, H.A. Gleason [7, 8] argued that the highly coordinated

interactions in Clements concepts had at their basis the unique attributes of the

individual plant species. These will be discussed below. Perhaps the most sharply

pointed criticism was from the British ecologist, A.G. Tansley, who argued that the
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Clements’ view of succession had so clouded the meaning of the term, community,

that a new term, the ecosystem [5], was needed to replace and properly formalize

these ideas. It is significant in understanding the emphases in ecosystem studies to

note that A.G. Tansley was a coauthor to the 1899 edition of Spencer’s Principles of
Biology, the leading English biology text of the late nineteenth century. Tansley’s

definition of the ecosystem and his lack of acceptance of Clements’ and Phillips’

holistic view that the ecological community was a coherent, organism-like entity

was not a rejection of a holistic view of ecology, it was a debate among holistic

ecologists [9]. These and other continuing and sometimes rancorous [6, 10] debates

will be discussed in more detail below.

The development of the attributes of ecological succession has from its begin-

ning had two poles: one Clementsian pole, which emphasizes holism, great inter-

connectedness of ecological systems and a successional progression toward an

ultimate stable ecological system with an optimization of its attributes; a second

Gleasonian pole, which sees the properties of ecological systems as deriving from

the individual attributes of the organisms that comprise it and their interactions with

their environment. The Gleasonian view is less dogmatic about the necessary

outcomes of succession. Of course, sustainability science ultimately must take the

measure of the dynamics of complex ecosystems, the natural and direction of their

change under management. Debates among ecologists as to the nature of succession

must be understood by scientists seeking to understand sustainability.

It is important to note that through the history of this strong Anglo-American

debate on the nature of succession, there has been a continental European effort toward

the goal of developing a taxonomic tradition in the issue of classifying vegetation into

meaningful units, which is also an essential element of sustainable management. The

so-called Zurich-Montpellier school (or as later called the SIGMATIST school)

originated in the 1890s with work by C. Schröter and Charles Flahault. This effort

was taken up and lead by J. Braun-Blanquet. This tradition emphasized a floristic

description of vegetation and had the ultimate goal a classification of “associations” as

the basic vegetation units of interest [11]. This interest in vegetation classification as

a basis of mapping and prediction continues to the present. Significantly, vegetation

classification is an ultimate element in organizing management plans and hence for

sustainability as well.

Historical Development of the Concept of Ecological Succession

Different scientists in different locations have observed these patterns and drawn

rather different conclusions about the root causes of succession and to the degree

that it repeats itself over time and space. Fig. 3.1 illustrates the relationships among

several ecologists who have developed what might be best described as “iconic”

views of succession. The two axes in the figure are the level of holism in the

theories and the emphasis on the degree of importance of feedbacks between the

biological community and the environment.
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All of these scientists are holistic in that they focused on the larger system

behavior of ecological systems. The most holistic of these scientists would see the

community as a highly organized, perhaps highly coevolved systems described as

an abstract community in the definition section of this paper (above). They also vary

on the degree to which they emphasize feedbacks between the organisms and their

environment.

F.E. Clements

The iconic scientists in Fig. 3.1 represent different points of view in the formative

debates on the nature of ecological succession in the formative period in the first

third of the twentieth century. Clements was in some sense the dominant figure in

these discussions. A.G. Tansley who represented strong opposition to many of

Clements’ fundamental concepts, wrote Clements obituary [12] for The Journal
of Ecology,

Though out of accord with many American ecologists, Clements had, throughout his career,

a devoted following of younger men, and besides exercising a worldwide influence through

his theory of vegetation, he directly inspired a great deal of American ecological research.

This was partly due to his powerful personality. He was decidedly puritan, even ascetic (he

neither drank nor smoked, and it gave him real pain to see other people doing so), and his

manner was apt to be tinged with a certain arrogance. These things naturally antagonized

many people; but at the same time his capacity for hard work, his intense and complete

devotion to his subject, his powerful intellect and unremitting search for fresh knowledge

and satisfactory formulations, could not fail to inspire the highest respect.

Increasing Level of Holism

H.A. Gleason E.P. Odum

A.G. Tansley

A.S. Watts
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Fig. 3.1 Iconic ecologists

and their emphases on the

attributes of successional

systems
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Clements’ concept [3] saw secondary succession as being initiated by an event

that removed all of the vegetation. Nowadays, this would fall under the term

“disturbance” [13]. Clements referred to this process as nudation. Seeds, spores,
etc., would then disperse to the site in the process of migration. These would

germinate and become established in a collective set of processes that he called

“eccesis.” The resultant plants would then interact with one another, notably

through competition. Clements called these collection of interactions, “coaction.”

Successful plants would interact with the microenvironment at the site and, in

a process called “reaction,” would modify the local site conditions as to make it

unsuitable for the plant species that were there and more suitable for other species,

which would replace them. This interaction is often called “facilitation” in modern

ecology texts. The plant communities generated by this process are called “seres.”

The feedback between each sere and the environment produces an ordered

sequence of seres or seral stages of succession. This reaction-replacement process

would continue until an assemblage of species, which were able to occupy the site

after the plant-environment reaction process, became dominant (“stabilization”).

This ultimate assemblage was the “climax community.”

Clements’ climax community concept is incorporated almost subliminally in

a number of the ideas in plant ecology and landscape management, particularly in

the Western United States. Maps of “potential vegetation” are often maps of climax

vegetation in the style of Clements. This is reinforced by the two-dimensional nature

of paper making it cumbersome to print maps with more than one potential vegetation

in a given map location. Management of parks toward a “natural” condition often has

a “climax community” concept as an underlying basis. Decisions to sustainably

conserve land are straight-forward if there were a climax vegetation but should be

difficult for successional seres, which might be expected to change over time. While

Clements’ concepts are ubiquitous in land management, several ecologist have noted

difficulties with the concept. More frequent criticisms of Clements’ concepts include:

1. The idea that the sere/environment feedbacks produce a necessary ordering of

communities toward the climax community. Clements [11] noted, “The climax

formation is the adult organism of which all the initial stages are but stages of

development.” Some of the more ardent Clementsian ecologists [14–16] likened

the sequence of seres in succession as a direct analog to the embryological

development of an organism. The rejection of this concept of the community

as a superorganism concept by Tansley [5] motivated the invention of the

neologism, “ecosystem,” as a replacement for what he felt was a corrupted

term, “community,” in 1935.

2. The concept of facilitation. Facilitation has been attacked from evolutionary

arguments to the effect that one would not expect a species to evolve to facilitate

the success of a replacing competitive species. Field observations of species

replacements support the existence of facilitation such as the presence of plants

with nitrogen-fixing symbiotic organisms increase the nutrient status of a site and

advantaging other species. There are also numerous counterexamples of species

that hold sites tenaciously over generations before finally losing to competitors [6].
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3. The progressive ecesis of different species relayed to the site for all the seral

stages. In some successional sequences, all the species are present at the site

from the first nudation event. In these cases, the progression of seral stages is

a consequence of the differences in rate of maturation of herbaceous plants,

shrubs, and trees [10].

4. The existence of a single stable climax community reached by a single sequence

of seres. Several questions have arisen about the climax concept. Is there a single

climax community or is there always change in the vegetation at a site? [17] Can

there be multiple stable climaxes? [18–20] Can there be several pathways to

a particular community? [21] Can the pathways fork? Are the seres comparable

at different locations?

These criticisms continue in no small part because of the importance of

Clements and his students in the formulation of a grand theory of vegetation

dynamics and their ability to translate their concepts into practical applications.

Subsequent recognition that past conditions could leave stable relict communities

(e.g., preclimaxes such as grassland patches in temperate deciduous forest). Human

or natural disturbances (such as occasional wildfires) could leave in a region

a persistent vegetation that could be expected to change to a climax vegetation if

the disturbance were controlled (“disclimax”). Unusual soil conditions or variations

in topography could produce persistent vegetation that was different from the

regional stable vegetation (“preclimaxes and post climaxes”). These elaborations

of the climax concept inspired a proliferation of conditional climax vegetations [3].

These extended definitions of the Clementsian succession concept that essentially

preserved the ideas of a single succession to a climax community through an

ordered series of seral communities, also allowed for special conditions

(disturbance regime, human use of the land, historical antecedents and soils) to

create deviations from this basic model [22].

The debate over these issues and its continuation over almost a century in some

cases, speaks to the complexity of the issues and the importance of understanding

succession in designing concepts to manage natural systems sustainably [11, 23].

The issues raised by the scientists in Fig. 3.1 are illustrated in Fig. 3.2 as

deconstructions of the standard definition of ecological succession.

H.A. Gleason and the Individualistic Concept of Succession

Henry Gleason represents a logical foil to Clements holistic idea of progression of

succession toward a climax vegetation. In total, his publications were strongly

focused on plant taxonomy [24] but the relatively smaller section of ecological

papers that he produced had remarkable impact on his colleagues, an impact that

continues to the present day. As early as 1910, Gleason [25] noted, “. . . it is
impossible to state whether there is one definite climax vegetation in each province;

it seems probable that there are several such association each characteristic of

a limited proportion.” Gleason’s view of succession differed significantly from
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that of Clements. He recognized as early as 1908 [26] that succession to be

retrograde as well as progressive as posited by Clements. Succession was not

necessarily an irreversible trend toward the climax community. Gleason also

recognized that the climate could change in contrast with Clements’ theory of

vegetation undergoing succession in an unchanging climate. Gleason developed

what he called the “individualist concept” that succession is the result of environ-

mental requirements of the individual species that comprise the vegetation. He also

noted [27] that “. . . no two species make identical environmental demands.”

Gleason’s concept of succession was a much more fluid and much less stereo-

typical concept of succession than that of Clements. Succession reflected the

interactions of individuals with the environment. It could change in its nature

with different climatic and other environmental conditions. It could progress or

regress to a more different, stable community depending on time and circumstance.

Henry Chandler Cowles

One of the founders of ecological concepts of plant communities in the United

States was the geologist turned ecologist, Henry C. Cowles, at the University of

Chicago [11]. Cowles [28] studied the pattern of ecological succession in a set of

sand dunes, the “Indiana Dunes,” which are now protected by the State of Indiana’s

“Indiana Dunes State Park.” These dunes were formed sequentially from sediment

How much variability can be tolerated
before the apparent order in the
progression becomes recognized as
dicordered or chaotic?

Is the pathway of successional change ordered
because the mechanisms that cause succession
need to occur in a proper sequence or can the
steps in the order be skipped in some cases? Is
there more than one ordered progression?

Can this condition be reached
before the dynamic climate
changes? If so, is there more
than one stable climax
community? 

The term “ecosystem” was invented to
replace “community”  because some thought
that viewing the community as a direct
analogue to a living organism — with
succession an equivalent to embryological
development — was scientifically and
conceptually unwarranted

Ecological Succession is an ordered progression of
structural and compositional changes in communities

toward an eventual unchanging condition,
the climax  community.

Fig. 3.2 Some of the basic issues in the nature of ecological succession arising from a standard

definition
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that was exposed with variation in Lake Michigan. The oldest of the dunes, which is

the furthest away from the Lake Michigan beach, has a loamy brown forest soil and

is covered by a Beech-Maple (Fagus-Acer) forest; the youngest dune at the beach
front has windblown sand as a soil and is covered with a patchy beach-grassland.

Cowles recognized this entire land pattern represented a chronosequence, with the

spatial location of the dunes of different ages representing different stages of

successional development. He later [29] produced the now famous phrase that

“succession was a variable chasing a variable” – the changes in vegetation chase

the changes in the climate. This insight was, and remains, a remarkable concept of

vegetation function. What he meant by this was that the rate of change of vegetation

succession, the variable, is sufficiently slow that one could expect the climate, the

chased variable, to change by the time the succession process was completed.

Cowles was a remarkable and innovative scientist. He was honored in the 1935

issue of Ecology, the journal of the Ecological Society of America. The Henry

Chandler Cowles issue (Ecology, Volume16, Number 3) is a collage of the central

issues in plant ecology in its formative years: C.C. Adams, [30] an early researcher of

ecological succession and the associated bird communities, along with F.E.

Clements, [31] wrote on human ecology and ecology in the public service; Transeau

[32] discussed the “Prairie Peninsula,” a region of prairie vegetation jutting into

a forests in the American Midwest, and emphasized that one must consider past

climates as well as present climates to understand vegetation; Fuller [33] and Sears

[34] made much the same point looking at paleoecological data; several students and

colleagues of Cowles presented data on mature vegetation in different areas.

A.G. Tansley and the Ecosystem Concept

The first of the papers in the Cowles issue and different in tone from the rest, was

Tansley’s now classic 1935 paper on “The use and abuse of vegetational concepts

and terms.” Tansley [5] discussed the ideas of the American, F.E. Clements, and

the amplification of these ideas by the South African, John Phillips. Tansley

declared his strong disagreement with three of Phillips’ papers in the Journal of
Ecology [14–16] characterizing ecological communities as “quasi-organisms”

whose successional dynamics were analogous to embryological development,

“The community is born, grows, matures, reproduces, and carries out various

other biotic phenomena: it behaves in a manner similar to an individual, with

obvious and natural differences inherent in its wholly divergent and far more

complex structure, constitution and functions. It behaves in such a way as to justify

the view that not only is it similar to an organism, but that it is a kind of organism

. . .” This conceptualization is in keeping with the principle of holism from

Aristotle’s Metaphysica onward and often abbreviated as “the whole is greater

than the sum of its parts.” Phillips attributed many of his ideas to Jan Smuts’ book,

Holism and Evolution [35] and noted later in writing a eulogy for Clements, [36]

that his colleague Smuts was profoundly influenced by the writings of Clements.
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Tansley created the ecosystem concept as in contrast to Phillips’ and Clements’

views. It is significant that in his iconoclastic “ecosystem” definition, he

emphasized ecosystems “were of the most various kinds and sizes.” In doing so,

Tansley basically defined an ecosystem as what systems scientists would nowadays

call a system of definition: an arbitrary system defined by the specific considerations

for a particular application [37]. Tansley’s ecosystem definition conforms well to

more mathematical, interactive-system concepts in other sciences. His definition

includes the intrinsic consideration of scale found in other sciences, particularly

physically based sciences.

Tanssley also endorsed the concept of the “polyclimax”, the possibility of

multiple stable ecosystems following from succession and a logical contrast to

the Clements idea of the “monoclimax” as the eventual product of successional

processes working in a region. An example of the polyclimax is shown in Fig. 3.3

for succession after fires in the boreal forests in the vicinity of Fairbanks, Alaska.

In this case, the pattern of succession following a wildfire on south-facing slopes

A disturbance opens up a relatively large space

Individuals of any species in the succession could establish and exist as
adults under the prevailing conditions

Onlly certain “pioneer” species
are capable of becoming

established in the open space

Modification of the
environment by the

early occupants makes
it more suitable for
the recruitment of
“late-successional”

species

Modification of the environment
by the early occupants has little or

no effect on the recruitment of
“late-successional” species

Earlier species are eliminated
througth competition for

resources with established
“late successional” adults

The sequence continues until
the current resident species

no longer facilitate the
invasion and growth of

others species or until no
species exists that can invade

and grow in the present of
the resident

Facilitation Model

Tolerance Model

Inhibition Model

If external stresses are
present early colonists
may be damaged (or

killed) and replaced by
species which are

more resistant

As long as earlier
colonists persist

undamaged or continue to
regenerate vegetatively,
they exclude or suppress

subsequent colonists of all
species

Modification of the environment by the early
occupants makes it less suitable for the
recruitment of “late-successional” species

Fig. 3.3 Three different models of ecological succession from J.H. Connell and R.O. Slatyer [19]

depicting succession as arising from the resident species at a location encouraging the colonization

of a subsequent set of species (Facilitation Model), by the resident species being relatively neutral

to the other species (Tolerance Model), or by the resident species inhibiting the colonization by

other species (Inhibition Model)
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eventually leads to a White Spruce (Picea glauca) forest that is quite different in its
composition and character from the Black Spruce (Picea marina) forest seen on

north-facing slopes. To some degree, Clements and his colleagues used terms such

as disclimax, etc. (see above) to handle these sorts of cases in their monoclimax

theory of succession.

A.S. Watt

One of Tansley’s outstanding students was Alexander Stuart Watt. He developed

his doctorate in 1924 on the dynamics of Beech (Fagus sp.) forests [38]. He noted
the structure of the beech forest was at the scale of the canopy controlled by

a dominant large tree best characterized as a cyclical process of the regeneration

in the patch of well-lighted area that followed the death of a canopy tree, the growth

of these recruits and their competition with one, and the development of a dominate

canopy tree in that location. The death of this large tree would then reinitiate the

cycle. By 1947, Watt had become the president of the British Ecological Society

and delivered one of the most important papers in ecology as his presidential

address. This presidential address and the subsequent paper represented

a synthesis of what nowadays might be called the “big picture” science view of

his doctoral advisor, A.G. Tansley, with Watt’s own insights based of his field

experience and broad ecological interests. In his address, Watt represented the plant

community as a “working mechanism” of interacting plant processes such as

regeneration, growth, and death on individual plants producing the broader-scale

pattern of plant communities. He stated, “The ultimate parts of the community are

the individual plants, but a description of it in terms of the characters of these units

and their spatial relations to each other is impractical at the individual level. It is,

however feasible in terms of the aggregates of individuals and species which

form different kinds of patches: these patches form a mosaic and together constitute

the community. Recognition of the patch is fundamental to an understanding of the

structure as analyzed here” [39]. To illustrate this communality in the underlying

working dynamics of vegetation, he compared a diverse array of plant communities

– heathlands, grasslands, bogs, montane vegetation and forests.

As was the case with Gleason, Watt noted that one must account for the results

of individual plants interacting with one another, but he also felt such an account-

ing was “impractical at the individual level.” Twenty years later, the explosive

expansion of computational power that still continues to date has made such

computations more and more feasible. With the development of increasingly

powerful digital computers, starting in the 1960s and continuing to the present,

several different scientific disciplines (physics, astronomy, ecology) independently

began to apply computers to the tasks of “book-keeping” the changes and

interactions of individual entities. Forest “gap” models (which will be discussed

below) were one of this class of individual-based models or IBM’s that brought

Watt’s insights on vegetation dynamics into a form that could be projected using

computer simulation techniques.
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Attempts at Synthesis: Connell and Slatyer

The persistent dichotomy represented by Clementsian versus Gleasonian views of

succession has consistently invited attempts to synthesis toward a unified concept.

J.H. Connell and R.O. Slatyer [19] developed a synthesis that emphasized the

individual attributes of plants and their feedbackwith their environment. Clementsian

succession was a special case, which they called the “Facilitation Model” (Fig. 3.4).

The replacement patterns in the Connell and Slatyer model were for sets of species,

which also implies to some degree a replacement of one community with another,

which also ismore of a Clementsian concept. Successionwas driven by transfers from

one set of species as the facilitation model in which succession as arises from the

resident species at a location encouraging the colonization of a subsequent set of

species, as the tolerance model in which the resident set of species are relatively

neutral in their interaction with other species, or as the inhibition model in which the

resident species block the colonization by other species (Fig. 3.4).

Attempts at Synthesis: E.P. Odum

Eugene Pleasants Odum was a significant figure in what Robert McIntosh called the

rise of ecosystems science. In 1953, he wrote the first modern ecology textbook,

[40] which was the standard text for an emerging formulation of ecology as a formal

academic discipline. He and his brother H.T. Odum were instrumental in the use of

energy transfers in ecosystems (ecological energetics) as a common currency for

comparing ecosystems with one another. As the sons of a crusading sociologist,

H.W. Odum, the two Odum brothers were drawn to include “human ecosystems” in

their studies, particularly the energetics of human society and its interactions with

the natural ecosystems. The impact of ecological energetics on ecology was pro-

found in that it promoted large-system intercomparisons. The International

Biological Programme, the first “big picture” synoptic study of ecosystems used

ecological energetics as an organizing principle for projects that compared forests,

grasslands, and other biomes, worldwide. These comparisons were often made

using “compartment models,” diagrams in which the transfers of energy in units

of such as Kcalm2 year�1 were indicated by arrows connecting boxes which

expressed the integral of the arrows such as Kcalm2. Compartment models were

easily transformed into ordinary differential equations for model projections

Also in the 1950s and 1960s, the United States Atomic Energy Commission

(USAEC) sponsored a large program studying the movement of radioactive

isotopes in natural environments including whole ecosystem experiments and direct

measurements of rates of transfer of isotopes through natural environments [41].

Large, linear compartment models developed in pharmacology [42], and used in

ecological energetics were developed to predict the ecological transfer of these

materials. There were several advantages to such linear models. They (even for

complex linear models) can be solved at equilibrium by algebraic manipulations, an
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advantage given the modest computational power available in the 1950s and 1960s.

When the transfer of material between compartments is a fixed percentage of the

amount of material in a source compartment (called donor-controlled flow), linear

models have the property that, with a constant input of material into the system, the

equilibrium levels of materials are also the maximum amount. Importantly for

models of radioisotope transport, radioactive decay of the isotope is a linear,

donor-controlled process. Models of this formulation continue today in applications

to determine the transfer of radioactive material to human populations from reactors

or nuclear accidents such as the Chernobyl event.

In 1969, E.P. Odum wrote “The Strategy of Ecosystem Development,” [43]

a synthetic paper strongly based on ecological energetics and compartment models

in ecosystems. The emphasis of the paper was strongly in the area that nowadays

might be termed as sustainability science as is evidences by its first lines, “The

principles of ecological succession bear importantly on the relationship between

man and nature. The framework of successional theory needs to be examined as

a basis for resolving man’s current environmental crisis.” Odum’s view of succes-

sion was summarized as a tabular model of ecological succession (Table 3.1).

Table 3.1 A “tabular model” of changes expected over ecological succession from E.P. Odum

Ecosystem attributes Early succession Late succession

GPP/respiration > or <1 Approaches 1

GPP/biomass High Low

Biomass/energy Low High

Net community production (NPP) High Low

Food chains Linear Web-like

Total organic matter Small Large

Inorganic Nutrients Extrabiotic Intrabiotic

Species richness Low High

Species evenness Low High

Biochemical diversity Low High

Stratification and pattern Poorly organized Well organized

Niche specialization Broad Narrow

Size Small Large

Life cycles Short, simple Long, complex

Mineral cycles Open Closed

Nutrient exchange Rapid Slow

Role of detritus Unimportant Important

Selection on growth form r-Selection k-Selection

Selection on production Quantity Quality

Symbiosis Undeveloped Developed

Nutrient conservation Poor Good

Stability Low High

Entropy High Low

Information content Low High

GPP gross primary production (photosynthesis), NPP net primary production (GPP minus

respiration)

Source: From Odum [40]
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It was strongly Clementsian with some of the superorganism emphasis of Phillips

added in. It also included a number of ideas that were popular in theoretical and

population ecology at the time, such as the idea that biotic diversity in an

ecosystem connotes ecosystem stability or the concept that succession was

inherently driven to maximize some features (total biomass, biotic diversity,

ratios of energy, or material transfers, etc.). These latter considerations can be

seen as a logical continuation of Clements’ concept that succession was progres-

sive in its direction.

Odum’s 1969 paper generated and still generates strong interest in the scientific

community and continues to be influential these 40 years later. (At this writing in

the end of year 2010, the Odum paper has been cited over 1,700 times with no

diminution in citation rate.) As one might expect given its essential Clementsian

theme updated with central topics in ecosystems ecology, the Odum’s paper

attracted several negative reviews from the ecologists of a Gleasonian persuasion,

particularly given the ascendency of ideas association with Gleason’s papers on

succession [6]. Nevertheless, Odum’s work has had a strong influence on the

direction of sustainability science. Its rules on how change should progress toward

appropriate natural goals provide guidelines to how ecological systems might be

managed toward naturally appropriate goals. Its dogmatism makes it a target for

criticism but also gives it an influential position in those wrestling with the difficult

problem in a dynamical, strongly human-altered planet.

Sustainability and Vegetation Dynamics

In the historical review above, one finds succession to be a complex concept

with different interpretations as to its causes and attributes over time. Ecologists

such as F.E. Clements and E.P. Odum viewed succession as a process that drove

change in vegetation everywhere. The generality of their application invited the

inspection of local examples and the discovery of “exceptions to the rule” that

could whittle away at the claimed generality. They also were drawn to applying

these principles in understanding human changes on landscapes. Other

ecologists such as H.A. Gleason and probably the majority of modern ecologists

active in this area of research today developed a much more diffuse notion of

succession. How do these ideas contribute to sustainability sciences and how can

they be applied?

Clementsian Succession and Sustainability Science

The importance of succession for sustainability science can be illustrated by two

examples: The first is from the historical role of succession theory in land-use

policy in the United States; the second involves the incorporation of succession
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theory into environmental policy. Both examples favor Clementsian successional

approaches in application in sustainability science. A following section will discuss

the application of more Gleasonian approaches to sustainability science.

Succession and the United States Land-use Policy

The importance of succession theory in the land-use policy of the United States is

can be illustrated in human connections associated with F.E. Clements. Clements’

doctoral advisor at the University of Nebraska was Charles Edwin Bessey, a leading

botanist of his era. Bessey came to the University of Nebraska in 1884. He was

a leading college administrator; he wrote high school and college textbooks; he

served as editor for the journal Science. He produced a remarkable set of students:

the Pulitzer Prize winning novelist, Willa Cather; Frederic Clements and his wife,

Edith; and Roscoe Pound, the leading jurist of his time. Pound and Clements wrote

several papers together. Pound went on to the faculty at Harvard University,

became Dean of the Harvard Law School, and eventually served as an advisor to

President Franklin Roosevelt involved in the structuring of the “New Deal” refor-

mulation of the structure of American government. Among the “New Deal”

legislation came administrative structures and regulations for land-use policies,

conservation and land protection, soil conservation, and other topics which nowa-

days would clearly fall in the rubric of sustainability. Pound eventually wrote an

obituary/recollection for F.E. Clements [44].

The connections among these remarkable individuals from American

heartlands are indicators of a deeper relationship between the ecology of

Clements, his associates and students, and land-use policies in the United States.

The Great Depression of the 1930s in America was acerbated by a collapse of

agriculture in the “Dust Bowl” states through the middle of the nation. A complex

combination of persistent land abuse, a climatic anomaly in the form of a drought,

and bank collapse accompanying the collapse of family agriculture turned dryland

farmers into unemployed refugees. The universities of the Midwest and the

emergence of focused studies, such as the “Botanical Seminar” of Bessey at

Nebraska (which had collected the Clements, Pound, and other students), had

been in part a larger problem of understanding the difficulties in agriculture in the

United States as farming moved westward from the forest of the East to the central

grasslands [45]. Range management as an agricultural science grew from this

tradition and particularly from the work of Clements and his colleagues [46, 47].

Thus, the emerging science of range management developing at the universities at

the center of an ecological disaster involving the dynamics of grassland

ecosystems produced information and applications on what could and should be

done to restore stability. Political and policy advisors, such as Roscoe Pound, were

in a position to translate this science and to put into laws concerning the sustain-

able use of grasslands, rangelands, and other ecosystems – in American and to

a degree, worldwide.
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Clarity of Clementsian Succession and the Formulation of Policy

Environmental policy like most political processes eschews complexity. One of

the features of modern is the need for “elevator speeches” – summaries of complex

issues that can be delivered to a listening decision-maker in the length of time one

might have riding an elevator to a meeting. These and the even shorter snippets of

information present to the press convey the idea that good ideas necessarily can be

expressed succinctly. Certainly the Principle of Parsimony or “Ockhams Razor” in

the sciences, the idea that one should select the hypothesis that makes the fewest

additional assumptions when hypotheses are otherwise equal and a founding con-

cept in modern science, lends itself in some interpreters to this point of view.

Readers of F.E. Clements works are almost always impressed by the formidable

richness of details in his writings, which he produced to support relatively clear

general statements as to how succession as a unified process works. E.P. Odum, in

some sense an inheritor and elaborator of Clements concepts, wrote using rich

analogies to convey simple principles that operate in complex systems.

Clements’ and Odum’s writings share the ability to convey complexity with

simple principles has served to make succession a tangible concept for

policy makers and to illustrate the application of these principles. These “ecological

generalizations as principles” have been widely used to impress upon the general

public an appreciation of a unified ecological view of succession. The seemingly

less-focused, special-case orientation of Gleason and subsequent ecologists seems

complicated by exceptions. Range management research, which today still has

a Clementsian theme and which has been successful in producing widely applied

and useful policies for sustainable land management, is a tangible example that this

approach can work. It is being challenged with its application in developing nations

and in areas with old soils and variable climates but it remains the central

paradigm [48].

Even though most modern ecologist would see Gleasonian views of succession

as most appropriate, the findings do not always lend themselves to the “elevator-

speech” test. One might ask, “What does an application of Gleasonian succession

theory in sustainability look like in its application?” The answer is in modern forest

and the very root of the origin of the word sustainability. This is the topic of the

following section.

Nachhaltigkeit, Sustainability and Modern Forestry

Throughout Europe in Medieval times there was a substantial clearing of forests

and extensive regional deforestation [49]. As forests, conflicts over the use products

of forests intensified. This eventually produced a class conflict and subsequently

laws against poaching of animals, thieving of wood, and proscriptions against

public use of forests, in general. In the mid-eighteenth century, a forest
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management concept called “Nachhaltigkeit” (translated into English as

the neologism, “sustainability”) was developed by the Germans. From about

1,800, this new forestry practice spread over Europe, particularly Northern Europe.

Nachhaltigkeit involved detailed determination of how to best manage forests to

produce wood and other goods in perpetuity. In German, the root Nachhaltigkeit

alone means nothing more than having a lasting or sustained effect.

Nachhaltigkeit involved detailed determination of how to best manage forests to

produce wood and other goods. Essential to this objective was manipulating

density by spacing trees on a given site, either by planting trees or by thinning

a naturally regenerated stand of trees following a timber harvest or a natural

disturbance. Additionally, one needed to determine how long one should wait

before harvesting a stand of trees and then planting a new stand. This spacing/

length-of-rotation problem had long been solved for crop plants through experi-

mentation and observation. To produce trees as long-lived crops, elaborate long-

term data collection started on the height; size in diameter; amount of wood; size of

crowns in forest stands of different densities at sites with different environmental

conditions. Eventually, a forest modeling concept called the “yield table” approach

developed and became the signature of modern forestry. Nowadays, some of the

historical forest data-sets used in yield tables have grown to 200+ years of

continual record [50].

On a given kind of site (same soils, same rainfall, etc.), trees growing in even-

aged, single-species stands (such as forest plantations) tend to grow to the same

height at a given age, regardless of density of trees [51, 52]. At low densities, trees

have with large diameters and crowns and on an equivalent high-density location,

the trees would have small diameters and crowns – but the heights of the trees

would be the same in both cases. In a yield table, decades and sometimes centuries

of forest stand data are arranged by the height of the trees at a given location reach

at a given age, usually the typical age of tree harvest. The tree height at this standard

age is called a “site index” and is used to signify the overall quality of a location for

growing trees. A site index is the canopy height one would expect a forest to attain

in a reference length of time. If, for example, the dominant trees in the canopy of

a forest attain a height of 30 m in 50 years (the reference time) then the forest would

have a site index of 30. Sites with larger site indices would reach the 30 m height

earlier than 50 years; sites with lower site indices would reach 30 m later (if at all).

Using yield tables, one can assess the volume of wood in managed stands of

equivalent heights on different sites.

Site index is clearly defined in terms of the basic data that goes into a yield table and

it can be directly determined by measuring the heights of trees on even-aged stands at

the reference age. Associating site index with actual plots of land is a learned skill and

an art at the same time. A capable site surveyor can judge site index by reconnaissance

of land in a particular region and can make a good wage practicing this trade. Along

with such arcane practices as ax-throwing, log-rolling, and tree-felling, forestry

schools have regular intercollegiate competitions of judging site indices among their

students as part of “Forestry Field Day” celebrations. At the edge of most universities

with a college of forestry, one finds plots of trees planted at different densities for field
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teaching on the calibration of yield tables. The yield table concept is the quantitative

basis of modern forestry.

One significant observation found in yield tables is that the rate of mortality of

trees in stands undergoing natural thinning is highest in stands with the highest site

indices. Faster growing trees suppress their competitors at a higher rate than slower

growing trees on low site-index locations. The trade-off between rapid tree growth

versus high mortality on good sites is the basis of the development of thinning

strategies for managed stands and for schemes to plant forest plantations at particu-

lar spacing of trees. Despite their elevated mortality, sites with high site indices are

more productive than low site-index locations.

Nachhaltigkeit was fueled by social unrest. It resulted in laws and regulation

based on scientific research and experimentation with inspiration stemming from

a shared political necessity to better manage the forests of Europe. Nachhaltigkeit

was also the origin of the initial use in English of the word, sustainability. Its

development into modern forestry practice was an ongoing process that continues

today. Modern forestry is significant in sustainability science as a first real-world

application. Modern forestry and its Nachhaltigkeit origins also represent a model

of Gleasonian approaches to forest dynamics into sustainability science. It focuses

on individual organisms and their relationships with one another and with their

environment. One of the significant implications is that quantitative ecology and in

particular, ecological models, likely could have a significant role in sustainability

science. Individual-based vegetation dynamics models have a logical intellectual

inheritance from forestry studies and are an example of tools for the application of

Gleasonian successional concepts. These are the topics of the next section.

Individual-Based Models: Computer Descendants
of Gleasonian Succession

Currently, several factors are simultaneously arising that challenge the application

of successional theory in sustainability science. Climate conditions are changing,

perhaps with a greater rate of change than seen in the past [53]. The carbon

dioxide composition of the atmosphere has been altered by human activities with

potential effects on plant processes particularly photosynthesis and the efficiencies

of plant water-use [54]. This issue was addressed several decades ago by foresters

who realized that the elaborate calibrations used to develop long-term data on

forest change were subject to less accurate predictions if selected genetic strains of

trees were used, if forests were fertilized or if there were significant variations in

climate.

Impressed by the power of computers and interested in developing

a methodology to use highly detailed computer models to simulate the spatial

relations among thinning of trees, tree growth, and spatial arrangement of trees,

foresters developed individual-based dynamic models of forests (mostly for
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commercial forests) in the mid-1960s. Their computational innovation was being

independently paralleled in other fields, notably astronomy, physics, and several

engineering sciences [55, 56]. The early individual-tree-based forest models were

quite complex. For example, the competition among individual trees was typically

simulated by crown interactions involving the 3-dimensional geometry of each

individual tree crown for all the trees in a stand; [57] the growth of the tree trunks of

each tree were often simulated at multiple heights; [58, 59] a tree’s mortality was

related to 2- or 3-dimensional crown pruning among trees [60].

For vegetation dynamics, the earliest individual-based model of forests [57] was

developed for Douglas-fir (Pseudotsuga menziesii) applications and there were

soon several similar models developed as doctoral dissertations at several Schools

of Forestry [37]. These early individual-based models of forests were inordinately

complex, perhaps because they were applied to tree-spacing problems in even-aged

and single-species forests or forest plantations. However, a most detailed early

model [61] with multiple tree species, tree interactions based on interacting three-

dimensional crown geometry, mapping exact locations of trees, calculating the

dispersion of seed-fall based on seed morphology, etc., exceeds the complexity of

almost all of the individual-based models of today.

As noted above, Watt noted that to understand succession one must account for

the results of individual plants interacting with one another, but that it is “imprac-

tical at the individual level.” Twenty years later, the explosive expansion of

computational power that still continues to date has made such computations

more and more feasible. Early versions of these models in ecology were developed

by population ecologists interested in including animal behavior in population

models [62–64] and lead to a diverse array of applications for fish, insects, and

birds [55]. An advantage of such models is that two implicit assumptions

associated with traditional ecological modeling populations are not necessary,

namely that:

1. The unique features of individuals (including their size and relative location) are

sufficiently unimportant to the degree that individuals are assumed to be identi-

cal and

2. The population is “perfectly mixed” so that there are no local spatial interactions

of any important magnitude [55].

As Watt noted, most ecologists are interested in variation between individuals (a

basis for the theory of evolution and a frequently measured aspect of plants and

animals) and appreciate spatial variation as being quite important. Assumption that

this variation somehow is uniform seems particularly inappropriate for trees which

are sessile and which vary greatly in size over their life span. This may be one of the

reasons why tree-based forest models are among the earliest and most widely

elaborated of this genre of models in ecology.

In 1972, Botkin and colleagues [65] produced an important simplification of the

early forestry work (called the JABOWA model for the initials of its developers)

and introduced this modeling approach to ecologists. They did not cite any of the

antecedent forestry models and likely were not aware of them. The earlier forestry
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work remained sub rosa to most ecologists. The forestry models were mostly, but

certainly not entirely, in sources not frequently read by forest ecologists. Addition-

ally, some of the forestry models were seen as sufficiently useful that the models

drifted into the realm of “industrial secrets” as their developers found employment

in the timber industry.

In 1980, a paper reviewing some of this work [66] coined the term, “gap model,”

to describe this class of models. The gap-model designation was originally devel-

oped to emphasize that a principal simplifying assumption in these models (the

assumption that the competition among individual trees on a small patch of land

was homogeneous in the horizontal over a small area of land but spatially explicit in

the vertical dimension) fitted well with the classic “gap dynamics” concept of A.S.

Watt [39, 67]. At the time the term gap model was coined, Watt’s concept had been

significantly reintroduced to American ecologists by Frank Bormann and Gene

Likens [68, 69]. A generation of forest ecologists have made numerous extensions

of “gap models” and the term, nowadays, refers to a broad class of individual-based

models of forests and other ecosystems of a natural character (mixed-age, mixed-

species, natural disturbance regimes, etc.).

An Application of an Individual-Based Model on Sustainability
of Russian Forests under Climate Change

Global climate model simulations indicate that the Northern Hemisphere’s boreal

forests and, in particular, the Siberian boreal forest zone, may not only respond to

climate change but may affect the Earth’s climate through feedbacks involving

changes in the regional surface albedo, the degree to which the surface reflects

incoming radiation. Bonan and his colleagues [70] altered surface albedo in order to

simulate the clearing of the boreal forest in the National Center for Atmospheric

Research (NCAR)’s Community Climate System Model version 1.0 (CCSM1).

This substantially cooled the Earth not only in the boreal zone but across the

Northern Hemisphere. Betts [71] used the Hadley Center Atmosphere Model

(HadAM3) to simulate the climatic consequences of albedo changes from growing

more trees, worldwide. He found that the surface albedo changes associated with

the growth of coniferous evergreen trees in boreal regions led to significant

increases in the average global temperature. These increases were large enough to

overshadow the effect of the carbon storage that occurred as a result of growing

evergreen forest in that region.

Field observations provide further evidence that changes in the boreal forest

may impact the global climate. Larch forest, dominated by both Larix sibirica and
L. gmelinii, covers extensive regions in Siberia. Shifts from larch to dark-conifer

forests, dominated by trees such as spruce or fir that are tolerant of higher

temperatures, have been documented [72, 73]. Because larch is a deciduous

conifer, this shift in forest composition would lead to the similar albedo changes

as the evergreen tree growth simulation presented by Betts. This reduction of
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albedo associated with a documented shift in forest type (larch to dark conifer)

indicates that warming temperatures may lead to a positive feedback response:

a warmer climate accelerates the natural succession from larch to dark-conifer

forest; the resultant albedo change promotes additional warming.

Dynamic vegetation models, specifically forest gap models, are ideally suited

to an exploration of the impacts that climate change may have on the structure and

composition of boreal forests and the existence of a climate/land cover feedback

in this region. The FAREAST [74] model was run at a total of 2,083 sites across

the former USSR. FAREAST uses monthly climate parameters derived from

historical station data to compute daily temperature and update soil water [75].

In particular, at each site, the model’s climate inputs are drawn from a statistical

distribution of monthly values for minimum and maximum mean temperature and

precipitation which is derived from 60 years of data recorded at local weather

stations [76]. The model also uses values for soil field capacity and soil carbon and

nitrogen [77].

The birth, growth, and eventual death of individual trees are determined in

response to local site parameters such as soil moisture and nutrient availability,

which are updated annually with bio-environmental conditions, soil moisture, and

available nutrients. Individual trees compete for light and nutrients with stochastic

processes governing the birth and death of trees in a circular twelfth hectare plot,

which approximates the size of a mature tree crown. Forty-four individual tree

species are included in FAREAST simulations. These species represent the genera

which dominate Northern Eurasian forests. Each species is characterized by 25

parameters which describe the species’ fundamental silvics and determine which

species has an advantage in terms of competition for light or nutrients, or tolerance

to lack of water. At each of the 2,083 sites, 200 independent twelfth hectare plots

were simulated and then the modeled biomass values were averaged for each

species in each year of the model run.

The overall response of Russian boreal forests to climate change when the

effects of changes in temperature and precipitation are separated show higher

average precipitation leads to increased biomass (Fig. 3.5a), lower average

precipitation results in decreased biomass (Fig. 3.5b), and warming causes

decreases in biomass for certain regions, though in parts of Siberia, where average

temperatures are extremely low, warming induces an increase in forest biomass

(Fig. 3.5c). There are also genera specific patterns in the shifts in biomass that

occur across Russia. Specifically, there are different patterns of change for Larix
spp. and Pinus spp. in response to temperature warming. Both genera display

a decrease in biomass in western and southwestern Russia and the Russian Far

East. The number of sites that experience a biomass decrease for Larix spp. is

larger than the number of sites that show a decline in Pinus spp. In particular, the

sites that show a decline in Larix spp. extend further northward in both European

Russia and the Russian Far East. A more detailed analysis is required to deter-

mine whether these patterns are the result of a replacement of Larix spp. with

Pinus spp.
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Fig. 3.5 Decreasing biomass is shown in pink and increasing biomass is shown in green.
Figure shows difference in magnitude of total forest biomass (tCha�1) for year 200 between

a baseline scenario with no change in climate, and: (a) climate scenario with a +10% precipitation

showing an overall pattern toward increasing biomass; (b) climate scenario of �10% precipitation

with pattern is toward decreasing biomass; (c) climate scenario with a 2�C increase with decreas-

ing biomass in western and southwestern locations, but an inconsistent response across the region
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Future Directions

Ecological succession has a complex and controversy rich history. It is significant

over this history that the importance of successional knowledge as a prerequisite to

the wise management of landscapes has not been a point of issue. The debates in

succession are not about its importance. Rather, the debates were and are over how

succession works, how it should be understood, and how it can be wisely applied.

This is all the more so in the case of sustainability science as a user of successional

theory and succession concepts. To sustainably manage the planet, it is an absolute

prerequisite to have a capability to predict the dynamic change of the world’s

vegetation. To the extent that the understanding of succession and vegetation

dynamics is not complete, so too will be the state of the understanding of sustain-

able management.

Ecological models of vegetation dynamics have developed to a great degree

over the past several decades. The capability to predict change in vegetation is

much more today as it was 50 years ago. At the same time, the novel and large

environmental changes that humankind is visiting upon the biosphere (changes in

the gasses of the atmosphere, in the diversity of regions, in the local to global

climate, etc.) conspire to challenge models to predict outside the range

of conditions in which they were developed. Extrapolation is always a difficult

endeavor for life scientists.

One would expect sustainability scientists to become more dependent on models

when conditions are novel. This novelty conspires to make models potentially less

reliable. Sustainability has a word origin in the word, Nachhaltigkeit. That legacy

grew intomodern forestry with a quantitative capability to predict the future changes

of forests under active management. In some senses, however, forestry with its

emphasis on single-species, even-aged forest stands has developed the simple case

and provided an example of howmuch effort it takes to develop such the simple case.

The task of understanding the complex cases of natural ecosystems in the face of

novel conditions is both daunting and essential. The real challenges to sustainability

science is the development of meaningful policies and protocols when the essentials,

such as succession theory, are themselves changing with new discovery.
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Chapter 4

Ecosystem Engineers, Keystone Species

Sanne de Visser, Elisa Thébault, and Peter C. de Ruiter

Glossary

Connectance The proportion of possible ecological interaction links

between species that are realized.

Ecosystem engineer An organism that creates or modifies its habitat [19].

Ecosystem functioning The way ecosystems work related to abiotic and biotic

components, such as chemicals, water, soil, microbes,

plants, and animals.

Keystone species A species that has a disproportionate effect on its envi-

ronment relative to its biomass (Paine 1995).

Trophic level The position a species occupies in a food chain.
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Definition of the Subject

This entry focuses on two ecological phenomena. The first is “keystone species”

which is defined by Paine [1] as a species (mostly of high trophic status) whose

activities exert a disproportionate influence on the patterns of species occurrence,

distribution, and density in a community. The second is the concept of “ecosystem

engineers” defined by Jones et al. [2] as organisms that directly or indirectly

modulate the availability of resources (other than themselves) to other species by

causing physical state changes in biotic or abiotic materials.

Introduction: Keystone Species and Ecosystem
Engineers: Analysis of Concepts

Paine’s definition of keystone species was inspired from the large effects of the

removal of the carnivorous starfish (Pisaster ochraceus) from intertidal habitat,

which reduced prey species diversity due to intense competition from mussel prey

[3], and represents now a classic textbook in ecology. The original keystone species

concept of Paine [1, 4] thus identified a very specific mechanism: the top-down

regulation of community structure and diversity by a top predator (Fig. 4.1). The

concept of keystone species has been later extended to a broader definition and now

includes any species whose effect on ecosystems is disproportionately large relative

to its low biomass in the community as a whole [5]. Keystone species are thus

species which have large effects on communities and ecosystems through many

different processes such as trophic interactions, pollination, or habitat modification

[6, 7]. Examples include rabbits that can increase abundance and diversity of lizards

Pisaster (starfish)

Thais
(snail) 1 sp.

Mytilus (bivalve)
1 sp.

Acorn barnacles
3 sp.

Mitella (goose
barnacle) 

Limpets
2 sp.

a

Chitons
2 sp.

Loss in diversity of pisaster’s preys b

Sea otter

Sea urchin

Kelp

Loss of species associated to kelp

Fig. 4.1 Two examples of keystone species impacts. (a) Effects of the removal of Pisaster on prey
species diversity as a consequence of mussel population explosion. (b) Consequences of the

removal of sea otters on species diversity due to overgrazing of kelp by sea urchins. Keystone

species are represented in grey boxes. Small grey arrows indicate the direction of species

abundance changes following the removal of the keystone species. The large grey arrows indicate
the global consequences of keystone species loss on the ecosystem
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[8] and sea otters whose hunting in the late nineteenth century caused a population

explosion of their sea urchin prey and consequent overgrazing of kelp which led to

numerous extinctions of local species [6].

The concept of ecosystem engineering was proposed two decades later than the

“keystone species” concept by Jones and colleagues [2]. They defined ecosystem

engineers as “organisms that directly or indirectly modulate the availability of

resources (other than themselves) to other species by causing physical state changes

in biotic or abiotic materials. In so doing they modify, maintain and/or create

habitats” [2]. They further distinguish between two types of ecosystem engineers

(Fig. 4.2): autogenic engineers that change the environment via their own physical

structures, i.e., their living and dead tissues, and allogenic engineers that change the

environment by transforming living or nonliving materials from one physical state

to another via mechanical or other means. The idea that organisms can have

important effects on abiotic processes occurring in the environment had been

recognized before; indeed, Darwin devoted a whole book to the impact of

earthworms on soil formation [9]. However, since the development of the concept

of ecosystem engineer, engineering effects have been described for many

organisms, from classic examples such as beavers, termites, or earthworms

[10–12] to mollusks [13], fish [14], caterpillars [15], polychaete worms [16],

grasses [17, 18], burrowing shrimp [19], ants [20], and many other species (see

Table 1 of [21]).

Both the keystone species and the ecosystem engineer concepts point out to

species which have important effects in ecological communities and ecosystems.

Although these concepts partly overlap – an ecosystem engineer can be a keystone

species – they however insist on different aspects: the keystone concept focuses on

KELP
growth

KELP
physical structure

Creation of resources:
Living space

Modulation of abiotic forces:
Storm impact

SOIL
SOIL

with aggregates
and pores

Creation of resources:
Living space

Control over abiotic forces:
Soil physical processes,
dynamics of soil organic

matter 

Physical state 1 Physical state 2

Physical state 1 Physical state 2

Earthworm
feeding

a

b

Fig. 4.2 Two examples of ecosystem engineering with kelp (a) and earthworms (b) as ecosystem
engineers. Ecosystem engineering corresponds to changes in physical state (state 1–2) of biotic

(i.e., kelp for a) or abiotic (i.e., soil for b) materials. Ecosystem engineers are represented in grey
boxes. (a) Case of autogenic engineering, the engineer is part of the new physical state (via growth

here). (b) Case of allogenic engineering, the new physical state is caused by the engineer ( , caused

via feeding here), but the engineer is not part of the new physical state
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species which have disproportionate effects on community structure and ecosystem

functioning (“outcome focused” sensu [22]) whereas the ecosystem engineering

concept considers organisms which influence the abiotic environment with

consequences on other species and related ecosystem processes (“process focused”

sensu [22]). These differences between the two concepts are reflected in the

literature: these concepts generally appear in distinct studies as less than 5% of

the studies on these topics refer to both ecosystem engineers and keystone species

(source: ISI Web of Science).

The keystone species concept has been strongly related to food web theory since

its first definition [1, 23]. In particular, the identification of keystone species in food

webs is an important issue. Theoretical studies have tried to pin down the

characteristics of keystone species through food web models [24, 25] and several

indices based on food web topology have been developed to identify keystones

[26]. Models have shown that the loss of species with a large number of trophic

interactions can trigger high numbers of secondary extinctions with serious

consequences for species persistence; a result which highlights the potential key-

stone role of highly connected species in food webs [24, 27, 28].

In contrast, the concept of ecosystem engineering has been rarely related to food

web studies. Recent studies acknowledge that ecosystem engineers may also play

an important role in the network of trophic interactions but separating the trophic

effects from the engineering effects to determine their relative importance is

difficult [20, 29–31].

The importance of keystone species can also be strongly linked with ecosystem

engineering. For example, the large impact of sea otters in kelp forest ecosystems

results from the coupling between engineering effects and a trophic cascade [32]. In

these ecosystems, kelp provides habitat for many species and dampens wave action;

the keystone effect of sea otters is thus mediated through their indirect trophic effect

on kelp densities which is a main ecosystem engineer.

Issue-1: How to Find Keystone Species and Ecosystem
Engineers in Communities?

Keystone species and ecosystem engineers may affect ecosystem processes, such as

nutrient cycling, and thereby ecosystem functioning. In the face of rapid biodiver-

sity loss, a considerable amount of studies were dedicated to investigate a possible

link between species richness and ecosystem function [33] and the threat of

diversity loss on the loss of ecosystem services to man. First indications show

positive relationships between species richness and ecosystem productivity, stabil-

ity, and sustainability, with more species being able to fully and complementarily

run ecosystem functions due to niche differentiation and facilitative interactions

(reviewed by [34]). However, there is now a growing consensus that functional

diversity, rather than species numbers per se, strongly determines ecosystem func-

tioning [35]. This means that the presence of a particular species with specific traits

may play a larger role in determining ecosystem function than merely the number of
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species [36]. The apparent diversity-ecosystem function relationship can thus

be partly caused by a greater chance of an influential species with particular traits

being present in more diverse communities than in species-poor communities.

If it is possible to predict and identify a priori a set of species traits that determine

keystone interactions in a system, this would greatly benefit management and conser-

vation purposes. Species’ traits determine how species contribute to ecosystem pro-

cesses, so the presence and distribution of such traits can be utilized to indicate aspects

of ecosystem functioning [37]. To identify keystone species various methods have

been used ranging from experimental removal or addition manipulations to compara-

tive studies and natural history observations [5]. Partly because of these methodologi-

cal issues, identifying keystone species has so far proved elusive [5, 38] although some

progress has been made and its concept now widely investigated in the context of

complex ecological networks [25, 39–41]. Some examples of specific traits are for

instance trophic level, body size, connectance, or traits concerning tolerance and

resilience to disturbances. Organisms that influence their environment strongly and

contribute disproportionately to the functioning of ecosystems often seem to occupy

higher trophic levels in food webs [5]. Top predators have been described as highly

interactive keystone species [42], have been shown to play an important role in

stabilizing food webs [43], and play important roles in marine ecosystems [44] and

terrestrial ecosystems [45].

Also, the loss of top predators has been linked to secondary extinctions [46, 47].

This has been attributed to their ecological role as suppressors of medium-sized

predators (mesopredators) (e.g., [48, 49]) and generalist herbivores [50, 51]. In

terrestrial ecosystems, organisms that influence their environment strongly also

often seem to be large bodied (e.g., [52]). Larger bodied organisms require a high

resource and energy use per individual [53, 54] and have greater mobility, home

ranges, and longevity [55, 56] and, thereby, control more resources over greater

and coarser spatial scales [52, 57]. It is also proposed that well-linked and

interacting species as key interactors are more important for the community [28,

58–62]. This approach characterizes the interaction structure of species placed in

an ecological network. Among plants, on the other hand, some studies have shown

that species within the same functional types but with different requirements and

tolerances may provide insurance to the system in the form of long-term resilience

against changes in environmental factors, such as global warming, grazing, drought

or frost [35].

The latter example indicates that the keystone status of a species often appears to

be context dependent, and may change with successional status, productivity, diver-

sity, and other ecosystem traits [63]. It is therefore important to identify how the

importance of traits that define keystone species change across a gradient of

conditions, measuring environmental factors, community composition, trophic

dynamics, and distribution of strong and weak links in the community (e.g., [24]).

Without droughts, a specific plant species may not play an important role in

maintaining community composition or ecosystem functioning. The Australian

brushtail possum (Trichosurus vulpecula) may function as a keystone species in

rata-kamahi forests by defoliating and killing canopy trees, but not in beech-

dominated forests where floristic composition, but not forest structure, is typically
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affected [64–66]. A species in its native grounds may play no specific role in the

system, whereas an invasive species may have devastating effects in the system it

got introduced into, e.g., feral cats and rats on islands [67], Alewife (Alosa
pseudoharengus) in nonnative freshwater lakes and ponds [68], and Cheatgrass

(Bromus tectorum) in nonnative grasslands [69].

Identifying keystone species therefore is not without its problems. It is also

important to notice that ecologically important species might not necessarily be the

ones that are also considered important by traditional conservationists (i.e., rare

species; [70]).

Issue-2: Usefulness for Management

Because of the limited resources available in comparison to conservation needs, it

has been proposed to design protection of single species in the aim of indirectly

protecting the regional biota. These “surrogate species” are roughly of three

categories [71]: (1) flagships, charismatic species that attract public support;

(2) umbrellas, species requiring such habitats that their protection might protect

other species; and (3) biodiversity indicators, taxa whose presence may indicate

high species richness. However the effectiveness of these policies has been

questioned and [70] suggested that single-species management might be more

effective when directed toward keystone species. Indeed, the importance of key-

stone species and ecosystem engineers in communities make these species partic-

ularly important conservation targets, since the loss of these species can affect

entire communities and ecosystems [72]. However, the main difficulty for apply-

ing these concepts to conservation issues lays on both the identification of keystone

species and ecosystem engineers in communities and on the context dependence of

their impacts, as discussed in the previous section. Thus, although these concepts

appear relevant for conservation policies, it is still a long way from providing

general and practical recommendations for conservationists and managers [71].

The concepts of keystone species and of ecosystem engineers could also be

useful for other management issues in natural and anthropized ecosystems, such as

for ecosystem restoration or agriculture. For example, in agro-ecosystems, several

well-known ecosystem engineers have been used to improve soil fertility and crop

yield. In some countries, farmers make use of the soil fertilizing effect of termites

by spreading termite mound soil in their field [73]. Similarly, earthworm inocula-

tion has generally positive effects on crop yield [74].

Future Directions

The notions of ecosystem engineers and keystone species have been playing

prominent roles in ecology for several decades, still many questions and

uncertainties ask for further investigations. Three of them are briefly described

here. The first is how keystone roles and engineering effects are related to
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body-size: Do larger organisms have larger effects than smaller organisms?

The second regards the context dependence of keystone roles and engineering

effects: As the composition and structure of ecological communities are dynamic

both in terms of species composition and species abundances, what does that imply

for the role species have in communities and ecosystem functioning? The third line

of research might be the most relevant for our society: How can the concepts for

nature conservation, biodiversity protection, and the enhancement of environmental

quality be used?
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Chapter 5

Ecosystem Flow Analysis

Brian D. Fath

Glossary

Consumer Heterotrophic organism that consumes other organisms for

their energy requirements.

Cycling The process by which energy or matter returns from its com-

partment of origin before exiting the system boundary.

Ecological goal

function

Tendency observed in the orientation or directional develop-

ment of ecological systems.

Flow The transfer of energy or matter from one compartment in the

system to another by active (feeding) or passive (death, eges-

tion) means.

Network analysis A mathematical tool to study objects as part of a connected

system and to identify and quantify the direct and indirect

effects in that system.

Primary producer Photosynthesizing organism that captures external energy

sources and brings it into the system as the basis for all

subsequent thermodynamic activity.

Thermodynamic

system

A bounded system defined by the quantities of energy and

matter flowing through it.
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Definition

Ecosystem services provide the basis for all human activity. Maintaining their

sustained function is of critical concern to the issues of sustainability addressed

here in this encyclopedia. At root, the ecosystem is a thermodynamic system

receiving, collecting, transforming, and dissipating solar energy. The energy

pathways are varied and complex and lead to the diversity of form and services

available on the earth. Therefore, it is necessary to understand the ecosystem as

a thermodynamic system and how the energy flows enter, interconnect, and disperse

from the environmental system. Ecological network methodologies exist to inves-

tigate and analyze these flows. In particular, partitioning the flow into boundary

input, noncycled internal flow, and cycled internal flow shows the extent to which

reuse and recycling arise in ecosystems. The intricate, complex network structures

are responsible for these processes all within the given thermodynamic constraints.

Design of sustainable human systems could be informed by these organizational

patterns, in order to use effectively the energy available. This article demonstrates

the need for flow analysis, provides a brief example using a well-studied ecosystem,

and discusses some of the ecosystem development tendencies which can be

addressed using ecosystem flow analysis.

Introduction

Ecosystems, like all environmental systems, are open, thermodynamic systems

(Fig. 5.1). They take in energy from an external energy source – almost entirely

from solar energy, although geothermal or geochemical energy drives some

systems. Ecosystem structure is built with the energy, and then the degraded energy

is passed back to the environment. For some time period the “stored solar energy”

persists in the forms perceived on the earth’s surface as biomass stores of living and

nonliving organic material – such as all of us. In Frank Herbert’s novel Dune, he
envisioned that on an arid planet an important functional role of each individual was

“carrying” water in oneself. In a world dominated by thermodynamic constraints,

such as ours, everyone is an energy carrier. These stores are temporary and fluid.

Environment
Source/
High quality
energy input 

Sink/ 
Low quality 
energy output

Input-State-Output

System
Fig. 5.1 Environmental

systems are open systems,

connecting to the

environment through inputs

of high-quality energy and

discarding low-quality

outputs
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In this perspective, one could substitute the current object-mode paradigm with

a flow-based, rheomode. In other words, all stocks are flows. The paper that one

writes on now is only an ephemeral stage of the energy which started in the solar

reactions, traveled to earth, was captured by a photosynthesizing organism, converted

into storage in the xylem of that organism, and harvested and transformed into the

useable product that one now holds. But that is not the end. Over time, the paper will

slowly degrade or decompose, or perhaps the energy release will be sudden through

combustion. In any case, the objects held are transitory states in a long-term dynamic

from (energy) source to (energy) sink. Changing this view would help in appreciating

better the difference between capital and income, because, for example, harvesting

natural capital stock (i.e., a forest) into a flow (deforestation) is not equivalent yet

treated as substitutable in the current accounts. The rheomode approach could help

focus clearly on the difference and thus sustainability of stocks and flows.

Concerned about sustainability over a human time horizon, one must be aware of

the constraints imposed by these sources and sinks. From the input side, clearly, it is

necessary that one does not extract resources at a rate faster than they can regener-

ate. And concerning the output, the waste emissions should not exceed to the

assimilative capacity of the local environment [1]. These are the most basic

constraints imposed by open-system, thermodynamics. Humans have transformed

the earth’s surface to maximize the capture of photosynthetic energy – think of the

millennia over which the Chinese, Romans, Babylonians, etc., have manipulated and

manicured the landscape for agricultural production. Still, these societies rose and fell

within the solar energy domain. These societies collapsed if they overconsumed the

base resources or if they polluted their local environments [2]. In addition to these

persistent input–output constraints, there is a third sustainability consideration cur-

rently observed in the anthropocene, in that it is not only the input–output relations, but

also the structure which is created.Modern infrastructure demands the continual input

of high-quality (low entropy) energy of a form not naturally delivered by ecosystem

services. Furthermore, the created structure locks us into the necessity of immense

energy flows for maintenance. Perhaps an apt analogy can be offered through the

Greek myth of Erysichthon, who was King of Thessaly. He angered the gods by

cutting down a sacred tree, and as punishment was insatiably hungry. Importantly, the

more he ate, the hungrier he became. Our infrastructure, like Erysichthon, does not sit

idle but continually demands upkeep such that the more structure, the more resources

are needed to support this structure. It is not just about the present flows, but also the

life cycle debt commitment as a result of the structure. Today that energy debt is paid

almost entirely in the usage of fossil fuels – a nonrenewable resource. The scale of

human activity seen today is because the application of fossil fuels to substitute solar

fuels has released humans from one of the long-standing constraints on growth. And as

a result, humans have exploded across the landscape. This growthwas easywhen there

was sufficient energy to add to the system. In fact, the first growth form is boundary
growth, taking energy into the system, and storing it as biomass. As long as there is

more energy available, the system growth can occur unbound. The second stage of

growth, network and information growth, is squeezingmore utility out of the available

source by coupling processes and improving efficiencies [3]. This can occur in parallel
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with boundary growth, but becomes a necessity when boundary growth is limited.

In human systems, those immediate constraints are looming at least given the current

fuel-mix options.

Natural ecosystems, dependent on the solar energy flows developed extremely

complex and beautiful structures within these thermodynamic constraints. And it is

a useful guide to learn from these systems as a more eco-friendly design is

incorporated. Below, some of the ecosystem flow analysis methodologies are

explored and applied.

Investigation of Ecosystem Flows Using Network Analysis

“There are no trash cans in nature.” This is a useful phrase reminding that waste

from one entity is food/input for another. Energy, of course, has a higher dissipative

factor in the reuse than material cycles such as nitrogen, phosphorus, and calcium,

but still there is a complex network of pathways designed to utilize the energy

available in natural ecosystems. In 1973, Hannon [4] introduced Leontief’s

input–output methodology into ecology, applying it to the energy flow structure

of an ecosystem. The ecosystem is represented by n compartments, and the energy

flowing into compartments, within compartments and exiting compartments.

A network flow model is essentially an ecological food web (energy–matter flow

of who eats whom), which also includes energy input, and nonfeeding pathways

such as dissipative export out of the system and pathways to detritus. The first step

is to identify the system of interest and place a boundary (real or conceptual) around

it. Energy–matter transfers within the system boundary comprise the network;

transfers crossing the boundary are either input or output to the network, and all

transactions starting and ending outside the boundary without crossing it are

external to the system and are not considered. The energy inflows and intra-system

flows can be considered the production energy flow and the flows with no

consumers such as metabolic energy and exported biomass are the respiration
energy flow [5].

The data required for ecological network analysis are as follows: for each

compartment in the network, the biomass and physiological parameters, such as

consumption (C), production (P), respiration (R), and egestion (E), must be

quantified [6]. Furthermore, the diet of each compartment must be apportioned

amongst the inputs from other compartments (consumption) in the network. This

apportionment of “who eats whom and by how much” can be depicted in a dietary

flow matrix, F, where energy flows from column elements j to row elements i. For

all compartments, inputs should balance outputs (C = P + R + E) in accordance with

the conservation of matter and the laws of thermodynamics.

The sum of the flow matrix elements, fij, gives the total inflow to compartmental

i such that:
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Ti;in ¼
Xn
j¼1

fij þ zi

where zi is the boundary flow into i. The outflow from i can be expressed as:

Ti; out ¼
Xn
j¼1

fji þ yi

where yi is the boundary outflow from i. At steady state, a necessary condition for

the network flow analysis, Ti,in = Ti,out and one compartmental throughflow vector

can be written as T = (Ti). The total system throughflow (TST) is given by the sum

of the compartmental throughflows:

TST ¼
Xn
j¼1

Ti

The motivation for flow partitioning begins with nondimensional flow intensities

(i.e., throughflow-specific flows) which result when flows are divided

by throughflows of originating compartments: gij = fij /Tj. The elements of matrix

G = (gij) give the dimensionless transfer efficiencies corresponding to each direct

flow, fij. Powers G
m of this matrix give the indirect flow intensities associated with

paths of lengths m = 2, 3, . . .. Due to dissipation, flow along these indirect paths

approaches zero as m!1 so that the power series
P1

m¼0 G
m representing the sum

of the initial, direct, and indirect flows converges to an integral flow intensity

matrix, N:

N|{z}
integral

¼ I|{z}
initial

þ G|{z}
direct

þG2 þG3 þ . . .þGm þ . . .|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
indirect

¼ ðI�GÞ�1

N maps the steady-state input vector z into the steady-state system throughflow

vector:

T ¼ Nz ¼ ðIþGþG2 þG3 þ :::þGm þ :::Þz

Term by term, flow intensities Gm of different orders m are propagated over

paths of different lengths m. The first term, I, brings the input vector z across the

system boundary as input zj to each initiating compartment, j. The second term, G,

produces the first-order direct transfers from each j to each i in the system. The

remaining terms where m> 1 define mth order indirect flows associated with length

m paths. As stated before, these go to zero in the limit as m ! 1, which is

necessary for series convergence. This demonstrates that each “direct” flow fij at
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steady state is actually composed of flow elements of all orders, m = 1, 2, . . .. In
fact, a major result of this flow analysis is that indirect flows can dominate direct

flows:
P1

m¼2 G
m > G. In the above developments F, T, z, and y represent matter or

energy fluxes, and G and N are dimensionless intensive flows.

Finn [7] developed a cycling index using this basic approach and, Higashi et al. [8]

described a three-mode partition of the flows, expanded by Fath et al. [9] into five

modes (Table 5.1).Mode 0 is the boundary input into the system.Mode 1 accounts for

all flow in which substance moves from node j to a terminal node i for the first time

onlywithout cycling.Mode 2 is flow cycled at terminal nodes i of each (i, j) pair.Mode

3 is component-wise dissipative flow in the sense that it exits from node i never to

return again to i. Mode 4 is the boundary output from i constituting systemically

dissipative flows exiting the system (Fig. 5.2). dij is the Kronecker delta defined by dij
= 1 for i = j and dij = 0 for i 6¼ j.

Note, the symmetry in that quantitatively Mode 0 = Mode 4, and Mode 1 =

Mode 3. This is due to the conservation of mass/energy and at steady state what

comes in must go out. Mode 2 represents the cycled flow which has additional

impact on the system by staying in the system longer, increasing the residence

time, and returning to its source of emanation. Therefore, total system

throughflow can be written as:

TST ¼ f ð0Þ þ f ð1Þ þ f ð2Þ ¼ f ð2Þ þ f ð3Þ þ f ð4Þ

And, on a nodal basis, throughflow is:

Tij ¼ f
ð0Þ
ij þ f

ð1Þ
ij þ f

ð2Þ
ij ¼ zjdijþ nij

nii
�dij

� �
zjþnij

nii
ðnii�1Þzj

¼ dijþ nij
nii

�dij

� �
þnij�nij

nii

� �
zj ¼ nijzj

The mode partition designation clearly shows the contribution of flow within the

entire system of interactions.

Table 5.1 Network representation of flow partitioning into five modes for any (i, j) pair in

a system

Pair-wise interaction System-wide contribution

Mode 0 (boundary input) f
ð0Þ
j0 ¼ zj f ð0Þ ¼ P

f
ð0Þ
j0

Mode 1 (first passage) f
ð1Þ
ij ¼ nij

nii
� dij

� �
zj f ð1Þ ¼ PP

f
ð1Þ
ij

Mode 2 (cyclic) f
ð2Þ
ij ¼ nij

nii
ðnii � 1Þzj f ð2Þ ¼ PP

f
ð2Þ
ij

Mode 3 (dissipation) f
ð3Þ
ij ¼ nij

nii
� dij

� �
zj f ð3Þ ¼ PP

f
ð3Þ
ij

Mode 4 (boundary output) f
ð4Þ
0j ¼ yj f ð4Þ ¼ P

f
ð4Þ
0j
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Example: Cone Spring Ecosystem Model

A classic example is the Cone Spring ecosystem model developed by Tilly [10]. In

this model, there are five compartments representing: (1) plants, (2) bacteria,

(3) detritivores, (4) carnivores, and (5) detritus (Fig. 5.3). There are 2 external

inputs (to plants and detritus), 8 internal flows, and each compartment has boundary

outflow representing metabolic or egestion losses. The internal flows from columns

j to rows i are given by:

F ¼

0 0 0 0 0

8881 0 1600 200 167

0 5205 0 0 0

0 2309 75 0 0

0 0 0 370 0

2
66664

3
77775

Compartmental throughflows are: T = [11 184, 11 484, 5 204, 2 384, 370] and

TST = 30 627.

The nondimensional flow fractions are given by:

G ¼

0 0 0 0 0

0:794 0 0:308 0:0840 0:451
0 0:453 0 0 0

0 0:201 0:014 0 0

0 0 0 0:155 0

2
66664

3
77775

mode 2
recycle

i

System boundary

mode 0 boundary input
mode 4 boundary output

j
j

j

j

j

mode 3
dissipation

j

mode 1
first passage

j

j

f(0)+f(1)+f(2)=f(2)+f(3)+f(4)

Fig. 5.2 Schematic of flow partitioning for a central node i, in relation to other network

compartments. Flow reaches the node directly across the boundary, f (0), by passing through

other compartments before reaching i, f(1), and leaving i to cycle back again, f (2). Outflows

symmetrically mirror these inputs
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And the integral flow matrix is:

N ¼

1 0 0 0 0

0:958 1:207 0:374 0:186 0:545
0:434 0:547 1:169 0:084 0:247
0:199 0:251 0:092 1:039 0:113
0:031 0:039 0:014 0:161 1:018

2
66664

3
77775

Looking at Table 5.2, it is seen that over 38% of the flow comes directly to

a node from the first instant across a system boundary and 52% of the flow

originates from one compartment and enters another compartment for the first

time without cycling. Slightly over 9% of the total energy flow is material that has

1. Plants
285.0

4. Carnivores
17.0

3. Detritivores
60.0

5. Detritus
3579.4

2. Bacteria
116.6

11,184

300

255

5,205

8,881

2,003

1,600
3,275

635 860

75

1,814

3,109

370

2,309

203

200

Network boundary

Fig. 5.3 Network diagram of Cone Spring ecosystem energy flows [10]. All flows are in kcal/m2/

year. Biomasses are in kcal/m2. Green arrows are exogenous boundary inflows. Black arrows are
exports of useable energy. Red ground symbols represent metabolic energy loss

Table 5.2 Results of the flow analysis partitioning for

Cone Spring ecosystem. Values represent the fraction

of total system throughflow for each mode

Mode 0 0.386

Mode 1 0.522

Mode 2 0.092

Mode 3 0.522

Mode 4 0.386
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cycled by exiting and reentering the same compartmental node. In other words,

about 3,000 kcal/m2/y of the total system throughflow is comprised of energy due

to cyclic pathways which retain the energy in the system. This additional boost is

important to the overall function of the Cone Spring ecosystem. A noticeable

contribution of cycled flow is a common phenomenon in all ecosystems. Another

way to demonstrate this importance of cycling, and the fundamental shift it has on

how an ecosystem should be viewed, was given by Braner [11]. While

investigating the same five-compartment Cone Spring model above, he showed

that cyclic pathways identified by flow analysis reveal that the original boundary

flow persists in the system much longer than obviously apparent. For contrast, in

a five-compartment food chain model – a type often used, incorrectly, to represent

an ecosystem – the longest path could only be four steps in length fromX1!X2!
X3!X4!X5. Real ecosystems have more complex structures with cycles. After

those four steps, the original flow from compartment 1 would exit the system at

compartment 5. According to Braner, more than 10% of the flow remains in the

Cone Spring ecosystem after four steps. In fact, approximately 1% of the original

flow remains after 9 steps and 0.001% is left after 15 steps (Fig. 5.4). A similar

result is shown for two other ecosystems in the same figure. Therefore, the cycles,

evident from flow analysis, play a very important role in the system having enough

resource to function and provide ecosystem services.

Ecosystem Goal Functions

Flow analysis has another useful feature related to understanding ecosystem dynam-

ics. Odum [12] proposed 24 different attributes which describe the ecosystem

development, for aspects such as community energetics, nutrient dynamics, and

overall homeostasis. The attributes dealing with energetics, which change during the
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ecosystem development, have also been formulated as ecological goal functions –

which describe observable macroscopic patterns over time. They are not strict goal

functions in the sense of mathematical optimization models (neither is economic

utility although it is used as such), but indicate the tendency for ecosystems to follow

during development, for example, during succession from early r-selected species

and r-selecting environments to late K-selected species and K-selecting

environments. Some of the more common goal functions employed include:

maximum power [13], maximum dissipation [14], maximum cycling [15], maxi-

mum residence time [16], minimum specific dissipation [17, 18], maximum energy

[19], and maximum ascendency [20] (see [9], for a detailed description of these).

The idea is that the ecological network self-organizes itself in a way that leads to

directional change in the property of these values. For example, maximum power,

interpreted to mean the maximum throughflow in the network is given by: TST = f (0)

+ f (1) + f (2). Therefore, TST increases when there is more boundary flow (mode 0),

more first passage flow (mode 1), or more cycled flow (mode 2). Themechanisms for

this to increase practically relate to the system’s ability to capture more boundary

flow by increasing the uptake. Both first passage flow and cycled flow also depend on

the second stage of growth exemplified by the structure of the network and the

efficiency of flows along each connection. Similar rationale can be made for the

other goal functions listed above, and in fact it has been shown that the goal functions

are complementary and mutually reinforcing in that the realization of one generally

promotes the others. Together they provide a holistic view of ecosystem develop-

ment through different thermodynamic perspectives. Again, the value of this eco-

system knowledge is obvious for application to design and to manage human

systems sustainably. If ecosystem services are required, then the inherent dynamics

of the systems used should be better understood. Human activities in line with these

directions will be supported by natural processes, those that do not will experience

additional resistance and therefore additional cost and difficulty. Humans are better

off working with nature than against it if possible.

Conclusions and Future Directions

Ecosystem flow analysis clearly shows that the distribution of energy flow in

a network is not simple. Some significant fraction of the energy remains in the

system and cycles before exiting the system. This insight was evident in R.

Lindeman’s [21] seminal work on Cedar Bog Lake in which he referred to his

eight-compartment ecosystem as a “food-cycle.” Unfortunately, he did not have

the quantitative tools at his disposal, like flow analysis, and to simplify the

calculations, proceeded to analyze the system according to two distinct “food-

chains,” although in reality they are linked and contain cycles. Further work in this

area also neglected the presence and significance of food cycles until research in

the mid-1970s (such as [22–25], and others) when network analysis techniques

developed sufficiently to provide a holistic investigation of the ecosystem
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function. As stated above, this changes the way one must look at ecosystems, as

processors and stores of energy flow. The energy does not pass quickly through but

can remain and impact the system indirectly. The good news is that this flow which

remains in the system is able to positively drive ecosystem processes and contrib-

ute to the overall sustainability of the system.

However, the lesson to take is that in the design of human systems, industrial

processes are built sequentially, which have raw material ! processing !
product ! disposal. There is little room for cycling and reuse. Remember, there

are no trash cans in nature. Everything has a use and reuse. Efforts are now seen in

industrial ecology promoting closed loop engineering and cradle-to-cradle

considerations, but there is a long way to go, as evidenced by the massive amounts

of raw material input and solid waste generated on a daily basis by human activity.

Also, the flow analysis must include all parts and processes of the holistic integrated

socio-ecological system. Future work is needed to continue to understand energy

cycles in natural systems and furthermore, how to implement lessons from these

into the design of socio-ecological systems. Ecosystem flow analysis clearly shows

the input–output orientation flow resources have at their disposal for maintaining

functional activity and can aid in sustainability science.
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Chapter 6

Ecosystem Services

Heather Tallis, Anne Guerry, and Gretchen C. Daily

Glossary

Ecosystem services The wide array of benefits that ecosystems, and their

biodiversity, confer on humanity.

Marginal value The economic value of the next incremental unit of some-

thing. In this context, marginal values are those associated

with managing the next small unit of an ecosystem in

a particular way (e.g., preserving, rather than clearing, the

next unit of forest). They can also be the partial contribution

of natural capital to a final good that is produced with other

inputs. For example, the marginal value of irrigation water

for crop production is the value of the incremental crop yield

that can be attributed to irrigation, rather than to labor,

fertilizer, and other inputs.

Natural capital Here we focus on living, renewable forms of natural capital,

which constitute a stock – of an ecosystem and the biota that

makes it up – that generates a flow of ecosystem services.
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For example, a forest constitutes a stock that generates a flow

of timber, carbon sequestration, water quality, biodiversity,

serenity, and other benefits, depending upon how it is man-

aged. (Fossil fuels and other minerals constitute nonliving

natural capital, which is generally nonrenewable on time

scales of interest to society.)

Definition

Ecosystem services are essential to sustaining and fulfilling human life, and yet their

supply is seriously threatened by the intensification of human impacts on the envi-

ronment. Over the past decade, efforts to value and protect ecosystem services have

been promoted by many as the last best hope for making conservation mainstream –

attractive and commonplace worldwide. In theory, if institutions recognize the values

of nature, then we can greatly enhance investments in conservation and foster human

well-being at the same time. In practice, scientific and policy communities have not

yet developed the scientific basis or the policy and finance mechanisms for

integrating natural capital into resource and land-use decisions on a large scale.

Introduction

This entry provides an overview of issues concerning the identification, biophysical

and economic characterization, and safeguarding of ecosystem services. The concept

of ecosystem services has a long written history, reaching back at least as far as Plato.

We review this history, including a focus on recent advances such as the Millennium

Ecosystem Assessment, and advances in spatial modeling, economic valuation, and

policy implementation. We provide examples of novel finance and policy

mechanisms, including water funds, marine spatial planning, land-use planning and

human development, and global policy efforts. We conclude with a discussion of the

largest research and implementation challenges in this field, identifying the issues

that will frame the future growth of the concept of ecosystem services.

What are Ecosystem Services?

Definition and Classification

Ecosystem services are defined simply as the benefits that people obtain from

ecosystems [38]. They sustain and fulfill human life and flow from many conditions

and processes of ecosystems, and the species making them up [14]. The processes
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and features generating ecosystem services (ES) are so tightly interconnected that

any classification is inherently somewhat arbitrary. The most widely used classifi-

cation was developed through the Millennium Ecosystem Assessment (MA) and

identifies four classes of ES based on their types of benefits to society:

1. Provisioning services including the production of goods such as food, water,

timber, and fiber

2. Regulating services that stabilize climate, moderate risk of flooding and disease,

and protect or enhance water quality

3. Cultural services that provide recreational, aesthetic, educational, community,

and spiritual opportunities

4. Supporting services that underlie provision of the other three classes of benefits,
including soil formation, photosynthesis, nutrient cycling, and the preservation

of options (Fig. 6.1; [38]).

The classification of ES is still a topic of debate and several other classification

approaches have been suggested [7, 19, 22, 67].

System- and scale-neutral, the ecosystem services framework applies equally to

terrestrial, freshwater, and marine ecosystems and their processes, anywhere on the

spectrum from relatively pristine to heavily managed conditions. Indeed, all

ecosystems provide, to differing degrees, a set of ES. Human conversion of

Fig. 6.1 Ecosystem service categories and their linkages to human well-being as described in the

Millennium Ecosystem Assessment [38]
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ecosystems from one type to another is often motivated by a desire for a different

set of ES, though consideration of the services of the two systems and their tradeoffs

is often incomplete.

Ecosystem Services Across Systems

A wide range of ES is generated in the terrestrial realm, by croplands, natural and

managed forests, grasslands, and wetlands. In each of these systems, for example,

vegetation can protect and enhance soils, preventing their loss through erosion and

improving fertility by retaining moisture and storing and recycling nutrients. Vege-

tation and soils together regulate the quantity, quality, and timing of water flows, thus

moderating floods and droughts and providing cleaner, more reliable supplies [8].

Forests stand out as important in regulating water and carbon cycles [30]; in their

strong influence on local, regional, and global climate [30, 49]; and because of the

multiple, interacting threats to their future (e.g., [44, 66]). They also provide natural

products for subsistence use or sale including timber, firewood, mushrooms, fruits

and seeds, medicinal plants, rubber, cork, and bushmeat. Forest and woodland

habitats harbor species that provide pollination and pest control to commercial or

subsistence crops. Grassland and other dryland systems play these same critical

roles in addition to supporting vast livestock populations [38]. Wetlands occupy

a small fraction of Earth’s surface, but dominate the landscape where they are

concentrated and provide a wide array of water quality, flood mitigation, coastal

protection, and biogeochemical services [38]. Each of these systems, however

natural or managed, can provide habitat for biodiversity and opportunities for

recreational activities, spiritual experiences, and creative, cultural expression.

Freshwater ecosystems provide a suite of highly visible and widely appreciated

ES [53]. The freshwater regulated by terrestrial systems and the atmosphere is used

for drinking, hydropower production, irrigation, household activities (washing,

etc.), industrial purposes (cooling, manufacturing, etc.), and cultural experiences.

People also gain large revenues and nutrition from freshwater fisheries and aqua-

culture. Less appreciated is the value of sediment transport and deposition in rivers

that supply river reaches and downstream beaches with important sand and gravel

resources. Wetlands and other aquatic vegetation can regulate flood waters and

cycle nutrients, improving water quality. Finally, freshwater systems serve as

pathways for human transportation and recreational or cultural activities.

Marine ecosystems also provide all four classes of ecosystem services

described in the MA. Marine fisheries and aquaculture provide nutrition, feed for

animals, livelihoods, and important recreational and cultural opportunities.

Harvests of other species for food additives, cosmetics, and pharmaceuticals also

support health, nutrition, and livelihoods. Marine biogenic habitats (such as

coral reefs, oyster reefs, and kelp forests) regulate natural hazards including

storm surges, and may play a critical role in helping coastal communities adapt

to sea level rise. Marine systems also transform, detoxify, and sequester wastes.
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In addition, oceans are the center of the global water cycle; they hold 96.5% of the

Earth’s water [24] and are a primary driver of the atmosphere’s temperature,

moisture content, and stability [12]. Oceans are also key players in the global

cycles of carbon, nitrogen, oxygen, phosphorus, sulfur, and other major elements

[51] and are responsible for approximately 40% of global net primary productivity

[39, 61]. Finally, coastal communities reap many benefits from coastal tourism

(one the one of world’s most profitable industries [65]), and numerous coastal

communities define their very identities in relation to the sea and all it brings.

The Ecosystem Service Supply Chain

Ecosystem services flow to people along a supply chain from biophysical systems to

people [63]. All services are generated by some function or element of a natural or

managed system (Fig. 6.2). The full suite of these elements or functions can best be

considered in three discrete steps: supply, service, and benefit. For example, con-

sider protection from coastal storm surges. Many different types of coastal elements

(e.g., coral reefs, mangroves, oyster beds, barrier islands) confer protection from

storm surges by attenuating waves. The full set of locations of these coastal elements

represents the supply of protection from storms. People do not receive storm surge

protection from all of these locations, however, because some are far from human

infrastructure and settlement. Both the distribution of human infrastructure and

settlement, together with the location and condition of supply, are required to give

a clear picture of how much “service” is actually delivered at a given time.

Fig. 6.2 Three measurement points for ecosystem services [63]. Supply metrics deal only with the

biophysical system underpinning the service of interest. Service metrics include critical informa-

tion linking supply to beneficiaries. Benefit metrics weigh the level of service based on people’s

preferences or social policy goals
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Finally, the service delivered to human communities is often valued differently,

depending on the context. For example, coastal protection services provided by

nearshore habitats to easily accessible, popular, public beaches might be seen as

more valuable, or providing greater benefit, than those to more remote sites.

History of the Concept of Ecosystem Services

It is primarily through disruption and loss that the nature and value of ecosystem

services has been illuminated. For instance, deforestation has demonstrated the

critical role of forests in the hydrological cycle – in particular, in mitigating floods,

droughts, the erosive forces of wind and rain, and the silting of dams and irrigation

canals. Release of toxic substances, whether accidental or deliberate, has revealed

the nature and value of physical and chemical processes, governed in part by

a diversity of microorganisms, that disperse and break down hazardous materials.

Thinning of the stratospheric ozone layer sharpened awareness of the value of its

service in screening out harmful ultraviolet radiation. And the loss of coastal

wetlands has brought into relief their importance in regulating coastal hazards

such as hurricanes and tsunamis.

Initial Development of the Ecosystem Services Concept

A cognizance of ecosystem services, expressed in terms of their loss, dates back at

least to Plato and probably much earlier:

What now remains of the formerly rich land is like the skeleton of a sick man with all the fat

and soft earth having wasted away and only the bare framework remaining. Formerly, many

of the mountains were arable. The plains that were full of rich soil are now marshes. Hills

that were once covered with forests and produced abundant pasture now produce only food

for bees. Once the land was enriched by yearly rains, which were not lost, as they are now,

by flowing from the bare land into the sea. The soil was deep, it absorbed and kept the

water. . ., and the water that soaked into the hills fed springs and running streams every-

where. Now the abandoned shrines at spots where formerly there were springs attest that

our description of the land is true. (Plato)

Mooney and Ehrlich [40] trace modern concern for ecosystem services to

George Perkins Marsh, a lawyer, politician, and scholar. Indeed, his 1864 book

Man and Nature describes a wide array of services, again, often expressed in

terms of their loss. Remarking on the terrain of the former Roman Empire, he

notes that it “is either deserted by civilized man and surrendered to hopeless desola-

tion, or at least greatly reduced in both productiveness and population” (p. 9). He

continues, describing the reduction of hydrological services: “Vast forests have

disappeared from mountain spurs and ridges, the vegetable earth . . . [is] washed
away; meadows, once fertilized by irrigation, are waste and unproductive,
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because . . . the springs that fed them dried up; rivers famous in history and song have

shrunk to humble brooklets” (p. 9). He also draws connections between deforestation

and climate: “With the disappearance of the forest, all is changed. At one season, the

Earth parts with its warmth by radiation to an open sky – receives, at another, an

immoderate heat from the unobstructed rays of the sun. Hence the climate becomes

excessive, and the soil is alternately parched by the fervors of summer, and seared by

the rigors of winter. Bleak winds sweep unresisted over its surface, drift away the

snow that sheltered it from the frost, and dry up its scanty moisture” (p. 186). Finally,

he even wrote of decomposition services: “The carnivorous, and often the herbivo-

rous insects render an important service to man by consuming dead and decaying

animal and vegetable matter, the decomposition of which would otherwise fill the air

with effluvia noxious to health” (p. 95).

Other eloquent writers on the environment emerged following World War II,

including Fairfield Osborn (Our Plundered Planet, 1948), William Vogt (Road to
Survival, 1948), and Aldo Leopold (A Sand County Almanac and Sketches from
Here and There, 1949). Each discusses ecosystem services without using the term

explicitly. In The Population Bomb (1968), Paul Ehrlich describes anthropogenic

disruption of ecosystems and the societal consequences of doing so, addressing the

need to maintain important aspects of ecosystem functioning. Along these lines, the

Study of Critical Environmental Problems (1970) presents a list of key “environ-

mental services” that would decline with a decline in “ecosystem function.”

This list was expanded upon by Holdren and Ehrlich [29]. Meanwhile, in the

1960s and 1970s, economists set out to measure “the value of services that natural

areas provide” ([35], p. 12), with efforts focused on agricultural production [3],

renewable resources [11, 34], nonrenewable resources [18], and environmental

amenities [23].

By the early 1980s, efforts were initiated to investigate two questions: the extent to

which ecosystem function (and the delivery of services) depends on biodiversity, and

the extent to which technological substitutes could replace ecosystem services. The

first question is addressed in chapter Species Diversity Within and Among

Ecosystems, this volume. The second question was tackled by Ehrlich and Mooney

[21]. Work on these topics proliferated and, in 1997, a collective effort was made to

synthesize the wealth of scientific information that had accumulated on the functioning

of ecosystem services, with a preliminary exploration of their economic value, and of

key issues meriting further work [14].

Recent Advances

Four major advances of the last decade have revitalized research on ecosystem

services and brought them into the public eye. First, the MA represented a visionary

and seminal step in global science – it was the first comprehensive global assess-

ment of the status and trends of all of the world’s major ecosystem services. It was

requested by United Nations Secretary General Kofi Annan in 2000 and carried out
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between 2001 and 2005 with contributions from over 1,360 experts worldwide. The

key finding of this assessment was that two thirds of the world’s ecosystem services

were declining [38]. This captured the attention of world leaders and emphasized

the connections between human decisions and the natural environment that feed

back to the human condition via changes in the flow of ecosystem services.

Work following the MA clarified this chain of connections (Fig. 6.3) [16].

Human decisions shape individuals’ actions relating to the use of land, water,

oceans, and other elements of natural capital. These actions often alter the state

or functioning of ecosystems, which in turn provide altered flows of benefits (goods

or services) to people. People express different values (monetary, cultural)

associated with these altered streams of benefits and it is the expression of these

values that leads to changes in institutions that guide decisions. The following three

recent advances all concern the connections in this flow.

A suite of recent advances has greatly improved understanding of the links

between ecosystem functions and processes and the provision of ecosystem

services (Fig. 6.3). For some ecosystem services, we now better understand the

key ecological system components that drive provision (e.g., [33]) and we can now

measure (e.g., [56]) and model, with uncertainty, the impacts of land use and

resource management decisions on a wider variety of ecosystem processes and

associated services. Ecological science has also advanced spatially explicit

modeling, which is essential for mapping ecosystem services and their flows to

people (e.g., [10, 27, 43, 57]). Finally, we are starting to see patterns in how

multiple ecosystem services and biodiversity change in relation to each other.

Recent work has started characterizing bundles of ecosystem services, and explor-

ing their synergies and trade-offs (e.g., [4, 6, 20, 42, 43]).

Further, economic valuation methods have been applied to the spatial provision

of ecosystem services to estimate the monetary value of benefits and, in some cases,

the distribution of those benefits to various segments of society [42, 45, 52, 64]. In

addition, qualitative and quantitative methods from other social sciences have been
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applied to gain better understanding of the social and cultural importance of

ecosystem services (e.g., [38]).

Lastly, experiments in payments for ecosystem services [47, 48, 69], in ecosys-

tem-based management [2], and in regional planning have begun, giving us

opportunities to learn about how science can play a role in altering institutions,

and how institutions alter decisions and the resulting flow of ecosystem services.

The following section describes some of these efforts in more detail.

Incorporating Ecosystem Services into Decisions

Today, the urgent challenge is to move from theory to practical implementation of ES

tools and approaches in resource decisions taken by individuals, communities,

corporations, and governments. The framework in Fig. 6.3 connects the science of

quantifying services with valuation and policy to devise payment schemes and

management actions that take account of ecosystem services. This connection is

expressed in the real world in a variety of ways across scales from local to global.

A great number and diversity of efforts to implement the ES framework have

emerged worldwide over the past decade. Individually, most of these efforts are

small and idiosyncratic. But collectively, they represent a powerful shift in the

focus of conservation organizations and governments (primarily) toward a more

inclusive, integrated, and effective set of strategies [15]. Taken together, these

efforts span the globe and target a full suite of ecosystem services, including

principally forest-generated services of carbon sequestration, water supply, flood

control, biodiversity conservation, and enhancement of scenic beauty (and

associated recreation/tourism values) [26, 62].

Many local or regional ES efforts focus on a single service that stands out as

sufficiently important, from economic and political perspectives, to overcome the

activation energy required to protect it. Under the institutional umbrella created for

the focal service, it is possible that other services may be at least partially protected.

Beginning in the late 1990s, larger-scale investment in natural capital for water flow

regulation in China – and for a broad suite of ES in Costa Rica – set pioneering

examples that are now being adapted elsewhere and scaled up.

Next, we briefly describe some contrasting models of success, at different scales

and in different kinds of social-ecological systems. In each case, there is an acute or

looming crisis, innovative leadership, and pursuit of dual goals: improving both

human and ES condition.

Local Scale: Water Funds

New York City made one of the first and most famous investments in ecosystem

service provision in recent history, in the mid-1990s. The city invested ca. USD1.5

billion in a variety of watershed protection activities to improve drinking water
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quality for 10 million users rather than spending the estimated USD6-8 billion

needed (excluding annual operating and maintenance costs) for building a new

filtration plant. This seminal example is widely cited as evidence of the business

case for investing in natural capital instead of built capital [15]. Yet the effort

remains very much an experiment in the science and policy of investing in natural

capital, and one on which there is international focus.

Globally, watersheds are now emerging as the target of a range of creative policy

and finance mechanisms that link beneficiaries to suppliers through a payment

system. In these “water funds,” water users voluntarily pay into a pool that is

collectively managed by contributors and invested in watershed management

improvements. The Nature Conservancy (TNC) has now established more than

ten water funds in Latin America, has plans to create 22 more by 2015 [25], and is

exploring the possibility of establishing some of the first funds in Africa.

Agua por la Vida y la Sostenibilidad, one of the recently established water funds,

demonstrates the diversity of water users that are becoming engaged in these funds

and the kinds of watershed management changes these funds motivate. Formally

established in the Cauca Valley, Colombia in 2009, this water fund is supported by

the region’s sugarcane grower’s association (PROCAÑA), the sugar producers’

association (ASOCAÑA), 11 local watershed management groups, TNC and

a Colombian peace and justice nongovernment organization (Vallenpaz). Each

member of the water fund voluntarily pays a self-determined amount into the

fund that is then jointly managed by the members to improve landscape manage-

ment in 11 watersheds covering over 3,900 km2.

Members in this fund have currently committed to contributing USD10 million

over 5 years to be invested in five kinds of management changes: protection of

native vegetation, restoration of denuded lands, enrichment of degraded forests,

fencing of rangelands, and implementation of silvopastoral practices. The fund is

starting a monitoring program that will ensure that these investments lead to measur-

able improvements in water quality for approximately one million water users

downstream and significant improvements in terrestrial and freshwater biodiversity.

Local Scale: Coastal and Marine Spatial Planning

People commonly think of oceans as relatively featureless expanses that defy the

drawing of lines on maps. However, recent political and scientific advances have

highlighted the need for a comprehensive approach to planning marine and coastal

uses and the need for practical tools to make this more comprehensive approach

a reality on the ground and in the water. In a marine spatial plan, a wide range of

uses of the marine environment are put on one map. But an understanding of how

such plans are likely to yield changes in the delivery of the broad range of services

people receive from the system has, until recently, remained elusive.

Along the west coast of Vancouver Island Canada, multiple, often competing

interests are struggling to define the future character of the place. Existing extrac-

tive, industrial, and commercial uses; traditional First Nations subsistence and
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ceremonial uses; recreation and tourism; and emerging ocean uses such as the

extraction of wave energy are all in the mix. The West Coast Aquatic Management

Board (WCA) is charged with creating a marine spatial plan for the region. WCA is

a public-private partnership with participation from four levels of government

(Federal, Provincial, local, and First Nations), and diverse stakeholders. Ultimately,

WCA’s vision is to manage resources for the benefit of current and future

generations of people and nonhuman species and communities.

Some key pillars of the partnership’s strategy are to: use a precautionary,

ecosystem-based approach to protect, maintain, and restore marine and coastal

resources; respect and protect First Nations’ food, social and ceremonial

requirements and treaty obligations; integrate expertise and knowledge from First

Nations, local, scientific, and other sources; ensure broad participation in the

planning process; and foster initiatives that maintain or enhance opportunities for

coastal communities to benefit from local resources, while achieving sustainable

social, cultural, and economic benefits for the region. WCA has partnered with the

Natural Capital Project to explore how alternative spatial plans might affect a wide

range of ES and to provide information about trade-offs among ES.

Key considerations for WCA and their stakeholders include balancing important

industrial and commercial activities (such as shipping, mining, logging, aquaculture,

and fisheries), increased development of tourism and recreation, renewable energy

generation, and a strong cultural desire for sustaining the remote, wild feeling of the

place. WCA is exploring the suitability of alternative regions for these different

activities. For example, maps of coastal vulnerability to erosion and flooding from

storm surge are helping to direct coastal development permits to low-risk areas.

Similar maps of the value of captured wave energy are being overlaid with existing

ocean uses (e.g., fishing and recreational activities) to highlight regions of high wave

energy value, where wave energy generation facilities might be constructed while

having minimal impacts on other activities. Examinations of trade-offs among

aquaculture (finfish, shellfish), wild salmon fisheries, recreation (e.g., kayaking,

whale watching, and diving), coastal development (on the coast, as well as

floathomes), and habitat and water quality are underway.

The general framework of ES and ES modeling, in particular, is helping to

articulate connections between human activities that are often considered in isola-

tion, to align diverse stakeholders around common goals, and to make implicit

decisions explicit. ES modeling results have informed early iterations of the marine

spatial plan and will inform the creation of the final plan in 2012.

National Scale: Land-Use Planning and Human
Development in China

The ecosystem service investments being made in China today are impressive in

their goals, scale, duration, and innovation. Following massive droughts and

flooding in 1997–1998, China implemented several national forestry and
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conservation initiatives, into which investments exceeded 700 billion yuan

(ca. USD100 billion) over 2000–2010 [37, 70]. The larger and older of these

initiatives are being rigorously evaluated to determine their biophysical and socio-

economic impacts, to improve their design and efficacy.

These initiatives have dual goals: to secure critical natural capital through

targeted investments across landscapes and regions, and to alleviate poverty

through targeted wealth transfers from coastal provinces to inland regions where

many ES originate. The Chinese government aims to reduce the loss of soil,

improve water retention, reduce desertification, and generally protect biodiver-

sity and ecosystems in the west of the country for flood control, hydropower

production efficiency, irrigation supply, more productive agriculture, and

ecotourism. In addition, it wants to change the economic structure in rural

areas to increase local household income while simultaneously making local

households’ patterns of land utilization and agricultural production more

sustainable [36, 37].

The initiatives include two national PES programs, the Natural Forest Conser-

vation Program (NFCP) and the Sloping Land Conversion Program (SLCP),

established in 1998 and 1999 respectively. Implementation was tested in a few

provinces, and then rapidly scaled to the whole country. Evaluation of the

programs shows significant achievement of the biophysical goals, with remarkably

rapid land conversion in the desired directions. For example, by the end of 2006,

the SLCP had converted ca. 9 million hectares of cropland into forest/grassland and

had afforested ca. 12 million hectares of barren land. Village-level field

measurements have shown not only that the payments for ES have altered land

use patterns, but in turn soil erosion has been decreased in some areas by as

much as 68% [9].

Overall social impacts of the programs are mixed. In some places, payment

levels and types are leading to improvements in economic measures of well-being,

whereas in others payments were not sufficient to compensate for loss of income

from shifting livelihoods [37]. In addition, in some places where participation in the

SLCP has significant positive impacts upon household income, it has not yet

transferred labor toward non-farming activities as the government wished [36].

Payments are now being adjusted to improve success in achieving goals of poverty

alleviation and growth of new economic sectors in rural areas.

China is also now establishing a new network of Ecosystem Function Conserva-

tion Areas (EFCAs), specifically for ES provision. Their exact delineation is now

being determined through quantitative ecosystem service mapping and valuation.

They are expected to span ca. 25% of the country.

The current and potential future impacts of ES investments in China are enor-

mous, certainly within the country – and also globally, in the form of enhanced

carbon sequestration and reduced dust export, and perhaps most importantly in

lessons on making the investments needed in natural capital and human well-being

everywhere.
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International Scale: Global Policy and Research Efforts

As described above, the MA was the first major effort to establish ES in the

international policy arena. Activities stemming from that effort are now aimed at

bringing countries together in making tangible commitments to safeguard ES (e.g.,

2020 targets for the Convention on Biodiversity) and to assess national and inter-

national progress toward those commitments (e.g., through Group on Earth

Observations Biodiversity Observation Network (GEO BON) and the Programme

on Ecosystem Change and Society (PECS), which synthesize knowledge for the

International Platform for Biodiversity and Ecosystem Services (IPBES), formally

established in 2010). Several new international research efforts aim to feed into

these international processes, including the Natural Capital Project, The Resilience

Alliance, and the Stockholm Resilience Centre. Other entities are focused on

establishing and tracking ES markets, as a mechanism for bringing larger attention

to ES benefits to society (e.g., The Katoomba Group and The Ecosystem Market-

place, both initiated by Forest Trends). As an example of many burgeoning

international efforts, we describe in greater detail the Natural Capital Project.

The Natural Capital Project (NatCap) (www.naturalcapitalproject.org) is an

international partnership working to align economic forces with conservation, by

developing tools that make incorporating natural capital into decisions easy and

replicable; by demonstrating the power of these tools in important, contrasting places;

and by engaging leaders globally. NatCap is developing InVEST, a family of tools for

Integrated Valuation of Ecosystem Services and Tradeoffs.

InVEST helps decision makers visualize the impacts of potential policies by

modeling and mapping the delivery, distribution, and economic value of ES under

alternative scenarios (for more information, see [30]). The outputs identify trade-

offs and compatibilities between environmental, economic, and social benefits.

InVEST is designed for use as part of an active decision-making process

(Fig. 6.4) and can be applied at local, regional, or global scales. The first phase of

the approach involves working with stakeholders to identify critical management

decisions and to develop scenarios that project how the provision of services might

change in response to those decisions as well as to changing climate, population,

etc. Based on these scenarios, a modular set of models quantifies and maps ES.

The outputs of these models provide decision makers with information about costs,

benefits, trade-offs, and synergies of alternative investments in ES provision.

NatCap is using InVEST in major natural resource decisions in diverse contexts

around the world, including in the three examples given above (water funds,

coastal and marine spatial planning, and land-use planning and human develop-

ment in China). The aim is to demonstrate the power of these approaches and to

learn how to replicate and scale up models of success. The Project is engaged in a

suite of international efforts, including GEO BON and IPBES, to offer a common,

unifying platform for regional and national efforts that are spawned by these

initiatives.
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Future Directions

With the rapid rate of development of ES mapping, from the biophysical and

economic modeling through to policy application in diverse socioeconomic

contexts, it is likely that great advances will be made in coming years. What we

report here is only a beginning. There are key arenas in which further learning is

crucial to understand what drives variation in the provision of ES, how they

percolate through various arms of society, and how social reaction leads to sustain-

able or unsustainable change in ES provision.

Relating Ecosystem Services and Human Health

The relationships between biophysical attributes of ecosystems and human health

are complex [41]. Destruction of natural ecosystems can at times improve aspects

of public health. Draining swamps, for example, can reduce habitat for the
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mosquito vector that transmits the parasite that causes malaria. On the other hand,

destruction of other systems can have sharp negative consequences for human

health. There is emerging evidence that loss of tropical forests, for example, leads

to an increase in transmission of malaria [1, 50]. Similarly, fragmentation of, and

biodiversity loss from, eastern North American forests is associated with an

increase in lyme disease [32].

Natural and managed ecosystems provide many services that sustain human

health, through provision of human nutrition (especially of protein and

micronutrients); purification and regulation of drinking water; regulation of air

quality; regulation of vector-borne disease; and psychological benefits. There is

a great need for research illuminating the links between biodiversity, ecosystem

conditions and processes, and human health.

Trade-offs and Synergies

The relationship between ES and biodiversity and among different ES varies with

socio-ecological context. In some cases, clear trade-offs and synergies among services

have been defined in specific contexts [54], but there is still much to be learned about

what determines the nature of these relationships. Advancing this knowledge is

essential because policies addressing management change can only be successful if

management controls ES relationships. If policies are established to align multiple

ecosystem services, but biophysical conditions in the system lead to innate trade-offs

among services, management changes are bound to fail in delivering the desired

improvements to social benefits.

Distributional Effects

Much of the science of mapping ES has focused on identifying where ES are

generated and where they are delivered. However, less work has focused on

identifying to whom ES actually flow. This connection is essential if policies

addressing ES delivery are to be equitable and either improve the well-being of

the poor or avoid unintended distributional consequences. Past work in this arena has

focused on overlayingmaps of ES provisionwith an array of poverty indicators (e.g.,

[68]). Missing from this spatial analysis is information on access to and ability to

control the delivery of ES. In many cases (e.g., for services such as clean drinking

water, hydropower production, agriculture, water for irrigation, wave power gener-

ation), the actual delivery of services to specific people is affected by the location of

infrastructure or institutions regulating access to resources. New science is needed

that allows the ready mapping of these connections and the prediction of how they

will change under future conditions.
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Dynamic Effects: Shocks and Uncertainty

Dynamic changes, such as in climate and in the nitrogen cycle – as well as changes

arising through economic development and evolving human preferences over time –

are very important. The possibility of feedbacks within ecosystems, and between ES

and human behavior, is a key area for further development. Feedback effects can give

rise to thresholds and rapid changes in systems that can fundamentally alter system

outcomes [60]. The ability to incorporate shocks and the possibility of surprises is

another area where further development is needed. Fires, droughts, and disease all

can have major influences on ecosystems and affect the services produced. Changes

in economic conditions or fads in human behavior can similarly causemajor changes

in systems (e.g., financial crises). The occurrence of each of these and other potential

disturbances is difficult to predict but virtually certain to come about. Understanding

their likely impacts on ecological and social systems will help us prepare for them.

Valuation in Monetary and Non-monetary Terms
for Decision-Making

Monetary valuation of ES is not nearly as prevalent as sometimes assumed. More

typically, real-world applications of the ES framework rely on biophysical values to

inform policy design, such as measures of water quality or flood risk.

Value is not always easily characterized or fully captured in monetary terms, so

it is important to characterize value in multiple dimensions, including health,

livelihood support, cultural significance, etc. (e.g., [17]). This will help ensure

that valuation and broader decision-making approaches are inclusive of the range

of benefits and people concerned [28]. Interdisciplinary efforts are presently under-

way to create a conceptual framework that is useful both in theory and in practice

for a broad suite of cultural ES.

Institutional Design

However ES are measured, there is a need for political and social science research to

design institutions and policy mechanisms that better capture externalities. Efforts

such as national accounts are blossoming now, but it is unclear how they will evolve

and how successful governments will be at incorporating natural capital into

national measures of wealth. There is great work to be done in determining the

merits and limitations of alternative policy and finance mechanisms, in different

economic, governance, and other social contexts (e.g., [5, 46, 58, 59]). There is also

great work to be done in developing institutions that achieve representation and

participation by stakeholders as part of adaptive governance systems (e.g., [13, 55]).

96 H. Tallis et al.



Conclusions

Ecosystem services have had a relatively long history through indirect recognition

of the importance of nature for the persistence of the human endeavor. There are

scientific challenges for biogeochemists, hydrologists, ecologists, economists,

anthropologists, and other social scientists to understand how human actions affect

ecosystems, the provision of ES, and the value of those services. At least as

demanding are the social and political questions associated with incorporating

this understanding into decision-making. There is also a need to design effective

and enduring institutions to manage, monitor, and provide incentives that reflect the

social values of ecosystem services. Information is becoming more readily avail-

able for individuals, corporate managers, and government officials who make

decisions affecting ecosystems and the services to consider a more complete set

of costs and benefits associated with their choices. We are likely to see continuing

growth in our scientific ability to measure and predict changes in ES, our ability to

design policies and institutions that accurately represent these changes and in turn,

the ability of the environment to continue providing the many benefits society needs

to prosper.
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Chapter 7

Ecosystems and Spatial Patterns

Patrick M.A. James and Marie-Josée Fortin

Glossary

Disturbance A spatial process or event that reverts forest vegetation to early

successional stages typically altering forest structure and

composition.

Ecotone A region of interface between two communities, ecosystems, or

biogeographic regions.

Legacy A persisting spatial feature or pattern that was generated by

a historical disturbance. Legacies can constrain the spatial

dynamics of contemporary disturbances.

Multi-scale

analysis

A method of spatial analysis that looks at the relative

contributions of different scales of spatial pattern to a single

observed spatial pattern.

Pattern A repeatable and identifiable feature in a spatial context.

Scale An attribute of a spatial process or data used to represent that

process that describes its spatial dimensions. Scale includes

elements of grain, extent, and thematic resolution.

Spatial

autocorrelation

The degree of correlation of a variable and itself as a function of

the spatial distances among sample points.
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Stationarity A feature of a spatial process in which the mean and variance of

a process is consistent across the extent of a study area.

Variography A geostatistical modeling tool for describing spatial variance and

semivariance as a function of spatial distance among pairs of

points.

Definition of the Subject

Ecological processes such as forest disturbances act on ecosystems at multiple

spatial and temporal scales to generate complex spatial patterns. These patterns in

turn influence ecosystem dynamics and have important consequences for ecosys-

tem sustainability. Analysis of ecosystem spatial structure is a first step toward

understanding these dynamics and the uncertain interactions among processes.

There are many spatial statistics available to describe and test spatial pattern

within ecosystems and to infer the character of the processes that generated

them. Indeed, improving understanding of the processes that create spatial pattern

is a central objective of spatial pattern analysis. In addition to standard tests of

spatial autocorrelation and patch structure, methods for multi-scale decomposition

of spatial data and identification of stationarity are necessary to determine the key

spatial scales at which the processes operate and affect ecosystems and to identify

meaningful spatial subunits within larger contexts. Finally, tools for identifying

ecosystem boundaries are also important to monitor boundary movement and

changes in local ecosystem characteristics through time.

Introduction

Spatial Patterns in Ecosystems

The spatial structure of ecological systems is important to examine and understand

as spatial structure mediates the flows of individuals, materials, and information

through space and time [1]. These flows bear on the probabilities of occurrence and

persistence of floral and faunal populations which determine local and regional

biological diversity as well as ecosystem functioning [2]. Interruptions and

alterations of such flows within and among ecosystems in terms of rate, quantity,

or both as a result of human interventions or natural dynamics such as disturbance

can have important consequences for ecosystem sustainability and long-term pop-

ulation persistence. Quantitative characterization of spatial patterns and their rates

of change in natural environments is essential to understanding ecological
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processes and to inform sustainable management techniques that aim to minimize

degradation and alteration of ecosystem dynamics [3].

Spatial pattern, or simply spatial structure, refers to a quantifiable attribute of

a spatial context. General definitions of the word pattern include a simple definition

such as a distinctive or regular “form” or “order,” or a feature that is repeated with

some degree of “regularity” [4]. Recently, Wagner and Fortin [5] defined the more

general term “spatial heterogeneity” as spatially structured variability in a property

of interest. Both exogenous environmental (e.g., edaphic variability, elevation,

climate) and endogenous ecological (e.g., species interactions, pollen, and seed

dispersal) processes generate spatial structure. Each of these two types of spatial

processes can produce spatial pattern in multiple forms and scales (Fig. 7.1). The

simplest form of spatial pattern is a simple gradient (Fig. 7.1a). Spatial structure can

also be present in the form of patches, linear features, and points and can be

superimposed on a gradient (Fig. 7.1b–f). When biological spatial structure is

mostly responding to environmental conditions such as those depicted in Fig. 7.1,

the resulting spatial structure is said to have spatial dependency to the environmen-

tal factors. However, when spatial structure emerges as a result of interactions

among ecological processes, the pattern is said to be spatially autocorrelated [5].

Spatial patterns and heterogeneity can also be defined using spatial and topological

characteristics. These characteristics can include, but are not limited to, a pattern’s

intensity, autocorrelation, degree of clustering, variability, and scale, which itself

includes spatial grain and extent [6]. Importantly, a single pattern summarized using

different characteristics can result in different interpretations of the processes behind

that pattern [7, 8].

Gradient

a

b

c

d

e

f

Gradient +
Patches

Gradient +
Small 
Gradients 

Large Gradient +
Small Gradients +
Linear Features

Large Gradient +
Small Gradients +
Linear Features +
Strata 

Large Gradient + 
Small Gradients +
Linear Features +
Strata + Species 

Fig. 7.1 Spatial heterogeneity as a series of additive processes resulting in additive spatial

patterns to which individual organisms (here represented points) may respond. Some or all of

the different types of spatial heterogeneity may be present in any given landscape
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Because spatial pattern analysis is often interested in inferring the processes that

created them, it is important to recognize that any single observed pattern represents

but one realization of the stochastic process(es) that generated it [7, 9]. By

acknowledging that an observed pattern is but a single “snapshot,” its temporal

dimension is recognized and that under different circumstances, the patterns seen

may not be exactly the same. Hence, a main objective of studying spatial pattern is

to try to tease apart stochastic processes and the patterns they create from their

spatiotemporal conditionalities.

In addition to being driven by processes that are stochastic, patterns emerge as

a result of multiple processes that operate at different spatial and temporal scales

[10, 11]. These processes can be biotic or abiotic and are usually interconnected

through dynamic, and occasionally nonlinear, feedback loops. For example, emer-

gent spatial pattern following forest fires is conditional on the initial distribution of

forest fuels as well as fire-weather conditions [12]. Similarly, patterns in forest

vegetation composition are often related to patterns in abiotic factors such as

moisture, drainage, and soil conditions. Patterns in the genetic composition in

animal populations have also been shown to be influenced by the environmental

variation (e.g., suitable vs. unsuitable habitat) between sampled populations [13].

These relationships are often nonlinear as the patterns that result from the

interactions among pattern-generating processes tend to be different than any one

process on its own [14, 15].

Novel spatial patterns created by contemporary anthropogenic processes have

uncertain consequences for natural ecosystem dynamics. Anthropogenic processes

including deforestation, development, land use change, and climate change do not

replace natural processes, but have the capacity to interact with and alter them. As

such, a significant question in modern ecology and ecosystem science is that of

what are the effects of such novel patterns and processes on natural, or historical,

system dynamics [16–18]. Not only do new sources of spatial variability influence

natural dynamics through changing the patterns to which natural processes respond,

but they also can alter the processes themselves. For example, with regard to forest

fire dynamics, this is true where forest composition has been changed due to fire

suppression and management (pattern change) and fire frequencies are increased

due to increased ignitions near roads or changes in local weather patterns (process

change). Similarly, with regard to animal population dynamics, movement and

dispersal may be impeded through habitat loss and fragmentation (pattern change)

and habitat loss can have an absolute effect on effective population size, rates of

dispersal, and genetic variability (process change). Sophisticated spatial statistical

analyses are required to begin to disentangle the contributions of different processes

to observed spatial patterns to understand how best to manage natural systems to

safeguard against further habitat-related losses to biodiversity [19].

Here the causes and consequences of spatial patterns in terrestrial forest

ecosystems are reviewed with particular emphasis on patterns of forest vegetation

generated through landscape level disturbance processes. Spatial patterns in forest

vegetation are both ecologically and economically important in that they are directly

relevant to wildlife habitat supply, timber supply, future disturbance dynamics,
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and represent future challenges to forest and land managers. Uncertainty regarding

future disturbance dynamics, in particular fire and insects outbreaks, in the context of

global climate change makes investigations into disturbance interactions and

potential long-terms consequences for ecosystem spatial structure and functioning

particularly relevant.

Forest Ecosystems

In North American forests, disturbance processes generally include landscape level

fires, insect outbreaks, forest management (i.e., logging), and fine-scale local

disturbances such as windthrow and fungal diseases. The patterns created through

the interactions among disturbances can have important economic and ecological

consequences. For example, Stadler et al. [20] demonstrated that hemlock wolly

adelgid (Adelges tsugae) infestations in New England can affect both fast and slow

ecosystem dynamics, nutrient cycling dynamics in the short term, and landscape-

scale patterns of forest composition in the long term. Similarly, compounded

disturbances (e.g., fire and logging) in the eastern boreal forest can result in alternate

forest states [21], which can have consequences for biodiversity conservation. Eco-

nomically, it has been clearly demonstrated that forests under risk of disturbance,

either through fire or insect outbreaks, required longer rotation periods to accommo-

date for the losses [22].

Logging, fire, and insect outbreaks represent disturbance processes that revert

forest stands to early seral stages. Succession describes processes of forest recov-

ery, regeneration, and change that vary in response to different disturbances.

Although multiple processes generate forest spatial heterogeneity, not all influence

it in the same way. Spatial disturbance legacies vary in terms of shape, size,

intensity, boundary characteristics, influence on forest succession, and effects on

forest age structure [18, 23–25]. The interactions among processes, or more prop-

erly, interactions among current disturbance and existing spatial legacies, create

and maintain heterogeneous forest landscapes. This cascade of effects and

constraints creates mutual dynamic feedbacks among patterns (spatial legacies)

and spatial processes (disturbances) [26, 27] with important consequences for

ecosystem dynamics.

Different forest disturbances create different forms of spatial structure. Indeed,

each disturbance imposes its own unique “spatial signature” on the landscape that

also has different temporal characteristics contingent on a disturbance’s interaction

with succession (Fig. 7.2). Fires, for example, tend to produce relatively discrete

patches that occur over a short time frame and vary in terms of the residual forest

structure that is left behind [28]. Logging is somewhat similar to fires in that the

patches created are discrete and occur over short time frames and forest managers

have control over the scale and amount of residual structure. Insect disturbances,

such as outbreaks of spruce budworm (Choristoneura fumiferana), forest tent

caterpillar (Malacasoma disstri), and the mountain pine beetle (Dendroctonus
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ponderosae), are less discrete and tend to produce more complicated spatial struc-

ture and continue to affect forest structure at a given location for multiple consecu-

tive years [29].

Each disturbance also has a unique relationship with forest regeneration pro-

cesses [30] such that forest succession is tightly coupled to the type of disturbance

that reinitiates stand development. These relationships determine future forest

structure. Historically, fire and insects were the main disturbances in North Ameri-

can forest systems. Adaptations to disturbance such as serotiny in pine species

Large range of 
patch sizes

Small range of 
patch sizes

Discrete

Succession

Fire

Continuous
(several years)

Succession

Insects

Discrete

Succession

Harvest

Individual
Realizations

Observed Spatial Pattern

Disturbance
Processes

Spatial 
Patterns

Temporal 
Patterns

Fig. 7.2 Spatial and temporal scales of forest disturbances. Interactions among disturbances are

dependent on the unique successional responses to each disturbance (row 1). Historical forest
systems were governed by interactions mainly between fire and insects (arrows) although pres-

ently, logging also interacts with these historical processes. Columns show the unique spatial and

temporal attributes of each of the three main boreal forest disturbance agents: fire, insects

(i.e., SBW), and harvesting (i.e., logging). These different spatial features result in different

realization, or spatial signatures, of each disturbance (row 4). Interactions among these different

processes produce a single observed spatial realization of spatial structure that contains elements

of each of the different processes (row 5). Observed patterns contain elements of all three main

processes; the objective of spatial analyses is to begin to tease apart the relative contributions of

different processes to observed spatial pattern (row 6)
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(e.g., jack pine; Pinus banksiana) and advanced regeneration in the understory of

spruce (e.g., Picea spp.) and balsam fir (Abies balsamea) stands that maintain

spruce budworm host availability over time [31] are evidence of this dynamic

feedback between disturbance and succession. The spatial patterns created through

forest management and their influences on forest succession in turn influence future

forest disturbances dynamics [32]. Spatial pattern analysis is important to better

understand the effects of human activities on natural disturbance dynamics.

Sources of Heterogeneity

Understanding the nature and consequences of spatial heterogeneity in ecosystems

requires an understanding of the processes that generate this heterogeneity. In this

section, different types of spatial heterogeneity and how different types of processes

may give rise to complex spatial patterns are described. The consequences and

potential challenges involved in indentifying the relative contributions of these

different and frequently interacting processes are discussed next [6].

Levels of Organization

Processes that generate spatial heterogeneity can be classified into a hierarchy of

spatial processes that operate at different levels of ecological organization: (1) indi-

vidual, (2) population, (3) community, and (4) landscape/ecosystem. Individual

processes include organism dispersal and habitat selection; population processes

can include demographic dynamics as well as immigration/emigration; community

level processes are highly relevant to natural disturbance dynamics and can include

successional changes and rates of species turnover. Examples of landscape/ecosys-

tem level processes include disturbance, climate change, and migration.

Processes within this organizational hierarchy are not necessarily independent

and can influence each other among levels. Such interactions can influence emer-

gent patterns due to potential cross-scale interactions and amplifications [33] and

can also further complicate efforts to identify clear cause-and-effect relationships.

A recent example of such cross-scale amplification in a forest ecosystem can be

found within the mountain pine beetle (Dendroctonus ponderosae) system of

Western Canada, where the recent outbreaks of the lodgepole pine infesting

beetle have affected an unprecedented millions of hectares [34]. Here, the local

dynamics of population control by host tree defenses were overcome when popula-

tion numbers increased dramatically due to persistent warmer temperatures in the

early 2000s. The interactions between these local- and landscape-level processes

are thought to have led to a positive feedback that allowed the outbreak to expand as

much as it did [34].
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Interactions Among Spatial Processes

Spatial processes within ecosystems interact with each other directly as well as with

the spatial legacies of previous, historical processes. In this way, spatial patterns

and processes are connected through a dynamic and persistent feedback loop [32].

Spatial legacies can be thought of as a form of spatiotemporal connectivity among

disjunct spatial processes or events that are mediated by forest succession and

aging. The legacies of historical processes as represented by contemporary patterns

can have long-lasting and significant impacts on biodiversity [16, 35] and efforts to

sustainably manage forest ecosystems [23, 36].

Spatial legacies can be defined at different scales and describe persisting features

within a stand, landscape, or ecosystem. The term “legacy” can refer to fine-scale

structural complexity following windthrow [37], landscape level forest age struc-

ture [18, 38], disturbance-mediated seed availability [39], and residual forest

structure following fire [39, 40]. Because patterns of historical land use can

influence contemporary ecosystem composition, configuration, and ecosystem pro-

cess dynamics long after the actual event [41], a better understanding of spatial

legacies and their influence on ecosystem dynamics and landscape change over

time is needed and requires novel spatial and temporal methods of investigation

and analysis.

From the perspective of sustainability, spatial disturbance legacies, including

those created through human activities, represent future ecosystem patterns and

future challenges for sustainable management. Gustafson et al. [42] showed that

new forest harvest goals are not easy to achieve due to existing conditions when

examining shifting forest management rules. Wallin et al. [38] demonstrated that

shifts from a dispersed to an aggregated harvest pattern did not immediately result

in a change in forest attributes such as patch size and edge density. Instead, new

harvest rules had to work around the legacies of previous patterns, and original

patterns were enforced. Similarly, Gustafson and Rasmussen [43] found that when

varying parameters in a harvest simulation model, the persistent legacies of previ-

ous harvest patterns resulted in timber harvest shortfalls. Using a simulation

approach, James et al. [18] demonstrated that legacies in forest age structure created

through forest management can persist for over 100 years. Ecologically, the

consequences of these legacies interacting with new disturbances can result in

greater system variability and gradual ecosystem degradation [43–45] or alternative

stable states [21, 46].

Multiple Spatial Scales

Inferring the characteristics of spatial processes through analysis of spatial pattern

is a central goal of most ecological studies as it is often very difficult to analyze the

processes of interest directly. This can be particularly challenging when several

types of pattern (Fig. 7.1) and underlying processes are present (Fig. 7.2). The
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challenge resides in the fact that the single observed pattern is an amalgamation of

these multiple processes interacting with existing spatial structure and historical

legacies; the functional relationships that connect these contributors to pattern are

largely uncertain (Fig. 7.2). When analyzing the spatial structure of sampled data, it

is not easy to disentangle the key spatial scales, and therefore processes, that act on

the data. However, in the last decade, hierarchical decomposition methods (multi-

scale ordination [47]; PCNM [48]; wavelets, [49] more detailed below) have been

developed to identify the spatial scales at which data are most strongly structured

and to decompose the data on the basis of scale-specific variances. Beyond simply

describing patterns and the scales at which they are structured, it is also important to

have a priori hypotheses about which scales and processes are the most relevant for

the questions under study as these methods could reveal many patterns and spatial

scales, many of which may not be of relevance [8]. Spatial pattern analysis will be

more effective at describing underlying processes when used in an explicit and

informed hypothesis testing framework.

Ecological Consequences of Spatial Heterogeneity

The consequences of changes in spatial pattern in forest landscapes are easily

confounded by absolute losses in wildlife habitat [19]. That is, although both forest

composition and configuration are important, issues related to configuration are

only relevant below a critical threshold of forest amount (usually 20–30% of area;

[50]). Above the critical threshold, the landscape generally remains “connected”

and organisms or disturbances can spread in the landscape [51]. Below such

a critical threshold, species’ response to the amount of habitat area is nonlinear as

most species do not have enough habitat to meet their needs. Surrounding habitat

quality (composition) and configuration become more important for local popula-

tion persistence in this case. Moreover, fragmented landscapes with various

landcover types can impede species abilities to move from habitat patches to

another [52]. For example, nesting birds do not cross forest gaps larger than 25 m

[53]. Impediments to movement across landscapes can influence population

dynamics [54] as well as genetic heterogeneity [55], both of which affect the

probability of population persistence.

Spatial Analyses

There are three main approaches to investigating the different aspects and

consequences of spatial heterogeneity. Spatial statistics, landscape metrics, and

statistical modeling, all approach the question of identifying spatial pattern in

ecosystems in a slightly different way [5]. Owing to the varied history of

approaches to studying spatial patterns including methods and concepts drawn
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from a diverse set of disciplines such as geography, geostatistics, and ecology, only

the key concepts related to the most commonly used methods that quantify spatial

structure within and among ecosystems are presented. Before describing the differ-

ent types of analysis, some fundamental issues related to the spatial analysis of data

are presented.

Assumption of Stationarity

To infer spatial pattern from samples spatial statistics require that the area under

study is governed by the same underlying process (i.e., the assumption of

stationarity; [7]). As it is often impossible to be sure that the underlying process

is stationary, one needs either to assume it or to determine whether or not the

observed data are stationary (i.e., their statistical properties such as mean, variance,

isotropy do not vary with spatial distance). Nonstationary processes may arise when

more than one process is present and that these multiple processes may be acting at

different spatial or temporal scales. Yet, in most forest ecosystems, processes

interact with one another, resulting in unique types and scales of spatial pattern

which violate the assumption of stationarity. In such circumstances, it is required to

first identify stationary subregions within such a larger spatial context. A few

spatial analysis methods do not require the stationarity such as lacunarity analysis,

local quadrat variance methods, and wavelets [7]. It is worth noting that these types

of analyses although different and originating from different developmental

histories are quite similar to one another mathematically [56].

Data Type

Spatial pattern within ecosystems can be represented using categorical or continu-

ous data depending on the nature of the variable under investigation. Each type of

data requires different methods of analysis (Fig. 7.3; [7]). Categorical data can be

described by the amount and configuration of the different discrete types on the

landscape. Examples of categorical spatial data include forest type and age, or

classified habitat patches. Both amount and configuration can be described in

numerous ways using landscape pattern metrics [9, 57, 58]. Continuous data

requires more subtlety in describing patterns and can include variables such as

soil moisture, forest basal area, or remotely sensed reflectance indices (e.g., NDVI).

Composition of continuous variables can be described using the density distribution

of the variable and configuration is usually described by a spatial covariance

function that captures the strength, directionality, and scale of autocorrelation of

the variable [5, 7, 59].

In addition to the categorical/quantitative dichotomy of data types, patterns can

be described using different geometric topologies of spatial features or units: the
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vector format (points, lines, polygons) and the raster (i.e., pixel) format [60].

Representation of spatial structure in one form of data does not preclude use of

another form. For example, annual polygons of insect defoliation data can be

converted into raster form and analyses can be undertaken using time series of

raster values at a specific location [61]. Furthermore, binary rasters (presence/

absence) can be converted to continuous rasters by increasing the cell size and

counting the number of “presence” pixels surrounding a focal pixel using

4-neighbour, 8-neighbour, 16-neighbour rules and assigning this value to the to

the new, larger pixel.

Raster data can be used to represent any continuous variable. In contrast to

point data, in raster data types, the information fully covers the extent of the study

area. There is also a unique grain (or cell size) to each raster “pixel” that

determines the subarea of continuous space that is discretized by the raster cell.

The selection of raster grain can have important consequences to the results of

spatial analyses [6]. Raster data can be used to represent any number of spatial

variables relevant to disturbance ecology including, but not limited to, tree species

[62], stand age [18, 63], basal area [64], insect damage [61], and number of fire

occurrences [65]. The continuous coverage of raster data makes it amenable to

many different analytical techniques such local quadrat variance, lacunarity, and

wavelets [56].

Gradient Analysis

Quantitative Data

Spatial Statistics 
• Spatial Autocorrelation
• Range
• Anisotropy

a b

Categorical Analysis

Qualitative Data 

Landscape Metrics
• Composition
 (patch type and proportion)
• Configuration 
 (patch size, patch shape,
 patch orientation, spatial
 arrangement)

Fig. 7.3 Spatial analysis can be undertaken on different types of spatial data. (a) Raster-based
quantitative spatial data (e.g., forest height, basal area, NDVI) that can be analyzed using spatial

statistics to determine the intensity, spatial range, and directionality (anisotropy) of the spatial

pattern. (b) Categorical and qualitative forest data (e.g., species, stand age) require a different

analytical approach that typically includes landscape pattern metrics
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Spatial Analyses within an Ecosystem

Ecological variables that are geographically distributed in space and time tend to be

more similar when compared close together [66]. Autocorrelation is a feature of

most data and can be quantified by the degree of self-similarity or dissimilarity in

a variable between pairs of locations at a given distance apart (i.e., spatial lag

determined in terms of equidistant classes). Note that spatial statistics on their own

cannot differentiate between spatial dependence to environmental factors and

spatial autocorrelation due to ecological processes; only prior knowledge and

multiple testing can differentiate between these two sources of spatial structure.

Spatial Description of the Pattern

The objective of many spatial statistics is often to characterize to what degree

spatial data are autocorrelated, if they are oriented in a particular direction (anisot-

ropy), and at what scale. As these spatial statistics have been thoroughly reviewed

elsewhere [7, 58], we focus on three topics (1) methods of spatial pattern analysis

devoted to identifying structure in point data, (2) methods of spatial analysis that

are devoted to identifying structure and pattern in two-dimensional raster (pixel) or

polygon data, and (3) methods of spatial analysis explicitly concerned with

identifying the scale, or scales of structure that are present in either point or two-

dimensional data. Both the data types discussed can be examined in uni-, bi-, and

multivariate contexts and can include either categorically or continuously measured

variables.

Point Pattern Analysis

Spatial point processes describe phenomena that produce events represented as

points in space [67, 68]. The objective of point pattern analysis is to determine

whether the distribution of events (points in space) is more or less spatially

aggregated than is expected by chance and tests the null hypothesis of complete

spatial randomness. The use of complete spatial randomness assumes that the

underlying process is the same over the study area (i.e., stationarity). When it is

not the case, the study area is said to “inhomogeneous” such that significance

cannot be achieved using a single process such as complete spatial randomness.

Modified statistics and corrections have been developed to account for inhomoge-

neity within the study area [69, 70]. Point pattern analysis also assumes complete

census of all point occurrences in the study area [7]. Fortin et al. [71] showed that

the significance of spatial aggregation estimations is biased only when a subset of

sample points is used rather than the entire set of points in the study area.
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The most commonly used method of point pattern analysis is Ripley’s K
statistic [72]. New statistics have also been developed to compute local estimates

[68]. Ripley’s K statistic, and derived statistics, can be applied in one-, two-, or

three-dimensional space to compare the degree of aggregation of points [68]. In

cases where two (or more) point processes are operating, it may be of interest to

assess whether one process influences the other and whether points of different

types tend to cluster together. Examples of ecologically relevant spatial point

processes include fire occurrence, plant occurrences [67], or the distribution of

animal nesting or denning sites [72]. The bivariate, or cross-K, Ripley’s K test

assesses whether the co-occurrence of two types of points is clustered together

more or less than is expected by chance [58]. Using this technique, Lynch and

Moorcroft [73] examined co-occurrence of fire and insect outbreaks and found

that contrary to expectation, insect-caused forest mortality does not increase the

risk of forest fire.

Spatial Autocorrelation

Often, a researcher is interested in determining the scale and strength of spatial

autocorrelation of a variable as well as whether there is a directional trend in the

data (i.e., anisotropy). This can be achieved using spatial autocorrelation

coefficients such as Moran’s I which computes the product of the deviations of

the values of the variable to its average according to various distance intervals (lags,

classes) standardized by the variance at that spatial lag [7]. Moran’s I behaves like
a Pearson’s correlation coefficient such that the null hypothesis is the absence of

spatial autocorrelation, positive autocorrelation (mostly a short distance) indicates

that values have comparable values, while negative values indicate that the values

are very dissimilar. Moran’s I assumes that the underlying process is the same over

the entire study area (i.e., stationarity). Hence, the spatial autocorrelation

coefficients computed at various distance classes are average values. Spatial auto-

correlation in this sense can be referred to as a global spatial statistic that describes

an attribute of the data over the entire study area [7]. Significance of each coeffi-

cient can be computed based on an asymptotic t or randomization procedure. In

either case, stationarity is required. Moran’s I is very sensitive to skewed data as the
mean will be biased and in consequence all the deviations values based on it will

also be biased. It is therefore recommended to check the distribution of the data

before computing spatial autocorrelation and if needed transform the data to obtain

a symmetric distribution.

Measures of spatial autocorrelation are also sensitive to sample size. When

autocorrelation is estimated using too few locations, (e.g., <30 positions), spatial

patterns may not be detected, even though present. Similarly, depending on the

spacing among sampling locations, there will be different numbers of paired

comparisons at each lag distance. Typically, there are few pairs at short distances

due to the edge effects of the edge of the study area (no locations outside to
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compare too), most of the pairs at intermediate distances and very fewer at large

distances (because of the overall size of the study area). To mitigate these unequal

numbers of pair per distance lag, it is recommended to focus on lags distances equal

to the length of the first half (up to two thirds) of the smallest edge of the study area

as most spatial autocorrelation occurs at short distances and that the probability of

detecting it is also highest in the first spatial lag [7].

A plot of spatial autocorrelation coefficients against distance lags is called

a spatial correlogram. If the lags are based on distance only, the correlogram is

said to be an omnidirectional correlogram. When the data contain directionality, the

omnidirectional correlogram cannot reveal it and may, in fact, “mask” it. To detect

the presence of anisotropic spatial pattern (i.e., not having the same sill and range

according to direction), the samples need to be divided by distance class as well as

direction angle range (usually 0�, 45�, 90�, 135�) to produce a set of directional

correlograms.

In areas where several processes influence ecological data, Moran’s I that

assumes stationarity cannot be used. Instead, local indicator of spatial aggregation

statistics, LISA (e.g., local Moran, local Getis), can be used as they are computed at

each sampling location and allow the identification of subareas that have similar

high (“hot spots”) or low (“cold spots”) values [7].

Geostatistics

Spatial structure can be determined in terms of spatial autocorrelation as presented

above or as spatial variance according to distance as computed using variograms

which are part of the family of spatial statistical methods known as geostatistics [7,

58]. Variograms represent a global method of scale-specific analysis that has been

used extensively in ecology to analyze spatial patterns [58]. Variograms model the

relationship between lag distance and semivariance and can be calculated using

continuous raster or point data. Semivariance is calculated as the sum of the squared

differences between pairs of locations separated by a given lag distance divided by

twice the number of pairs of locations at that particular lag distance [7]. From the

observed, or empirical, variogram, three parameters can be estimated to fit

a theoretical variogram: (1) range, or scale at which distance does not affect the

estimate of variance, (2) sill, or the variance of the data, and (3) nugget effect,

which represents the variability in the data that is not accounted for by spatial

structure [58]. Theoretical variogram models can identify whether there is

a directional trend in the data, that is, anisotropy as the spatial autocorrelation

values. In addition to describing the attributes of spatial structure, geostatistical

models can be used to “krige” (i.e., spatially interpolate) data [58] and to simulate

spatial patterns using a chosen variogram model, process model, and parameter

estimates [74].
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Spatial Scale and Scaling

In addition to understanding the type (e.g., trend, patch) and strength (e.g., degree and

distance) of a spatial pattern, it is useful to identify the spatial scale at which such

patterns are present. Because patterns are the result of multiple processes that each

have their own unique scales of spatial structure [75], disentangling the relative

contributions of these processes and assigning relative importance to them and the

scales at which they operate are of fundamental importance to ecology and improving

the understanding of complex systems [11, 16]. Furthermore, the identification of the

relative contributions of different processes and scales to observed patterns is neces-

sary for understanding cross-scale interactions [33] which is necessary to make

reliable predictions of system dynamics, ostensibly the objective of any spatial

analysis [76].

As stated above, spatial pattern describes a “quantifiable attribute of a spatial

context.” Scale-specific analysis identifies the spatial scale at which that attribute is

structured establishes its specific context. With regard to forest disturbance dynamics,

for example, individual forest stands may seem unstable through the processes of

destruction and renewal through disturbances such as fire, but the larger forest land-

scape (i.e., collection of stands) is in fact stable with respect to the proportion and

relative configuration of the different stand types. This is what is meant when distur-

bance-mediated forest systems are described as a shifting mosaic [77]. Different

conclusionswould be drawn about forest stability and resilience (sensu [78]) depending

on the spatial or temporal scale of investigation.

Scale generally describes the spatial extent, grain, and thematic resolution of

a set of data [6]. However, scale can also be used to refer to a level within an

organizational hierarchy to which such data pertain, such as a population, or

community, or ecosystem [79]. It is important to note that scale in this latter

sense is not directly equivalent to the former; scaling up, that is, increasing from

local to a broader extent, or aggregating data from a fine to a coarse scale may move

the analysis into another level or an organizational hierarchy, but not necessarily

[80]. Although scale is best thought of as a feature of the phenomena of interest, it

can also be a feature of sampling scheme imposed by a researcher, or the methods of

analysis applied [6]. All of these features can influence a researcher’s ability to

identify scales of structure in spatial data and to make meaningful inferences

regarding the underlying processes. It is therefore important to distinguish structure

that is emergent from the data from those related to sampling or analytic scales (i.e.,

arbitrary scales; [10]), as such a priori scales may have little to do with the actual

scale of structure in the ecological phenomena of interest [76].

The ability to identify meaningful scales of spatial structure depends on the

methods used and the type of data being analyzed [77, 81]. Methods differ in their

ability to identify local vs. global scales of pattern. Global methods of scale-specific

analysis summarize spatial pattern at a single scale and generally assume that the

underlying processes are stationary. Examples of global methods of analysis

include variography [58], spectral (i.e., Fourier) analysis [82], and global measures
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of spatial autocorrelation such as Moran’s I and Geary’s c [7]. Multi-scale methods

of analysis identify both global and local scales of structure, can assign relative

importance to difference scales, and do not assume stationarity. Instead, such

methods can be used to identify boundaries and scale-specific stationary subregions

within a larger spatial context [7, 74]. Multi-scale methods of analysis include

lacunarity analysis [83], wavelets [74, 81, 84], distance-based Eigenvector methods

(e.g., PCNM; [85]), and local spatial statistics [86].

Wavelet analysis is a particularly powerful method of local spatial analysis that

can be used to decompose continuous data into its scale-specific components

[87, 88]. A proportion of the total variance in the data set is associated with each

level of the decomposition through use of the wavelet variance [84] and the relative

contributions of different scales to overall structure can be assessed and visualized

as a scalogram (Fig. 7.4b). Each of these scales of pattern can then be isolated using

a multi-resolution decomposition (Fig. 7.5; [88]). Under conditions where observed

spatial pattern is assumed to be the result of multiple interacting processes, such

data decomposition provides an opportunity to assess the relationship among

processes and individual scales of spatial structure present in the data. In combi-

nation with the scalogram (Fig. 7.4b), the relative importance of these different

scales can also be determined and further analyses can be restricted to only those

spatial layers that correspond to the scales of interest. Isolated scales of spatial

pattern can then be examined independently or used as scale-specific predictors in

further statistical analyses [89].

Whereas Fourier analysis assumes that observed patterns can be described as

a sum of sine waves of different frequencies, wavelet analysis identifies global and

local structure at different scales using a local wavelet template that can take on
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Fig. 7.4 Example of a hierarchical multi-scale decomposition of two-dimensional, quantitative

data using wavelets. (a) Simulated spatial data. (Data were simulated using an exponential

variogram model with the following parameters: Sill = 1; Range = 40; Nugget = 0.1).

(b) Scalogram that summarizes the proportion of total variance in the original data

associated with each scale of the decomposition. Wavelet decomposition was accomplished

using a maximal-overlap discrete wavelet transform (MODWT; Percival and Walden [109])
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a wide variety of shapes and forms [90]. The majority of wavelet applications have

been in the analysis of temporal signals to identify periodicity in things such as

climatic variability [91] and epidemiological time series [92, 93]. However, spatial

applications of wavelet analysis in ecology continue to be developed and have

been used to investigate one-dimensional forest canopy gap structure [87], vegeta-

tion reflectance [89], two-dimensional structure in grassland productivity [81],

tree crown identification [94], and the significance of spatial structure in forest

basal area [74].

When data are not sampled in a continuous way (i.e., they are irregularly spaced),

multi-scale decompositions can be performed using spatial eigenfunction analyses

such as principal coordinate analysis of neighbor matrices (PCNM) and Moran’s

eigenvector maps (MEM) [48, 95, 96]. These methods model spatial structure in

a multivariate framework using distance matrices where the spatial coordinates of the

sampled sites are converted into a set of synthetic spatial variables that represent
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spatial structure at different spatial scales. These synthetic variables can then be used

in combination with constrained ordination methods (e.g., canonical correspondence

analysis and redundancy analysis; [95]) to identify the spatial scales at which data

are dominantly structured. Jombert et al. [97] also proposed a multi-scale pattern

analysis (MSPA) to determine which of these many scales are the most relevant to use

as spatial predictors in subsequent analyses such as partial ordination or multiple

regression [85].

Spatial Analyses Among Ecosystems

The ecotonal interfaces between ecosystems are important to delineate as they are

the locations where the exchange of nutrients and species turnover occurs [7]. It is

also important to determine not only the boundary location between ecosystems,

that is, where one system begins and another ends, but also its width (i.e., sharp/line

or gradual/zone) [98]. There are two different types of methods that can be used to

determine the interface between ecosystems: by creating spatial clusters or by

detecting boundaries [99]. In either case, the sampling design used to collect the

data is crucial: The determination of a boundary (i.e., area of high rate of changes in

the values of variables, hence a heterogeneous area) is relative to the two adjacent

spatially homogeneous ecosystems. Therefore, the sampled data should cover

enough of both ecosystems such that their interface can be detected.

Spatial Clustering

To delimit boundaries between ecosystems, spatially homogeneous clusters can be

determined based on the degree of similarity of sample attributes and their spatial

adjacencies [66, 99, 100]. The degree of similarity can be based on commonly used

clustering algorithms (agglomerative, k-means, fuzzy logic, etc.) and adjacency can be

based on network connectivity algorithms (e.g., nearest neighbors, minimum spanning

tree, Gabriel network, Delaunay network; [7]). Spatial clustering provides the mem-

bership of each location to a spatial cluster and therefore, as a by-product, identifies

boundaries among clusters. However, clustering procedures do not provide any

information about the location and width of the identified boundaries between

clusters. When information about location and width are needed, other methods

should be used such as boundary detection methods ([99]; but see [101]).

Spatial Boundary Analyses

Ecological boundaries can be defined as areas of high rates of change or large

absolute differences between adjacent locations [102]. Boundary detection methods

[98] include edge detection algorithms (Laplacian, Canny, Sobel, Monomier, etc.),
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wavelet analysis [74, 81], and wombling (lattice, triangulation, categorical). The

two former families of methods require the data to be in a contiguous fashion (grid)

without any missing values while the latter one can either be used with contiguous

or irregularly sampled data. All methods compute the magnitude of rate of change

between adjacent locations over the entire extent of the study area. To determine

which rates of changes are significantly higher than the others, different statistics

and significance tests having been developed. Wombling typically uses arbitrary

percentile thresholds of boundary elements to identify significant boundaries [7].

James et al. [74] proposed a series of restricted randomization procedures to test the

significance of wavelet boundaries using variogram-based spatial null models.

Oden et al. [103] developed boundary statistics to test the cohesiveness properties

of the boundaries. Once cohesive boundaries have been detected and tested,

subsequent hypothesis testing can be performed by comparing the spatial overlap

and movement of boundaries using spatial overlap statistics [7, 104, 105] or

polygon change analysis [106].

Future Directions

The detection and characterization of spatial structure is necessary for developing the

understanding of ecosystem function and for ensuring sustainable management and

use of landscape resources. Indeed, the current scale and pace of anthropogenic

influence on the natural environment is without precedent and the ways in which

novel human-created spatial patterns interact with and influence natural processes are

uncertain. Even more uncertain are the relationships among different scales of spatial

and temporal pattern and what such cross-scale interactions may mean to ecosystem

dynamics [107]. Future directions in the analysis of spatial pattern will require

approaches and methods that can begin to tease apart the separate scales, both spatial

and temporal, of processes that contribute to spatial patterns both within and among

ecosystems. These methods should include multi-scale approaches such as the wave-

let-based methods described above, tools to assess statistically significant changes

over time, and methods that can identify local spatially significant subregions within

larger spatial contexts [74].Meaningful inference in these regardswill only be possible

if the spatial pattern analysis is applied within a hypothesis testing framework, where

competing notions of how individual processes percolate through the landscape to

produce pattern can be tested statistically [8]. Finally, increasing availability of

remotely sensed data (e.g., NDVI, LiDAR, Quickbird, LANDSAT, MODIS) will

allow people to detect spatial patterns at finer spatial and temporal scales over much

larger spatial extents than has been previously possible. These huge amounts of data

will also require focused, hypothesis-driven questions, the use of data-mining tools

[108], and the further development of spatiotemporal statistics.
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Chapter 8

Ecosystems, Adaptive Management

Craig R. Allen, Joseph J. Fontaine, and Ahjond S. Garmestani

Glossary

Adaptive governance Institutional and political frameworks designed to adapt

to changing relationships between society and

ecosystems, institutional frameworks that enable adaptive

management, and the facilitation of learning from adap-

tive management to policy.

Adaptive management A systematic process of natural resource management

whereby management actions are treated as experiments

to increase learning and improve subsequent

management.

Natural resource

management

The management of natural resources including land,

water, plants, and animals to meet societal goals, includ-

ing conservation and exploitation.

Resilience The capacity of a system to absorb disturbance without

altering states (undergoing a regime shift); a measure of

the amount of disturbance a system can tolerate before

collapsing.
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Structured decision

making

A general term for a framework of analysis of problems to

reach decisions based on evidence to meet stated goals.

Definition of Adaptive Management

Adaptive management is an approach to natural resource management that

emphasizes learning through management based upon the philosophy that knowl-

edge is incomplete and much of what is thought to be known is actually wrong, but

despite uncertainty, managers and policymakers must act [1]. Although the concept

of adaptive management has resonated with resource management scientists and

practitioners following its formal introduction in 1978 [2], it has and continues to

remain little practiced and much misunderstood. Misunderstanding is largely based

upon the belief that adaptive management is what management has always been,

a trial and error attempt to improve management outcomes. But unlike a trial and

error approach, adaptive management has explicit structure, including a careful

elucidation of goals, identification of alternative management objectives and

hypotheses of causation, and procedures for the collection of data followed by

evaluation and reiteration. Since its initial introduction and description, adaptive

management has been hailed as a solution to endless trial and error approaches to

complex natural resource management challenges and recently, it has become

increasingly referenced under various forms (please refer to following sections)

(Fig. 8.1). Regardless of the particular definition of adaptive management used, and

there are many, adaptive management emphasizes learning and subsequent adapta-

tion of management based upon that learning. The process is iterative, and serves to

reduce uncertainty, build knowledge, and improve management over time in a goal-

oriented and structured process. However, adaptive management is not a panacea

for the navigation of “wicked problems” [3, 4] as it does not produce easy answers,

and is appropriate in only a subset of natural resource management problems where

both uncertainty and controllability are high (Fig. 8.2) [5]. Where uncertainty is

high but controllability is low, scenarios are a more appropriate approach. Adaptive

management is a poor fit for solving problems of intricate complexity, high external

influences, long time spans, high structural uncertainty, and with low confidence in

assessments [5] (e.g., climate change). However, even in such situations, adaptive

management may be the preferred alternative, and can be utilized to resolve or

reduce structural uncertainty.

Clearly, adaptive management has matured, but it has also reached a crossroads. Its

application is now common to a variety of complex resource management issues, and

while practitioners and scientists have developed adaptive management and structured

decision-making techniques, andmathematicians have developed approaches to reduc-

ing the uncertainties encountered in resource management, there continues to be

misapplication of the method, and misunderstanding of its purpose.
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Introduction

Adaptive management of natural resources did not spontaneously appear, but

represents an evolving approach to natural resource management in particular,

and structured decision making in general. Founded in the decision approaches of

other fields [6] including business [7], experimental science [8], systems theory [9],

and industrial ecology [10], the first reference to adaptive management

philosophies in natural resource management may be traced back to Beverton and

Holt [11] in fisheries management, though the term “adaptive management” was yet

to be used (reviewed in [6]). The term “adaptive management” would not become

a common vernacular until C.S. Holling, widely recognized as the “father” of

adaptive management, produced his edited volume on the subject “Adaptive
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Environmental Assessment and Management” in 1978 [2]. The work was spawned

by the experiences of Holling and colleagues at the University of British Columbia

following from the development of resilience theory [12]. The concept of resilience,

predicated upon the existence of more than one alternative stable state for

ecosystems, had several ramifications. For one, it meant that managers should be

very careful not to exceed a threshold that might change the state of the system being

managed, and the location of those thresholds is unknown. Second, for ecological

systems in a favorable state, management should focus onmaintaining that state, and

its resilience. Adaptive management, then, was a method to probe the dynamics and

resilience of systems while continuing with “management,” whereby management

experiments were developed to enhance learning and reduce uncertainty, in a fail-

safe manner. According to Holling (http://www.resalliance.org/2561.php):

The resilience research led us to mobilize a series of studies of large scale ecosystems

subject to management- terrestrial, fresh water and marine. All this was done with the key

scientists and, in some cases, policy people who “owned” the systems and the data. So the

process encouraged two major advances. One advance developed a sequence of workshop

techniques so that we could work with experts to develop alternative explanatory models

and suggestive policies. We learned an immense amount from the first experiment. That

focused on the beautiful Gulf Islands, an archipelago off the coast of Vancouver. We chose

to develop a recreational land simulation of recreational property. I knew little about

speculation, but we made up a marvelous scheme that used the predation equations as the

foundation- the land of various classes were the “prey,” speculators were the “predators”

and a highest bidder auction cleared the market each year. The equations were

modifications of the general predation equations. The predictions were astonishingly

effective and persisted so for at least a decade. As much as anything, it reinforced the

earlier conclusion that these equations were powerful and general. But the important

conclusion concerned the workshop process and the people.

Eventually Carl Walters [1] built upon Holling’s foundational contribution [12]

and further developed the ideas, especially in the realm of mathematical modeling.

Whereas Holling’s original emphasis was in bridging the gap between science and

practice, Walters emphasized treating management activities as designed
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experiments meant to reduce uncertainty. Both scientists sought an approach that

allowed resource management and exploitation to continue while explicitly

embracing uncertainties and seeking to reduce them through management. Walters

[1] described the process of adaptive management as beginning “with the central

tenet that management involves a continual learning process that cannot conve-

niently be separated into functions like research and ongoing regulatory activities,

and probably never converges to a state of blissful equilibrium involving full

knowledge and optimum productivity.” He characterized adaptive management as

the process of defining and bounding the management problem, identifying and

representing what is known through models of dynamics that identify assumptions

and predictions so experience can further learning, identifying possible sources of

uncertainty and identifying alternate hypotheses, and finally the design of policies

to allow continued resource management or production while enhancing learning.

A key focus of adaptive management is the identification and reduction, where

possible, of uncertainty. Uncertainty is reduced through management experiments

which enhance learning. Williams [6] describes four critical sources of uncertainty:

1. Environmental variation is often the most common source of uncertainty, and is

largely uncontrollable. It may have a dominating influence on natural resource

systems, through such factors as random variability in climate.

2. Partial observability refers to uncertainty about resource status. An example of

this is the sampling variation that arises in resource monitoring.

3. Partial controllability arises when indirect means (e.g., regulations) are used to

implement an action (e.g., setting a harvest rate), and it can lead to the misrep-

resentation of management interventions and thus to an inadequate accounting

of their influence on resource behavior.

4. Structural or process uncertainty arises from a lack of understanding or agree-

ment regarding the structure of biological and ecological relationships that drive

resource dynamics.

Adaptive Management Today

Adaptive management has been referenced either implicitly [11] or explicitly

[2, 13] for more than 50 years, but despite an illustrious theoretical history, there

has remained imperfect realization of adaptive management in real world natural

resource management decisions. The limited implementation of adaptive manage-

ment stems from three fundamental problems: (1) a lack of clarity in definition and

approach, (2) a paucity of success stories upon which to build [14–18], and

(3) management, policy, and funding paradigms that favor reactive rather than

proactive approaches to natural resource management [19, 20]. Each of these

challenges has slowed the development of adaptive management as a paradigm

for natural resource management and resulted in incomplete, inefficient, and even

inappropriate implementation of adaptive management.
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Although semantic arguments may seem the realm of ivory-towered professors,

inconsistent and even contradictory approaches and definitions of adaptive manage-

ment have resulted in confusion and limited the ability of management organizations

to develop consistent and repeatable comprehensive adaptive management

programs. Ironically, the confusion over the term “adaptive management” may

stem from the flexibility inherent in the approach which has resulted in multiple

interpretations of “adaptive management” that fall upon a continuum of complexity

and a priori design, starting from the simple (e.g., “learning by doing”) and

progressing to the more explicit (e.g., “a rigorous process that should include

sound planning and experimental design with a systematic evaluation process

that links monitoring to management”) [2, 21, 22]. Obviously, there is a clear

distinction in intent, investment, and success between approaches that propose to

learn from prior management decisions and those that outline a concise feedback

mechanism dependent upon sound scientific principles on which future manage-

ment decisions will be made. The definition of “adaptive management” is further

confused because one of the powerful attributes of adaptive management is the

ability to simultaneously address multiple needs of managers, scientists, and

stakeholders. The result has been published reports of adaptive management

that emphasize definitions that focus on the needs of the authors and the ability

of adaptive management to meet those needs (e.g., experimentation [14], uncer-

tainty [23], changing management actions [24], monitoring [25], and stakeholder

involvement [26]).

Despite the challenges in defining adaptive management, momentum and inter-

est in the subject and its application continue to grow. The recent development by

the United States Department of Interior of an adaptive management technical

guide (http://www.doi.gov/initiatives/AdaptiveManagement/TechGuide.pdf) and

the policies developed around this manual to:

Incorporate adaptive management principles, as appropriate, into policies, plans, guidance,

agreements, and other instruments for the management of resources under the Department’s

jurisdiction. – Department of Interior Manual (522 DM 1)

are an indication of the growing movement in natural resource management

toward taking a more proactive role in management decisions. Unfortunately,

this movement has little to build upon with one clear exception, the U.S. Fish

and Wildlife Service (USFWS) Adaptive Harvest Management Plan (AHM) for

mid-continent mallards. Worldwide, AHM is one of the few successful efforts to

apply the principles of adaptive management and demonstrate how to success-

fully manage natural resources by improving the understanding of natural

systems through management actions. The adaptive management processes of

AHM have greatly improved the understanding of the harvest potential of

waterfowl populations, the ability of managers to regulate harvest, and the

importance of monitoring and assessment programs to support the decision-

making process.

So why has AHM succeeded while so many other attempts to implement

adaptive management have stalled? First, AHM developed a clear and concise
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objective: maximize long-term waterfowl harvest while ensuring long-term viabil-

ity of waterfowl populations. The development and agreement by stakeholders to

a concise set of fundamental objectives is paramount to ensuring the success of any

adaptive management program. Failure to agree upon fundamental objectives and

unwarranted attempts to alter objectives will ensure any attempt to manage,

whether adaptive or not, will fail. The second key to the AHM success was due

to simultaneous support for management, research, and monitoring. Waterfowl

research and management in North America are nearly unequaled by almost any

natural resource management program in terms of history, scope, and investment

[27]. The enormity of historical and current data and the availability of resources

for researchers and managers to utilize that data have facilitated the development of

innumerable research and management activities all of which have fed back into the

AHM process. In addition, the AHM program has arguably one of the most

comprehensive monitoring programs for any ecological system currently under

study. The combination of well-supported management, research, and monitoring

programs has resulted in a clear reduction in the uncertainty of how waterfowl

populations respond to management and enabled managers and policy makers to

more effectively meet their stated objectives. Unfortunately, too often, attempts to

implement adaptive management fail to address all of the requirements. In particu-

lar, resources for monitoring and research are often undervalued with the resultant

outcome being a series of management actions with no understanding of their

implications.

The final key to the success of AHM has been the ability to implement

management and policy decisions based on the best information available. In

many historical and current attempts to implement adaptive management, the

regulatory body charged with implementation of management recommendations

either is unable, or worse, is unwilling to implement actions proposed by the

outcome of the adaptive management process. The body in charge of regulatory

control is too often a stakeholder in the process of adaptive management with an

agenda independent of regulating the resource alone. There may even be, and often

are, several regulatory agencies controlling resources, each an independent stake-

holder, each with an independent agenda. Such a situation can make implementa-

tion of a management recommendation challenging, especially if it contradicts

long-standing dogma. Consider for example, the management of Glen Canyon

Dam and the waters of the Colorado River. Heralded by Congress as an adaptive

management success story, the Colorado River Adaptive Management Program

has fallen short of success because despite 13 years of work, the ecological status

of the Colorado River and the conflict inherent to the development of an adaptive

management program continue to worsen [28]. This is because the regulatory

agency that controls the flow of water throughout the Colorado River Basin, the

Bureau of Reclamation, is also one of the major stakeholders in the adaptive

management process with an agenda (water storage) that conflicts with several

other stakeholders and regulatory agencies that manage people and wildlife along

the Colorado River (e.g., California Department of Water Resources, Mexican

National Water Commission, USFWS). In contrast to the management of the
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Colorado River, there is a single centralized regulatory body governing waterfowl

harvest in the United States (USFWS), and although there are many stakeholders

that play a role in setting harvest management regulations, ultimately, decisions

are made by the USFWS. Equally important, the interests of the USFWS parallel

those of the other stakeholders. For the Colorado River, stakeholder interests are

almost directly at odds. So from these examples is one to conclude that adaptive

management is an unattainable mandate for the management of resources

where various stakeholders and regulators are at odds? No, implementation of

adaptive management is appropriate in both examples, possibly even more so for

the management of the Colorado River. What the Colorado River example

highlights is the importance of collaboration, the benefits of a single or

superregulatory body, and the need to agree upon a priori objectives that guide
long-term management decisions despite short-term political, societal, economic,

or even environmental impacts.

Structured Decision Making

A key component of any management approach, whether it is adaptive or not, is

deciding on the objectives, goals, and ultimately management options that may best

achieve the desired goals (Fig. 8.3). Unfortunately, as with many decisions, decid-

ing upon a proper set of objectives and the means to reach those objectives can

prove challenging. Resource management decisions are further complicated

because social-ecological systems are complex (e.g., multiple objectives and

stakeholders, overlapping jurisdictions, short- and long-term effects) and are

characterized by a high degree of uncertainty (e.g., appropriate management action

or monitoring protocols, future economic or ecological conditions) and therefore

present decision makers with challenging judgments (e.g., predicted consequences

of proposed alternatives, value-based judgments about priorities, preferences, and

risk tolerances) often under enormous pressure (economic, environmental, social,

and political) and with limited resources to ensure success. The resulting outcome

of such conditions too often leads to management paralysis, or continuation of the

status quo, as managers and policy makers become overwhelmed by the process of

the decision and lose track of the desired social-ecological conditions they are

charged with achieving. Indeed, the process of resource management can be

arduous and even controversial, particularly if there are a variety of stakeholders

vying to push the agenda. Fortunately, there are methods to overcome these pitfalls

and maximize the potential for success.

One method to overcome management paralysis and mediate multiple stake-

holder interests is structured decision making. Borrowed from the sociological

fields, structured decision making is an organized approach to identify and evaluate

alternative resource management options by engaging stakeholders, experts, and

decision makers in the decision process and addressing the complexity and uncer-

tainty inherent in resource management in a proactive and transparent manner.
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Structured decision making uses a simple set of steps (Fig. 8.3) to evaluate

a problem and integrate planning, analysis, and management into a transparent

process that provides a roadmap focused on achieving the fundamental objectives

of the program. It differs somewhat from “active” adaptive management in that it

does not emphasize replicated management experiments (Fig. 8.4). Central to the

success of the structured decision making process is the requirement to clearly

articulate fundamental objectives, explicitly acknowledge uncertainty, and respond

transparently to all stakeholders’ interests in the decision process. The conceptual

simplicity inherent in structured decision making makes the process useful for all

decisions from minor decisions to complex problems involving multiple

stakeholders.

Implement 
Management 

Actions

Define the 
Problem

Identify 
Objectives

Identify 
Management 
Alternatives

Elucidate 
Consequences

Identify and 
Evaluate 
Trade-offs

Fig. 8.3 The minimum steps necessary to implement a structured decision-making process: More

complex integration of individual steps may be necessary if future steps clarify the process or if the

decision is iterative over time
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Structured Decision Making Steps

1. Define the Problem – The first step in a structured decision making process is

a clear and concise evaluation and articulation of the problem being addressed

and the motivation underlying the need to address the problem. Although

identifying the problem may seem self-evident, failure to clearly articulate the

problem to all stakeholders and subsequent agreement by stakeholders as to the

nature of the problem is often cited as the primary reason management and

policy actions fail, or worse, face future litigation. To facilitate this process,

decision makers need to ask:

(a) What specific decision(s) have to be made?

(b) What is scope of the decision (e.g., geographic, temporal)?

(c) Will the decision be iterated over time?

(d) What are the constraints within which the decision will be made (e.g.,

logistical, ecological, legal, temporal, financial)?

(e) What stakeholders should be involved in the decision process and what are

their respective roles?

2. Identify the Objectives – The centerpiece of the structured decision making

process is a set of clearly elucidated objectives. Together they define the “why

do we care” about the decision and thereby facilitate the search for alternatives,

and become the metric for comparing and evaluating management outcomes.

When defining objectives, there are many considerations to ensure that decision

makers can adequately evaluate alternatives. Ideally, objectives are stated in

quantitative terms that relate to parameters that can be measured and thus

evaluated. More importantly, objectives are meant to focus efforts on the impor-

tance of the decision in a consistent and transparent manner that exposes key

trade-offs and uncertainties so decision makers can generate creative and proac-

tive alternatives. Objectives should be complete, controllable, concise, measur-

able, and understandable [29]. To achieve this end requires “brainstorming” with

Treatment

Adaptive 
Management

Structured 
Decision-
Making

Fig. 8.4 Structured decision making and adaptive management differ somewhat, especially in

that active adaptive management emphasizes the utilization of multiple replicated management

experiments. As such, learning may be faster when such experiments are possible. However,

adaptive management and structured decision making are terms often used interchangeably
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stakeholders to identify what is important about the decision at hand. The

outcome of such an effort may produce a wide variety and often extensive list

of objectives that will need to be simplified to focus on things that matter and

the direction they need to move (e.g., maximize deer harvest or minimize

erosion). It is important to note, that unlike goals or targets, objectives do not

have specific quantitative outcomes (e.g., 50% increase), but are meant to define

the preferred ends and the direction of change to meet that ends.

Once a list of objectives has been defined, it is important to separate the

objectives into fundamental objectives (which reflect the ultimate goals) and

means objectives (which are ways of achieving the ends) to ensure that manage-

ment actions really effect the defined problem. For example, “maximize

sandbars” may be an important objective for the management of a river like

the Missouri or Platte, but if the river system is being managed for wildlife,

sandbars are primarily important because they increase breeding habitat for

threatened and endangered terns and plovers. “Maximize sandbars” is thus

a means objective toward reaching the fundamental objective of “maximize

tern and plover population size.” Clearly, there are other means objectives that

would also facilitate this fundamental objective (e.g., minimize nest predation,

maximized food availability, etc.). The benefit of the process of distinguishing

objectives is that the identification of means objectives can help lead to alterna-

tive management actions (e.g., build sandbars, release reservoir water), while the

identification of fundamental objectives gives a basis for evaluating and com-

paring alternatives (annual tern and plover population size). Keep in mind,

however, that the status of fundamental or means is not an innate quality of an

objective, but rather is highly context dependent. Thus, what was a means

objective for one decision, in the example “maximize sandbars,” may be

a fundamental objective for another if the decision problems shifts from say

“wildlife management” to “aesthetics” or “flow.”

After developing a careful list of objectives, it can be useful to develop

a hierarchy or means-ends diagram to group similar objectives and clarify the

links and relationships between means and fundamental objectives. An

objectives hierarchy can help clarify the context of each fundamental objective

by identifying all the important elements that are affected by the decision

process and demonstrate to stakeholders the importance of all objectives even

those that are not “fundamental objectives.”

3. Identify Management Alternatives –Management success is only as likely as the

creativity and diversity of possible management alternatives. Unfortunately,

management paralysis, “pet” management actions, and staying with the status

quo too often limit managers and policy makers to few options and thereby

impede management success. The process of identifying management

alternatives, like the process of identifying objectives, starts with brainstorming.

Identifying alternative management actions is a process that should be addressed

iteratively, as knowledge of best practices and the creativity to develop novel

ideas should not be expected to develop instantaneously. The key is bringing the

“right” people together. It is important to have a group with a set of
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interdisciplinary backgrounds that represent the larger decision to ensure that

the needs of stakeholders are not overlooked. This is not to say that the

stakeholders involved in identifying alternative management actions are

the same as the larger stakeholder group, usually they are not. This is primarily

due to the technical knowledge necessary to present plausible alternatives. Still

there are opportunities where the benefit of being naive may present novel

actions that might not otherwise be considered.

The brainstorming process should begin by identifying alternatives for indi-

vidual objectives, but always be looking for opportunities when one action may

fulfill the needs of multiple objectives. Identifying alternatives also means being

mindful of those actions that must be done (e.g., standing policy), constraints

(real or perceived) and potential trade-offs between objectives and various

management actions. In developing alternatives, it is important that the “brain-

storming” process focus on developing high-quality management actions that

are: (1) explicitly designed to address the outlined objectives, (2) technically

sound in that they build on the best known practices, (3) concise yet comprehen-

sive enough to include the technical understanding for implementation,

(4) designed to expose trade-offs between the decision process by having

mutually exclusive strategies, and (5) developed to achieve the greatest good

for the stakeholders involved.

Once an extensive list of alternatives has been identified, it can be useful to

group them into strategies or portfolios based on general similarities in what they

aim to achieve. Sometimes these portfolios can represent the needs of specific

stakeholder groups or specific conditions that could be achieved. For example,

management actions on a river system may be grouped together into portfolios

that meet the needs of sport-fishery, endangered species, or irrigation; alterna-

tively, they may be grouped based on their ability to return the river to 50%,

75%, or 95% of historical flows. Both methods have merit, the first in that it is

generally clear to the stakeholders what objectives are being met and then where

trade-offs must be considered, and the second in that the inherent interests of any

particular group are not the driving factor and thus the process can be less

contentious.

4. Elucidate Consequences – The list of alternative management actions is only

effective if it creates an opportunity to evaluate and compare actions in light of

the objectives before implementation. It is important to realize that the process

of identifying management consequences is not a value judgment, but an

analytical assessment of the most likely outcome of the action(s). Using the

best scientific knowledge available, this process is a modeling exercise focused

on predicting the likely outcomes of each alternative and thus the likelihood that

each achieves the desired objective. Depending upon our knowledge of the

system, this process can be highly quantitative where extensive data are modeled

and probabilities assigned to each outcome or as is often the case, if little or

nothing is known about the system, this process can depend heavily on expert

opinion or comparisons to similar systems. In both cases, there is a degree of

uncertainty associated with predicted outcomes as well as the parameters
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included in the modeling process. Indeed, because system function is rarely

precisely understood, the effects of management actions are never certain and

the future states are unknown, decisions are almost always made in the face of

uncertainty. Uncertainty can make differentiating among alternatives difficult,

but because uncertainty is an inherent part of the decision process, it must not be

ignored. It is important that uncertainty be confronted throughout the decision

process and that the uncertainties are identified and the possible impacts on the

system and the ability to achieve stated objectives documented.

Once the modeling process has predicted the likely outcomes of each man-

agement action and the corresponding ability to address each objective, the next

step is to develop a consequence table. The purpose of a consequence table is to

produce a visual summary of the consequences of each potential management

action on each of the objectives in a table or matrix. A consequence table can

take a variety of forms, from a simple rating system (e.g., consumer report 5-star

rating) to a complex table with specific probabilities of outcomes and subsequent

likelihoods of achieving each objective. Independent of the complexity of the

underlying models that populate the matrix, the purpose of the consequence

table is to ease and facilitate direct comparison of each management actions’

ability to achieve each objective.

5. Identify and Evaluate Tradeoffs – Ideally the structured decision making process

would lead to a clear management alternative that achieves the objectives of all

interested parties; unfortunately, this is rarely the case. Generally, the process

of developing a consequence table will clearly elucidate which options are the

least likely to be effective, but if there are multiple stakeholders and thus mul-

tiple objectives, most decisions will require a trade-off between the ability of the

remaining options to achieve each objective. The process of identifying

where these trade-offs arise is analytical, but the decision process itself is highly

value laden and thus dependent upon stakeholders. In most complex decisions,

this will involve stakeholders choosing between less-than-perfect alternatives.

There are a variety of methods to facilitate highly value-laden decisions by

weighing options based on the values of the stakeholders and then comparing

alternatives to find the “best” compromise solutions. However, trade-offs are real

and it is unlikely that all parties will be totally satisfiedwith the eventual outcome.

Indeed, although consensus is ideal, it is not necessary and is often unachievable;

however, the benefit of the structured decision-making process is that even if

there is disagreement, the process makes the disagreement transparent and

enables stakeholders to re-evaluate using new knowledge and/or perspectives.

6. Implement Management Action – The final step in the structured decision-

making process is implementation. Although this may always seem to be the

desired outcome of a decision process, unfortunately, social and political

pressures to reach “perfection” often impede implementation and leave

decisions in a continuous state of inaction. To ensure success, managers, policy

makers, and stakeholders must work together to move through the decision

process in a timely manner to ensure action can be taken. Failure to take action

is a decision, whether it is made passively or actively.
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Participatory Active Adaptive Management

Panarchy is a useful model for characterizing ecological systems and the formal

institutions that manage these systems [30]. One of the most critical aspects in the

panarchy appears to be a bridging organization that can monitor the status of the

social-ecological system, and manifest rapid change, if conditions are deteriorating

[31]. Monitoring will allow for management to set new target levels, and modify

policy to reach those target levels, as new information is generated on scale-specific

system attributes [32]. In order for management entities operating at discrete scales

to improve communication channels and create opportunities for collaboration,

intermediate level entities may serve to facilitate these cross-scale linkages. Bridg-

ing organizations have the capacity to fulfill this role and organize cooperation

between stakeholders across scales [33], but to do so successfully, one must

formulate strategies, coordinate joint action, address uncertainty, and link diverse

stakeholders in a world of increasing complexity. Brown [33] investigated bridging

organizations from across the world, and from a variety of scopes (e.g., regional

economic policy in the USA; small-scale irrigation projects in Indonesia; agricul-

tural productivity in Zimbabwe) found that bridging organizations are independent

of stakeholders in a social-ecological system, which allows them to negotiate with

stakeholders and advocate multiple positions. This unique role in the management

of social-ecological systems affords bridging organizations the capacity to catalyze

the formation of policies that are flexible and reflective of the panarchy of

ecosystems and institutions [33]. In addition, bridging organizations have the

capacity to reduce transaction costs, and provide a mechanism to enforce adherence

to desired policies, despite their lack of regulatory authority [34].

Examples of bridging organizations include: (1) assessment teams, which are

made up of actors across sectors in a social-ecological system; (2) nongovern-

mental organizations, which create an arena for trust-building, learning, conflict

resolution, and adaptive co-management; and (3) the scientific community, which

acts as a “watchdog,” as well as a facilitator, for adaptive management. For

purposes of environmental management, an example of a successful bridging

organization is that of Ekomuseum Kristianstads Vattenrike (EKV), a small, munic-

ipal organization that facilitated progressive ecosystem management in southern

Sweden [34]. EKV was tasked with managing water resources at a regional scale in

Sweden, and was successful largely because it employed organizational flexibility

that allowed for EKV to respond quickly to “surprise.” This was achieved through

leadership, a core interdisciplinary staff, and the facilitation of connections between

individuals and organizations (i.e., the panarchy of institutions) in the social-

ecological system. EKV was able to improve the social capacity to respond to

“surprises” and create the trust necessary to push the social-ecological system

toward improved adaptive management of resources.

The formal management institutions in place are likely to persist barring a large-

scale perturbation to social-ecological systems. So, managers must operate within the

limitations of these institutions, which complicates matters, but does not make the

138 C.R. Allen et al.



situation intractable. One possible option for improving environmental management,

as highlighted in this section, appears to be in developing bridging organizations that

catalyze cross-scale communication across the panarchy of institutions and

ecosystems, and explicit recognition of the underlying cross-scale structure and

nonlinear interactions of these linked systems, by both policy and policy makers.

The lack of communication and cooperation between institutions at even small scales

further illuminates that bridging organizations may help bring about effective man-

agement of natural resources at multiple scales [35]. Thus, bridging organizations

should act as mini think tanks that facilitate communication between institutions,

incubate new ideas for environmentalmanagement, and provide a forum for coming to

agreements on contentious issues [36].

Bridging organizations play a critical role in facilitating adaptive comanagement

and governance, and are essential to managing for resilience in social-ecological

systems [37]. Perception of a particular policy can play a significant role in whether it

is accepted by critical stakeholders in a social-ecological system [38]. Engaging

stakeholders, implementing change at a suitable rate, and providing outreach to

keep the public informed are all important for new environmental policy to be

perceived of as positive and for a successful transition to a new policy regime [38].

This environmental management framework, which incorporates panarchy, adaptive

management, and bridging organizations, could serve as one scenario in the suite of

policy options for actualizing sustainability [30].

Adaptive Governance

Administrative agencies typically change incrementally [39], and as such, changes

in policy are small because there is not enough information to make large overhauls

of organization policy. Standard operating procedures are another mechanism that

contributes to organizational inertia, as they slow the bureaucratic process [40].

Further, the lack of institutions matched to the appropriate scale is a significant

barrier for sound environmental management [41]. Within this context, adaptive

governance can help with this scale mismatch via collaboration of a diverse set of

stakeholders at multiple scales [42]. Adaptive governance is a form of governance

that incorporates formal institutions, informal groups/networks, and individuals at

multiple scales for purposes of collaborative environmental management [43].

Bridging organizations, enabling legislation and government policies can also

contribute to the success of an adaptive governance framework; governance creates

a vision and management actualizes the vision [43].

Adaptive governanceworks via sharing ofmanagement power and responsibilities,

and promotes a collaborative, participatory process, but is dependent upon adaptive

comanagement, and adaptive comanagement is dependent upon social networks for

success. Social networks have the capacity to allow for development of new ideas, to

facilitate communication between entities, and to create the flexibility necessary for

the interplay of the fluid (ecological systems) and the rigid (institutions) to be
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successful for environmental management [43]. Leadership has been well established

as a critical factor in facilitating good environmental management. Leaders develop

and facilitate a vision for environmental management, incorporating local knowledge

and information from social networks [43].

Olsson et al. [44] studied adaptive comanagement in Sweden and Canada and

concluded that this form of management of ecological systems was most effective

when there was: leadership with vision for the system of interest; legislation that

created the environment for adaptive management; funds for adaptive management;

monitoring of the ecological system; information flow (i.e., cross-scale linkages);

combination of a variety of sources knowledge; and venue for collaboration. Olsson

et al. [44] contend that these factors are critical to building resilience in social-

ecological systems, as they help to protect the system from the failure of manage-

ment decisions under uncertainty (i.e., imperfect information). Further, they assert

that adaptive comanagement is necessary to facilitate adaptive governance. In turn,

adaptive governance is facilitated by informal networks and leadership, which

creates the capacity for development of novel ideas for environmental management

[43]. These informal networks have the capacity to generate political, financial, and

legal support for novel environmental management [43]. Further, adaptive gover-

nance is dependent upon polycentric institutions that are redundant (e.g., scale-

specific) and are quasi-autonomous [45]. Olsson et al. [45] compared five case

studies from around the world and concluded that in order for a social-ecological

system to transition to adaptive governance, it must undergo a preparation and

a transformation phase, linked by a window of opportunity.

In a well-cited example (Kristianstads Vattenrike) from Sweden, Olsson et al.

[45] report the transition to adaptive governance was preceded by the development

of a social network of parties interested in the management of the social-ecological

system. The network consisted of members from local groups (environmental

groups, farmers’ associations), local government (municipality of Kristianstad,

the County Administrative Board), and national scale (World Wildlife Fund,

National Museum of Natural History, National Research Council). In case studies

that have not resulted in a successful transition to adaptive governance, the social

networks needed to help facilitate the transition were not well developed, and this

hindered the changes needed for good environmental management [45].

The role of leadership has also been cited as critical to a transition to adaptive

governance, and Olsson et al. [45] provide an example of leadership from

Kristianstads Vattenrike. A key individual acted as a catalyst to social network

formation, setting the research agenda, and mobilizing support at multiple scales for

“new” environmental management. Critical to setting an agenda is defining how an

issue becomes perceived as a “public problem because if most individuals accept

a particular condition, negative feedback works to maintain public opinion in that

particular regime” [46]. However, if the individuals in the regime develop a “critical

mass” of distaste for a particular issue, public opinion can cross a threshold and

reorganize into an alternative regime. Importantly, interest groups, the media, and

other agents can have an effect on agenda setting and creating the “climate” necessary

for a shift in public opinion [46]. There are critical roles to be played by individual
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actors in shifting policy from one regime to an alternate regime. For instance, social

networkers that share information freely; individuals that have numerous, diverse

connections; and individuals with powerful ability to persuade play key roles in policy

change [47]. These individuals can interact to create the conditions necessary for

regime shifts in public policy. In particular, the director of a municipal organization

(Ekomuseum Kristianstads Vattenrike) filled this leadership role and served as

a bridging organization that also was a significant factor in the transition to adaptive

governance [45]. The leadership needed to foster a transition to adaptive governance is

not necessarily the work of one individual, but rather is often encompassed by several

individuals and entities [48].

There are two types of policy windows: a problem-driven window and

a politically driven window [49]. A problem-driven window opens when

a policymaker believes that a policy is necessary for a specific issue. A politically

driven window is driven by a particular theme adopted by a policymaker, in which

the policymaker looks for problems that fit within the theme. Significant changes in

policy occur when conditions (e.g., problems, solutions, and politics) converge at

the same time, which creates the window of opportunity for change [49]. In the

Kristianstads Vattenrike example, social and ecological change at one scale trig-

gered cross-scale effects which resulted in a window of opportunity for the transi-

tion to adaptive governance [45]. In adaptive governance, decision making is not

top-down but rather emerges from outreach and group meetings with stakeholders

[50]. In order for adaptive governance to be effective, the policy requires strong

leadership, communication, and incorporation of uncertainty, which allows for

adaptation to changing circumstances [50].

Adaptive Management and Law

Legal certainty is an aspect of law that does not mesh well with environmental

unpredictability. One of the most significant barriers for managing linked social-

ecological systems is that often the aspects of a society that make it free (e.g.,

certainty of law) are not in concert with ecological realities (e.g., multi-regimes,

nonlinear systems, and responses) [51]. The certainty of law and institutional

rigidity often limit experimentation that is necessary for adaptive management

[30]. This point is critical, as some scholars contend that environmental governance

of the commons can only succeed if rules evolve with the system of interest [41].

Ecosystem management has been applied within the outdated framework of the

Endangered Species Act (ESA), but ecosystem management is best implemented

via adaptive management [52]. In its current form, the ESA does not have the

necessary flexibility in its regulatory language to effectively implement adaptive

responses to changing environmental conditions [52]. The legal constraints upon

adaptive management in the American system of law do not stop there. The

fundamental constraint to adaptive management is the current state of administra-

tive law [53]. As the law now stands, the procedural rules require a vast amount of
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work before an agency promulgates a rule or issues a permit [54]. This

“pre-decision” activity allows for public input and prepares agencies for judicial

review. Ruhl [54] contends that “agencies will find that interest groups and courts

relentlessly will erode adaptive agency behavior, using all the tools conventional

administrative law puts at their disposal.” Having to operate in an atmosphere

where each policy is evaluated on the “front-end,” in anticipation of public and

legal scrutiny, has squelched agencies’ appetite for adaptive management.

US administrative law is a two-step process, in which the first step allows for

public comment on draft documents and alternative options [55]. The second step is

final agency action, which creates “certainty” to the process and makes the decision

subject to judicial review. This process is based on the assumption that agencies

have the capacity to predict the consequences of a “final agency action” [55]. Thus,

there is a fundamental conflict between linear legal processes (i.e., administrative

law) based on “stationarity,” versus environmental management frameworks (i.e.,

adaptive management) based on the realization of dynamic systems characterized

by “surprise” [55]. Given this inherent conflict, adaptive management may not be

possible under the current administrative law framework [54].

The adversarial character of administrative law, combined with the need for

certainty (e.g., procedural rules) in the larger realm of American law, is likely

incompatible with adaptive management [56]. Thus, environmental law is at odds

with science, as the certainty required for socio-political stability makes it very

difficult to apply a novel approach to ecosystemmanagement (e.g., adaptive manage-

ment) that requires institutional flexibility. Thus, if adaptivemanagement is necessary

for good environmental management, environmental law must be “adapted” to fit

with adaptive management [54]. Karkkainen [56] argues that administrative law

should proceed on two trajectories: (1) a fixed rule track that will apply unless an

agency can justify otherwise; and (2) an adaptive management track, where a new set

of administrative law standards specific to adaptive management would hold prece-

dence, in order to actualize adaptive management as a tool for environmental policy.

Thus, some in the law community argue that adaptive management is not possible

under the current administrative law framework [54]. The National Environmental

Policy Act (NEPA) may act as a barrier to implementation of adaptive management

(sensu Holling) [57]. NEPA could possibly be modified to an iterative process that

could accommodate adaptive management [57]. Ruhl [54] contends that adaptive

management is necessary for good environmental management, which in turn means

that environmental law must be “adapted” to fit with adaptive management.

In effect, administrative agencies in the USA do not conduct adaptive manage-

ment as it was originally conceived [55]. Rather, agencies conduct adaptive man-

agement “lite,” as the courts have provided some leeway to adaptive management

projects, provided they have requirements that are legally enforceable [55]. The

primary problem with adaptive management “lite” is that it does not measure up to

the standards of adaptive management theory, nor does it hold up under the scrutiny

of substantive and procedural law. Adaptive management (sensu Holling) is not

likely until Congress provides more funding for adaptive management and clear

standards for the adaptive management process [55].
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Conclusions

The conceptual underpinnings for adaptive management are simple; there will

always be inherent uncertainty and unpredictability in the dynamics and behavior

of complex ecological systems as a result of nonlinear interactions among

components and emergence, yet management decisions must still be made. The

strength of adaptive management is in the recognition and confrontation of such

uncertainty. Rather than ignore uncertainty, or use it to preclude management

actions, adaptive management can foster resilience and flexibility to cope with an

uncertain future, and develop safe-to-fail management approaches that acknowl-

edge inevitable changes and surprises. Since its initial introduction, adaptive

management has been hailed as a solution to endless trial and error approaches to

complex natural resource management challenges. However, it does not produce

easy answers, and it is appropriate in only a subset of natural resource management

problems. Clearly adaptive management has great potential when applied

appropriately.

Future Directions

Adaptive management is increasingly heralded as the future of natural resource

management and has been adopted by many governmental and nongovernmental

agencies. Institutions adopting adaptive management have utilized different

definitions often focusing on a single strength of the process (i.e., experimentation,

reducing uncertainty, involving stakeholders) and thus operationalize the practice

uniquely. Some, like the U.S. Department of Interior, are highly focused on the

decision process and the incorporation of structured decision making while others,

such as the US Army Corps of Engineers, have embraced stakeholder involvement.

Each approach has merit but adaptive management has failed to live up to its

expectations [58]. The reasons for failure are many, and likely to be repeated, yet

the great potential of adaptivemanagement remains; unfortunately, it remains largely

untapped. Translation of adaptive management approaches to “on-the-ground” natu-

ral resource managers is a critical step that has largely failed. Most natural resource

managers are still unable to define adaptive management, let alone incorporate it into

their normal management activities. The next decade will be critical: Will adaptive

management remain in the domain of ivory towers, or will it become a tool for the

trenches? Taking adaptive management to the practitioners will require the commu-

nication of adaptive management techniques in a clear, simple, and most importantly

applicable manner. Currently, adaptive management fails because of an adherence to

mathematical modeling above all else, its application to situations that are not

conducive to replication or the measurement of success (e.g., large rivers such as

the Missouri or the Colorado), and because adaptive management has not been

adequately incorporated into natural resources management via appropriate legal
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mechanisms [59]. If the future of natural resource management is to be proactive and

address the increasing uncertainties facing our world, adaptive approaches to

resource management will require communication of the methodology and merits

in a clear and simple manner.
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Chapter 9

Ecotones and Ecological Gradients

Salit Kark

Glossary

Beta-diversity Also termed species turnover, beta-diversity refers to the

change in species as one moves between habitats,

communities, or ecosystems.

Divergence-with-

gene-flow model

of speciation

A model explaining the process of species formation (specia-

tion) in which new species diverge in the face of gene flow; the

movement of genes within a group that results from mating

with immigrant individuals.

Ecotone A transition zone between two or more different ecological

communities or regions.

Ecotone effect The pattern of increased species richness (number of species)

and abundance in ecotones and the occurrence of unique

ecotonal species.

Edge effect The effect of the juxtaposition of contrasting environments on

an ecosystem.

Geographic

information

systems (GIS)

A computer-based system for creating and managing spatial

data and associated attributes. It enables the capture, storage,

retrieval, analysis, and display of spatial (location-based) data.
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Remote sensing The science and art of obtaining information about an object,

area, or phenomenon through the analysis of data acquired by

a device that is not in contact with the object, area, or phenom-

enon under investigation (e.g., via a satellite image).

Definition of the Subject

Ecotones are areas of transition between ecological communities, ecosystems, or

ecological regions (such as Mediterranean and desert). Ecotones often occur

along ecological gradients. Such gradients are created as a result of spatial shifts

in elevation, climate, soil, and many other environmental factors. Ecotones com-

monly coincide with areas of sharp climatic transition along environmental

gradients. They occur at multiple spatial scales, from continental-scale transitions

between major biomes to small-scale ecotones where local vegetation communities

and microhabitats coincide. They show a diversity of boundary types that range

from natural boundaries (e.g., altitudinal, latitudinal transitions) to human-

generated ecotones (e.g., forest clear-cut edges or urban ecotones). Ecotones have

been studied in the past four decades in an ecological context and in recent years are

receiving increasing attention in the context of biodiversity conservation. Various

studies have shown that species richness and abundances tend to peak in ecotonal

areas, though exceptions to these patterns occur. Ecotones are “natural laboratories”

for studying a range of evolutionary processes, such as the process by which new

species form, also termed speciation. Some researchers argue that ecotones deserve

high-conservation investment, potentially serving as speciation and biodiversity

centers. Because ecotones are often small in size and relatively rich in biodiversity,

conservation efforts in these areas may prove to be an efficient and cost-effective

conservation strategy.

Introduction

While substantial research in the past decades has focused on distinct ecological

regions, communities, and ecosystems, areas of transition between these regions

have received much less attention. These areas, nevertheless, sustain rich and

unique biodiversity and may have an important role in sustaining future biodiver-

sity. However, studies have shown that species richness and abundances tend to

peak in ecotonal areas, though exceptions to this pattern occur. This is likely

because ecotonal areas hold species from two or more neighboring communities

and possibly due to high spatial heterogeneity and high speciation rates in ecotonal

areas. In addition, ecotones have been shown, in some cases, to hold ecotonal

species and genotypes that are uniquely characteristic of the ecotone.
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Several studies have found evidence that some species are diverging in ecotonal

regions, suggesting that transitional areas may serve as speciation centers. Recent

work has shown increased genetic and morphological diversity in ecotonal regions

compared with neighboring areas. Ecotonal populations often coincide with periph-

eral populations along a species range. Some researchers suggest that because

ecotones often hold marginal populations that depend on other parts of the range for

the maintenance of genetic diversity, they do not deserve much conservation interest.

Alternatively, in the face of global climate and environmental changes, it has also

been argued that ecotones deserve special conservation investment, potentially being

speciation and biodiversity hotspots that hold relatively resilient populations. This

entry will provide a short overview of the history of ecotone research, recent novel

findings in the area and the implications for future conservation, biodiversity, and

sustainability research.

Conceptual Framework

Ecotones are areas where ecological communities, ecosystems, or biotic regions

coincide. They often occur in areas of steep environmental transition, along envi-

ronmental gradients. In these transitional regions, the environment rapidly shifts

from one type to another based on abiotic (e.g., climatic) and/or biotic (e.g.,

community structure) factors [13, 19]. The origin of the word “ecotone” is in the

Greek roots “oikos” (home) and “tonus” (tension). Many different definitions and

terms have been used in the literature to describe ecotones and areas of ecological

transition. These include boundary regions, borders, meeting zones, transitional

zones, tension zones, zones of intermingling, and zones of transgression [19]. The

definition often contrasts ecotones with more homogenous areas found on both

sides of the transition or to the landscape as a whole. Ecotones can occur in both

terrestrial and aquatic systems, and cover several spatial scales, from large spatial-

scale ecotones, where biomes meet [40] to local-scale transitions, such as mountain

treelines ([11]; see Fig. 9.1). These areas are sometimes considered to be dynamic

zones of interaction between communities, which are unstable over time [19]. As

suggested by Odum [30], Ecotones do not simply represent a boundary or an edge;

the concept of an ecotone assumes the existence of active interaction between two

or more ecosystems with properties that do not exist in either of the adjacent

ecosystems. Ecotonal regions show a diversity of transitions that range from natural

transitions (e.g., altitudinal and latitudinal transitions) to human-generated

ecotones, sometimes termed anthropogenic ecotones (e.g., forest clear-cut edges

or urban ecotones) [24], as shown in Fig. 9.1.

History of Research on Ecotones and Biodiversity

For over 100 years, since the late nineteenth century, there has been scientific

interest in boundary regions and edges of ecological systems. A conceptual
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ecological framework for the study of ecotones was given by Odum in 1953. Odum

discussed the ecotone effect, which he characterized as increased richness and

abundance in ecotones and the occurrence of unique ecotonal species. Until the

1970s, there was considerable interest in ecotones within the scientific community

(reviewed by [32]). This interest subsided as focus on more homogenous and

well-defined ecosystems and communities (e.g., tropical rain forests and tundra)

became common. A revival of research in the field focusing on ecotones and their

effects on biodiversity was seen in the late 1980s and 1990s, with the development

of new research areas, especially those of landscape ecology and of conservation
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Fig. 9.1 Satellite images showing a variety of natural and human-generated ecotones at several

spatial scales: (a) Ecotones in the Sahel region of Africa (see text). (b)Altitudinal ecotones between
vegetation belts in Mt. Kenya. (c) Natural and human-made ecotones on Hawaii’s big island.

Ecotones vary over different slopes and elevations. Note also the sharper ecotones in areas where

lava has flowed. (d) Human-related ecotones resulting from deforestation (in pink) in the Amazon

Basin, Brazil. On the far left and far right, in dark green, natural riparian ecotones can be detected
along the rivers. (Source of Fig. a Stöckli et al. [39] NASA Blue Marble Next Generation, August

2004. True color composite ofMODIS satellite images. Downloaded from: http://visibleearth.nasa.

gov/ [42].) (Source of Fig. b–d MDA Federal [25] NASA GeoCover circa 1990 Landsat images.

False color composite of Landsat bands 7, 4 and 2.Green shades represent vegetation,magenta and
brown represent bare soil, black represent water bodies, recent lava flows of shadows, cyan shades
represent snow, and white represents clouds. Downloaded from: https://zulu.ssc.nasa.gov/mrsid/

[3].) (All images are public domain. The figures were produced by Noam Levin)
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biology [11, 13]. Studies on ecotones in the 1980s often focused on material flow

(e.g., water and nutrients) across communities and on ecosystem processes in these

boundary regions [12]. Much of the work focused on wetlands and on riparian

zones, where land–water interfaces occur (reviewed in [45]). Later work in the

1990s more directly examined the effect of ecotones on biological diversity, and

especially on the relationship between ecotones and processes leading to morpho-

logical divergence, patterns of genetic and phenotypic diversity, species richness,

rarity, and their conservation implications (reviewed in [17]).

Approaches for Measuring Ecotones

Due to the fact that ecotones can be rarely delimited by a fine line, their measure-

ment and mapping is not simple. A wide range of research approaches and tools

have been used to detect and quantify ecotones. These include, among others,

simulation modeling, geographic information systems (GIS), remote sensing, and

statistical tools that enable quantification and analysis of ecotones of different types

and over several spatial scales. Diverse approaches for the quantification of the

steepness of gradients exist [17]. Methods for measuring and characterizing

ecotones depend on the data available (e.g., quantitative or qualitative, grid- or

transect-based data), with one of the simplest approaches, proposed by Womble in

1951, being the quantification of the magnitude of the first and second derivatives

(rates of change in a given variable or several variables along a spatial gradient)

[44]. These approaches often examine the values of variables in an area (e.g., a 1 �
1 km grid square) relative to its neighboring regions. The basic idea is to detect

areas of sharp environmental transition by finding the areas with the highest rate of

change in the value of a given variable or several variables between adjacent

squares (pixels). Specific software for the detection of boundary regions and

analysis is now available (e.g., BoundarySeer: http://www.terraseer.com/

products_ boundaryseer.php), enabling more widespread use of advanced statisti-

cal tools for the study of areas of transition [5, 8]. These tools can also be applied to

the study of ecotonal regions.

In recent years, new approaches to quantify changes in diversity across gradients

and boundary regions have been developed and are being applied. Among these is

a range of new beta-diversity estimates of species turnover in space [20, 26]. These

have been developed in the past decades, since Wilson and Shmida’s [43] review on

beta-diversity estimates. Beta-diversity and species turnover are often used when

studying gradients, and although they do not focus necessarily on ecotonal areas,

they can be applied to the study of ecotones.

One of the most promising directions in ecotone and boundary measurement is

the use of tools developed in other areas of science. These include fields such as

physics, remote sensing, and image analysis, where substantial advancements in
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boundary detection and gradient quantification methods have been made. Remote-

sensing tools, for example, can use data occurring over several orders of magnitude,

using satellite-derived data currently available at a resolution of 0.5 m to 100 km.

Further application of these tools at multiple spatial resolutions will provide a better

understanding of ecotones. Recent work has shown that remote sensing tools can be

effectively used to detect ecotones and to predict species richness and rarity (e.g.,

range size rarity) in ecotones, especially in mountains where latitudinal gradients

occur (e.g., [22, 23]).

Patterns of Biodiversity in Ecotones

There have been multiple studies on patterns of biodiversity in ecotonal areas,

which have led to a range of results. Recent work is providing increasing evidence

that boundary regions between ecological communities can be highly diverse at

both the within-species and community levels. Ecotones have been shown to hold

especially high biological diversity over several spatial scales, at both the commu-

nity level (when examining species richness, i.e., the number of species in an area)

and at the within-species level (morphological and genetic diversity) as reviewed

by Kark and van Rensburg [17]. Other studies, however, have shown conflicting

results, making it difficult to generalize without carefully examining each case,

community, and region.

Early on, Odum [30] pointed at high species richness and abundance in ecotones

and suggested that the ecotonal community commonly contains many species that

are characteristic of, and sometimes restricted to, the ecotone. In a continental-scale

study of New World birds, Kark et al. [16] examined the relationship between

passerine richness and rarity of �2,300 passeriform species in 4,889 one-degree

New World grid cells and the distance of the cells to boundaries between adjacent

plant-based ecoregions. They found that areas nearer to transitions between

ecoregions had more bird species, and also scored more highly in terms of species

rarity. The findings of their work suggest that transitional environments harbor

many rare species, in addition to high richness. At the community level, there is also

some evidence for high species richness in ecotonal areas in marine systems. For

example, van Rensburg et al. [41] showed at the subcontinental scale in South

Africa that species richness and range size rarity at a spatial resolution of quarter

degree are generally negatively correlated with distance to areas of transition areas

between vegetation communities for both birds and frogs. Areas with more range-

restricted species were located significantly closer to areas of transition areas

between vegetation communities than expected by chance [41]. Similarly, in the

Gulf of Aden, Kemp and colleagues [18] found high-reef fish diversity in an

ecotone harboring a unique mixing of the three distinct faunas of Oman, the Red

Sea, and the Indian Ocean.
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Processes Shaping Biodiversity and Sustainability in Ecotones

Ecotones and Evolutionary Processes

Ecotones are “natural laboratories” for studying a range of evolutionary processes,

such as the process by which new species form, also termed speciation. This process

is of major interest to evolutionary biologists who define three major types of

speciation: allopatric, parapatric, and sympatric. These models are based on the

degree of geographical subdivision between populations that lead to the formation

of new species. Allopatric speciation happens in geographical isolation, and has

been for many years considered the major form of speciation. Parapatric speciation

occurs in adjacent populations with gene flow among them, often along clines.

Sympatric speciation occurs when populations are geographically congruent, and

are found in the same area. The study of ecotones has led to a better understanding

of the potential importance of parapatric and sympatric speciation as mechanisms

for speciation. Ecotones have been proposed by some authors to be centers of

evolutionary novelty that maintain evolutionary process, and as regions where

parapatric (or sympatric) speciation processes may take place [33]. As such,

ecotones and areas of environmental transition have been suggested as natural

laboratories where evolutionary processes and barriers to gene flow can be

examined [33].

A review by Moritz et al. [27] summarized the major models of evolutionary

processes that promote diversification of rain forest faunas. They include the

divergence-with-gene-flow model, which suggests that adaptive divergence caused

by selection forces occurs across environmental gradients, leading to speciation

even in the face of gene flow across ecotones. This means that speciation does not

require isolation in cases where selection is strong enough to separate populations.

This process is expected to occur especially where very different environments

meet in the ecotone, for example, at the border between a dry and wet rain forest.

This may mean that even when gene flow continues, strong selection pressures can

lead to divergence.

Support for the divergence-with-gene-flow model comes from recent research

examining divergence using molecular genetic, phenotypic, and experimental

approaches [27, 33, 34, 37]. Smith et al. [37], studying the little greenbul

(Andropadus virens), a passeriform bird in the rain forest–savannah ecotone

region of Cameroon, found especially high morphological divergence in the

ecotone. The authors proposed that when the ecotone is large enough, natural

selection processes could be strong enough to generate morphological differences

similar to those seen in reproductively isolated species even when high rates of

gene flow occur. Their data support the divergence-with-gene-flow model of

speciation [38], leading them to propose that ecotones may be integral to the

production and maintenance of high biodiversity in tropical rain forests. Quantifi-

cation of morphological and geographic distances in olive sunbird (Nectarinia
olivacea) populations in West African forests and ecotones revealed similar

divergence patterns [38].
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Smith studied morphological divergence in another Central African species, the

black-bellied seedcracker (Pyrenestes ostrinus). Seedcrackers show polymorphism

in bill size. A megabilled morph was found in the ecotone that specializes on a very

hard-seeded sedge found only in ecotonal areas [27]. This ecotonal megamorph was

maintained in the population, despite high levels of gene flow with rain forest

populations that had only smaller-billed morphs, owing to its selective advantage

for feeding on the hard seeds. Morphological divergence between habitats across an

ecotone was also found in leaf-litter skinks (Carlia rubigularis) in the wet tropical

rain forest of Australia [34]. Adult skinks occurring across sharp ecotones from

open (wet sclerophyll) forests to adjacent rain forests showed large morphological

and life history differences over short distances despite moderate to high levels of

mitochondrial gene flow [34]. Populations occurring across the ecotone had larger

size differences than populations located dozens to hundreds of kilometers away

that were geographically isolated millions of years ago, suggesting that in this case,

and perhaps in others that await research, speciation with gene flow may have

importance.

If ecotones regions harbor unique and endemic species and alleles, this may

provide support for the notion that these regions may also have importance in

speciation. If this is the case, ecotonal regions are expected to contain

a preponderance of recently derived species that are yet to expand their ranges

(neoendemics). Fjeldså and Rahbek [7] suggested that more recently evolved

species are concentrated in transitional ecotones surrounding the main central

African rain forest. This reasoning is consistent with the finding that terrestrial

ecotones sustain high morphological divergence, providing evidence that current

speciation processes may indeed be taking place in these regions [27, 33, 37].

Ecotones, Ecological Gradients, and Species Ranges

One of the important questions that arise is what are the processes that lead to

higher species richness in ecotonal regions compared with adjacent areas? Evolu-

tionary processes, as discussed above, may be one explanation. Ecological factors

may also have importance in shaping this pattern. Several authors, such as Gosz

[11] and Risser [32], have suggested that transitional areas not only share the two

types of environments of the habitats that coincide in the ecotone, but also have

a unique ecotonal environment. Indeed, Odum [30] proposed that transition zones

often support a unique community with characteristics additional to those of the

communities that adjoin the ecotone, although also commenting this is by no means

a universal phenomenon. Studies testing these predictions show mixed results,

some pointing toward the occurrence of ecotonal species, while others not finding

evidence for species unique and highly abundant in ecotones. The inconsistency

among studies is complicated by the fact that different species, systems, scales, and

regions were used in different studies or due to methodological factors, such as

differences in sampling and analysis approaches.
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In addition, ecotones tend to shift in space and time over several spatial scales

[11, 19], as a response to climatic variation, other environmental changes [6, 19,

29], and human activity [10]. Ecotones show high spatial and temporal heterogene-

ity, which may serve as important factors contributing to their high genetic and

species diversity [32]. For example, multiple ecotones can be defined within and

around the African Sahel (Fig. 9.1a), depending on the scale of interest and on the

definitions used [1]. The different transitions (e.g., that between the Sahel and the

desert to the north) experience shifts in time and space, showing high spatiotempo-

ral variability. Another, simpler, process shaping this pattern is that ecotones,

comprising meeting areas between adjoining communities, include a combination

of species from two or more community types [32]. Ecotonal areas often comprise

the edge of the range for species on both sides and are where many peripheral

populations occur [17, 35].

An important question is whether populations occurring in ecotonal areas are

viable populations that exist over time within ecotones, or are rather present

temporarily due to the constant flow of individuals from other parts of their

range into the ecotone areas, are not self-sustainable over time, and will disappear

if this flow is stopped. Shmida and Wilson [35] proposed that the high number of

species in transitional areas could be due to a process they called the mass effect,

which is the flow of individuals from favorable to unfavorable areas. For species

that reach the margins of their range at the ecotone, this effect may result in some

individuals of a given species establishing in ecotonal areas where they cannot

maintain viable populations, existing in sinks adjacent to larger source

populations [35]. This may lead to increased species richness in ecotonal areas,

which is maintained by constant immigration of individuals from more favorable

environments. Some evidence for the existence of mass effects can be found in the

literature, yet these effects seem to be rather weak, and it is currently unclear

whether they can indeed act as a major factor generating high diversity in

ecotones [21].

The mass effect, however, does not predict the occurrence of unique or endemic

ecotonal species or genotypes. If some species or genotypes are characteristic of an

ecotone or occur at the ecotone in higher abundances than in the neighboring

habitats, as proposed above, this could suggest that some ecotone populations are

ecologically viable. Several recent studies have found peak genetic and morpho-

logical diversity within species in ecotone regions, with populations in these

regions harboring unique and rare alleles not found elsewhere [17]. For example,

a study examining allozyme (protein level) diversity within chukar partridge

(Alectoris chukar) populations across a rainfall gradient from northern to southern

Israel found that the highest levels of diversity occur in the sharp ecotone area

between the Mediterranean region and the desert, in the northern Negev area.

Populations in this area not only showed higher genetic diversity based on 32 loci

(proteins) examined, but also had unique and rare alleles that did not occur

elsewhere across the range [14]. The same species also had peak levels of morpho-

logical diversity in the ecotone region based on 35 traits and 23 ratios between traits

[15]. More studies on genetic and species uniqueness in ecotonal areas are needed

to enable generalizations.

9 Ecotones and Ecological Gradients 155



Agricultural, Urban and Human-Related Ecotones

The early literature discussing ecotones largely dealt with natural ecotones that are

generated by environmental factors such as soils, geology, and climate. More recent

research is increasingly including human-related boundaries. Human activity is

generating boundaries that did not exist before, changing their steepness and shifting

ecotonal location. These boundaries include a diversity of ecotone types, such as forest

clear-cut edges, margins between built-up and natural landscapes, and human-

generated features, such as lakes and plantations. Research on these human-generated

ecotones and their effects on biodiversity are related to a study area that is sometimes

termed “countryside biogeography,” examining biodiversity in human-dominated

landscapes.

Another recently developing research area that is relevant is that of urban ecology.

Sharp, human-caused transitions may result from human activities such as urbaniza-

tion, land-use changes, agriculture, grazing, or burning (see Fig. 9.1). These

boundaries occur at multiple spatial scales, ranging from local ecotones between

agricultural plots, urban areas, and roads, and their neighboring native habitat, to

large-scale ecotones such as shifting desert borders owing to desertification processes

and river divergence (Fig. 9.1). These ecotones may be either static and fixed in space

or dynamic and shifting in location over space and time.

A substantial amount of work in both natural and human-related landscapes has

focused on what has been called the “edge effect.” This is the effect of the

juxtaposition of contrasting environments on an ecosystem. It refers to how the

local environment changes along some type of boundary, or edge and how biodi-

versity is affected by such edges. This idea is attributed by animal ecologists to

Aldo Leopold and his 1933 book Game Management. It encompasses a wide range

of both biotic and abiotic trends associated with boundaries between adjacent

habitat types, natural or anthropogenic. Much of the reference to edge effects in

the recent landscape ecology literature has been related to human-caused

boundaries, and especially to boundaries between forest fragments and neighboring

patches of habitat that have been cleared. Again, there are no clear-cut conclusions

as to the effect of human-generated ecotones on biodiversity. The response largely

depends on the type of edge and its history as well the species in focus.

Its conservation implications are therefore complex and deserve further scien-

tific attention. A vast amount of research has been done on the effect of forest edges,

especially the effect of human-made forest fragments and their edges on biodiver-

sity. A review of edges [28] suggested there are many discrepancies in the litera-

ture, and a better understanding and search for general patterns requires a much

more mechanistic approach to examine the processes underlying such patterns.

In this context, there has been much effort to understand the effect of forest edges

on predation, brood parasitism, and the breeding success of birds. Paton [31] found

that in the majority of studies, nest success varied near edges with an increase in

both depredation and brood parasitism rates. The most conclusive studies suggest

that edge effects in birds usually occur within 50 m of an edge [31]. Since these

reviews, multiple studies on dozens of species and regions have been conducted.
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Implications for Biodiversity, Conservation Planning,
and Sustainability

Whereas better understanding of the effects of ecotones on biodiversity is impor-

tant for evolutionary and ecological pure science purposes, it also has many

implications for conservation of biodiversity, sustainability, and practical deci-

sion-making. Some scientists have argued that because ecotones hold marginal

populations at the edge of the range of many species, where abundances may be

lower and populations more prone to local extinctions than other parts of the range,

these ecotonal areas have low value for conservation as they will not persist over

time, for example, if the surrounding environments become fragmented (e.g., [9]).

There has been an interesting discussion in the literature in recent years regarding

whether transitional areas are valuable for conservation (e.g., see Smith et al. [36]

versus Brooks [4]). Substantial conservation attention has been given in recent

years to the understanding andmapping of biodiversity patterns and the underlying

processes, and toward predicting the effects of global change. Ecotone and bound-

ary regions, where change, shifts, and variability occur naturally in both space and

time, could serve as useful models for understanding, monitoring, and predicting

the response of individuals, populations, and communities to changing environments

[2, 6, 29]. In addition, while some scientists suggest that ecotone populations are more

likely to be negatively affected by climate change [9], other researchers have argued

that ecotonal areas sustain populations that are adapted to changing, fluctuating, and

unstable environments and, as such, these populations may better be able to persist in

the face of predicted change (see further discussion in [17]). This is especially relevant

since climate shifts are expected, according to some studies, to be rapid and extreme in

boundary regions between ecosystems [2]. By examining changes in ecotone locations

over time, these areas may potentially serve as “early warning” indicators of global

changes [6, 29]. However, the response depends on the spatial and temporal scales

examined andmaybe a useful indicatormainly at global spatial scales and rather coarse

timescales. Therefore, this area deserves further attention owing to the complexity of

the factors shaping the location of ecotones in space and time.

Much research in the past decade has focused on prioritizing conservation efforts

and determining what areas are most important and valuable for conservation. Two

main approaches have been suggested: The first approach includes a search for

biodiversity hotspots, or areas with especially high species richness, endemism, and

rarity. A second approach has been to select areas that are complementary, and hold

biodiversity not present in other areas. Ecotones may provide a unique opportunity

to conserve both high species richness and high complementarity. Due to their

relatively small size, it may prove a cost-effective strategy to further conserve

ecotone regions and to explicitly include them in future systematic conservation

planning, given they potentially provide a high return on investment having small

area and high biodiversity. Undoubtedly, if these areas have the potential tomaintain

and to generate species richness as well as unique and novel species and forms, they

deserve far greater research attention than they are currently receiving [36]. Never-

theless, conservation plans for ecotones should not be considered independent of
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their surrounding environments. Ecotonal regions are important for our understand-

ing of evolutionary (such as speciation, divergence with gene flow, and adaptation)

and ecological processes shaping biodiversity (e.g., response of populations to

fluctuating environments). They may enable us to better predict the responses of

populations to environmental change and to further identify previously neglected

biodiversity hotspots valuable for biodiversity research and conservation.

Future Directions

Research on the effect of ecotones on biodiversity is an important future direction in

the face of global change, including land-use and climate change. Because ecotones

are areas where shifts in environmental conditions occur in space and time, they

may serve as useful indicators of environmental change and of the response of

ecosystems to shifts in climate. The degree of effectiveness of ecotones as early

predictors of the impacts of change and the ways that ecological communities and

systems respond to change may be an important future direction. Ecotones can

sustain unique forms or species that are less abundant or do not occur elsewhere. In

addition, studies suggest that ecotones are areas where some populations are

diverging to new species in the face of gene flow (across the ecotone). It is

important to examine the generality of these patterns and processes in different

regions, spatial and temporal scales, and groups.

Another future direction is the application of multi-disciplinary approaches from

other fields of science in studying and quantifying ecotones. For example, much

work has been done in physics on transitions between states (liquid–solid etc.),

which could be applied to work on environmental transitions ecotones. More work

on the interactions between native and alien species and the role of ecotones in

these interactions should be done to examine the hypothesis that ecotones are

barriers to invasion between communities. The importance of ecotones to the

generation and conservation of biodiversity, especially in the face of global climate

and other environmental changes is an area of potential research and conservation

investment that should further be explored and studied. The role of ecotones in

promoting sustainability and its emerging science is an open area, which should be

further explored in future work.
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39. Stöckli R, Vermote E, Saleous N, Simmon R, Herring D (2005) The blue marble next

generation – a true color earth dataset including seasonal dynamics from MODIS. NASA

Earth Observatory, Goddard Space Flight Center, Greenbelt

40. van Rensburg BJ, Koleff P, Gaston KJ, Chown SL (2004) Spatial congruence of ecological

transition at the regional scale in South Africa. J Biogeogr 31:843–854

41. van Rensburg BJ, Levin N, Kark S (2009) Spatial congruence between ecotones and range-

restricted species: implications for conservation biogeography at the sub-continental scale.

Divers Distrib 15:379–389

42. Visible Earth http://visibleearth.nasa.gov/

43. Wilson MV, Shmida A (1984) Measuring beta diversity with presence–absence data. J Ecol

72:1055–1064

44. Womble WH (1951) Differential systematics. Science 114:315–322

45. Zalewski M, Schiemer F, Thorpe J (2001) Fish and land-inland water ecotones: overview and

synthesis. Ecohydrol Hydrobiol 1:261–266

Books and Reviews

Blake JG, Loiselle BA (2000) Diverstiy of birds along an elevational gradient in the Cordillera

Central, Costa Rica. Auk 117:663–686

Kark S (2007, updated 2011) Effects of ecotones on biodiversity. In: Levin S (ed) Encyclopedia of

biodiversity. Elsevier, Oxford, p 1–10

Kluge J, Kessler M, Dunn R (2006) What drives elevational patterns of diversity? A test of

geometric constraints, climate and species pool effects for pteridophytes on an elevational

gradient in Costa Rica. Glob Ecol Biogeogr 15:358–371

Mac Nally R, Molyneux G, Thomson J, Lake P, Read J (2008) Variation in widths of riparian-zone

vegetation of higher-elevation streams and implications for conservation management. Plant

Ecol 198:89–100

McCain C (2009) Global analysis of bird elevational diversity. Glob Ecol Biogeogr 18:346–360

Odum E, Barrett G (1971) Fundamentals of ecology, 5th edn. W.B. Saunders, Philadelphia

Oommen M, Shanker K (2005) Elevational species richness patterns emerge from multiple local

mechanisms in Himalayan woody plants. Ecology 86:3039–3047

Sanchez-Rodriguez J, Baz A (1995) The effects of elevation on the butterfly communities of

a Mediterranean mountain, Sierra de Javalambre, central Spain. J Lepid Soc 49:192–207

Senft A (2009) Species diversity patterns at ecotones MSc thesis, University of North Carolina,

Chapel Hill

Terborgh J (1971) Distribution on environmetal gradients: theorand a preliminary interpretation of

distributional patterns in the avifauna of the Cordillera Vicabamba, Peru. Ecology 52:23–40

160 S. Kark

http://visibleearth.nasa.gov/


Chapter 10

Invasive Species

Anthony Ricciardi

Glossary

Biological invasion The process by which an organism is introduced to, and

establishes a sustainable population in, a region beyond its

native range.

Eradication The managed extirpation of an entire nonnative population.

Impact The effect of a nonnative species on its environment.

Invasibility The vulnerability of a habitat, community, or ecosystem to

invasion.

Invasion ecology A multidisciplinary field that examines the causes and

consequences of biological invasions.

Invasional meltdown The phenomenon in which multiple nonnative species

facilitate one another’s invasion success and impact.

Invasive species Nonnative species with conspicuously high colonization

rates. Such species have the potential to spread over long

distances. The term invasive is also used (often by policy

makers) to describe colonizing species that cause undesir-

able ecological or economic impacts.
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Nonnative species

(synonyms: alien,

exotic, foreign,

nonindigenous)

Species present in a region beyond their historic range.

Propagule pressure The quantity or rate of nonnative organisms released into

an area.

Definition of the Subject

Biological invasion is the process by which a species is introduced, deliberately or

inadvertently, into a new geographic region where it proliferates and persists.

Outside their historic range (in which they evolved) such species are described as

nonnative (or nonindigenous, exotic, alien). For a variety of reasons, the vast

majority of introduced nonnative organisms fail to persist. Many of those that do

establish self-sustaining populations do not spread very far or very fast beyond their

point of introduction, and they often do not have conspicuous impacts on their

environment. However, a small proportion (but a large and growing number) of

nonnative species becomes invasive – that is, they may spread aggressively and/or

have strong environmental effects. Invasive species are a global problem that

threatens native biodiversity, the normal functioning of ecosystems, natural

resources, regional economies, and human health. As such, they pose a major

concern for conservation and management, and are the focus of a highly productive

multidisciplinary field called invasion ecology.

Introduction

The potential impact of nonnative species has long been recognized by naturalists.

In The Origin of Species, Darwin (1859) warned “Let it be remembered how

powerful the influence of a single introduced tree or mammal has been shown to

be [on native communities].” A century later, Charles Elton’s groundbreaking

monograph The Ecology of Invasions by Animals and Plants [1] helped inspire

two generations of scientists to study what has become one of the world’s most

challenging environmental problems.

The major findings of this burgeoning research are summarized in recent texts by

Lockwood et al. [2], Davis [3], Blackburn et al. [4], and Richardson [5].

This entry describes the causes and consequences of biological invasions, by

synthesizing concepts from population biology, community ecology, evolution,

biogeography, and conservation biology. First, the patterns and process of invasion

are explored; then, some of its potential ecological and socioeconomic impacts are

examined. Some major hypotheses and theoretical concepts explaining patterns of
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colonization and impact are presented. Next, management approaches to assessing,

preventing, and mitigating this problem are considered. The entry ends with a brief

glimpse at some of the emerging issues that will likely be the foci of future research.

Pattern and Process in Biological Invasion

The process of invasion comprises a sequence of events involving the transport,

introduction, establishment, and spread of organisms into a new region. Organisms

in various life stages may be moved by natural dispersal (e.g., passive transport by

wind, water currents, or animals; active transport by the organism’s own

movements) or, far more frequently, by human activities (e.g., transportation

systems carrying people or material) across a geographic barrier that previously

defined the limits of the historic range of the species. Most organisms will die soon

after arrival, or reproduce for only a couple of generations; thus, the vast majority of

introduction events fail to produce a sustainable population. If a sufficient number

of healthy individuals arrive in a suitable habitat when conditions are favorable,

then a self-sustaining population will develop and the species is said to be

established. Although populations can sometimes establish from very small num-

bers, higher numbers of introduced individuals and more frequent introduction

events (collectively termed propagule pressure) contribute to a higher probability

of establishment [6].

In general, the more species introduced to an area, the more that become

established in that area [7]. Lonsdale [8] presented an instructive model to describe

the number of nonnative species in a region, E:

E ¼ I� S

where I is the number of species introduced (colonization pressure [7]) and S is the

product of the survival rate of each species. S is a function of both the biological

traits of the nonnative species and the environmental conditions of the target

habitat; for example, all other things being equal, a higher survival rate would

result from a closer match between the species’ physiological requirements and the

prevailing habitat conditions.

There is a variable time lag between initial introduction and establishment,

followed by an exponential increase in abundance until the population reaches

limits imposed by local abiotic and biotic conditions, at which point population

growth diminishes. The range expansion of the species (increase in area occupied

per unit time) is correlated with its population growth. The lag phase may range

from being negligible (e.g., for a rapidly reproducing species) to extensive – during

which the species may remain inconspicuous for years or decades prior to becoming

abundant and widespread [9, 10]. For example, the first outbreak of the European

gypsy moth (Lymantria dispar) in North America occurred two decades after it was

initially released. A mussel introduced from the Red Sea remained rare for about

120 years prior to developing dense colonies on the Israeli Mediterranean coast [9].
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Recognition of the lag phase phenomenon is critical to management; otherwise, it

may lead to inaccurate assessments of benign invasion risk and low impact, as well

as missed opportunities to control a nonnative species population while it was still

small [10]. Non-mutually exclusive factors contributing to lag phases include:

(1) density-dependent (Allee) effects, in which the organism’s birth rate is

correlated with its population density [11]; (2) adaptation and selection of new

genotypes; (3) a change in the composition of the recipient community (e.g., the

introduction of a pollinator or seed disperser [12], or the extinction of a dominant

resident predator) that triggers the explosive growth of a previously subdued

nonnative species; and (4) changing abiotic conditions (e.g., climate change [13])

that release the nonnative species from physiological constraints. Furthermore, the

inability to detect an inconspicuous population in its early growth stages is often

responsible for a substantial delay in the discovery of a nonnative species. Substan-

tial lags in detection, caused by inadequacies in monitoring and taxonomic exper-

tise, are a major hindrance to effective management [14].

The range expansion of an introduced species tends to fall into a few general

patterns, each of which is characterized by an establishment lag phase, an expansion

phase, and, when a geographic limit to suitable habitat is realized, a saturation

phase [15]. In the simplest pattern, the species expands its range linearly through

time; this pattern is the result of random short-distance dispersal outward in all

directions through a homogeneous environment, and is often exhibited by rodents

such as muskrats. The expanding range is modeled as a circle whose radius

increases at a constant rate [16]. The probability of invasion at a given site is

inversely proportional to the distance from the edge of the expanding colony and

directly proportional to time.

A second pattern is defined by a slow initial rate of linear spread followed by an

abrupt shift to a higher linear rate. This biphasic pattern, which has been observed in

invasive birds such as the European starling (Sturnus vulgaris), occurs when long-

distance migrants generate new satellite colonies not far from the primary colony;

the coalescence of satellites into the expanding primary colony generates a higher

linear rate of expansion. A third pattern occurs when long-distance dispersers create

numerous remote satellite colonies that begin to expand their range independent of

each other; their continuous coalescence generates an exponential expansion phase,

as exhibited by European cheatgrass (Bromus tectorum) in North America and tiger

pear cactus (Opuntia aurantiaca) in South Africa [15, 17]. In this pattern,

a prolonged lag phase often occurs prior to conspicuous exponential growth.

Genetic adaptation is another mechanism that can produce the enhanced rate of

expansion that characterizes the second and third patterns, but the occurrence of

long-distance migrants is probably the more common cause. Via long-distance

“jumps,” migrants may establish satellite colonies that are remote from the

expanding edge of the primary colony; the overall rate of range expansion is driven

more by the number of these satellite colonies than by their individual size [16].

The pattern is more pronounced where human vectors dominate dispersal, such that

there would be multiple introductions of satellite colonies within a region (e.g., the

transport of zebra mussels and aquatic weeds between river basins by recreational

boats, or introductions of a marine invertebrate along a coastline via ballast water
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release at various ports). In this case, the probability of dispersal to a given site is

nearly independent of time and distance from the primary colony but instead is

driven largely by human-mediated dispersal opportunity [18].

Factors Affecting Establishment Success

In addition to propagule pressure, other biotic and abiotic factors have been

hypothesized to explain why some species are better invaders, and why some

systems are more invaded, than others. Attributes associated with highly invasive

species include an ability to rapidly reproduce from small numbers (a high intrinsic

rate of population growth), broad environmental tolerance, and mechanisms of

exploiting human transportation vectors and human-modified landscapes.

A popular view is that generalist species are better invaders than specialists, because

the former can thrive in a broader range of habitat conditions (niche breadth-invasion
success hypothesis [19]). As such, traits that enable species to cope with new

environments (e.g., diet breadth, physiological tolerance [20, 21]), or proxy variables

that suggest broad tolerance (e.g., latitudinal range [22]), are generally good predictors

of invasion success. Among vertebrates, brain size also generally predicts invasion

success [23–25], perhaps because it facilitates behavioral flexibility in new

environments (but see [26]). Similarly, invasive plants tend to be more phenotypically

plastic than noninvasive plants [27]. Traits associated with reproduction are often

correlated with the post-establishment success (abundance and range size) of plants

[20, 28]. However, the most important factor limiting the large-scale distribution of

a species is whether it is valued by humans for domestication [29–32] or, for a species

that is not introduced deliberately, whether its life history allows it to be easily

transported by human vectors operating on a global scale [33, 34].

Much research on the question of why some communities or systems are more

invasible has addressed the concept of biotic resistance, which posits that

biotic interactions between nonnative species and resident enemies can limit estab-

lishment and post-establishment success. The logical extension of this concept is

that resident species diversity may act as a barrier to invasion – an idea promoted by

Elton [1] to explain the seemingly disproportionate invasibility of species-poor

systems such as oceanic islands and highly disturbed areas such as agricultural

fields. Most support for Elton’s hypothesis is derived from terrestrial plant

communities and is equivocal. Over a range of scales, from small garden plots to

regional landscapes, positive correlations between native and nonnative species

richness have been observed, reflecting shared responses to external variables [35].

Where negative correlations exist, they are found only at local (m2) scales in

experimental manipulations [36]. Numerous studies suggest that competition, her-

bivory, and native species richness can strongly inhibit the performance (and impact)

of nonnative plants following establishment [37, 38], but little evidence suggests that

these interactions can prevent establishment when abiotic conditions are favorable

and propagule pressure is high. The lesson for managers from these studies is that
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even highly diverse native communities are often readily invaded by nonnative

species, but the reduction of local species richness may accelerate invasion [35].

Most recent studies of invasion mechanisms focus on two popular hypotheses:

fluctuating resource availability and enemy release. The former hypothesis

proposes that a system’s susceptibility to plant invasions varies with fluctuations

in unused resources (e.g., light, water, space, nutrients). Where propagule pressure

exists, invasion will be promoted by a sudden increase in resource supply (such as

through nutrient pollution) or reduced uptake by resident species (following

a disturbance such as clearcutting or fire) [39, 40]. Nutrient-rich habitats do

experience more plant invasions, but native plants may not always outperform

nonnatives in low-resource conditions [41]. Highly disturbed environments are

also believed to be more invasible [1]. Nonnative species may dominate a habitat

following a disturbance event that is outside the evolutionary experience of the

natives; otherwise, natural disturbance may contribute to a system’s resistance to

invasion [42].

The enemy release hypothesis attributes the success of nonnative species to their

escape from specialized natural enemies upon arrival to a new region, and their

inherent advantage over resident competitors that are burdened by their own

enemies [43]. One reason why plants that are subject to strong herbivory in their

native range can thrive in novel regions is that, in the absence of specialized

enemies, they may reallocate the energetic costs of defense toward reproduc-

tion and growth, and thus become more competitive [44]. It follows that fast-

growing species adapted to resource-rich environments may benefit most from

the absence of specialized enemies; thus, multiple mechanisms (enemy release,

disturbance, resource addition) may act synergistically to drive such invasions [45].

Modern Invasions as Unprecedented Global Change

The spread of species into regions beyond their native range has accelerated

exponentially during the past millennium because of human activities such as

agriculture, international travel, and global trade. There is a strong link between

trade activity and the global distribution of nonnative species [46, 47]. International

trade often involves cargo moved by transoceanic ships, which can carry an

enormous number of organisms on their hulls and especially in their ballast tanks.

Tens of thousands of ships are estimated to be collectively transporting several

thousand species around the planet on any given day [48].

Most countries have recorded the establishment of several hundred nonnative

species, including invertebrates, vertebrates, plants, bacteria, and fungi (Fig. 10.1).

Human influence is reflected in the improbable composition of modern species

assemblages worldwide: African grasses dominate large tracts of the Neotropical

region [30], European mammals and birds are abundant in Australia and New Zealand

[29, 32], Eurasian invertebrates and fishes dominate food webs in the North American

Great Lakes [34], and over 25% of the nonnative species in the Baltic Sea originate

from the Pacific and Indian Oceans [50]. Over a decade ago, it was estimated that
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nonnative plants covered at least 3% of the Earth’s ice-free land mass, excluding the

already immense area under agricultural cultivation [51]. Nonnative species comprise

substantial fractions of flora and fauna on continental areas and, especially, on

islands (Table 10.1). The majority of these invasions have occurred over the past
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Fig. 10.1 Number of nonnative vascular plant species versus area for regions worldwide (Data

from [49]. Line is fitted by least-squares regression)

Table 10.1 Proportion (%) of extant species comprised by established nonnative freshwater fishes,

breeding birds, land mammals, and vascular plants in selected regions (Data from [32, 49, 52–57])

Region Fishes Birds Mammals Plants

Continental areas

Europe 10 3 19 6

Russia 7 n/a 17 n/a

Southern Africa 11 1 12 4

North America (north of Mexico) 8 4 19 11

South America <1 <1 4 n/a

Australia 13 6 14 1

Islands

Puerto Rico 71 35 40 12

Bahamas 14 9 n/a 18

Bermuda n/a 30 50 65

Hawaii 88 33 89 44

Madagascar 17 2 5 3

Japan 15 2 14 n/a

New Zealand 38 18 40 40
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few centuries, coincidingwith steep increases in global trade, human travel, and land

use. Invaders are presently colonizing new regions at rates that are several orders of

magnitude faster than prior to human arrival (Fig. 10.2). Even the seemingly remote

Antarctic continent and its surrounding islands have been colonized by nearly 200

nonnative species of terrestrial plants, invertebrates, and vertebrates within the past

two centuries, owing to the effects of scientific exploration, increased accessibility

by air and by sea, a burgeoning tourist industry (tens of thousands of visitors

annually), and a changing climate [59]. The modern rate and geographic extent of

invasion is without historical precedent [58].

Ecological Impacts

Most nonnative species appear to have only minor effects on their invaded systems,

but this observation is tempered by two caveats: The impacts of the vast majority of

invasions have not been studied [60], and even species that are generally benign can

become disruptive at different times or different locations [61]. In many cases,
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Fig. 10.2 Prehistoric versus modern rates of invasion (number of nonnative species established

per year) for various regions. Prehistoric rates (grey bars) are before human settlement and were

estimated from the fossil record or by calculating numbers of “native” species (excluding

endemics) that have become established in the region over time. Modern rates (black bars) are

inferred from discovery rates averaged over the past 40–100 years (Modified from [58])
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nonnative species can profoundly affect ecosystems by altering community

composition, resident species interactions, physical habitat structure, hydrology,

nutrient cycling, contaminant cycling, primary production, and natural disturbance

(fire, flood, erosion) regimes [17, 62–64]. They can disrupt food webs [65, 66] and

plant-animal mutualisms that are crucial for pollination and seed dispersal [67, 68].

Even where environmental stressors such as habitat degradation have already

caused population declines of native species, invasions can accelerate these

declines [69]. They are a major cause of animal extinctions [70, 71], particularly

in insular habitats, such as lakes, river basins, and islands [72, 73]. The invasion-

mediated loss of genetically distinct native populations in continental regions has

likely been grossly underestimated. There are examples of once widely distributed

species being reduced to near extinction as a result of introduced pathogens [17].

Some of the greatest impacts on biodiversity are caused by nonnative predators, and

the most conspicuous examples involve introductions to oceanic islands [74, 75]

and freshwater ecosystems [76]. Large mammalian herbivores have also had

devastating effects on island biodiversity [77, 78]. Other factors contributing to

species loss at local to global scales include hybridization [79, 80], competition

[69], disease transfer [81], food web alteration [65, 66, 68], and physical habitat

alteration [17].

Entire ecosystems may be transformed by invaders that alter resource availabil-

ity, disturbance regimes, or habitat structure. Some invaders alter the disturbance

regime of habitats through fire suppression (e.g., the shrub Mimosa pigra in

Australian flood plains), fire enhancement (e.g., Eurasian cheatgrass Bromus
tectorum in the Western United States), increased erosion (e.g., the Australian

shrub Acacia mearnsii in South Africa), reduced erosion (e.g., exotic plants with

extensive root systems that stabilize hills, stream banks, or sand dunes), and

increased soil disturbance (e.g., the rooting activities of feral European pigs Sus
scrofa can destroy the herbaceous understory of a forest, causing soil mineral

depletion, rapid organic decomposition, and loss of habitat). Through its

filter-feeding activities, the zebra mussel (Dreissena polymorpha) has dramatically

increased water transparency in North American and European lakes, thus

stimulating the growth of benthic algae and macrophytes and altering physical

habitat for invertebrates and fishes [82]. In Hawaii, a nitrogen-fixing tree, Myrica
faya, significantly enriched nutrient-poor volcanic soils at a rate 90-times greater

than native plants and thus has a dominant influence on ecosystem properties

including soil chemistry and productivity [83]; Myrica has also added habitat

structure, shading, and high-quality leaf litter that has promoted enhanced

populations of nonnative earthworms [84].

Socioeconomic Impacts

The economic value of cultivated nonnative species (such as crop plants) is widely

appreciated, but the same cannot be said for the enormous costs incurred by

invasions in general. In several countries, nonnative species comprise more than
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40% of all harmful weeds, 30% of arthropod pests, and 70% of plant pathogens, and

cause substantial losses in total crop production each year [85]. A single invasive

forest insect, the emerald ash borer beetle, is projected to cost the United States $10

billion over the next decade [86]. The 2001 outbreak of foot-and-mouth disease in

the United Kingdom, linked to illegal meat imports, cost $25 million USD and

required the slaughter of �11 million animals [87]. The annual costs of 16 nonna-

tive species to fisheries, agriculture, and forestry in Canada are projected to be as

high as $34 billion CDN [88]. The combined annual costs of biological invasions in

the United States, United Kingdom, Australia, India, South Africa, and Brazil are

estimated to be $314 billion USD. Assuming similar costs worldwide, the global

economic damage attributable to invasions amounts to US $1.4 trillion per year,

which constitutes 5% of the global economy [85].

Whereas some nonnative species perform valuable roles, other nonnatives can

degrade ecosystem services – including water purification, soil stabilization, agri-

cultural yield, disease regulation, and climate regulation [89]. The conservation of

water resources in African countries is threatened by introduced plants [90],

whereas pollination services provided by European honeybees are threatened by

Asian Varroa mites, whose parasitism has destroyed entire hives [91]. Animal

(including human) health, in general, is threatened by invasions that spread

parasites, diseases, and their vectors (e.g., mosquitoes [92]). Invasions can also

alter the transmission of parasites to humans by introducing hosts to novel regions

[93]. About 100 species (�6%) of nonnative invertebrates (e.g., spiders,

mosquitoes, nematodes) in Europe adversely affect human or animal health, and

these are a subset of �1,300 nonnative species in the region that have documented

socioeconomic impacts [94]. Climate change is expected to drive a new wave of

such invasions, as suggested by the recent occurrence in Northern Europe of the

tropical virus that causes “bluetongue disease” that resulted from the introduction

of infected livestock from a Mediterranean country [95].

Management of Invasions

Risk Assessment

Managers have few tools for prioritizing invasion threats because reliable predic-

tive methods are scarce (but see [96, 97]). Progress in developing a predictive

understanding of impact has been hampered by the lack of standardized metrics.

Parker et al. [60] proposed a metric for impact (I) that can be compared across

species and invaded sites:

I ¼ R� A� E

where R is the total area occupied by the nonnative species in its invaded range, A is

its abundance (in numbers or biomass per square meters) in the invaded range, and

E is its per-capita effect based on the functional ecology and behavior of individuals
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(e.g., filtration rate of mussels, functional response of predators, rate of habitat

conversion for ecosystem engineers). Data on per-capita effects are often scarce,

but inferences regarding the magnitude of impact may be drawn from abundance,

which has been shown to be a useful predictor of impact [61]. Range size, in

contrast, may not necessarily be a good predictor. Beyond the trivial expectation

that the impacts of an invading species accumulate as it occupies more territory,

there is no statistical correlation between the invasion success of a species (i.e., its

rate of establishment success or spread) and the magnitude of its impact [98]. Even

relatively poor invaders can have strong local impacts on native populations (e.g.,

the Asian clam Potamocorbula amurensis; Atlantic salmon Salmo salar), whereas
highly successful colonizers do not necessarily displace native species (e.g., fresh-

water jellyfish Craspedacusta sowerbyi). One generalization that has emerged from

numerous case studies is that high-impact invaders often represent novel life forms

in the invaded system. They acquire and use resources differently than resident

species, possess defense mechanisms and “weapons” that are foreign to the invaded

community [99], and may have predatory capabilities to which residents are poorly

adapted. Such species tend to belong to taxonomic or functional groups that were

not present in the ecosystem prior to invasion [100–102]. As such, the phylogenetic

distinctiveness of the invader in its novel environment might be an indicator of its

impact potential [101, 102].

A major challenge to prediction is context-dependent variation generated by

site-specific environmental factors [60, 61]. The best predictor of the colonization

success and impact of an introduced plant or animal is its invasion history [20, 61].

Although impacts vary across a heterogeneous environment, models may be devel-

oped to predict the impact (or abundance) of a species with a well-documented

impact history [61], but the predictive power of such models is diminished at sites

that have been highly invaded. Nonnative species can interact in multiple ways to

produce unpredictable effects [12, 75], sometimes by facilitating each other’s

spread and impact (i.e., invasional meltdown [103]).

Prevention

Given the growing frequency of invasions, their profound impacts, and the sub-

stantive resources required to control rapidly spreading species after they become

established, the most cost-effective management strategy is prevention [14]. Argu-

ably, invasions warrant similar investments in preparedness and response planning

as natural disasters; despite being slower in their onset, invasions have more

persistent impacts and a greater scope of ecological and economic damage than

natural disasters [104].

Prevention involves controlling either species entry or establishment. Preventing

entry of nonnative species begins with the identification and control of dominant

transportation vectors and pathways [14]. The effectiveness of vector-control policies

requires rigorous inspection, enforcement, evaluation, and – where necessary –

refinement, as has been demonstrated by the evolution of a management program
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to control ballast water–mediated invasions in the Great Lakes [105]. An additional

preventative approach is to manage ecosystems so as to reduce their vulnerability to

invasions – e.g., via restoration of intact native communities in degraded areas,

managed disturbance (e.g., fire, river flow) regimes, and manipulation of resource

supply (nutrients, water supply) [14, 106]. Cultivated systems can be designed with

resistance in mind; for example, the use of polycultures (e.g., diversified crops,

mixed forest stands) has been demonstrated to reduce harmful outbreaks of invasive

pests [107]. The spatial modification of habitats (such as the use of small-scale

dispersal barriers) may also be employed to limit colonization [11].

Eradication

The Convention on Biological Diversity [article 8(h)] directs signatory nations to

“prevent the introduction of, control or eradicate those alien species which threaten

ecosystems.” Eradication, the removal of a nonnative population, can lead to the

recovery of previously threatened native species [108, 109]. Several conditions must

be met for an eradication program to be successful [110]: (1) The target species must

be detected at low densities. (2) Its biology must make it susceptible to control

measures. (3) Resources must be sufficient to complete the project. (4) Managers

must have the authority and public support to take all necessary steps. (5) Re-invasion

must be prevented. Also influencing the success of eradication are the reproductive

and dispersal capabilities of the invader, both of which determine how fast it will

spread. The probability of success is highest in the initial stages of invasion when

spatial spread is still limited; hence, early detection and rapid response are crucial,

particularly for species that can reproduce and disperse rapidly [14].

Owing to the indirect effects of nonnative species, eradication can have unantic-

ipated negative consequences. Where multiple invaders exist, particularly in simple

food webs (e.g., on islands), the removal of a nonnative predator or herbivore can

cause the proliferation of a second invader that was previously controlled by the

target species through top-down regulation [111, 112]. For example, the eradication

of feral cats from Macquarie Island led to a population explosion of an invasive

herbivore – European rabbit [112]. The explosion of rabbits was accompanied by

large-scale habitat alteration characterized by a shift in vegetation that favored fast-

growing plants, some of which themselves were nonnative. Similarly, the removal

of cats from Little Barrier Island, New Zealand, released the introduced Pacific rat

(Rattus exulans) from top-down control and led to a reduction in the breeding

success of an endangered endemic seabird (Cook’s petrel, Pterodroma cookii),
apparently due to nest predation by the rat; subsequent eradication of the rat was

followed by a rapid rise in the seabird’s breeding success [111]. Additional effects

of eradication on multiply invaded systems might be to increase predation pressure

on natives as a result of nonnative predators shifting their diets following the

removal of nonnative prey, or to release one or more nonnative species from

competition by removing a superior competitor.
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Maintenance Control

When dealing with nonnative species with strong Allee effects, eradication may

involve culling individuals to bring a population below sustainable levels [11].

If eradication fails, or is impossible, the next option is maintenance control of the

invader at acceptable population levels, using mechanical, chemical, or biological

control methods. Mechanical control, such as hunting, may be particularly effective

on islands and other geographically restricted areas. Chemical control involves the

application of pesticides to reduce the abundance of a target species, but high

economic costs and human health risks constrain the application of chemicals over

large areas. Moreover, pesticides often impact nontarget species (including native

competitors), sometimes to the benefit of the target itself [113].

Biological control involves the introduction of a nonnative species (usually

a predator, herbivore, or parasite) to reduce an established nonnative pest to less

harmful densities. This technology is considered to be a more desirable alternative

to pesticide use, despite its potential for unanticipated consequences. Because the

introduced agents can disperse beyond the target area and evolve to exploit new

hosts, nontarget species may be attacked and even driven to extinction [17, 114].

The assumption underlying biological control is that nonnative species proliferate

to harmful levels because they have escaped their natural enemies. However,

indirect (e.g., competitive) effects may sometimes be more important than top-

down consumer regulation. Under these situations, the introduction of a biological

control species may have a counterproductive effect [115]. Difficulties in predicting

such complex community interactions can obviously compromise ecological risk

assessments.

Future Directions

The questions underlying invasion ecology – that is, why some species are more

successful and have greater impact than others, why some systems are more

vulnerable to invasion, and how ecosystem functions and services are affected by

invasion – are clearly of societal importance and will remain relevant in the future,

as invasive species are increasingly viewed as a biosecurity issue [87]. The extent

and impact of invasions will be further exacerbated by climate change, and

synergies between nonnative species and other human-mediated stressors will

become more frequent. Future research foci will include the consequences

associated with cultivation of novel biofuels and bioenergy crops [116] and the

expanded use of genetically modified organisms [117]. Moreover, there may be

increasing interest among conservation biologists to relocate native species deemed

to be threatened by climate change or other stressors, and some plants and animals

could be moved well beyond their historical ranges [73]. Each of these practices

will have potentially high ecological risks whose assessment will require more
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powerful forecasting methods than are currently available. Thus, we can anticipate

a growing need for invasion ecology to develop a more predictive understanding of

the impact of nonnative organisms.
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44. Blossey B, Nötzold R (1995) Evolution of increased competitive ability in invasive nonin-

digenous plants: a hypothesis. J Ecol 83:887–889
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Chapter 11

Landscape Ecology

Jianguo (Jingle) Wu

Glossary

Landscape A geographic area inwhich variables of interest are spatially

heterogeneous. The boundary of a landscape may be

delineated based on geographic, ecological, or administra-

tive units (e.g., a watershed, an urban area, or a county)

which are relevant to the research questions and objectives.

Landscape

connectivity

The degree of a landscape to facilitate or impede the

exchange of organisms, energy, material, and information

among landscape elements. This is sometimes referred to

as landscape functional connectivity, which is a function of

both landscape structural connectivity and the movement

characteristics of the species or process under consider-

ation. Landscape structural connectivity is simply

a measure of how spatially connected the elements in

a landscape are, without reference to any particular eco-

logical process.

Landscape ecology The science of studying and improving the relationship

between spatial pattern and ecological processes in a land-

scape on multiple scales. Landscape ecology studies the

structure, function, and dynamics of landscapes of differ-

ent kinds, including natural, seminatural, agricultural, and

urban landscapes.
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Landscape

fragmentation

The breaking-up of landscape into smaller patches by anthro-

pogenic and natural forces or the introduction of barriers

that impede exchange of organisms, energy, material, and

information across a landscape. Habitat fragmentation is

a similar term to landscape fragmentation, but has a more

explicit focus on changes in habitat relevant for organisms of

interest.

Landscape pattern The composition (diversity and relative abundances) and

configuration (shape, size, and spatial arrangement) of

landscape elements, including both spatial patchiness and

gradients.

Landscape function The horizontal and vertical exchanges of organisms,

energy, material, and information in a landscape.

Landscape structure The composition and spatial arrangement of landscape

elements – including patches, corridors, and the matrix.

Landscape dynamics Temporal changes in the structure and function of

a landscape, driven by natural and anthropogenic

processes.

Landscape

sustainability

The ability of a landscape to maintain its basic environmen-

tal, economic, and social functions under ever-changing

conditions driven by human activities and environmental

changes. Landscape sustainability emphasizes the optimi-

zation of the composition and spatial configuration of the

landscape so as to achieve a high level of resilience or

persistency.

Metapopulation The total population system that is composed of multiple

local populations geographically separated but connected

through dispersal.

Patch dynamics A perspective that ecological systems are mosaics of

patches, each exhibiting nonequilibrium dynamics and

together determining the system-level behavior. Patches

can be biotic or abiotic, ranging from a tree gap in a forest

or a resource patch in a grassland to a whole ecosystem or a

continent.

Pattern analysis The procedures with which landscape pattern is quantified,

primarily, using synoptic indices and spatial statistical

methods.

Scale The spatial or temporal dimension of a phenomenon. In

landscape ecology, scale usually refers to grain and extent.

Grain is the finest spatial or temporal unit in a data set,

within which homogeneity is assumed, whereas extent is

the total spatial area or temporal duration of a study. Grain

and resolution are two related but distinct concepts. In

general, fine-grained analyses require high-resolution data,
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but high-resolution data, after rescaling or aggregation,

can also be used for coarse-grained analyses.

Scaling The translation of information between or across spatial

and temporal scales or organizational levels.

Spatial heterogeneity The combination of discrete and continuous variations of

one or more variables in a landscape, which can be

characterized as patchiness, gradients, or a mixture of

both. Spatial heterogeneity varies with scale in space and

time.

Spatially explicit

models

Models that explicitly take account of the locations of

processes in a two- or three-dimensional space so that the

spatial arrangement of landscape elements matters.

Definition of the Subject

Landscapes are spatially heterogeneous areas characterized by a mosaic of patches

that differ in size, shape, contents, and history. When spatial heterogeneity is

considered, the explicit treatment of scale becomes necessary and hierarchies

emerge. Landscape ecology is the science of studying and improving the relation-

ship between spatial pattern and ecological processes on a multitude of scales and

organizational levels. In a broad sense, landscape ecology represents both a field of

study and a scientific paradigm. As a highly interdisciplinary and transdisciplinary

enterprise, landscape ecology integrates biophysical and analytical approaches with

humanistic and holistic perspectives across natural and social sciences. Landscape

ecology was initially developed in Europe. With theoretical developments in spatial

ecology and technological advances in remote sensing and geospatial information

processing, landscape ecology became an internationally recognized field of study

in the 1980s. The most salient characteristics of landscape ecology are its emphasis

on the pattern-process relationship and its focus on broad-scale ecological and

environmental issues. Key research topics in landscape ecology include ecological

flows in landscape mosaics (e.g., movements of water, nutrients, plant propagules,

animals, and other materials), land use and land cover change, scaling, understand-

ing the relationship between landscape pattern metrics and ecological processes,

and landscape conservation and sustainability.

Introduction

Landscape ecology is an interdisciplinary field that aims to understand and improve

the relationship between spatial pattern and ecological processes on a range of

scales [1]. Although the term appeared in the 1930s, landscape ecology was not
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a recognized scientific field of global scope until the 1980s when remote sensing

data and computers became widely accessible to ecologists and geographers.

The 1980s was also a time period when ecological ideas of spatial heterogeneity

and nonequilibrium dynamics flourished, and when landscape ecology took roots in

North America. Today, landscape ecology is a well-established field of study, with

active participation of ecological, geographical, and social scientists from around

the world.

Landscape ecology has been dominated by two schools of thought: the European

perspective and the North American perspective. At the risk of oversimplification,

the European landscape ecology perspective may be considered as being

characterized by a more holistic, humanistic, and society-centered view, with

a focus on user-inspired and solution-driven research. The North American land-

scape ecology perspective, on the other hand, has been dominated by a more

analytical and biological ecology–centered view, with a focus on basic science-

oriented and question-driven studies. Cautions must be exercised, however, to

avoid overinterpretation of such dichotomous characterization [2]. The two

perspectives are neither inclusive nor exclusive; they are not contradictory but

complementary. There are, and should be, other approaches to landscape ecology.

For example, one may argue for an Australian landscape ecology perspective that

focuses on pragmatic and functional approaches, typically, tied with land manage-

ment, restoration, and conservation issues (e.g., [3]).

Landscape ecology is now a well-established interdisciplinary field of study,

which is evidenced by several characteristics. These include an evolving but

identifiable system of concepts, theories, principles, methods, and applications,

a hierarchy of professional organizations from the international association

to local chapters, a flagship journal, Landscape Ecology (http://www.

springerlink.com/content/0921-2973), the adoption in educational and training

programs by major universities and research institutes around the world, and an

increasing number of publications in main-stream scientific journals which

indicate its recognized status as well as its expanding impacts on related

disciplines.

In this entry, I focus on the key concepts, research topics, and quantitative

methods in landscape ecology. A number of textbooks on landscape ecology are

available where more details on the contents covered here can be found [4–8].

What is Landscape Ecology?

Diverse Concepts of Landscape

The term, “landscape,” is a key concept in a number of fields, from social to

geographical and ecological sciences. With the rise of landscape ecology in the

past several decades, the concept of landscape has achieved a prominent status
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in the interdisciplinary literature. However, because of the plurality of its origins

and interpretations, landscape has acquired various connotations. For example, the

same word may refer to a natural landscape, a cultural landscape, a political

landscape, an economic landscape, a mental landscape, an adaptive landscape,

a landscape view, landscaping, or landscape painting [9, 10].

Even within the field of landscape ecology, the word, “landscape,” has different

meanings, and the differences usually hinge on the spatial scale and the contents of

a landscape. For example, landscape has been defined as a kilometers-wide geo-

graphic area [11, 12], which corresponds to the “human-scale” landscape. This is the

scale at which the field of landscape ecology was originally developed in Europe, and

at which most landscape studies have been conducted around the world ever since.

The human-scale landscape, in general, seems to coincide well with geographic units

such as watersheds and urban regions [4], as well as spatial domains of human

perception [13]. Thus, it resonates with the public, the decision makers, and

researchers who are conscious about the environmental setting in which they live,

work, and engage in recreation.

Many other landscape ecologists, however, have treated landscape as a multi-

scale or hierarchical concept, meaning that a landscape is a spatially heterogeneous

area that may be of various sizes, depending on the subject of study and the research

questions at hand [6, 14, 15]. In this case, landscape is an “ecological criterion”

[14], and its essence does not lie in its absolute scale but in its internal heterogene-

ity. Different plant and animal species perceive, experience, and respond to spatial

heterogeneity at different scales, and patterns and processes in landscapes tend to

have different characteristic scales [16]. Thus, a hierarchical concept of landscape,

of course also encompassing the human-scale, is both sensible and necessary.

Apparently, one does not need to consider a landscape of tens of square kilometers

to study how grassland vegetation pattern affects the movement of beetles [17] or is

affected by gophers [18].

The elements that constitute a landscape vary greatly in landscape ecological

research. For simplicity, the components of a landscape may be classified as

tangible versus intangible and biophysical versus cultural. This is not intended to

represent a dichotomous view, but rather a continuum within which a variety

of components coexist. Tress and Tress [10] proposed a “transdisciplinary land-

scape concept” that encompasses five dimensions: (1) landscape as a spatial entity,

(2) landscape as a mental entity, (3) landscape as a temporal dimension, (4) land-

scape as a nexus of nature and culture, and (5) landscape as a complex system.

Landscape ecological studies often have focused on some but not all of these

dimensions. The concept of landscape provides a meeting ground for a number of

disciplines, including archaeology, ecology, geography, geology, history, land-

scape architecture, and regional economics. To achieve its interdisciplinary and

transdisciplinary goals, landscape ecology needs to appreciate and integrate the

multifaceted perspectives on the culture-nature/people-place relationships that are

offered by these diverse disciplines.
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Evolving Concepts of Landscape Ecology

The definitions of landscape ecology are also diverse, although they are not quite as

numerous as those of landscape (Table 11.1). Images can be powerfully inspiring,

and this is especially true to someone who has a special interest in landscape

patterns. Partly inspired by the conspicuous spatial patterns revealed in aerial

photographs, the German geographer and botanist Carl Troll [19] coined the term

“landscape ecology” and defined it later as “the study of the main complex causal

relationships between the life communities and their environment in a given section

of a landscape” [20, 21]. Carl Troll’s training and research in multiple disciplines

endowed him with the abilities to synthesize across, and innovate at the interface

between, different fields. He was trained as a botanist; did his doctoral dissertation

in plant physiology; and then spent decades working on the climatic, geologic,

geographical, and ecological aspects of various landscapes in Europe, South Amer-

ica, and Africa. It is not difficult to understand why Troll could simultaneously

appreciate the then-new idea of “ecosystem” put forward by Arthur Tansley [28], as

well as the great potential for geospatial analysis presented by aerophotography. As

a result of his attempt to integrate the “vertical” ecological approach with the

“horizontal” geographical approach, a new field of study was born.

In the past several decades, landscape ecology has acquired a number of

definitions which all are, in some way, related to Carl Troll’s original definition.

For example, Zonneveld [22] defined landscape ecology as “an aspect of geographical

study which considers the landscape as a holistic entity, made up of different elements,

all influencing each other.” He advocated that the landscape should be studied as the

“total character of a region,” not “in terms of the separate aspects of its component

elements” [22, 29]. This holistic landscape perspective continues and culminates in the

work by Naveh [30], who described landscape ecology as the study of “the total spatial

and functional entity of natural and cultural living space.”

Some key ideas of contemporary landscape ecology, such as patch dynamics

[31–33] and the patch-corridor-matrix model [11, 12], began to emerge in

North America in the late 1970s, apparently with little connection to the European

root. The early ideas of landscape ecology in North America were inspired by the

theory of island biogeography [34], with an explicit focus on spatial heterogeneity.

The first major communication between North American and European landscape

ecologists occurred in 1981 when five American ecologists attended the first

International Congress on Landscape Ecology in the Netherlands. Two years later,

25 ecologists (23 Americans, 1 Canadian, and 1 French) gathered at Allerton

Park, Illinois of USA, to discuss the nature and future directions of landscape ecology.

The report of this historic work, published in the following year [24], became an

important guide to the incipient landscape ecologists in North America [35].

Why was such discussion necessary after landscape ecological research had been

practiced for more than 40 years in Europe? The answer seems clear from Forman

[36]: “What theory explains the spatial heterogeneity of energy, nutrients, water,

plants, and animals at the level of a landscape, the setting in which we live?
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Table 11.1 A list of definitions of landscape ecology

Definition Source

The German geographer Carl Troll coined the term “landscape ecology”

in 1939, and defined it in 1968 as “the study of the main complex

causal relationships between the life communities and their

environment in a given section of a landscape. These relationships are

expressed regionally in a definite distribution pattern (landscape

mosaic, landscape pattern) and in a natural regionalization at various

orders of magnitude” (Troll 1968; cited in Troll 1971)

• Troll [19]

• Troll [20]

• Troll [21]

“Landscape ecology is an aspect of geographical study which considers

the landscape as a holistic entity, made up of different elements, all

influencing each other. This means that land is studied as the ‘total

character of a region’, and not in terms of the separate aspects of its

component elements” (Zonneveld 1972)

• Zonneveld [22]

“Landscape ecology is a young branch of modern ecology that deals with

the interrelationship between man and his open and built-up

landscapes” based on general systems theory, biocybernetics, and

ecosystemology (Naveh and Liberman 1984). “Landscapes can be

recognized as tangible and heterogeneous but closely interwoven

natural and cultural entities of our total living space,” and landscape

ecology is “a holistic and transdisciplinary science of landscape study,

appraisal, history, planning and management, conservation, and

restoration” (Naveh and Liberman 1994)

• Naveh and

Lieberman [5]

• Naveh and

Lieberman [23]

“A landscape is a kilometers-wide area where a cluster of interacting

stands or ecosystems is repeated in similar form; landscape ecology,

thus, studies the structure, function and development of landscapes”

(Forman 1981). Landscape structure refers to “the spatial

relationships among the distinctive ecosystems;” landscape function

refers to “the flows of energy, materials, and species among the

component ecosystems;” and landscape change refers to “the

alteration in the structure and function of the ecological mosaic over

time” (Forman and Godron 1986).

• Forman [11]

• Forman [12]

“Landscape ecology focuses explicitly upon spatial pattern. Specifically,

landscape ecology considers the development and dynamics of spatial

heterogeneity, spatial and temporal interactions and exchanges across

heterogeneous landscapes, influences of spatial heterogeneity on

biotic and abiotic processes, and management of spatial

heterogeneity” (Risser et al. 1984). “Landscape ecology is not

a distinct discipline or simply a branch of ecology, but rather is the

synthetic intersection of many related disciplines that focus on the

spatial-temporal pattern of the landscape” (Risser et al. 1984).

• Risser et al. [24]

“Landscape ecology emphasizes broad spatial scales and the ecological

effects of the spatial patterning of ecosystems” (Turner 1989).

• Turner [25]

“Landscape ecology is the study of the reciprocal effects of the spatial

pattern on ecological processes,” and “concerns spatial dynamics

(including fluxes of organisms, materials, and energy) and the ways in

which fluxes are controlled within heterogeneous matrices” (Pickett

and Cadenasso 1995).

• Pickett and

Cadenasso [14]

“Landscape ecology investigates landscape structure and ecological

function at a scale that encompasses the ordinary elements of human

landscape experience: yards, forests, fields, streams, and streets”

(Nassauer 1997).

• Nassauer [26]

(continued)
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Alas, none.” To develop such a landscape theory, broader scales that encompass

multiple ecosystems need to be considered, and horizontal interactions have to be

a focus of study. Thus, Forman and Godron [11, 12] defined landscape ecology as

the study of the structure (spatial relationships among the distinctive landscape

elements), function (flows of energy, materials, and species among landscape

elements), and dynamics (temporal change in landscape structure and function) of

landscapes. The main theme of landscape ecology in North America, with an

unmistakable focus on spatial heterogeneity, was set in Risser et al. [24]:

Landscape ecology focuses explicitly upon spatial pattern. Specifically, landscape ecology

considers the development and dynamics of spatial heterogeneity, spatial and temporal

interactions and exchanges across heterogeneous landscapes, influences of spatial hetero-

geneity on biotic and abiotic processes, and management of spatial heterogeneity.

Is landscape ecology a subdiscipline of ecology? The term itself apparently

suggests that it is. Many ecologists do consider landscape ecology as a branch of

ecology (e.g., [6]), and most ecology programs of major research universities

worldwide now offer courses in landscape ecology. On the other hand, Zonneveld

[22] indicated that landscape ecology is not part of biological sciences, but a branch

of geography. Risser et al. [24] contemplated three ways in which landscape

ecology may be viewed: as an intersection of many disciplines, as a separate

discipline, or as a branch of ecology. They concluded that only the first option

was “intellectually and practically the most persuasive.” They further pointed out

that “viewing landscape ecology as an interdisciplinary field of research avoids the

issue of which discipline ‘owns’ landscape ecology” (a problem that may have

hindered the healthy development of some interdisciplinary fields, such as human

Table 11.1 (continued)

Definition Source

Landscape ecology is “ecology that is spatially explicit or locational; it is

the study of the structure and dynamics of spatial mosaics and their

ecological causes and consequences” and “may apply to any level of

an organizational hierarchy, or at any of a great many scales of

resolution” (Wiens 1999).

• Wiens [27]

“Landscape ecology emphasizes the interaction between spatial pattern

and ecological process, that is, the causes and consequences of spatial

heterogeneity across a range of scales” (Turner et al. 2001). “Two

important aspects of landscape ecology . . . distinguish it from other

subdisciplines within ecology”: “First, landscape ecology explicitly

addresses the importance of spatial configuration for ecological

processes” and “second, landscape ecology often focuses on spatial

extents that are much larger than those traditionally studied in

ecology, often, the landscape as seen by a human observer” (Turner

et al. 2001).

• Turner [6]

“Landscape ecology is the science and art of studying and influencing the

relationship between spatial pattern and ecological processes across

hierarchical levels of biological organization and different scales in

space and time.”

• Wu and Hobbs [1]
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ecology, for which geography, sociology, and anthropology all have claimed

ownership). The Allerton workshop report clearly recognized the importance

of the multidimensionality of landscapes and the interdisciplinarity of landscape

ecology:

A major forcing function of landscapes is the activity of mankind, especially associated

cultural, economic, and political phenomena. . . . Landscape ecology is not a distinct

discipline or simply a branch of ecology, but rather is the synthetic intersection of many

related disciplines that focus on the spatial-temporal pattern of the landscape” [24].

Today, a general consensus seems to have emerged that landscape ecology is not

simply an academic discipline, but rather a highly interdisciplinary field of study

[2, 37]. Landscape ecology is an interdisciplinary and transdisciplinary science that

focuses on the relationship between spatial pattern and ecological processes across

scales. The goal of landscape ecology is not only to understand this relationship

but also to influence it so as to help achieve landscape sustainability [38–40]. As

such, a pluralistic and hierarchical framework has been proposed to facilitate

synergistic interactions between biophysical/pattern-process and holistic/humanis-

tic perspectives (Fig. 11.1) [37, 38]. “Hierarchical” here refers to the varying

degrees of interdisciplinary, the hierarchy of organizational levels, and the multi-

plicity of spatiotemporal scales of landscape ecological studies. “Pluralistic”

indicates the necessity and importance of recognizing and valuing the different

perspectives and methods in landscape ecology due to its diverse origins and goals.

Key Research Topics Landscape Ecology

Based on the suggestions by a group of leading landscape ecologists (Table 11.2),

Wu and Hobbs [2] identified six key issues that characterize landscape ecology:

(1) interdisciplinarity or transdisciplinarity, (2) integration between basic research

and applications, (3) Conceptual and theoretical development, (4) education and

training, (5) international scholarly communication and collaborations, and (6) out-

reach and communication with the public and decision makers. Wu and Hobbs [2]

also summarized ten key research topics and priorities as follows:

1. Ecological flows in landscape mosaics: A primary goal of landscape ecology is

to understand the reciprocal relationship between spatial pattern and ecological

processes [14]. Understanding the mechanisms of flows of organisms, energy,

material, and information in landscape mosaics is central to landscape ecology.

In particular, the study of the effects of spatial pattern on population and

ecosystem processes has made much progress in the past several decades.

There is a need to integrate socioeconomic theory of landscape change into

metapopulation models to make them more relevant to the issues of biodiver-

sity conservation and landscape sustainability. The spread of invading species

has become an increasingly important ecological and economic problem which

deserves more research efforts.
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Table 11.2 A list of major research topics in landscape ecology suggested by a group of leading

landscape ecologists from around the world at the 16th Annual Symposium of the US Regional

Association of the International Association for Landscape Ecology, held at Arizona State

University, Tempe, in April 2001 [2]

Development of theory

and principles

• Landscape mosaics and ecological flows

• Land transformations

• Landscape sustainability

• Landscape complexity

Landscape metrics • Norms or standards for metric selection, change detection, etc.

• Integration of metrics with holistic landscape properties

• Relating metrics to ecological processes

• Sensitivity to scale change

Ecological flows

in landscape mosaics

• Exchanges of organisms, material, energy, and information

across the landscape

• Effects of connectivity, edges, and boundaries

• Spread of invading species

• Spatial heterogeneity and ecosystem processes

• Disturbances and patch dynamics

Optimization of landscape

pattern

• Optimization of land use pattern

• Optimal management

• Optimal design and planning

• New methods spatial optimization

Metapopulation theory • Integration of the view of landscape mosaics

• Incorporation of socioeconomic factors and management

decisions

Scaling • Extrapolating information across heterogeneous landscapes

• Development of scaling theory and methods

• Derivation of empirical scaling relations for landscape pattern

and processes

Complexity and nonlinear

dynamics of

landscapes

• Landscapes as spatially extended complex systems

• Landscapes as complex adaptive systems

• Thresholds, criticality, and phase transitions

• Self-organization in landscape structure and dynamics

Land use and land cover

change

• Biophysical and socioeconomic drivers and mechanisms

• Ecological consequences and feedbacks

• Long-term landscape changes driven by economies and

climate changes

Spatial heterogeneity

in aquatic systems

• The relationship between spatial pattern and ecological processes

in lakes, rivers, and oceans

• Terrestrial and aquatic comparisons

Landscape-scale

experiments

• Experimental landscape systems

• Field manipulative studies

• Scale effects in experimental studies

New methodological

developments

• Integration among observation, experimentation, and modeling

• New statistical and modeling methods for spatially explicit studies

• Interdisciplinary and transdisciplinary approaches

Data collection and

accuracy assessment

• Multiple-scale landscape data

• More emphasis on collecting data on organisms and processes

• Data quality control

• Metadata and accuracy assessment

(continued)
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2. Causes, processes, and consequences of land use and land cover change: Land

use and land cover change is arguably the most important driver for changes in

the structure and function of landscapes. Land use and land cover change is

driven primarily by socioeconomic forces, and is one of the most important and

challenging research areas in landscape ecology. Numerous studies have been

carried out to investigate the effects of land use and land cover change on

biodiversity and ecological flows in human-dominated landscapes. More

research efforts are needed to incorporate the insights of economic geography

which studies how economic activity is distributed in space and resource

economics which determines how land will be used [41]. Long-term landscape

changes induced by economic activities and climate change, as well as “land use

legacies” (i.e., the types, extents, and durations of persistent effects of prior land

use on ecological patterns and processes) need to be emphasized in future

research.

3. Nonlinear dynamics and landscape complexity: Landscapes are spatially

extended complex systems which exhibit emergent properties, phase transitions,

and threshold behavior. To understand the complexity of landscapes, concepts

and methods from the science of complexity and nonlinear dynamics should be

helpful. For example, self-organization, percolation theory, complex adaptive

systems (CAS), fractal geometry, cellular automata, and genetic algorithms have

been used in the study of spatiotemporal dynamics of landscapes (e.g., [42–46]).

However, the theoretical potential and practical implications of these concepts

and methods are yet to be fully explored.

4. Scaling: Scaling refers to the translation of information from one scale to

another across space, time, or organizational levels. Spatial scaling, in particu-

lar, is essential in both the theory and practice of landscape ecology because

spatial heterogeneity does not make any sense without the consideration of

scale [47]. While scale effects are widely recognized in landscape ecology,

scaling-up or scaling-down across heterogeneous landscapes remains a grand

challenge in landscape ecology and beyond [48]. General rules and pragmatic

Table 11.2 (continued)

Fast changing and chaotic

landscapes

• Rapidly urbanizing landscapes

• War zones

• Other highly dynamic landscapes

Landscape sustainability • Developing operational definitions and measures that integrate

ecological, social, cultural, economic, and aesthetic components

• Practical strategies for creating and maintaining landscape

sustainability

Human activities

in landscapes

• The role of humans in shaping landscape pattern and processes

• Effects of socioeconomic and cultural processes on landscape

structure and functioning

Holistic landscape

ecology

• Landscape ecology as an anticipative and prescriptive

environmental science

• Development of holistic and systems approaches
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methods for scaling landscape patterns and processes need to be developed

and tested.

5. Methodological advances: Landscape variables are often spatially

autocorrelated and spatially dependent, which poses serious challenges for

using traditional statistical methods based on the assumption of independence

of observations. The spatial autocorrelation and dependence that traditional

statistical methods try to get rid of are usually what landscape analyses intend

to get at. Thus, spatial statistical methods that directly deal with spatial

autocorrelation and dependence have increasingly been used in landscape

ecology. Also, most landscape ecological problems need to be studied over

large and multiple scales in a spatially explicit manner. This need poses

problems such as the lack of replicability or “pseudoreplication” [49]. To get

to the processes and mechanisms of landscape phenomena, landscape ecology

has developed a suite of spatially explicit modeling approaches [50, 51]. In

both spatial analysis and modeling of landscapes, remote sensing and GIS

(geographic information systems) have become indispensable.

6. Relating spatial pattern measures to ecological processes: To understand the

relationship between pattern and process, quantifying landscape pattern is

necessary. Indeed, landscape pattern analysis has been a major part of land-

scape ecological research for the last few decades. A number of landscape

metrics (Table 11.3) and spatial statistical methods have been developed and

applied for describing and comparing the spatial patterns of landscapes,

monitoring and predicting changes in landscape patterns, and relating spatial

pattern to ecological processes at a particular scale or across a range of scales

[47, 53, 54]. Nevertheless, a sound ecological understanding of these spatial

analysis methods is yet to be fully developed [55].

7. Integrating humans and their activities into landscape ecology: Socioeconomic

processes are the primary drivers for land use and land cover change which in

turn determines the structure, function, and dynamics of most landscapes.

Social and economic processes have increasingly been integrated into land-

scape ecological studies. The need for incorporating humans, including their

perceptions, value systems, cultural traditions, and socioeconomic activities,

into landscape ecology has made it a highly interdisciplinary and transdisci-

plinary enterprise [38, 56]. That said, effectively integrating human-related

processes into ecology may remain one of the ultimate challenges for landscape

ecologists in years to come.

8. Optimization of landscape pattern: If spatial pattern significantly influences

ecological processes in the landscape, then there must be certain patterns that

are better than others in terms of promoting ecosystem functioning and

services. This is a question of landscape pattern optimization (e.g., optimiza-

tion of land use pattern, optimal landscape management, optimal landscape

design, and planning). For example, can landscape patterns be optimized in

terms of both the composition and configuration of patches and matrix

characteristics to maximize biodiversity and ecosystem services? Are there

optimal ways of “spatially meshing nature and culture” to promote landscape
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sustainability? These are some of the challenging questions that landscape

ecologists ought to address now and in the future. Spatial optimization of

landscape pattern for environmental purposes presents exciting research

opportunities and requires interdisciplinary approaches.

9. Landscape conservation and sustainability: Biodiversity, ecosystem functions,

and human activities, all take place in landscapes. Landscape fragmentation

profoundly alters ecological and socioeconomic processes. Thus, the impor-

tance of applying landscape ecological principles in biodiversity conservation

and sustainable development has been increasingly recognized. However,

specific landscape ecological guidelines for biodiversity conservation are

needed, and a comprehensive and operational definition of landscape

sustainability is yet to be developed.

10. Data acquisition and accuracy assessment: Landscape ecological studies use

large-scale and multi-scale data. A suite of advanced technologies are readily

available, including various remote sensing techniques, GIS, GPS (global posi-

tioning systems), and spatial analysis and modeling approaches. However, eco-

logical understanding of species and ecosystems is essential in landscape

ecology, and this requires the collection of basic biological data of landscapes.

Also, to ensure the quality of landscape data, error analysis, uncertainty analysis,

and accuracy assessment have become a key issue in landscape ecological

research.

Future Directions

Landscape ecology is a highly interdisciplinary field of study which is

characterized, most conspicuously, by its spatial explicitness in dealing with eco-

logical problems in theory and practice. Emphasis on spatial heterogeneity begs

questions of the pattern-process relationships and scale. Studying spatial pattern

without relating it to ecological processes is superficial, and investigating ecologi-

cal processes without consideration of spatial pattern is incomplete. From this

perspective, landscape ecology is a science of heterogeneity and scale, providing

a new scientific paradigm for ecology and other related fields.

On the other hand, with increasing human dominance in the biosphere, emphasis

on broad spatial scales makes it inevitable to deal with humans and their activities.

As a consequence, humanistic and holistic perspectives have been and will continue

to be central in landscape ecological research. Thus, landscape ecology has become

increasingly relevant to sustainability research and practice [38, 56]. First, land-

scape ecology provides a hierarchical and integrative ecological basis for dealing

with issues of biodiversity and ecosystem functioning from fine to broad scales.

Second, landscape ecology has already developed a number of holistic and human-

istic approaches to studying nature–society interactions. Third, landscape ecology

offers theory and methods for studying the effects of spatial configuration of

biophysical and socioeconomic component on the sustainability of a place. Fourth,
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landscape ecology has developed a suite of pattern metrics and indicators which can

be used for quantifying sustainability in a geospatially explicit manner. Finally,

landscape ecology provides both theoretical and methodological tools for dealing

with scaling and uncertainty issues that are fundamental to most nature–society

interactions.

To move forward, future landscape ecological studies need to further address the

key research topics as discussed earlier in this entry. In addition, concerted efforts

need to be made to focus on sustainability-related research questions. For example,

what theories, principles, and methods of landscape ecology are pertinent to

sustainability and how can they be operationalized? How does landscape pattern

or spatial heterogeneity affect sustainability? How do ecological, economic, and

social patterns and processes in landscapes change with scale and interact to

influence sustainability? How is landscape sustainability measured and what roles

can landscape metrics play in all this? How can landscape models to project

sustainability trajectories in response to environmental, economic, social, and

institutional changes be developed? And finally, how can landscape ecology help

design sustainable landscapes?
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Chapter 12

Marine Biogeochemistry

Walker O. Smith Jr., Eileen E. Hofmann, and Anna Mosby

Glossary

Autotrophic Organisms whose mode of nutrition is photosynthesis.

Biogeochemistry The biological and chemical processes that transform and cycle

elements over various time and space scales and that determine

the composition of the environment.

Biological pump The biological processes and transformations that move carbon

from the surface to depth.

Cyanobacteria Prokaryotic phytoplankton.

Diatom Phytoplankton which are encased in frustule consisting of

silica.

Euphotic zone The surface layer of the ocean where most primary production

occurs, generally considered to be the depth to which 1% of

surface radiation penetrates.

Heterotrophic Organisms who require reduced organic carbon as an energy

and carbon source.

Nutrient Element that is required for biological activity and growth.

Oxidation Chemical reaction in which reactant loses electrons; half-

reaction paired with reduction.
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Photosynthesis The process by which radiant energy from the sun is

transformed into chemical energy that can later be used to

reduce carbon dioxide to organic sugars, which in turn are

coupled to biochemical pathways to produce all compounds

necessary for cell growth.

Phytoplankton Microscopic, often unicellular, floating autotrophs that live in

the ocean’s surface layer and form the base of nearly all marine

food webs.

Reduction Chemical reaction in which reactant gains electrons; half-

reaction paired with oxidation.

Definition of the Subject and Its Importance

The biogeochemistry of the world oceans has been studied for many decades, and

major advances in understanding have been linked with development of new

techniques and tools that allow the accurate representation of various organic and

inorganic pools within the water. The classic study of Redfield [1] showed that

some critical bioactive compounds (carbon, nitrogen, phosphorus, oxygen) occur in

particular ratios to one another that are relatively invariant over space and time and

provided a description of the relationship between the ratio of nitrogen to phospho-

rus (N:P) for inorganic and plankton pools. The processes that control these

compounds were assessed, and it was concluded that phosphorus concentrations

are largely controlled by terrestrial inputs, whereas nitrogen is under biological

control.

Subsequent studies have provided more detailed investigations of the processes

controlling these ratios. These studies benefited from the development

and standardization of methods for accurately measuring dissolved organic carbon

(DOC) and dissolved organic nitrogen (DON). The improved methodology, mostly

developed during the 1980s, allowed the spatial (vertical and horizontal) and

temporal changes of both DOC and DON to be quantitatively described.

Recognition of the importance of the flux of organic carbon to depth in

mediating the marine response to increased atmospheric carbon dioxide

concentrations stimulated development of technical approaches and instruments

for assessing and quantifying the biological pump. This component of marine

biogeochemical cycles is still a poorly constrained component of numerical models

developed for simulation of ocean carbon cycling and climate, and technological

approaches that result in better assessment of the flux of organic matter to depth

continue to be developed and refined. Also, numerical models of biogeochemical

processes are providing insights into critical processes and provide frameworks that

allow measurements to be projected over larger space and timescales. Continued
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measurement and modeling of oceanic biogeochemical cycles is essential for

understanding and projecting responses to natural and anthropogenic-induced

climate change.

Introduction

The ocean is the dominant surface feature that has controlled much of the evolution,

distribution, and success of life on earth, and the changes in ocean chemistry reflect

the interaction with biota throughout geological time. The oceans were originally

anoxic, but the evolution of organisms with oxygen-generating processes (photo-

synthesis) resulted in the conversion of the oceans to an oxygenated environment,

which greatly altered the availability of some elements for those organisms. The

cycling of elements within the earth’s oceans and the complex relationships among

the biological, chemical, and geological processes are the core of the study of

marine biogeochemistry. Understanding these relationships is difficult and is fur-

ther complicated by the space and time variability of the dominant processes that

control the cycling of the different elements. Understanding the interactions and

linkages among and between the cycles of biogeochemical elements is critically

important for assessing and projecting the nature, degree, and direction of changes

in ocean processes that may result from changes induced by natural and/or anthro-

pogenic activities.

Elements in the ocean have characteristic vertical and horizontal distributions

that result from the processes that regulate their long-term source/sink relationships.

For example, oceanic carbon dioxide (CO2) distributions are characterized by

a horizontal concentration gradient that increases from the equator to the poles,

which results from the greater dissolution of CO2 in colder water. Carbon dioxide

concentrations generally increase with depth due to remineralization in the deeper,

older waters relative to its removal at the surface. Other elements may be controlled

by different factors (e.g., sources from the sediments or hydrothermal vents; atmo-

spheric sources) and have different vertical and horizontal patterns, but all interact to

create the observed vertical distributions in the ocean. Understanding marine bio-

geochemistry requires knowledge not only of specific processes regulating

a particular element, but also an understanding of the interdisciplinary aspects that

control these cycles.

Nutrients are the biogeochemical elements that are required for biological

activity. Some elements are greatly reduced in their concentrations by chemical

or biological processes and can reach such low concentrations that they subse-

quently limit the growth of organisms in the sea. Such elements are thought

of as limiting nutrients in the sense of the German agricultural chemist, Justus

von Liebig, who suggested that the growth of plants is limited not by the total

amount of resources, but by the resource in lowest abundance relative to the others.

Plant growth in the ocean is known to be limited by a small number of nutrients

that include nitrogen, phosphorus, iron, silicic acid, and inorganic carbon. The

cycling and processes that control the concentrations of these limiting nutrients
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are critical in the regulation of carbon cycling in the ocean, and hence their study

forms the basis for most biogeochemical research.

The biogeochemical cycles described in subsequent sections use carbon as a

“common denominator.” Carbon is the basic component of organic matter, and with

the advent of industrialization is being added to the atmosphere at an unprecedented,

rapid rate, which is changing atmospheric temperatures and impacting the thermal

equilibrium of the ocean. Also, carbon is absorbed from the atmosphere at the ocean

surface where it reacts with ocean water to produce carbonic acid, thereby making

ocean waters more acidic (reducing the pH), which has profound impacts on oceanic

chemistry and biological activity. Thus, the production and oxidation of organic

matter in the ocean has numerous critical interactions with all other elemental cycles,

and is a major regulator of all marine biogeochemical cycles.

The Biogeochemical Cycle of Carbon

Carbon is the primary building block for all life because of its chemical ability to

form a myriad of covalent bonds with itself and numerous other elements. As

a result, the numerous complex organic compounds that form the basis of life

systems are based on carbon. In the present-day ocean, synthesis of organic

molecules (photosynthesis) is done largely by phytoplankton, which converts the

radiant energy from the sun into chemical energy in the form of adenosine triphos-

phate (ATP). The ATP, along with reductant, is used to reduce CO2 into simple

sugars, which are in turn modified into all of the compounds required for cellular

metabolism, growth, and division. Photosynthesis is dependent on energy from the

sun, thereby confining this process to the euphotic zone, which is the part of the

upper water column that receives at least 1% of the irradiance that reaches the sea

surface. Phytoplankton require energy for the uptake and assimilation of nearly all

elements. This dependence on light generally results in vertical distributions of

nutrients that are characterized by reduced concentrations in the euphotic zone,

where photosynthesis and growth are most active, and increased concentrations at

depth, where photosynthesis and growth are reduced or absent (Fig. 12.1). This

vertical profile is a typical of nutrient distributions throughout the oceans. The

organic matter generated by photosynthesis and growth has roughly an inverse

relationship to that of the inorganic building blocks (Fig. 12.1).

Redfield [1] suggested that organic matter (carbon, C) production in the sea

occurs in relatively constant elemental ratios given by the relationship:

106CO2 þ 16Hþ þ 16NO�
3 þ H3PO4 þ 122H2O

$ ðCH2OÞ106ðNH3Þ16ðH3PO4Þ þ 138O2

This relationship describes the reaction of CO2 with hydrogen (H), nitrate (NO�
3 ),

phosphate (H3PO4), and water (H2O) within the photosynthetic process to produce
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($) organic carbon-nitrogen-phosphorus compounds ðCH2OÞ106ðNH3Þ16H3PO4

� �
and gaseous oxygen (O2). The numbers preceding the compounds indicate the amount

of each. The relationship is reversible ($) because metabolism (oxidation) of the

organic matter produced by photosynthesis regenerates inorganic C, nitrogen (N),

and phosphorus (P) in the same ratio and utilizes oxygen. TheC:N:P ratio of 106:16:1

obtained from the above relationship is a basic paradigm of marine biogeochemistry.

However, Redfield recognized that the C:N:P ratios vary within plankton types and

with time, a fact that has been further established in more recent studies. The

departure from the basic ratio provides insights in how marine ecosystems change

and/or adapt to modified environmental or biological conditions.

All marine organisms contribute to the carbon cycle by moving carbon between

organic and inorganic forms, but some marine organisms are able to use calcifica-

tion to transform inorganic carbon, using bicarbonate and dissolved calcium from

the water column to produce calcium carbonate (CaCO3), which is then used to

form a skeleton or protective shell [2]. The dissolution of calcium carbonate back

into its original components is one of the primary means by which the particulate

components reenter the water column, keeping the inorganic carbon cycle running.

Although some of the calcium carbonate dissolved back into the water column

comes from dead organisms, a large portion is contributed by phytoplankton from
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Fig. 12.1 Generalized vertical distributions of dissolved inorganic elements and particulate

matter produced by phytoplankton photosynthesis. Particulate matter concentrations are less

than those expected from the disappearance of inorganic elements because of removal by various

processes to depth (see Fig. 12.2). Similarly, the particulate matter vertical distribution is less

uniform because the time-scale of redistribution of particles is much faster than that of the

inorganic elements
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coccolithophorids, the genus coccolithophorid, which produce and shed calcium

carbonate shells, making them a major contributor to the inorganic carbon cycle

[2]. The calcium carbonate not immediately dissolved back into the water column

is removed by sinking, with coccolithophorids comprising a major component of

the carbon found in marine sediments. A by-product of calcification is CO2, which

either remains in the water column or reenters the biological pump through

photosynthesis [2].

The importance of iron (Fe) and silicic acid (Si(OH)4) in regulating carbon

production in oceanic systems has also been established. Iron is required by all

living organisms for a variety of metabolic processes, and silicon (Si) is needed by

an important phytoplankton functional group, the diatoms, which are characterized

by a hard silica shell. Diatoms remove silicic acid in approximately a 1:1 ratio to N,

and the P:Fe ratio is approximately 1,000:1. Both ratios show considerable plastic-

ity and their uptake ratios are related to other environmental variables as well [3, 4].

The organic material produced in the upper water column via photosynthesis is

used by heterotrophic organisms (e.g., bacteria, zooplankton) and transformed by

their metabolism and growth processes. The unassimilated ingestion of these

organisms (fecal pellet production) sinks and is oxidized below the euphotic zone

by a host of heterotrophic organisms (from bacteria to ciliates to scavenging,

mobile animals), thereby converting the organic matter to CO2. Also, particle

aggregates formed from phytoplankton cells, detritus, and dead organisms sink

from the euphotic zone and are oxidized. The unidirectional movement of large

particles to depth and their remineralization defines the biological pump (Fig. 12.2),

which also contributes to the generation of “nutrient-like” profiles in the ocean. The

processes that contribute to the fluxes within the biological pump are critical to

understanding the marine carbon cycle.

Atmospheric fluxes of CO2 into and out of the ocean vary spatially. In general,

equatorial waters tend to be large sources of CO2 (net fluxes are from the ocean to

the atmosphere). The equatorial Pacific is a large source because it is the site of

large-scale upwelling, a process which brings cold water from depth to the surface.

These waters are in turn heated by solar radiation, and because the solubility of CO2

is strongly temperature dependent (CO2 is less soluble in warm water), it is lost to

the atmosphere. Conversely, polar waters are in general sinks for CO2. Waters there

lose heat to the atmosphere, and thus are able to absorb more CO2. A topic of

intense debate is the possible decrease in carbon flux to the waters of the Southern

Ocean resulting from recent increases in wind strength, which may have altered the

ocean’s ability to remove CO2 [5]. Such changes potentially would have profound

impacts on the global carbon budget. At the present time the ocean is a net sink for

atmospheric carbon dioxide, and has sequestered at least 25% of all anthropogenic

emissions to date.

Ocean Acidification

Recently, great concern has been expressed about the increasing concentrations of

CO2 in the ocean, since its absorption decreases the pH, leading to ocean
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acidification [5, 6]. A decrease in pH would seriously impact calcification, likely

increasing dissolution of CaCO3 found in skeletons and shells because the material

is unprotected from seawater, and decreasing the rate at which calcification can

occur by altering the concentrations of the necessary minerals in the water column.

As a result, decreased pH has a great capacity to alter the ecology of marine systems

such as coral reefs. In addition, decreased pH levels have been shown to alter the

growth, reproduction, efficiency, and survival of those organisms that require

CaCO3 to survive, and these effects vary among organisms, suggesting that sub-

stantial and unexpected impacts on biodiversity could occur [7].

It is now recognized that many phytoplankton can remove only CO2 for use in

photosynthesis. Under preindustrial pH levels, free CO2 levels could have been at
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Fig. 12.2 Schematic of the biological pump showing the biological and chemical components and

processes involved in the transformation of carbon dioxide (CO2) to organic matter, and the

subsequent transformation, movement, and oxidation of particulate organic carbon (POC) and

dissolved organic carbon (DOC). The CO2 is absorbed from the atmosphere across the air-ocean

interface (wavy lines) and is transformed by processes in the euphotic (above dashed line) and
aphotic zone (below dashed line). The migration of zooplankton and higher trophic levels within

the water column (light blue lines) and unidirectional passive sinking of particles of different sizes
to depth (green dot-dashed line) redistribute organic material. Processes of grazing/ingestion (red
dashed line), aggregate formation (red line), respiration and CO2 generation (orange line),
physical mixing (heavy blue line), and solubilization, and DOC generation (dark blue line) modify

the rate at which POC is exported to depth from the surface waters. The POC pool at depth is

generally composed of unidentifiable, small particles, whereas the POC pool in the surface

is composed of recognizable biota (bacteria, phytoplankton, zooplankton) and variable amounts

of detritus
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limiting levels, particularly for conditions that produced high concentrations of

algae, because photosynthesis naturally increases the pH level. Decreased pH and

increased absolute CO2 levels arising from current conditions might reduce this

limitation. Because there is substantial variability among species of phytoplankton

in their response to increased CO2, planktonic biodiversity is at risk [8]. However,

certain algal functional groups, such as nitrogen-fixing cyanobacteria, positively

respond to increased CO2 concentrations by increasing their growth and photosyn-

thesis, whereas others can not. Similarly, at least one species of toxin-producing

dinoflagellate demonstrated increased growth and modified elemental ratios under

increased CO2 conditions [9], suggesting the possibility of an enhancement of

occurrences of harmful algal blooms in the future. Because the marine carbon

cycle is intimately linked with the biogeochemical cycles of nitrogen, phosphorus,

silicon, and iron, these interactive effects make it extremely difficult to predict what

future decreases in oceanic pH will generate. Oceanographers have recognized that

increased inorganic carbon levels can have subtle effects on the biota, and much

work is being done to document and quantify these effects.

The Biogeochemical Cycles of Nitrogen and Phosphorus

Although the early work of Redfield [1] clearly differentiated between the sources

of nitrogen and phosphorus and the regulation of their turnover, they are linked in

nature by the processes operating in the biological pump (Fig. 12.2). Despite this

coupling, as well as their linkage to carbon, there are a number of features that

distinguish them.

Nitrogen occurs in three reactive, inorganic forms in the ocean: nitrate (NO�
3 ),

nitrite (NO�
2 ), and ammonium (NHþ

4 ) and the processes that transform and modify

these forms make up the nitrogen cycle (Fig. 12.3). The nitrogen cycle has five

major pathways that result in changes in the availability of nitrogen that can be used

by plants. Nitrogen fixation removes gaseous nitrogen from the atmosphere, which

is then converted by a series of reactions to forms that can be used for plant growth.

In the ocean this process occurs primarily in tropical and semitropical

environments, and the major algal species responsible for this transformation is

Trichodesmium. Denitrification results in the reduction ofNO�
3 to gaseous nitrogen,

usually mediated by bacteria, and results in the loss of nitrogen available for

phytoplankton in oceanic systems. These two processes are the primary means by

which the ocean biota controls nitrogen biogeochemistry.

Nitrogen assimilation is the process by which nitrate (NO�
3 ) and ammonium

ðNHþ
4 ) are removed from the water by phytoplankton. Ammonium is energetically

favored for uptake because it does not have to be reduced intracellularly, but nitrate

often occurs in greater concentrations, particularly in areas of upwelling or deep

vertical mixing. Ammonium inhibits nitrate uptake, but the degree of inhibition

varies with the relative concentration of the two nutrients. Ammonification

generates NHþ
4 by the cleaving of amine groups from organic nitrogen. Because

many marine organisms excrete ammonium, the vertical distribution of NHþ
4 can
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depend on the distribution of heterotrophs, such as copepods, which is variable.

Nitrification is the production of NO�
3 from ammonium. Earlier work suggested

that this was a relatively slow process, but more recent investigations suggest that

the oxidation ofNHþ
4 and production of nitrate is quite rapid, particularly in tropical

waters.

The different transformations result from different organisms and some require

specific types of environmental conditions (Table 12.1). Denitrification and nitro-

gen fixation are anaerobic processes, which occur only in the absence of oxygen.

Oceanic systems, ranging from estuarine to open ocean, provide sites for denitrifi-

cation and as a result are depleted of oxygen. These oxygen-minimum regions are

characterized by large vertical fluxes of organic matter, which heterotrophic bacte-

ria oxidize and release nitrogen, consuming the available oxygen in the process.

Anoxic conditions also occur in sediments where oxygen is depleted by aerobic

metabolism. An unusual biological adaptation allows for nitrogen fixation (an

anaerobic process) to occur in surface waters with high levels of oxygen. Some

organisms (e.g., the cyanobacterium Trichodesmium) form extensive patches or

tufts. These tufts, by virtue of their own metabolism, unusually thick cell walls and

biochemical modifications of specialized cells where N2 fixation occurs, create
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a microzone of very low oxygen, thus allowing nitrogen fixation to proceed. Other,

smaller cyanobacteria have unusual biochemical adaptations that allow them to fix

N2 as well, despite living in oxygen-saturated water.

Recently a new nitrogen transformation, the annamox pathway, has been

described in which anaerobic bacteria oxidize ammonium and nitrite directly to

gaseous nitrogen, providing a second means by which nitrogen is “lost” from the

nitrogen cycle [10]. This pathway has been found to be quantitatively important in

regions such as the Peruvian and Arabian Sea oxygen-minimum zones [11, 12].

Because 30–50% of global nitrogen “losses” occur in these types of regions,

elucidation of this process, its oceanographic controls, and the absolute rates,

have important implications for the global nitrogen cycle.

The Biogeochemical Cycle of Iron

The understanding of the role of iron in the ocean has undergone a dramatic revision

in the past few decades. Until recently data on absolute iron concentrations were

seriously compromised by the difficulty of obtaining samples without contamina-

tion. As the collection and sampling aspects were greatly improved, the ability to

quantify concentrations of iron in the oxygenated waters of the ocean decreased

dramatically. Coincident with increased realization and acceptance of the vanish-

ingly low concentrations of iron was the hypothesis that iron could, and does,

regulate phytoplankton growth and productivity over large areas of the ocean

[13]. Indeed, the hypothesis appeared to explain a number of oceanic features

that were only partially explained. For example, large areas of the ocean, such as

Table 12.1 Summary of the major processes in the nitrogen cycle, the organisms responsible for

the different processes, and the environmental conditions necessary for each process

Process Organism(s) responsible

Necessary environmental

condition

Nitrogen fixation

[N2(gas)!reduced N]

Cyanobacteria, nitrogen-fixing

bacteria

Absence of O2; light

for cyanobacteria

Denitrification

NO�
3 ! N2ðgasÞ

� � Denitrifying bacteria Absence of O2

Ammonification

½Norg ! NHþ
4 �

Heterotrophic organisms Presence of O2

Nitrogen assimilation

½NO�
3 ! Norg;NH

þ
4 ! Norg�

Large phytoplankton/diatoms

for NO�
3 uptake; small

phytoplankton for NHþ
4

uptake

Light

Nitrification ½NHþ
4 ! NO�

3 � Bacteria Presence of O2

Annamox

½NHþ
4 ;NO

�
2 ! N2ðgasÞ�

Bacteria Absence of O2
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the Southern Ocean, the equatorial Pacific, and the north Pacific, have substantial

standing stocks of nitrate and phosphate, as well as adequate irradiance, but exhibit

very low standing stocks of phytoplankton (high-nutrient, low-chlorophyll regions,

or HNLCs). During glacial-interglacial periods, atmospheric concentrations of CO2

showed substantial variations and were strongly negatively correlated with iron

deposition [14]. Thus iron limitation could explain CO2 variations over geological

time as well. Given that iron is the fourth most abundant element on earth, how can

such low concentrations exist in the ocean, and how did oceanographers unequivo-

cally demonstrate the ecological importance of iron?

Iron is derived from terrestrial and hydrothermal sources, but upon entry into

oxygenated, saline waters, it rapidly forms iron oxides. The precipitates are

largely insoluble under aerobic conditions, and attach to particles or remain in

the water as colloids. The colloids can be solubilized by irradiance, contributing to

a pool of dissolved inorganic iron, which consists of two forms, Fe+2 and Fe+3.

Both of these ions can be removed by plankton for their growth, although Fe+2 is

generally oxidized to Fe+3 and kept at low levels. The mean ocean concentration

of dissolved inorganic iron in the upper 200 m of the ocean is 0.07 nmol kg�1 [12].

Both forms can also be chelated by organic molecules, and thus become part of the

dissolved ferro-organic pool. In general, there are two classes of organic ligands

that bind with iron, a strong-binding ligand and a weak-binding ligand. The latter

exchanges iron easily with biota, and thus makes iron bioavailable. There is also

a class of special ligands called siderophores, which are low molecular weight

organics that are produced and excreted primarily by prokaryotic organisms

(bacteria, cyanobacteria) and that bind dissolved inorganic iron [15]. The ferro-

ligand complex can be assimilated by bacteria, phytoplankton, and cyanobacteria,

and the iron incorporated into a variety of cellular processes. Transformations

among all of these pools are both biologically and irradiance mediated; entirely

different transformations and equilibria are established in anoxic waters and

sediments.

Iron in ocean surface waters derives from either atmospheric or deep ocean

sources. Atmospheric deposition varies by latitude (proximity to terrestrial sources)

and temporally (dependent on source region wind variability). Aerosols can be

measured by satellite-borne sensors, which have shown that some oceanic systems

receive substantial periodic depositions of iron from industrial sources (the North

Atlantic) and from dust derived from terrestrial deserts in China (the western

Pacific) and the Sahara in Africa (the coast of North Africa). Dissolution of aerosols

in ocean water (fractional solubility) depends on the type of mineral in the aerosol,

and can range from<1–90% [16, 17]. Small aerosol particles can rapidly aggregate

with biological particles and exit the surface layer by sinking. Residence times for

particulate iron can be as short as 6 days [17]. Conversely, other regions are rarely

impacted by atmospheric deposition events (e.g., the Southern Ocean, the equato-

rial Pacific) by virtue of large-scale wind patterns that isolate them from terrestrial

sources. These regions have their iron inputs driven by oceanographic processes

such as deep vertical mixing and upwelling. Given the spatial and temporal
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variability in both of these processes, it is not surprising that surface water

concentrations of iron are also highly variable.

Mesoscale Iron Fertilization Experiments

In the 1990s a series of large-scale ocean manipulations were undertaken to test the

hypothesis that iron limited phytoplankton growth in the tropical Pacific. Two

competing hypotheses were offered to explain the equilibrium concentrations of

high concentrations of nitrate and low phytoplankton biomass which were (1) limit-

ing levels of bioavailable iron and (2) rates of loss processes from grazing kept

phytoplankton standing stocks at low levels. To test these, in situ additions of iron

were planned for limited regions of the ocean. The passive tracer sulfur

hexafluoride (SF6), which can be detected at very low levels, was added with the

iron so that the enriched water could be followed over time. The first iron enrich-

ment experiment produced contradictory results. The photosynthetic capacity of

phytoplankton showed a clear enhancement that was correlated with iron additions,

but nitrate and CO2 concentrations were unaffected [18, 19]. Further analysis

showed that upon initial iron enrichment, the iron dropped to extremely low levels

because colloid formation rapidly converted soluble iron to insoluble iron oxides,

and the fertilized water patch was subducted to depth, which removed the iron-

enriched water from the high irradiance euphotic zone required for nutrient assimi-

lation. To further test the two hypotheses, the experiment was repeated, and this

experiment clearly demonstrated the critical role of iron in limiting phytoplankton

growth in high-nutrient, low-chlorophyll waters. Iron was added repeatedly to the

patch of water at 3-day intervals for almost 2 weeks [20], and the response of the

surface water was clear, showing decreased nitrate (which dropped to zero),

decreased CO2, increased phytoplankton biomass and photosynthetic activity, and

a quantifiable decrease in iron concentrations. That is, the concentration and supply

of iron was nevertheless the essential feature in driving the carbon and nitrogen

cycles of the equatorial Pacific Ocean.

Subsequent similar iron enrichment experiments have been conducted in other

HNLC regions in the Southern Ocean and the North Pacific. The former is extremely

important to global biogeochemical cycles, as it is the site of deep and intermediate

water mass formation, and thus regulates the concentrations of inorganic nutrients in

much of the world’s surface waters. As an example, models suggested that if all the

inorganic nutrients were utilized (by iron fertilization) in the Southern Ocean that

within 300 years the waters being upwelled in the eastern tropical Pacific would be

greatly reduced in nutrient levels, and thus decrease productivity of commercially

important higher trophic levels and marine mammals dependent on ecosystem

processes in that region [21]. In all iron enrichment experiments to date, substantial

and positive responses to additions of inorganic iron were observed, and while

the details among experiments differ (and the causes debated), it is now accepted

that iron plays a major role in the biogeochemistry of the ocean [22].
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The Biogeochemical Cycle of Silicon

Silicon, despite being a nutrient for only onemajor functional group of phytoplankton

(diatoms), is a major factor in regulating other biogeochemical cycles, such as

carbon. This is because diatoms are extremely important primary producers,

generating approximately as much oxygen on an annual basis as do pine trees in

terrestrial systems. In addition, diatoms are among the largest forms of phyto-

plankton, and hence can sink passively to depth. Diatoms also produce transpar-

ent exopolymer particles, which serve as the primary mechanism for aggregating

particles in the ocean’s surface layer, thus producing large, rapidly sinking

particles that are the major component of organic carbon and nitrogen flux to

deeper water (Fig. 12.2). Finally, diatoms are also heavily grazed by herbivorous

organisms, and serve as a means to transfer photosynthate to the large organism-

based food web. All of these characteristics contribute to the substantial impor-

tance of diatoms in the ocean.

Silicon is a major component of rocks and terrestrial minerals, and as a result the

inputs to the ocean in riverine waters are substantial. However, silicon is not readily

dissolvable, and dissolved silicon, which occurs as Si(OH)4, remains at relatively

low levels. Aeolian and oceanic weathering of seafloor rocks also constitutes

a significant source of dissolved silicon. Silicon also is found in high concentrations

in waters exiting hydrothermal vents, and while quantitative estimates are uncer-

tain, the contribution of this source to total silicon inputs is likely to be significant.

Silicon is incorporated into diatoms and other marine organisms as opal (Si
ðOHÞ4nH2O), which is slightly more soluble than pure SiO2 and undersaturated in

all ocean waters. Opal is found in the sediments as siliceous deposits of biogenic

origin; these deposits are largely focused in the Southern Ocean’s polar front region

[23]. Silicon is recycled within the water column, but rates of this cycling are

modest, and silicon regeneration is often markedly uncoupled from that of carbon

and nitrogen in some regions. The reason for this appears to result from the different

controls of each: organic matter regeneration is largely biologically mediated (by

heterotrophic processes), whereas silicon regeneration is regulated by temperature

[24]. As a result, in polar regions a large fraction of the organic matter that sinks

from the euphotic zone is regenerated in the upper 250 m, whereas a substantial

amount of silicon sinks to a greater depth as biogenic particles. This uncoupling

contributes to the formation of large zones of biogenic silica deposits in polar

regions and are reflective of surface layer diatomaceous productivity. In a more

recent reanalysis of the global silicon budget, it was concluded that the deposition

of silicon in continental margins may have been greatly underestimated [25]. If this

were true, then the coupling between the silicon and organic matter budgets would

be even stronger than previously thought.

An additional mechanism to couple the biogeochemistry of silicon and organic

carbon is the presence of an organic membrane that covers diatom frustules [26].

Silica dissolution does not begin until this membrane is degraded by bacteria, which

decreases the time for the dissolution of opal during the transit of a particle through
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the water column (ca. 3,000 m). Sinking rates of large aggregates are ca. 200 m

day�1, so that a reduction in the already low rate of dissolution by the necessity for

organic degradation can decrease dissolution of silica markedly. Similar effects of

grazing can occur, as fecal pellets are usually composed of an organic pellicle that

must be degraded prior to chemical silica dissolution.

As with other nutrients, silicic acid has substantial interactions with other

elements, such as nitrate and iron. Under iron-limiting conditions, diatoms continue

to assimilate silicon, but because iron is needed in the enzymes used for nitrate

assimilation, nitrate uptake decreases [3]. As a result, Si:N ratios increase by nearly

an order of magnitude in diatoms under iron limitation and elevated ratios observed

in natural systems have been used to infer iron limitation.

The Biogeochemical Cycle of Sulfur

In marine systems sulfur is largely present in its most stable form, which is sulfate

(SO4
�2). Sulfate is present in high concentrations in most marine systems, and

relatively low concentrations are required by organisms to survive [27]. As a result,

sulfur does not normally become growth limiting. Sulfate concentrations in marine

systems are primarily controlled by physical rather than chemical processes.

Variations in concentration only have a significant biological impact in anoxic

zones where sulfate reduction occurs [2]. Sulfur is also present as other inorganic

(H2S) and organic (dimethylsulfoniopropionate (DMSP), dimethylsulfide (DMS),

carbonyl sulfide (COS), and methanethiol (MeSH)) forms. Sulfate is transformed

into these compounds via the sulfur cycle, which operates primarily in the

photic zone of the upper water column, in the sediments, and around hydrothermal

vents (Fig. 12.4).

In aerobic environments sulfur is converted between inorganic compounds

(sulfate and hydrogen sulfide) and organic sulfur compounds including DMSP,

DMS, COS, and amino acids. Most algae and bacteria use sulfur assimilation to

form amino acids, such as cysteine and methionine [27]. Some phytoplankton

species, particularly prymnesiophytes and dinoflagellates, use methionine to pro-

duce DMSP, a compound with antioxidant properties [28, 29]. DMSP can be

released into the water and subsequently used to produce amino acids through

assimilation by bacteria or phytoplankton, including some species of diatoms and

cyanobacteria, demethylated by bacteria to produce MeSH, or oxidized into DMS

and acrylic acid [30]. DMS is either broken down in the water into sulfate through

bacterial uptake or photooxidation, or is volatilized into the atmosphere, where it

can act as an important aerosol [27].

The sulfur cycle in ocean sediments can be divided into reactions that occur in

the upper oxic layer and those that occur in the lower, oxygen-depleted (anoxic)

region. In the anoxic sediments, sulfur-reducing bacteria carry out anaerobic

respiration using sulfate or sulfur-containing organic compounds to oxidize organic

matter, resulting in the production of sulfide, typically as H2S, a form of sulfur that

214 W.O. Smith Jr. et al.



is highly toxic to most organisms. In the deeper layers of the sediment, sulfide reacts

with iron and precipitates as iron sulfides such as pyrite (FeS2) [30]. Some sulfide

remains in the sediment, and, when mixed back into the oxic zone through pro-

cesses such as bioturbation, is quickly oxidized by sulfur-oxidizing bacteria into

sulfate, which can then remain in the sediment or be released into the overlying

water [31]. Sulfur oxidation and reduction by bacteria in the sediment are also

important to the functioning of the nitrogen cycle in oxygen-minimum zones [32].

In these environments, sulfate reduction provides a significant amount of the ammo-

nium used in the anammox reaction in anaerobic environments, and nitrate reduction

may be coupled to sulfide oxidation, indicating that the anaerobic mechanisms in

the sulfur cycle may also be important in the nitrogen cycle [32].

The presence of hydrogen sulfide around hydrothermal vents has resulted in the

development of unique organisms with the ability to use the energy contained in

hydrothermal fluids to produce organic compounds through chemoautolithotrophy

[33]. At hydrothermal vents seawater comes into contact with magma from the
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earth’s interior, which cools and forms reduced sulfur compounds [2]. The sulfate

in seawater then reacts to form hydrogen sulfide as well as sulfur-containing

minerals such as pyrite (FeS2), chalcopyrite (CuFeS2), and pyrrhotite (Fe1�xS)

[2], which form the surface chimney structure that is characteristic of hydrothermal

vents. The hydrogen sulfide provides the energy, rather than light, for the

chemoautrophic microorganisms that form the base of the hydrothermal vent food

web [33]. Some species of microorganisms can operate in aerobic conditions, using

oxygen as the electron acceptor, while others have the ability to carry out this

reaction in anaerobic conditions, using nitrate, sulfate, or sulfur as the electron

acceptor [2]. These organisms survive in symbiotic relationships with other

organisms living near the hydrothermal vents. The microorganisms, which are

endemic to hydrothermal vent environments, allow unique communities to develop

and help maintain the oceanic sulfur cycle by transforming hydrogen sulfide

released by the hydrothermal vents into sulfate [33].

The Biogeochemical Cycle of Oxygen

Oxygen is involved in all nutrient cycles, and its presence or absence dictates the

reactions that will occur in a specific marine environment. Oxygen gas can be

introduced into marine environments across the air-sea interface (e.g., by diffu-

sion). However, oxygen concentration is controlled by the biological processes of

photosynthesis and respiration, and by physical processes such as mixing within the

water column. In the euphotic zone, phytoplankton photosynthesis produces

oxygen, which is then used as the electron acceptor to conduct aerobic respiration.

This process is carried out by both autotrophic and heterotrophic organisms

throughout the water column.

Oxygen concentration generally decreases with depth in the ocean. Photosynthesis

can only be carried out in the lighted parts of the water column, but respiration

continues throughout the water column. As the organic matter from the surface layers

sinks, it is taken up by organisms and used to conduct respiration, depleting oxygen

levels. Some marine environments, particularly in marine sediments, are suboxic, with

oxygen concentrations less than 0.2 ppm (but still detectable), or anoxic, with oxygen

concentrations below detectable levels [2]. Organisms survive in these environments

by using anaerobic respiration, in which compounds such a nitrate, sulfate, iron, or

even organic matter are used as alternative electron acceptors to oxygen [2].

Anoxic zones are not limited to marine sediments, with increasing attention

being paid to decreasing oxygen concentrations in previously oxygen-rich areas of

the ocean. Hypoxic zones, marine environments with oxygen concentrations below

2 mg L�1, typically form when primary productivity is high, leading to increased

organic matter in the system and increased respiration, and when mixing throughout

the water column is low, preventing the oxygen in the upper water column from

reaching lower layers [34–36]. Hypoxic zones have been increasing in frequency,

including the Gulf of Mexico and Chesapeake Bay [34, 35]. Factors such as
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eutrophication due to increased fertilizer or wastewater runoff have lead to the

development of hypoxic conditions in systems already susceptible due to vertical

stratification of the water column [34]. Thus, the disruption in the typical oxygen

cycle and the lack of an anaerobic respiration mechanism in most marine organisms

can result in serious consequences for the composition and productivity of the

marine food web community in these hypoxic zones.

Future Directions

Studies of Biogeochemical Cycles

In the past two decades, a number of large, interdisciplinary programs were

conducted to obtain biogeochemical data on appropriate time and space scales so

that mathematical models of global climate change can accurately represent the

complex processes of elemental cycles. One such program, the Joint Global Ocean

Flux Study (JGOFS), which occurred from 1987 to 2003, was international in

scope, and undertook coordinated, multidisciplinary, international studies in the

equatorial Pacific, the north Atlantic, the Arabian Sea, and the Southern Ocean, and

coordinated multidisciplinary national programs in a range of coastal and open

ocean environments. The JGOFS project was designed to assess the carbon cycle,

but because all elemental cycles are closely linked, insights were gained into the

understanding of nitrogen, silicon, and iron cycles as well. The JGOFS program

also had a significant synthesis and modeling component that was intended to

integrate the data sets from the multidisciplinary studies and to develop mathemati-

cal models of increased complexity and biological realism. In addition to providing

a wealth of publicly available data, the JGOFS program served as a model for large,

multidisciplinary studies of ocean processes.

The results and understanding from the JGOFS program provided the basis for the

Integrated Marine Biogeochemistry and Ecosystem Research (IMBER) Project,

which was initiated in 2001 by the International Geosphere-Biosphere Program

and the Scientific Committee on Oceanic Research. The science goals of the

IMBER project extend the investigation of marine biogeochemical cycles to include

the influence of feedbacks with marine food webs and the consequences for marine

ecosystems. Central to the IMBER goal is the development of a predictive under-

standing of how marine biogeochemical cycles and ecosystems respond to complex

forcings, such as large-scale climatic variations, changing physical dynamics, car-

bon cycle chemistry and nutrient fluxes, and the impacts of marine harvesting.

IMBER science is making new advances in understanding marine systems by

bringing together the natural and social science communities to study key impacts

and feedbacks between the marine and human systems. The emerging recognition of

human interactions as integral parts of marine ecosystems is providing the direction

for future integrative research designed to understand and sustain ocean systems as

environmental change and its associated uncertainties occur.
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Role of Modeling

Mathematical models provide an approach for integrating and synthesizing the

knowledge and understanding obtained from measurements of oceanic biogeo-

chemical processes. The use of biogeochemical models in ocean research has

a long history [37, 38] but their use was advanced significantly in the early 1990s

when a model that simulated nitrogen cycling through the lower trophic levels in

the oceanic mixed layer became generally available [39], which subsequently has

provided the basis for the coupled circulation-biogeochemical models that are now

embedded in regional, basin, and global scale models.

The skill of the current generation of biogeochemical models is sufficient to allow

projections of future states that may result from climate variability and the oceanic

uptake of anthropogenic carbon [40–42]. The patterns and distributions emerging

from these simulations show shifts in phytoplankton distributions and marine biomes,

alteration of phytoplankton species assemblages, and modified lower trophic level

community structure [43–45], all ofwhich have direct and important consequences for

biogeochemical cycling. Simulations of the effect of increasing atmospheric CO2 and

its uptake by the ocean show reductions in ocean pHand in saturation levels of calcium

carbonate, which have serious consequences for many marine organisms [46].

Advances in conceptual understanding, modeling techniques, and data availabil-

ity have made predictive marine biogeochemical models a feasible goal [47].

However, modeling for prediction is still rapidly developing and much remains to

be done in generating appropriate frameworks and in collection of data sets that

support predictive modeling for marine biogeochemical cycling [48, 49].
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Chapter 13

Species Competition and Predation

Peter Chesson

Glossary

Apparent competition The tendency for an increase in the density of a species to

increase the impact of a natural enemy on that same

species or other species.

Competition The tendency for an increase in the density of a species to

have a negative effect on the survival or reproduction of

individuals of the same species or of other species by reduc-

ing resource abundance, reducing access to resources, or by

direct harm of one individual organism on another

associated with resource acquisition.

Density dependence The tendency for an increase in the density of a species to

have a negative effect on the survival or reproduction of

individuals of the same or different species. As used in this

essay, the species in question are in the same guild. Com-

petition and apparent competition are special cases of

density dependence.

Feedback loop A chain of species interactions from one member of

a guild, through other species, back to a species in that

same guild. Feedback loops transmit density dependence.

Guild A group of species potentially co-occurring in the same

locality and having similar ecology in the sense of

depending on the same or similar resources, often seeking
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those resources in similar ways, and susceptible to the

same or similar natural enemies. The standard of similar-

ity in this definition is not precise, and varies depending on

the purpose of the investigator.

Natural enemy An organism that benefits its own reproduction or survival

by harming the individuals of a given species, commonly

by feeding on them.

Niche overlap For any pair of species, the degree to which density

dependence through feedback loops is concentrated

between species compared to within species. It is

measured by the quantity r which varies between zero

for no overlap (no interspecific density dependence) and 1

for complete overlap (interspecific density dependence is

on average equal to intraspecific density dependence).

Predator A species that gains food by killing and consuming

individuals of the species in the ecological guild in

question.

Species average

fitness

For a given species in a guild, it is a numerical measure of

how well that species is adapted to the environment with

the property that it predicts which species would dominate

if the niche overlaps, r, were all equal to 1. It is normally

related to the long-term average per capita growth rates of

the species measured at fixed levels of competition and

apparent competition. In this essay, the fitnesses k are

obtained from per capita growth rates at zero levels of

competition and apparent competition, which are achieved

by setting all members of a guild at zero density. These

growth rates are then divided by scaling factors that correct

for differences between species in their levels of sensitivity

to competition and apparent competition.

Stable coexistence The tendency of the members of a guild to recover when

individually perturbed to low density, allowing their long-

term persistence in the presence of interactions with other

guild members.

Definition of the Subject

Competition and predation are key interactions between species, and are major foci

of thought and study in community ecology. They are believed to be major forces

structuring natural communities, having critical roles in the determination of species

diversity and species composition, and are regarded as important drivers of evolution-

ary processes. The relationships between the niches of different species determine

how they interact through competition and predation, which then have key roles in
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assembly of local communities, and their reassembly following perturbations. Niches

define patterns of linkages between species, their resources, and their natural enemies.

These patterns include how linkages change over time, and between different spatial

locations, and definemechanisms by which similar species are able to coexist by their

effects on competition and predation relationships. The human element in the envi-

ronment has profound effects on these phenomena. Changing the environment shifts

interactions between species, and profoundly modifies the structure of food webs. In

the modern day, there is much community reassembly, potentially involving major

shifts in competition and predation. Humans transport invasive species that act as

predators, prey, and competitors with potentially major effects on the community

reassembly process.

Introduction

Competition and predation are key species interactions that are believed to structure

natural ecosystems and to have major roles in systems dominated by humans. Both

of these interactions involve consumer–resource relationships in one form or

another [1]. The relationship between a predator and one of its prey species is of

necessity a consumer–resource relationship with the predator being the consumer

and the prey its resource. Competition is mostly commonly resource competition,

where several consumer species share one or more resources and compete for these

resources [2–4]. A resource may or may not be a biological species. When the

resources are biological species that are killed by the consumer, competition

necessary involves predator–prey relationships. However, resource species may

instead be grazed or browsed, parasitized or infected. In these cases, the consumer

species are natural enemies of their resources, harming them without necessarily

killing them, which generalizes the idea of a predator–prey relationship to

a species–enemy relationship.

The resources of plants are generally not biological species, and indeed this is

the case with the resources of most plants, which are instead broadly light energy,

water, and chemical elements [5]. Plants are often thought of as requiring space to

grow as a resource [4]. Space then provides their other needs. In general, not all

space is equal, and plant species tend to be somewhat specialized, leading to the

concept of safe sites [6] (places that satisfy the requirements for establishment,

growth, and reproduction for a particular species), and the regeneration niche [5]

(an elaboration of the idea of a safe site with a particular view to how species

compete with one another). Sedentary animal species that either settle in

a particular place and do not move, or establish territories, can also be regarded

as having space as a resource [7]. Animal species require particular places for

particular uses, such as nest holes and wallows, and use various dead organic and

inorganic materials in their lives. These all count as resources if they are used or

occupied by an individual to its benefit.

Both competition and predation are assumed to involve harm. In the case of

predation, of course the predators benefit from the relationship, and prey are harmed
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because individual prey are killed. This does not, however, preclude some positive

benefits of predation, or more generally of natural enemies, on species that are

attacked, as these species may well be adapted to their natural enemies, and suffer

some negative effects when natural enemies are removed. For example, grasses

may be adapted to grazers that remove old, less productive biomass as well as

enhancing nutrient recycling [8]. In the case of competition, harm is mutually

negative for the participant species, though it is often lopsided with some species

being harmed much more than others.

Resource consumption may reduce resource availability to individuals in species

that depend on the resource. In this case, harm occurs when lowered resource

availability leads to reduced fitness of individuals because they suffer directly by

consuming less resource, have to expend more energy or materials to obtain the

resource, take greater risks to obtain it, or have to divert time from other beneficial

activities to do so. Competition is also assumed to occur by direct negative

interactions between individuals seeking the resource. It is not necessary in such

instances for resource consumption to lower resource availability, but the presence

of other individuals decreases the ability of a given individual to consume

resources, or in the process of seeking resources, individuals harm each other in

other ways, for instance through fighting [9, 10].

Predation and species–enemy relationships necessarily have strong effects in

ecosystems, as they form the paths of energy and material flows [1]. The role of

competition between species is less obvious, often indirect, and frequently contro-

versial [11]. Although it is easy to verify that a predator consumes a prey species, it is

much more difficult to demonstrate that one consumer species harms another con-

sumer species through their resource consumption activities. While numerous rigor-

ous experimental studies have firmly established that competition between species is

frequently a strong force in nature, the effects of interspecific competition on various

community properties have been difficult to establish. An abundance of theoretical

work provides hypotheses, but rigorously testing of them in nature has proved to be

difficult and often controversial [12–14]. Thus, although competition as a strong force

is well established, the effects of that force are not.

Several difficulties arise in the study of competition. First, the consequences of

competition between species (interspecific competition) do not rest with its absolute

strength but with its strength relative to competition within species (intraspecific

competition) [15]. Competition within species constrains the tendency of one

species to harm another. Second, competition can be constrained by other interactions,

such as predation, in some cases limiting its effects, but potentially interacting with

competition in complex ways [16, 17]. Third, the natural world is extremely variable

in time and space. This variability not only makes clear trends difficult to discern, it

potentially interacts with competition modifying the outcome [15]. Thus, although

competition can be shown to be present and strong, and is believed to have important

implications for numerous community phenomena, clear tests of predictions have

often been elusive.

The predictions from predation are most often of a different character from those

of competition, yet they need not be. Competition comes from the interactions
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between consumers as a result of consumption of shared resources. Turning that on

its head, when the resources are prey, they affect each other indirectly by providing

food for common predators, potential increasing danger from those predator spe-

cies. This indirect interaction between prey species is known to have analogous

effects to competition, and has thus been termed apparent competition [18].

Although first suggested in a single-species context many years ago [19], it has

only recently been generally understood, and so has received far less direct study

than competition, but it is also likely that studies of competition have inadvertently

included the effects of apparent competition: protocols to cleanly separate the two

effects have yet to be developed.

Conceptual difficulties have plagued understanding of how competition and

predation structure communities owing to the intrinsic complexity of the subject.

The theory, however, has been making steady progress, and a much more compre-

hensive theoretical framework is available now than even a few years ago. The

body of this essay explains the fundamentals of how competition and predation are

hypothesized to structure communities in the light of these recent advances.

Included are the intricacies introduced by the complex behavior organisms, and

the often conceptually difficult area of how predictions about competition and

predation can be made in the face of temporal and spatial variation in the physical

environment, and in the presence of fluctuations in the populations of the organisms

themselves. Applications to a theory of invasive species are then presented.

Invasions of alien species represent perturbations to natural systems that can lead

to a process of reassembly of communities of organisms. Competition and preda-

tion are believed to have large roles in this reassembly process, and explaining it is

a critical challenge in community ecology. Because of the impacts of alien species

on native communities, there are major implications for conservation biology also.

Finally, challenges in the study of competition and predation, and promising future

directions, are presented.

Feedback Loops

The fundamentals of competition and predation can be best understood in terms of

feedback loops within a food web. Figure 13.1 shows a simplified food web, which

should be considered as part of a food web rather than being any reasonably

complete web that one might find in nature. It shows three trophic levels allowing

understanding of how the middle trophic level is affected by the trophic levels

above and below, which represent, respectively, predators and resources of that

middle trophic level. Species in the same trophic level, by sharing trophic position,

have strong similarities in their ecology. There may be other ecological similarities,

and also differences within a trophic level, in the way the species relate to other

trophic levels and to other elements in their environment. Species with similar

ecology are commonly referred to as a guild and here the middle trophic level is

the focus of discussion and is referred to as the focal guild, or just “the guild.”
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How species in a guild interact with each other, and ultimately coexist or instead

exclude each other, leads to an understanding of how communities are structured,

that is, an understanding of the relationships between the traits of different species

that allow them to come together to form a long-lasting community, or in other

words are assembled [20, 21]. Competition can be understood by considering the

linkages between focal-guild species and their resources in the trophic level below.

Linkages with the tropic level above lead to an understanding of apparent competi-

tion [22].

The arrows in the diagram show directions of effects. A species benefits from

arrows pointing to it from a lower trophic level and suffers from arrows pointing to

it from a higher trophic level. Chains of arrows define pathways of effects. Compe-

tition and apparent competition can be understood by pathways leading from the

middle trophic level back to that level. For example, the species N2 has pathways

going from itself to each resource species, R, back to itself. These pathways

contribute to intraspecific competition for N2. The idea is that an increase in the

density of N2 leads to greater consumption of each resource species, R, reducing
their densities and thereby reducing the availability of these resources for N2.

Pathways from these resources back to other species contribute interspecific com-

petition. Thus, the pathways from N2 through R3 and R4 back to N3 lead to

interspecific competition for N2 on N3. Through these various pathways, increasing

the density of N2 feeds back negatively to itself and to other species in the same

Fig. 13.1 Representation of a subset of a food web with arrows showing directions of effects from

one species to another. Differences in the thicknesses of arrows are meant to indicate differences in

the strengths of effects. The different symbols distinguish trophic levels, and their size differences

are meant to imply differences between species in population size within a trophic level. The

letters R and P indicate that they are respectively resources and predators of the species, N, in the

middle trophic level, with subscripts labeling species within a trophic level. These subscripted

letters serve simultaneously as species labels and as the population densities of the species. The

recursive arrows for resources mean they experience direct intraspecific competition of some form

giving density feedback to themselves, but not direct interspecific feedback within the resource

trophic level. An assumption like this is common in the Lotka–Volterra models discussed in this

essay, and may also be applied to the predators too
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trophic level. Critical to understanding of the ultimate effects of competition is the

extent to which negative feedback of a species on itself limits its ability to increase

and harm other species.

Apparent competition is understood by entirely analogous effects. In this case,

we note that N2 is preyed upon by P1 and P2. An increase in N2 benefits both P1 and

P2. These predators may therefore increase in abundance, and as a consequence,

predation on the second trophic level will increase. Again, increasing the density of

a species in the middle trophic level feeds back negatively to itself and to other

species. Thus, in a food web, multispecies density dependence occurs when

changes in the density of a species within a given trophic level feed back to that

trophic level through linkages to other trophic levels, modifying the growth rates of

the species. The term “density dependence” is traditionally used in ecology just for

feedback from a species to itself, but understanding of the joint effects of predation

and competition requires broadening of this concept to interspecific density depen-
dence where increasing the density of one species affects the per capita growth rate
of another species. Consistent with this usage, the traditional density dependence

concept of ecology becomes intraspecific density dependence. Competition and

predation both contribute to intraspecific and interspecific density dependence [17].

Basic understanding of the role of competition in ecological communities is

usually represented by the Lotka–Volterra competition equations. Using the species

labels to mean also their densities, these equations can be written in the form

1

Ni

dNi

dt
¼ ri 1�

Xn
j¼1

aijNj

 !
; i ¼ 1; :::; n: (13.1)

These equations define the per capita growth rate of each species in the focal guild,

which reflect the average conditions that individuals of each species experience.

The quantity ri is the maximum per capita growth rate of species i, which is reduced
by the terms representing density dependence inside the parenthesis. The coeffi-

cient aij measures density dependence of species j on species i. It measures how

much the per capita growth rate of species i, as a proportion of its maximum value

ri, is decreased by increasing the density of species j by one unit. This coefficient

measures interspecific density dependence if j is different from i, and intraspecific

density dependence if i = j. The coefficient of intraspecific density dependence

defines the so-called carrying capacity for a species: Ki = 1/aii. Traditionally, the
Lotka–Volterra competition equations have been parameterized with the competition

coefficients defined as multiples of the carrying capacity, with the carrying capacity

itself appearing explicitly in the equations, but this approach is now known to obscure

the workings of the equations [15], and so is not done here.

Recent understanding shows that the Eq. 13.1 can also represent apparent

competition, not just competition, and indeed they can represent the combined

effects of competition and apparent competition. To do this, the equations are

derived from a larger set of equations that take account of the direct interactions

of the focal species with other species in the food web [17]. Thus, these equations
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have explicit formulae defining the effects of the arrows for a food web like

Fig. 13.1. Equation 13.1 is then able to define the long-term growth of the species

in the focal guild in terms of feedback loops from other species. The aij are given by
formulae derived from this larger set of equations and depend specifically on how

species forage for their resources, how they are preyed upon by their predators, and

how these resources and predators change in density in response to density changes

in the focal guild [17]. It is important to note, however, that Eq. 13.1 does not apply

to short-term prediction, but to long-term outcomes such as long-term recovery

of a population from low density, or eventual extinction [17]. Although the

Lotka–Volterra competition equations are used generically in ecology, it should

be appreciated that they are very specific, and can only be used to illustrate general

principles, not to give precise outcomes in any given system. Fortunately, there are

means of matching Lotka–Volterra models with models for particular systems that

validate their use for general principles when treated appropriately [4, 15, 23].

The key issue to be addressed with the Eq. 13.1 is when species coexistence will

occur, and when some species will be excluded from the community. This is easy

and straightforward in the case of a guild of two species, and this case gives some

key general principles [17]. The fundamental result in the two-species case is that

species j can exclude i from a community if

aij > ajj: (13.2)

The reverse inequality means that species i is always able to invade the system

when dominated by species j. The mutual invasibility criterion [24] then says that

two species, labeled 1 and 2, will coexist stably whenever they are both able to

recover from low density in the presence of the other species. In the two-species

Lotka–Volterra equations, this criterion leads to the condition

a11 > a21 and a22 > a12: (13.3)

Fundamentally, this means that for stable coexistence, each species must depress its

own growth more strongly than it depresses the growth of the other species as it

increases in population density. It is a very simple and general criterion that ensures

stable coexistence [15]. If one of the inequalities in (Eq. 13.3) is reversed, then one

species can exclude the other, and not vice versa. This means that one species

always drives the other extinct. On the other hand, if both inequalities are reversed,

then each species can exclude the other. This means that neither species can invade

a system consisting of the other species. Whichever species establishes first remains

the sole occupant in the guild in question in that locality.

The Lotka–Volterra competition Eq. 13.1 can be interpreted directly as meaning

direct interference of individuals of all species with individuals of other species,

harming them by reducing foraging time or in some cases by cannibalism or

intraguild predation, which refers to predation by one species in a guild by another

species in that guild [25]. In this case of direct interference, resource shortages or

predators need not have a role [9–11]. Indeed, it is in this form that the
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Lotka–Volterra equations are in principle most accurate, given that they do not

explicitly represent the dynamics of resources or natural enemies outside the guild

in question. In these cases, they are valid for short-term as well as long-term

predictions. In these cases of direct interference, conditions (Eq. 13.2) and

(Eq. 13.3) then apply, respectively, to exclusion and coexistence, showing in

particular that coexistence requires each species to interfere more strongly intraspe-

cifically than interspecifically.

When the Lotka–Volterra equations are used to represent trophic interactions

such as those of the food web Fig. 13.1, the coefficients of density dependence a can
be defined in terms of quantities that summarize the interactions in the food web:

niche overlap, r, and species-level average fitness, k [17]. The niche overlap, r,
between any pair of species is a measure of the relative strength of the density-

dependent feedback between versus within species through resources and through

predators. This quantity takes the value 1 when there is complete overlap, and zero

when then there is no overlap. No overlap occurs when the members of the pair of

species under consideration do not share resources and do not share predators.

Thus, they do not have arrows to or from any of the same resources or predators in

Fig. 13.1. With complete overlap, they have arrows to and from all of the same

resources and predators, and these predators and resources are of the same relative

importance for each species in the guild. If the resources and predators vary in

importance for different species, but nevertheless both species under consideration

are affected by them, then r will be between 0 and 1. Figure 13.2 gives various

scenarios for different strengths of niche overlap.

The average fitness measure, k, for any given species measures its ability to meet

its energy needs and avoid predation when all species in the guild are at low density

and thus not providing any feedback through density changes. This measurement is

also expressed in special units, namely, in units of average sensitivity of the per

capita growth rate of the species to changes in resources and predators. These

quantities r and k now relate to the coefficients of density dependence according to

the relationship

aij
ajj

¼ kj
ki
r: (13.4)

Thus, the ratio of interspecific to intraspecific density dependence for species j’s
impact on species i is equal to the ratio of the fitness of species j to species i,
multiplied by the overlap measure. This relationship is correct regardless of how

many species are present in the guild in question. However, when there are just two

species, the condition that the ratio (Eq. 13.4) be greater than 1 is the condition

(Eq. 13.2) for species j to exclude species i. The ratio being less than 1 means that

exclusion does not occur. These conditions in terms of the fitness ratio, multiplied

by the overlap measure, are also strongly intuitive and instructive in terms of how

stable coexistence occurs.

Consider the case of complete niche overlap, r = 1. Then the formula (Eq. 13.4)

implies that whichever species has the larger fitness will exclude the other species.
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Fig. 13.2 Different scenarios for indirect linkages between the focal species, N1 and N2, through

their resources and predators, leading to different degrees of niche overlap, r. Thick arrows
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In other words, a simple fitness ratio greater than 1 is sufficient for one species to

exclude the other. When r < 1, the fitness ratio is discounted by the overlap

measure to determine if exclusion will occur. For example, if the overlap is ½,

a species has to have fitness more than twice as high as the other to exclude it. The

mathematics implies this outcome, but intuitively the idea is that the less species

overlap in their niches, the more difficult it is for one species to exclude the other,

but this can still occur if a species has a strong enough fitness advantage.

It is also worth noting that r is a symmetric measure of the ratio of interspecific

to interspecific density dependence for any pair of species i and j, as formula

(Eq. 13.4) implies that

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
aij
ajj

:
aji
aii

r
: (13.5)

Thus, r can be thought of as niche overlap, and at the same time as the geometric

mean of the ratios of interspecific versus intraspecific density feedback for any pair

of species. Thus, it measures the potential for stabilization of coexistence without

taking into account the fact the ratio might be different for one species compared

with other and lead to dominance instead of coexistence. The formula (Eq. 13.4)

shows how that bias changes as the fitness ratio changes, suggesting, as we shall see

below, how changes in circumstances can change the opportunities for coexistence.

Niches and Species Coexistence Mechanisms

The results of the Lotka–Volterra equations can now be applied to see how a guild

of coexisting species is constrained by trophic relationships. For two species to

coexist, the conditions (Eq. 13.3) together with the formula (Eq. 13.4) imply that

r <
k1
k2

<
1

r
: (13.6)

�

Fig. 13.2 (continued) indicate relatively strong linkages compared with thin arrows. A gray arrow

indicates that although the linkage might be important, it is not a strong source of density-

dependent feedback for focal species. (a) Low niche overlap because the strong links to both

resources and predators differ between N1 and N2. (b) High niche overlap because the strength of

the links between N1 and the various resources and predators has the same pattern as the strength

of the links between N2 and these resources and predators. Although these two species do

discriminate between these resources and predators, they do so in an identical way. (c) High
niche overlap through resources, but low niche overlap through predators, leading overall to an

intermediate level of niche overlap. (d) Low niche overlap through resources, but high niche

overlap through predators, leading overall to an intermediate level of niche overlap. (e) As in d, but
predation is not strongly density dependent, and so overall niche overlap is low due to the low

overlap through resources. (f) As in d, but resource consumption is not strongly density dependent,

and so overall niche overlap is high due to the high overlap through predators
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Fundamentally, this says that species 1 and 2 will coexist stably if their fitness ratio

lies between r and 1/r. Thus, the less the niche overlap, the greater the difference in
fitness that is tolerated compatible with species coexistence. These conditions

involve two kinds of differences between species that affect species coexistence

in opposite ways. First are fitness differences, which are measured in terms of the

deviation of the fitness ratios from 1. This ratio fundamentally measures the overall

relative degrees of adaptedness of the species to their common environment.

A species with a larger value of k can be thought of as a better performer, and

therefore inequality in this respect understandably favors exclusion.

A complication arises due to the fact that when different focal species are present,

the resource species or predator species maintained in the food web may be different

[17]. When we ask if species 1 can exclude species 2, those resources and predators

present when species 1 is present alone are used to calculate the fitnesses and niche

overlap for both species 1 and 2. When we ask if species 2 can exclude species 1,

a different set of resources and predators might be present. This means that in some

cases, the r and k ratio for each end of the inequality in (Eq. 13.6) will be different,

and will have to be calculated based on which focal species is present. While, this

complication does not alter the fundamentals as to whether a given species can

exclude another species from a community, it is important to keep in mind that r and
the k’s may change with the circumstances [26, 27].

What do these critical quantities measure? Although the k’s and r both involve

aspects of resource consumption and predation, they measure independent aspects.

In particular, the quantity r is independent of how well the species are adapted to the

environment. Instead it compares species in terms of which trophic links (links to

resources and predators) are most important to them, and how important they are, as

illustrated in Fig. 13.2. Importance is measured in terms of the ability of that link to

generate density-dependent feedback [17]. This comparison shows how much the

species interact with each other through their resources and natural enemies and so

how much conflict there is between them: the larger r is, the larger the conflict.

Naturally, two individual organisms have greater similarity and therefore greater

conflict through trophic relationships within species than between species (not

counting the effects of overall fitness differences), and r is a relative measure

comparing between-species interactions through trophic links to within-species

interactions. In other words, it compares the strength of interspecific feedback

loops with intraspecific feedback loops, in essence adjusted to equal overall fitness.

Thus, the ratio k1/k2 and niche overlap r represent two different kinds of comparison

between species.

Exclusion Principles

Recognition of these two separate kinds of ecological comparison between species

resolves a conundrum about the competitive exclusion principle [28], which is often

stated as “no two species can occupy the same ecological niche.” It has been
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a problematic principle because often the niche is not defined precisely enough to

give the principle content. Indeed, there are many and various definitions of the niche

[29], but perhaps the one most usefully behind the principle is the Eltonian niche

which is about how an organism uses the environment [29]. However, when natural

enemies are considered, the niche must include not just how a species uses the

environment, but also how other organisms in the environment use that species.

Thus, the niche needs to be defined as how an organism relates to the environment

[15, 29]. Regardless of whether this idea can be measured in an absolute sense, the

quantity r provides a relative sense in which two species relate to the environment.

This definition specifically removes the overall level of adaptedness to the environ-

ment from the comparison between species, focusing on how they relate to it. This

way of comparing niches differs markedly from what would be concluded from

comparing niches according to the recent niche definition of Chase and Leibold [29].

Under their definition, the conditions in the environment defining zero per capita

growth rates are the niche. That means species would only overlap completely if their

growth rates were zero under exactly the same conditions. Species with r = 1 would

overlap completely according to the approach here, but would not have zero growth

under the same conditions unless their k values were the same too.

The sense in which the competitive exclusion principle is correct is that no two

species can coexist stably if their niches overlap completely, i.e., r = 1. The

Lotka–Volterra approach defines this idea here, and makes it precise, but it is

important to realize that it in fact emerges from a broad array of models, as will be

discussed further below, without evidently any contrary models. More important,

these ideas allow a quantitative approach to the competitive exclusion principle.

A niche overlap value of r =1 is an unlikely occurrence in nature, but a value near 1

is not unreasonable. Here condition (Eq. 13.6) shows that when species have high

niche overlap, their fitnesses are very closely constrained to be more nearly equal.

Thus, there is a more quantitative exclusion principle that relates not just to compe-

tition, but to apparent competition too, and states that species with high niche

overlap must have correspondingly high similarity in average fitness if they

are to coexist. This principle then replaces a statement with limited application to

a more significant one about the difficulty of coexistence for species with strongly

overlapping niches. That degree of difficulty is measured by how similar in average

fitness the species must be to allow coexistence with that degree of overlap.

Stabilizing and Equalizing Mechanisms

The expanded exclusion principle defined here is broadened with the realization

that there are two general but not equivalent ways in which species coexistence can

be favored. First is low overlap in niches, and second is similarity in average fitness.

Mechanisms that lead to low niche overlap are called stabilizing mechanisms, and

those that lead to similar average fitnesses are termed equalizing mechanisms. The

issue that distinguishes these two ways of achieving coexistence is the role of
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feedback loops. Niche overlap, r, is fundamentally about feedback loops. Low

niche overlap means feedback loops between species are weak relative to those

within species. As emphasized above, this is essential for coexistence to be

stabilized. Thus, mechanisms that bring about low niche overlap are called

stabilizing mechanisms. Stabilizing mechanisms vary from the obvious to

the subtle. Specialization of the members of a guild on different resources is the

stabilizing mechanism termed resource partitioning [30], which quite directly leads

to low contributions to r (Fig. 13.2a, d, and e). Likewise, if the natural enemies of

the guild members are specialists, feedback loops through predation are separated

(Fig. 13.2a and c). This is natural enemy partitioning [17]. As we shall see below,

these direct and obvious stabilizing mechanisms are far from the only ones. Likely

involved in these scenarios are trade-offs that provide advantages to specialization.

For instance, consumers well equipped to exploit a particular resource, or predators

well equipped to attack a particular species, may not be so well equipped to exploit

a different resource or attack a different species because the very equipment that

works well in a specific situation does not work so well in another [11, 31].

Equalizing mechanisms do not have to involve the feedback loops at all. In the

Lotka–Volterra model considered here, the fitnesses are measured at low density,

and so density feedback has no direct role [17]. One can ask what mechanisms

might lead species to be similar in average fitness in a given environment. It is clear

that the laws of physics come in at the ultimate level and constrain performance

differences between species. But there are still numerous ways in which species

might differ in efficiency at a given task. Many trade-offs might be seen as

equalizing mechanisms in that doing well in one respect might mean doing less

well in another respect [29]. For instance, defense against predation or harsh

physical environmental conditions might lead to lower growth rates of individual

organisms and perhaps slower rates of reproduction. Thus, one species might have

higher survival rates but suffer in reproduction relative to another species, thus

limiting the fitness differences between species that are possible.

There is as yet no general theory of equalizing mechanisms, but one is likely to

emerge from general principles of community assembly and natural selection.

Natural selection drives species to the limits of what is possible: for instance, not

being defended against harsh conditions, while not growing fast, are certainly

possible in an organism, but if it is also possible through a genetic change to

grow faster if expenditures on defense are low, or to be defended if growth is

slow, then that character is likely to evolve. The constraint on what is possible is

approached, which enforces the trade-off [4]. This process happens within species,

as it involves natural selection at the individual level. The process of relevance

between species is community assembly. More efficient species arriving in

a particular locality are likely to displace others there, and that process will continue

until constraints on efficiency are approached, trade-offs apply, and fitness

differences are minimized.

It should be recognized that many constraints in nature may have both stabilizing

and equalizing aspects to them. Trade-offs associated with resource partitioning

may lead to stabilization as well as equalization, provided similar profit is derived
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from use of the various different resources involved. There is also a body of thought

leading to the neutral theory of community ecology which says that highly diverse

natural communities, such as tropical forests, behave as if all average fitnesses are

equal, and stabilizing mechanisms are absent [32]. In terms of the theory here, this

would mean that the average fitnesses, k, are the same for all species and r = 1 for

every species. Coexistence cannot be stabilized in these circumstances: invader

growth rates are zero, and in the Lotka–Volterra model, the total abundance of all

species is stabilized, but relative abundances are not. They are instead predicted to

drift as a consequence of the chance processes of individual birth and death.

However, there is no general reason to expect this extreme situation to arise in

nature. The patterns that agree with those in nature can also be predicted by models

with stabilizing mechanisms present [33], and fitness differences in systems without

stabilizing mechanisms quickly lead to the collapse of diversity [34].

Competition-Based and Predation-Based Coexistence
Mechanisms

Competition is often thought of as a major factor that limits species diversity,

without a clear distinction being made between interspecific and intraspecific

competition. That thought quickly leads to the idea that lower population densities

will lessen the magnitude of competition and therefore promote the maintenance of

species diversity [16]. In particular, that line of reasoning leads to the idea that high

mortality rates, or harsh and stressful conditions, might generally promote species

diversity [35]. However, as emphasized above, it is the ratio of interspecific

competition to intraspecific competition that is critical to species coexistence and

not the absolute value. Thus, lowering densities, and indeed lowering the intensity

of competition, need not have any effect on the ratio of interspecific to intraspecific

competition, and therefore need have not have any effect on species coexistence. In

fact, competition can be important for stable coexistence. If competition is the only

form of density dependence, then it is essential for stable coexistence. The chal-

lenge for species coexistence is not competition per se but interspecific competition

that is strong relative to intraspecific competition. A pattern of species interactions

that intensifies intraspecific competition relative to interspecific competition is a

competition-based species coexistence mechanism [17].

Recent appreciation that density dependence from predation can play a similar

role to competition leads to the idea of predation-based coexistence mechanisms.

These are mechanisms that concentrate intraspecific apparent competition relative

to interspecific apparent competition [17]. What then are the joint effects of

competition and predation on species coexistence? Both natural enemy attack and

resource competition are likely to be important in most guilds of coexisting species

simply because it is difficult to avoid these phenomena. In discussions of species

coexistence, predation has sometimes been viewed as important primarily as
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a cause of high mortality, and therefore not distinguished from harsh or stressful

conditions in its effects [16]. However, as remarked above, such conditions need

have no effect on species coexistence because they need not be associated with

density-dependent effects, although they would alter species average fitness ratios if

they were species-specific in effect.

The feedback loops expected with trophic interactions mean that predation

would likely act in a density-dependent way. However, it is also possible that its

density dependence might be weak relative to other sources and function on

different spatial and temporal scales. For instance, predators that range over

a much larger area than the focal guild might not be very responsive to the changes

in the density of the focal guild. Predators might also live much longer and so

change in density much more slowly than their prey in the focal guild, and they

might also depend more heavily on species outside the focal guild and so not be so

responsive to the focal guild even though they inflict mortality on them. Thus, it is

not unreasonable to entertain the hypothesis that in some situations predation acts in

an approximately density-independent way.

Density-independent predation would reduce the fitnesses k of the species in the

focal guild. From the two-species coexistence condition, it is clear that it would

only affect coexistence if the ratio k1/k2 were affected, or in the multispecies case,

if the ratio of any species’ fitness to the guild average fitness were affected [15]. If

fitnesses are unequal in the absence of predation, the same reduction for each fitness

has the effect of making the fitness ratio deviate further from the value 1, which is

more likely to lead to exclusion than coexistence. However, a trade-off that led to a

disproportionately large reduction in fitness for the species with larger fitness

(“selective predation on the competitive dominant”) [16, 36] would make the fitness

ratios more equal provided predation was not too strong. The requirement that the

predation be not too strong leads to an intermediate predation prediction: predation

promotes diversity for intermediate intensities of predation [16, 36].

Empirical studies have noted strong effects of predators in some guilds [37]. Of

particular note are those consisting of sessile intertidal organisms, where the predator

or herbivore is necessary for the maintenance of diversity [36, 38]. These predators

are often termed keystone predators due to their essential role [38, 39]. Discussions of

keystone predators often emphasize selective predation without regard for a density-

dependent role of predation [37]. However, density-independent selective predation

is purely equalizing and would be incapable of stabilizing coexistence in the absence

of a separate stabilizing mechanism, such as resource partitioning [16].

It is reasonable to expect that a keystone predator would respond at least to some

extent in a density-dependent way to its prey. A density-dependent but nonselective

predator, i.e., one that does not affect the fitness ratio, would in fact have the effect of

undermining competition-based coexistence, and thereby undermine coexistence

overall. This would occur because such a predator adds equally to intraspecific and

interspecific density dependence, diluting the effect of resource partitioning and

increasing the value of r, weakening coexistence. A density-dependent but selective

predator need not have negative effects on coexistence provided it is selective on the

competitive dominant [40], but it would still be limited in its effects on coexistence
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without the presence of other stabilizing mechanisms, because alone it would not add

the sort of structure to feedback loops able to separate many species [16, 35]. Indeed,

the patterning of feedback loops would be quite limited. Lotka–Volterra theory in this

case predicts that atmost two species can coexist stablywhen species in the focal guild

do not partition resources, and there is only one predator present, regardless of how the

predator distributes its attacks [41].

Fundamentally, development of the keystone species concept has viewed preda-

tion and competition as very different kinds of interactions, and has not focused

adequately on the true requirement that density dependence needs to be concentrated

more strongly within species than between species to promote stable coexistence

[16]. Simply reducing the magnitude of competition uniformly does not achieve this,

and equalizing fitnesses alone does not achieve this in the absence of a separate and

strong stabilizing mechanism [16]. Certainly it is conceivable that a keystone preda-

tormight focus its attacks in such a way that fitness is approximately equalized across

species, which would achieve approximate neutrality, but there is no mechanism that

makes this likely. Trade-offs between susceptibility to predation and competitive

ability would work in the right direction [40], but there is no reason for these trade-

offs to be sufficiently precise to yield approximate neutrality, which nevertheless

would not stabilize diversity, just slow its loss. Though keystone predation can indeed

be shown to have strong effects in some communities [16], the stabilizingmechanisms

needed to make it effective have neither been identified nor sought.

The theory discussed above identifies predator partitioning as an important way in

which predation can promote diversity. Indeed, predators and other natural enemies

can have very strong effects on their prey populations, and it is not uncommon for

predators to be relatively specialized [11]. In fact, if the predators of a guild partition

their resources (the prey populations in the guild in question), it follows reciprocally

that the prey are partitioning predators. Thus, predator partitioning should have about

the same prevalence in nature as resource partitioning. If both predator partitioning

and resource partitioning are present for any given guild (Fig. 13.2a), the reasonable

expectation is that the strength of coexistence would be stronger than if only one of

these were partitioned (Fig. 13.2c and d). Indeed, the evidence from models points in

this direction [17]. However, this outcome applies when predators that partition their

prey are substituted for predators that do not partition their prey. A situation of great

importance in nature is removal, addition, or restoration of predators, as occurs with

human activities, although human activities might sometimes substitute one kind of

predator for another [42–44]. In this case, adding predators that partition the focal

guild to a comparable extent to the partitioning of resources in the focal guild would

not greatly change the strength of coexistence. The reason is that there would be

little change in the ratio of interspecific to intraspecific density dependence. However,

adding predators that do not partition would increase the ratio of interspecific to

intraspecific density dependence, undermining resource partitioning and therefore

undermining coexistence, as noted above.

These effects of adding or removing predators, or changing their properties, can

be summarized in terms of changing values of r as the scenario changes. Note that r
is the niche overlap measure, but is also a symmetric measure of the ratio of
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interspecific to intraspecific density dependence by Eq. 13.5. Defining the case

under consideration in parentheses gives the following chain of inequalities:

rðRp;PpÞ � rðRpÞ � rðPpÞ
<rðRp;PnpÞ � rðRnp;PpÞ<rðRnp;PnpÞ

¼ rðRnpÞ ¼ rðPnpÞ ¼ 1:

(13.7)

Here R or P indicates the presence of resource competition or apparent competition,

and the subscripts “p” and “np” indicate partitioned and not partitioned interactions.

As smaller values of r mean stronger coexistence, the situations are ranked from

strongest coexistence to no coexistence, from left to right. The approximate equal-

ity of r(Rp) and r(Pp) in (Eq. 13.7) is not a conclusion, but the assumption that

resources and predators are partitioned about equally, specifying the scenario

considered here. The rest of the inequalities and approximations are conclusions.

When P or R is not listed in parentheses, predators or resources may still be present,

but are not important sources of density dependence. For instance, strongly density-

dependent predation can prevent resource competition from occurring even though

resources are still consumed and contribute essentially to fitness.

When competition and apparent competition are both present, the value of r is

intermediate between the values that occur when only one of these is present. Thus,

when they are both partitioned in inequalities (Eq. 13.7), the value of r does not

change much, regardless of whether competition and predation are both present, or

only one is present (e.g., Fig 13.2a vs. 13.2e). When they are both present, but only

one is partitioned, the value of r is necessarily higher than when they are both

partitioned because then a smaller fraction of all density-dependent interactions are

partitioned, reducing the distinction between interspecific and intraspecific density

dependence (Fig. 13.2c and d vs. 13.2a). The reason is that there is less partitioning

overall among the array of density-dependent interactions experienced. No

partitioning leads to a value of r equal to 1 (Fig. 13.2b), regardless of which

interactions are present, and therefore no possibility for stable coexistence.

The situation not considered in the inequalities (Eq. 13.7) is when there is

partitioning between predation and competition (Fig. 13.3). In this case, although

there is no partitioning of resources or predators, there is joint partitioning of them

in that some species have strong predator feedback loops, being particularly

susceptible to predation, and some species have strong resource feedback loops

and therefore are particularly susceptible to resource competition [40]. This is

a predation-competition trade-off. But without partitioning within these

interactions, at most two species can coexist. The predator is selective in this

case, and it is simply the keystone species case once again. It implies

rðRnp;PnpÞ < rðRnpÞ ¼ rðPnpÞ ¼ 1 (13.8)

as illustrated in Fig. 13.3. Although theoretically interesting in that it leads to

coexistence in the absence of resource partitioning, it is not a serious solution
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to the maintenance of high diversity by means of predation because, by itself, it

allows stable coexistence of at most two species as discussed in detail above.

Complexities of Foraging Behavior and Resource Acquisition

Predation and resource competition intimately involve the behavior of the

organisms in seeking food and resources, or avoiding predation [45]. Interference

competition is one behavior that is accounted for reasonably well in the

Fig. 13.3 General features as for Fig. 13.2. (a) Trade-off between competition and predation

(apparent competition). Species 1 is more sensitive to predation, and species 2 is more sensitive to

resources. Both resource consumption and predation are density dependent. Niche overlap is low.

(b) As for (a), but only resource consumption is strongly density dependent. Niche overlap is high.

(c) As for (a), but only predation is strongly density dependent. Niche overlap is high
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Lotka–Volterra competition equations, as discussed above, as direct contributions

to the coefficients of density-dependence a. However, other aspects of the behavior
of organisms are not accounted for well because all resource acquisition rates and

foraging rates are assumed to be linear, i.e., the amount of any resource or prey

consumed or captured by an individual organism per unit time is simply propor-

tional to the abundance of that resource or prey [17]. One very simple and almost

unavoidable deviation from the linearity of Lotka–Volterra equations occurs

through the simple fact that an individual organism is generally limited in how

much resource can be consumed per unit time, or howmany prey can be captured and

consumed. As a resource or prey becomes very abundant, the rate of consumption

normally plateaus. Such plateaus weaken density-dependent feedback as densities

increase, creating instabilities in population dynamics and promoting population

fluctuations [1].

There is a vast literature on how these fluctuations might be stabilized and the

extent to which they are indeed responsible for population fluctuations in nature [1].

Some scenarios involving population fluctuations provide further mechanisms of

coexistence, because they enable population fluctuations to be partitioned by the

various species, as discussed below (environmental and population fluctuations).
However, when such nonlinearities are not strong enough to destabilize dynamics,

and even in many cases when they do, the general principles for the Lotka–Volterra

case continue to apply to the extent that they have been studied theoretically. For

instance, a very general development of Levin [41], though lacking specific detail,

is entirely consistent with the messages from the Lotka–Volterra development on

partitioning resources and predators.

Resource-competition models where the resources do not regenerate in

a Lotka–Volterra manner have also been studied [46], reproducing much of the

detail, even quantitatively, for the Lotka–Volterra case. For plants, the key resources

are light energy and simple inorganic compounds. Obtaining them in the right

proportions is key to optimum plant growth, which makes the equations not just

nonlinear, but nonadditive in the different resources. Despite these differences, the

qualitative picture given here reappears in a different quantitative form [29, 31].

Nonlinear predation for equilibrium scenarios has been studied in limited situations

[40, 47–49]. Quantitative variations on the results from the Lotka–Volterra case are

found, but again in general the qualitative messages here remain intact. The reason is

the fundamental nature of the requirement for coexistence that a species should

inhibit its own growth more than it inhibits the growth of other species if it is to

coexist with them. Thus, the requirement that intraspecific density dependence be

stronger than interspecific density dependence is a robust requirement [15]. More

complex nonlinear situations differ only in providing alternative ways of achieving

this outcome. Partitioning of the environment, in one form or another, remains

common among these alternative models. The major exception is for complex

behaviors that lead to frequency dependence, as discussed next.

Some of the strongest effects occur when the per capita rates of foraging depend

on the relative abundances of the species. The linear rates assumed in the

Lotka–Volterra development mean that the fraction that any particular prey species
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represents in the diet of a predator is proportional to the abundance of that prey

species. This makes intuitive sense as a prey species might be expected to be

encountered at a rate proportional to its abundance. However, if a predator’s

efficiency at finding a prey species, or capturing it, increases with the rate at

which it is encountered, then the actual rate of capture is super-proportional to

the abundance of the prey species. The effect of this on the prey mortality rates is to

make them increasing functions of intraspecific prey density, and possibly decreas-

ing functions of the densities of other species. This phenomenon is known as

frequency-dependent predation [50]. An important outcome is the intensification of

intraspecific apparent competition relative to interspecific apparent competition. In

models, frequency-dependent predation has been shown to be a powerful species

coexistence mechanism. At a qualitative level, the outcome is similar to predator

partitioning (or natural enemy partitioning) where each prey species has its own

specialist natural enemy [50, 51]. Thus, frequency-dependent predation achieves

with one natural enemy the same effect as several specialist natural enemies that do

not have frequency-dependent behavior.

Frequency-dependent predation, which is also called “switching” in the ecolog-

ical literature [52, 53] and “apostatic selection” in the evolutionary literature [54],

has considerable empirical support to the extent that it has been studied [50]. Most

studies reporting this phenomenon have been laboratory studies, with few prey

species, and much less is known empirically from field studies. Moreover, the

theoretical studies have only demonstrated multispecies coexistence from symmet-

rically acting forms of frequency-dependent predation: those that might be expected

from increasing prey encounter and capture efficiency with increasing prey abun-

dance [51]. The theory of optimal diet selection, however, leads to an asymmetrical

form of frequency-dependent predation where the per capita predation rate on prey

of low value to a predator depends on the absolute abundance of higher ranked prey,

and not directly on the abundance of that prey itself [55]. Although coexistence can

be promoted also by this form of behavior [56, 57], it is much less well investigated

than symmetrically acting frequency dependence, and its performance in multispe-

cies situations is not understood.

Environmental Variation and Population Fluctuations

Environmental fluctuations are often intuitively expected to undermine equilibrium

perspectives such as those developed on the basis of Lotka–Volterra models [58].

In fact, however, rather than undermine them, they provide new contexts in which

the critical phenomena considered here are realized. Fundamentally, they allow

resource partitioning and predator partitioning to occur on large scales of time even

though they do not occur on small scales [51, 59]. This is possible because different

species in the same guild may have different responses to the physical environment,

such as weather. Annual plant species, for instance, often have species-specific
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weather-dependent germination requirements. As weather patterns vary from year

to year, and sometimes very markedly, this means that guilds of annual plants often

show very marked variation from year to year in the relative abundances of the

plants that successfully germinate, grow, and flower [59, 60]. Those that are not

successful in given year can bide their time as dormant seeds in the soil, with good

chances of success in some future year. In this way, intraspecific competition

becomes concentrated relative to interspecific competition when a sequence of

years of different environments are considered, as this behavior means that

a given individual is likely to experience more intraspecific competition than

interspecific competition from any given other species. The outcome is partitioning

of resources over time [59]. Indeed, it is possible to derive Lotka–Volterra

equations or very similar ones that represent the outcome of integration of short-

term fluctuations over time, even based on random fluctuations on that short

timescale [15, 23].

The details of these effects of temporal partitioning are important. It is critical

for instance, that competition between individuals growing at different times does

not occur [61]. For this to be the case, the resources cannot carry over in time. For

instance, day and night foragers for a particular resource might still be competing

strongly even though they capture the resource at different times. This would be the

case if units of resource available at night are used by organisms in the day time if

they are missed by night time foragers. The result is that temporal differences in

foraging do not, in this case, concentrate intraspecific competition relative to

interspecific competition.

What is possible in this context for competition is also possible with apparent

competition, extending the essential symmetries for consideration of these pro-

cesses before. However, differences do occur because of the potential that apparent

competition works on a longer timescale [61]. For example, in annual plants with

seed predators, when a good seed crop causes buildup of seed predators through

high predator reproduction and survival, it is the seed crop the next year that

experiences the higher predator density. The seed crop the next year will likely

have different species composition due to species differences in response to the

temporally varying physical environment. Thus, the species that cause the predator

buildup are not necessarily the species experiencing higher predation. Intraspecific

apparent competition is not necessarily concentrated relative to intraspecific compe-

tition in his case. When the environment varies randomly from 1 year to the next,

predator buildup on good seed crops does not lead to effective temporal partitioning.

However, behavioral changes in predation rates can be on short timescales with the

potential that effective temporal partitioning can occur. Indeed, the theory implies

that frequency-dependent behavior and other density-dependent behaviors can in

some circumstances lead to temporal partitioning due to predation [50, 51]. In these

cases, frequency-dependent behavior has two effects: an immediate and direct

effect of frequency dependence on the ratio of intraspecific to interspecific density

dependence, and a longer-term effect that involves an interaction between year to

year temporal variation in the physical environment and temporal variation in
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foraging behavior as the prey species fluctuate in density in response to the

environment.

These instances of temporal partitioning due to the responses of species to

environmental variation are generally referred to as the storage effect, but another

general mechanism termed relative nonlinearity of competition [15] works based on

temporal fluctuations in the magnitude of competition and different nonlinear

responses to competition by different species. Fundamentally, different species

are more sensitive to competition over different ranges of competition. Under

certain conditions, they can also generate the kinds of fluctuations that are disadvan-

tageous to them when they are abundant. This mechanism continues the theme that

coexistence stems from mechanisms that generate stronger intraspecific density

dependence than interspecific density dependence when integrated over time. This

mechanism works just as well for apparent competition [62], but it seems to be

a relatively weak mechanism to the extent that at best two species can coexist this

way in the absence of other mechanisms [15]. However, in the two-species case,

models have suggested that it can have comparable strength to resource partitioning

[63]. Moreover, there is some suggestion that when interacting with other

mechanisms, it can be very powerful in multispecies settings, but there is as yet

insufficient information on this possibility [64, 65].

Spatial Structure

Spatially varying environments have long been known to allow spatial partitioning

of competition in a very similar way to temporal partitioning [66]. Thus, there are

various spatial analogues to temporal partitioning by the storage effect for both

competition [67–69] and apparent competition [22, 70]. Indeed, there is every

indication that spatial variation powerfully fosters species coexistence due to the

different responses that species have to environmental factors that vary in space.

From time to time, the idea that species tend to be spatially aggregated intraspe-

cifically is raised as a potential mechanism of species coexistence [71]. Such local

aggregation naturally arises due to localized dispersal [72], can also be influenced

by habitat selection. Although coexistence by aggregation has sometimes been

claimed to be an entirely new mechanism [73], there are good reasons to believe

that it functions primarily as a form of spatial resource partitioning [74], or as

a form of competition–colonization trade-off [75], as discussed next.

Some spatial mechanisms do not have clear analogueswith temporal mechanisms.

Of particular note is the mechanism known as competition–colonization trade-offs

[76]. In this case, species are assumed to be ranked very strictly in competitive ability

such that any given locality will become dominated by just one species, the strongest

competitor that has found that locality. In some cases, a locality is assumed to be a site

only large enough to be occupied by a single plant individual. In other cases, it might

be a local population of a plant or animal species [77]. Death of the individual, or
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extinction of the local population, vacates that space. The assumption is that there is

a trade-off between competitive ability and colonizing ability, and this means that

vacant space is likely to be taken by an inferior competitor. Ecological succession

takes place as inferior competitors are replaced by later arriving superior competitors.

Because local sites are vacated at different times, and recolonization and succession

have stochastic timing, landscapes governed by these process will consist of a mosaic

of sites in different successional stages. For this reason, this hypothesis is also known

as the successional mosaic hypothesis [35]. It is one version of the intermediate

disturbance hypothesis [78–80], and perhaps the version closest to the original inten-

tion of the idea [79].

In these discussions, disturbance is a natural process such as fire or extreme

weather that destroys local populations patchily in space. In one version, predators

are the agents that destroy local populations [37, 81], and thus maintain a patchy

landscape in a mosaic of successional states. The competition–colonization trade-

off hypothesis, however, can work without an agent of disturbance, but relying on

chance mortality of individuals, dispersal and colonization [82]. This successional

mosiac process can be modeled well by Lotka–Volterra competition equations with

density measured at the landscape scale as the fraction of sites occupied by

a species [76, 77, 83]. Its form is the same as an asymmetric interference competi-

tion model, but nevertheless governed by the coexistence conditions (Eq. 13.3)

above, which mean that all species inhibit themselves more than they do other

species. For superior competitors, this outcome occurs because inferior competitors

are better at finding free species and so escape interspecific competition from

superior competitors. This idea is also related to nonspatial models of exploitation

of leftover resources, for example light not intercepted by a plant canopy, and so

available to understorey species [84, 85]. Fundamentally, in the competition–colo-

nization trade-off hypothesis and leftover resource models, superior competitors do

not efficiently exploit all resources, leaving some to be exploited by those species

that have lesser competitive ability but through a trade-off have achieved the ability

to exploit the leftovers.

A final spatial mechanism involves natural enemies. Known as the Janzen-

Connell hypothesis [86–88], it was originally proposed for tropical trees, but is

closely related to the soil-feedback hypothesis for coexistence of species in

grasslands [89]. The idea as applied to trees was that natural enemies specialized

on a particular species would build up in abundance on or near a given tree. These

natural enemies would then provide strong inhibition to the establishment of

individuals of the same species there. Other species, however, would be able to

establish. It is clear, however, that this is a form of natural enemy partitioning that

does not require a spatial element, although it might well be enhanced by the spatial

element. In the soil-feedback hypothesis, soil microorganism communities develop

in the root zone of a particular individual plant. A preponderance of relatively

species-specific harmful microorganisms leads to a net negative effect of establish-

ment of the same species at that site, favoring others species to replace that individual

or to thrive nearby [89, 90].
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Applications

These ideas have applications in a number of other areas beyond the basic concept

of how communities are structured, including invasion biology [91, 92], conserva-

tion biology [93, 94], and ecosystem functioning [95]. The focus here is on invasion

biology. The biosphere is undergoing vast changes as a result of human activities.

One activity is the introduction of new species to places where they were not

previously found either deliberately or as an accidental by-product of commerce.

Many transplanted species fail to perform well in a new environment, or if they do

perform well enough to establish self-sustaining populations (to “naturalize”), they

never become very abundant. However, a few species perform spectacularly well

and become major pests or weeds, often displacing native species [96]. Although

invasive species are not often responsible for regional extinction of native species,

they can displace them locally and dramatically change the character of local

communities. The local communities thus undergo a process of reassembly in

response to the arrival of these invasive species. The ability of alien species to

have these effects is often analyzed in terms of competition and predation, although

other mechanisms, such as facilitation of one species by another can be expected to

be important too [97]. The study of coexistence and exclusion mechanisms, as

discussed here, fundamentally involves the question of whether a species can

increase from very low density in the presence of other members of the guild, or

to “invade.” This invasibility analysis also applies to the question of how an alien

invader successfully enters a local guild, and whether it displaces existing

guild members.

The ability of an alien species to invade can be discussed in terms of the concept

of niche opportunities [91]. Fundamentally, a niche opportunity means sufficient

resources are available for the species in question to invade, given the risk from

natural enemies that it will encounter. To some extent, lower risk from natural

enemies can enable a species to invade at lower resource levels, as it would be able to

do so at lower reproduction or survival based on those resources. A surfeit of

resources is called a resource opportunity, while a low risk from natural enemies is

an escape opportunity. The overriding question in invasion biology is why native

species, in the eons of time, have not used up all opportunities to exploit a particular

environment. There are a number of potential answers to this question.

First the local environment may have changed as a result of human activities or

climate change, and the local community is therefore no longer well adapted to it,

allowing the potential for a species from elsewhere to be better adapted than local

species [91, 98]. This idea of change, however, should not be confused with

a natural regime of disturbance or environmental variation that might be temporally

partitioned by the native species. Like other persistent features of the environment,

such environmental variation ought already be exploited by the native species, and

so should not provide new opportunities. Unless, the natural regime of environmen-

tal variation has changed, there is no change that should be expected to facilitate

invasion [98]. Pollution is an example of one common change that humans cause.
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When this results in deposition of nitrogen in a nutrient-poor environment, it can

have a large effect on local plant communities, facilitating the invasion of species

adapted to exploit this resource [99]. The invasive species then potentially depress

other resources that the native species depend on, harming them.

Second, the native community might have not existed for very long, or in the

past was poorly connected to areas that might provide colonists or genetic diversity

allowing adaptation to exploit all opportunities well. In a sense, such a local

community is immature [91]. In these cases, niche opportunities exist, and species

from elsewhere might have the adaptations allowing them to exploit the local

environment more successfully than the native species. Islands that have been

devastated by invasions might be in this category [96, 100], but so also might

aquatic systems which suffer from the problem that dispersal from one place to

another was historically much rarer than it is today. This idea has been applied on

continental scale, suggesting that the Eurasian continent being larger contains

species with stronger competitive ability than species in North America [101].

There is some evidence for this in plant species from Eurasian that use chemical

interference successfully in competition with North American species [102]. The

idea of biotic resistance says that localities with high species diversity ought to be

more difficult to invade [103, 104], which makes sense to the extent that it means

that more niche opportunities are foreclosed by the adaptations present in the more

diverse community.

Third, invaders potentially arrive in the absence of their specialist natural

enemies. Even if diseases, parasites, or predators are introduced with an invader

at the same time, unless these natural enemies can exploit other species, they may

well be lost early in the introduction because the invader in question was initially at

too small a population size to sustain them. Such a species would have a strong

natural enemy escape opportunity that would give it an advantage in a novel

environment, especially if native species were attacked by natural enemies that

do not affect the invader [97, 105]. Of course, native natural enemies do attack and

inhibit invaders to varying extents, reducing their success [91, 97].

These various ideas can be analyzed within the Lotka–Volterra framework

presented here [92, 106]. Fundamentally, if an invader has overall advantage such

as novel competitive weapons for interfering with other species, is less susceptible

to enemy attack, or is better overall in its adaptation to the environment, it will have

an average fitness advantage over native species (k ratios greater than 1), allowing it

to invade, with the potential, if this advantage is large enough, to exclude native

species, at least locally. Instead, it might not have an overall advantage, but simply

an advantage under specific conditions, leading to low niche overlaps, r, with
native species. This advantage might be that it can specialize better on

a particular resource or particular environmental conditions, arising spatially or

temporally, that native species are not fully exploiting. In many situations, it seems

that elements of both are likely. It might for instance weakly partition resources or

predators, but also have some fitness benefits, without average superiority

over natives, but together this might be sufficient for invasion. On the other hand,

the fact that even strongly successful invaders do not eliminate species in the
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same guild on a regional scale suggests that spatial partitioning, perhaps coupled

with temporal partitioning, is sufficiently strong for natives to persist in a region

even if they are eliminated or driven to low abundances locally [92, 107].

Invaders naturally interact with species outside their own guild also. As

predators and diseases they have been more frequently the cause of extinctions

of native species [44, 96]. However, they can also be the agents that enhance

predators or diseases, damaging native species through apparent competition [43,

108]. Ways of controlling such invasives is therefore of substantial interest in

conservation biology [43, 108].

Future Directions

The picture of community organization driven by competition and predation

presented here has been developing for decades but it is relatively recently gelling

on a new synthesis. It is now able to integrate competition, predation, temporal

variation, and spatial structure in one common framework to gain understanding

of not just individual mechanisms but their interactions as well [17, 51], as

exemplified by the simple comparison presented above of how the strength of

stabilization of coexistence changes with the circumstances. This picture now

leads to comprehensive theoretical understanding that greatly clarifies a confusing

picture of numerous potential mechanisms of a few years ago [109]. The most

glaring lack now is in rigorous empirical study of mechanisms by which

communities are structured, especially stable coexistence mechanisms [14].

Many empirical studies focus on features of mechanisms without truly testing

whether they have a role in stabilizing diversity [13, 14]. Patterns of morphology of

animals [11] and plants [110] that are related to how they gather resources or avoid

predation can provide strong circumstantial evidence, but still leave open numerous

possibilities as to the actual mechanisms [110]. One problem has been that the sort

of data necessary to test mechanisms has not been clear because the mechanisms

have not been truly understood, but that issue is now much less significant. One

recent development is a theory of testing mechanisms [13] aimed to guide empirical

studies. The key problem is to determine ways of testing whether density feedback

loops do indeed concentrate intraspecific density dependence relative to interspe-

cific density dependence in the manner proposed by a specific mechanism. In

general, this is not an easy proposition, but it is also not infeasible for well-

resourced project, given the right approach. Developing these approaches is the

aim of the theory of testing mechanisms [13]. For example, to test for stabilization

by temporal or spatial resource partitioning, the concept of covariance between

environment and competition has been developed, which specifically measures how

competition is linked to environmental factors [111]. Testing whether coexistence

is stabilized by partitioning environmental conditions involves showing that covari-

ance between environment and competition weakens as a species is reduced to low
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density in presence of unmanipulated competitors. More developments along these

lines are needed to test other specific mechanisms.

New theoretical understanding has also revealed relatively basic deficiencies in

empirical studies. For instance, frequency-dependent predation shows much prom-

ise as a strong coexistence mechanism, yet there are few rigorous field studies of

this phenomenon [50]. It seems that the dominance of predation–competition trade-

offs, including keystone predation ideas, has led to the neglect of frequency-

dependent predation as a coexistence mechanism in empirical studies. However,

it is also true that studies of keystone predation assumed that the mechanism was

powerful when acting alone, and this impression seems likely to have inhibited the

search for the stabilizing mechanisms that must be present also for keystone

predation to be effective in promoting multispecies coexistence.

Naturally, the theory, though rich and not rigorously tested, still has some glaring

deficiencies. One issue that complicates the Lotka–Volterra theory presented above is

that as parameters are changed gradually, species in the resource and predator guilds

that interact with the focal guild may not be supportable [27]. This possibility leads to

abrupt changes in the coefficients of density dependence and related parameters [26].

It is also true that depressing a given member of the focal guild to low density may

mean that only a subset of the resource species or predator species is present [17].

These facts, however, do not alter the invasion criteria presented here provided they

are based on the resources and predators actually present in a given invasion scenario.

They do, however, complicate interpretation of the criteria as parameters are changed.

It is not known how important these issues are, and a comprehensive theory of their

effects is needed.

The integrated understanding of the roles of predation and competition in species

coexistence and exclusion presented here also raises the critical question of what

factors control density dependence through these two processes. Of potentially

major significance are other species in food webs beyond those directly linked to

the focal guild. For instance, if the major natural enemies of the focal guild are

themselves subject to strong density dependence from their natural enemies, they

will be limited in their ability to change in abundance in response changes in the

density of the focal guild. This means that density-dependent feedback to the focal

guild through their natural enemies would be limited to behavioral responses of the

natural enemies to focal guild densities. The idea of trophic cascades has long

postulated how various density-dependent effects permeate from one part of a food

web to another [112–114]. Integration of trophic cascade research with species

coexistence research has the potential to make important advances with major

implications for understanding the broader impacts that humans are having on the

planet through widespread disruption of food webs, especially the destruction of

many large carnivorous species [115–117].

Most of the discussion here has been purely ecological focused on interactions

between a few species. However, natural populations and communities are shaped

by evolution and community assembly processes, of which the considerations

discussed above form just a small part. It is now known that evolutionary change

can be fast to the extent that ecological dynamics and evolutionary dynamics cannot
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be completely separated [118]. The field of adaptive dynamics tries to integrate

ecological and evolutionary process, but nevertheless still tends to treat these two

processes as functioning on different timescales [119]. At the same time, much

study of species coexistence focuses on the conditions that allow species coexis-

tence, without considering the processes by which species assemble in

communities. A proper treatment of community assembly would include challeng-

ing a local community with invaders from the pool species present regionally.

There have been only limited theoretical studies of this sort [83, 120, 121]. Without

an adequate treatment of these processes of adaptation and assembly, there is no

true prediction of the structure of natural communities, and a seriously incomplete

understanding of the role of competition and predation in community structure.

Finally, future theoretical research will likely take on the challenge of long-term

climate change. The planet faces relative rapid climate change at the hand of human

activities, but long-term climate change has always been a feature of the environ-

ment. However, theoretical models normally assume that climate fluctuations have

stable long-term frequencies. There is a critical need to strip away this assumption,

and develop theory that allows predictions even though the climate is not statisti-

cally stable. A useful theory would couple long-term climate change with the ability

of populations to move on a spatially structured landscape as climate shifts change

the viability of parts of their habitat. With such migration, there is the potential that

climate fluctuations realized by species will have stable long-term frequencies as

species track the shifting climate, but there are bound to be numerous new issues

arising due to the fact that different species are likely to track the environment at

different rates and in different ways [122].

A few years ago, imagining developments in the directions discussed here would

have been daunting given the challenges that simpler theory gave. However, recent

progress augers major extensions beyond the current limited contexts.
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Chapter 14

Species Diversity Within and Among Ecosystems

Jonathan E.M. Baillie and Karolyn Upham

Glossary

Biodiversity The variability among living organisms from all sources and

the ecological complexes of which they are part biodiversity

includes diversity within species between species and of

ecosystems.

Ecosystem A dynamic complex of plant, animal, and microorganism

communities and their nonliving environment interacting as

a functional unit.

Ecosystem service The benefits people obtain from ecosystems these include

provisioning services such as food and water regulating

services such as flood and disease control cultural services

such as recreation or spiritual benefits and supporting

services such as nutrient cycling.

Population A geographic entity within a species that is distinguished

either ecologically or genetically.

Species (biological

species concept)

Interbreeding natural groups whose members are unable to

successfully reproduce with members of other such groups.
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Definition of Species Diversity

Species diversity is a function of species richness, the number of species in a given

locality and species evenness, the degree to which the relative abundances of

species are similar [1, 2]. While this notion may be easy to conceptualize, it has

proven difficult, and at time contentious, to quantify [1, 2]. Commonly used

methods include constructing mathematical indices known as diversity indexes

(the Shannon, Simpson, and Margalef indexes being the most widely used) or

comparing observed patterns of species abundance to theoretical models [3].

There is no single best metric and often commonly used ones are chosen because

they are familiar and not necessarily because they are the most appropriate [1]. The

scale of assessment may range from within a single site or habitat (known as a
diversity) to the difference between two or more sites (b diversity) [4], which can

then be combined to give g diversity – the diversity of the landscape. Early research
tended to be concentrated on largely a diversity, but there has been a marked

increase in studies investigating b and g diversity during the last decade [1].

The species richness aspect of diversity is often considered the iconic measure of

biodiversity since it is well defined and aligns with our intuitive sense of the concept

[1, 5]. As the species level is the level at which living organisms are most widely

known, species have become the major taxonomic rank for describing biodiversity.

Along with populations, it is also the level that most scientists, managers, and

policy makers use when referring to biological diversity, and it provides a useful

means for both monitoring and priority setting [6]. As the species level is one of

three fundamental levels of biodiversity (the others are the genetic level and the

ecosystem/community level), species diversity is thus an important component of

conservation. This entry will refer to species diversity in the less restrictive sense, that

is, the variety of species that inhabit our planet.

Introduction

Ever since naturalists began classifying living organisms, there has been no con-

sensus on how best to define a species [7]; Mayden [8] listed 24 different named

species concepts and in a partial listing, Mallet [9] indentified 15. This longstanding

failure of scientists to agree on how to identify species is commonly referred to as

the species problem, with taxonomists being described as either “lumpers” or

“splitters” with the former approach resulting in lower numbers of species and

the latter higher. However, despite this proliferation of definitions, most

taxonomists agree that species represent a distinct genetic lineage, interact with

the environment in similar ways, and are reproductively compatible [1, 5, 7]. More

importantly, whether based on gene flow, ecological separation, or morphological

distinctiveness, most concepts tend to give similar results due to the independent

evolutionary history that has resulted in unique morphological, ecological, and
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reproductive characteristics. In addition, most populations within a species share

common ancestors with other populations in the very recent past, which in turn

causes them to not be significantly differentiated [10].

Since the middle of the twentieth century, the most commonly accepted definition

has been the biological species concept [10], which defines a species as a group of

interbreeding natural populationswhosemembers are unable to successfully reproduce

with members of other such groups [11]. As species based on this definition have

natural and objective boundaries due to gene flow [12], they provide natural units for

biodiversity assessment [5]. While the approach of classifying species will influence

both conservation priorities and the scale of intervention [5], the important thing for

conservationists is that the commonly understood units can be defined and

interventions implemented and assessed.Therewill always be issueswith using species

as a basis for biodiversity assessment, but many of these can be overcome [5, 10, 13].

The next question that often arises is how many species exist on Earth. While

there are no reliable estimates for prokaryotes [10, 14, 15], many estimates exist for

eukaryotic species. Recent studies [16] predict �8.7 million species globally, of

which �2.2 million are marine species. Earlier estimates have varied greatly, with

most falling between five and ten million (see Table 14.1). However, these

estimates could be much higher if poorly known groups such as deep-sea

organisms, algae, or fungi have more species than currently believed [10]. Incom-

plete sampling, lack of robust extrapolation approaches, controversy over the

underlying assumptions, and subjectivity are all cited reasons for the uncertainty

[16]. However, with only around 1.7 million species currently described [16] and

only 15,000 newly described species each year [25], the key point is that a major

knowledge gap still exists in this area; there is a likelihood of losing species to

extinction before ever describing them.

Patterns of Species Diversity

Despite the uncertainty around how to define a species and the total number of

species on the planet, the diversity of species is evident in the world around us.

Species are unevenly distributed across the globe [10, 26] in terms of both

Table 14.1 Estimates of number of eukaryote species globally, following [10]

Estimate References Method

30 million Erwin [17] Extrapolation from samples

3–5 million Raven [18] Ratios known: unknown species

10–80 million Stork [19] Extrapolation from samples

4.9–6.6 million Stork and Gaston [20] Ratios known: unknown species

1.84–2.57 million Hodkinson and Casson [21] Ratios known: unknown species

5 million Hodkinson [22] Ratios known: unknown species

4–6 million Novotny et al. [23] Extrapolation from samples

7.4–10 million Mora et al. [16] Extrapolation from samples
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geography and taxonomic groupings, with a disproportionately large number of

species in the Class Insecta. It is very difficult to estimate this variability, as data are

limited for marine and fresh water ecosystems and for non-vertebrate species, but

there are around 10 plant species and at least 100 invertebrate species for each

vertebrate species. Despite their low numbers compared to invertebrates, consider-

able datasets have been compiled for vertebrates, allowing numerous patterns of

variations to be explored [10], although the extent to which these patterns can be

generalized remains unknown [27].

One of the most obvious patterns is that for virtually all taxonomic groups,

species richness tends to decrease from the tropics to the poles [28]; the tropics hold

much higher species richness than do temperate, boreal, or polar regions. This is

more so than would be expected on the basis of area alone [10], although it is

complicated by physiographic and climatic factors such as mountain ranges or

rainfall patterns. There is also a broadly similar spatial distribution of diversity

between taxa, where differences seem to be driven by particular biological traits

[10, 29]. In general, these differences will increase with increasing evolutionary

distance between taxa [30]. Patterns of marine and freshwater species richness are

less understood, but studies [31, 32] have demonstrated a latitudinal gradient in the

shallow water benthos, with decreasing richness toward the poles.

There are also patterns of endemism and evolutionary distinctiveness that are

important aspects of species diversity, as species with long and independent

evolutionary histories and few surviving relatives contain irreplaceable genetic

diversity. Most species have small range sizes [33], which tend to co-occur in

centers of endemism [10, 31]. Centers of endemism are also concentrated in the

tropics, with overlap, at certain scales, across birds, mammals, and amphibians [34]

and a similar pattern is expected for plants [35]. However, this pattern does not

appear to represent the situation for invertebrates or microorganisms [10]. There is

enormous variation between species in terms of the evolutionary age [36]. Evolu-

tionary distinctiveness among species can be explored using taxonomic

relationships and as with species richness, the available data indicates that tropical

rainforests are regions with the greatest number of taxa with the longest indepen-

dent evolutionary history [37].

Vertebrate Species Status, Trends, and Threats

Conservation assessments have been primarily carried out for vertebrates as the

conservation community tends to use these species as flagships or indicators of

ecosystem health and global biodiversity. Therefore, this section will focus on

vertebrate species, as sufficient data exists on the status and trends of the world’s

mammals, birds, amphibians, and cartilaginous fishes, and weighted approaches can

be used to gain an understanding for reptiles and bony fishes [38]. Other taxonomic

groups will not be discussed as there is not currently sufficient data for a global

assessment. However, vertebrates represent only 5% of animal species and a fraction
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of the world’s overall species [39]. Recent efforts to assess whether vertebrates

trends and patterns can be used to extrapolate for other taxonomic groups are

ongoing and show promise, with initial assessments indicating that the threat levels

seen in invertebrate groups are not dissimilar from that of vertebrates [40].

The IUCN Red List of Threatened Species is the most widely accepted standard

for assessing species’ risk of extinction [41]. The IUCN Red List assesses species

according to five quantitative criteria and classifies them into one of eight categories

(see Fig. 14.1). Regular assessments of taxonomic groups provide information on

trends in extinction risk, known as the IUCN Red List Index (RLI). The RLI

considers species classified as Critically Endangered, Endangered, or Vulnerable

to be threatened with extinction and explicitly accounts for Data Deficient species.

Comprehensive datasets exist for mammals [42], birds [43, 44], and amphibians

[45], while sampled assessments can be used for other taxa [38] (Fig. 14.2).

Trends in vertebrate populations have been measured using the Living Planet

Index, a global biodiversity indicator that tracks changes in vertebrate populations

in the wild. It contains data on species trends from 1970 to 2005 and is calculated by

aggregating population time series for each taxonomic group where data is avail-

able [46]. However, results for individual classes are at this point considered

preliminary and conservative due to limited data or data biased toward temperate

regions [38].

Mammals

Mammals are found across the world’s terrestrial and aquatic ecosystems, with

South American, sub-Saharan Africa, and Southeast Asia containing the highest

concentrations of species of terrestrial mammals. The highest species richness of

Near threatened (NT)

Vulnerable (VU)

Endangered (EN)

Critically endangered (CR)
Threatened categories

Adequate data

Evaluated

All species

Extinction
risk

Extinct in the wild (EW)

Extinct (EX)

Least concern (LC)

Data deficient (DD)

Not evaluated (NE)

Fig. 14.1 The IUCN red list of threatened species™ provides taxonomic, conservation status, and

distribution information on species that have been globally evaluated using the IUCN red list

categories and criteria
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terrestrial mammals is found in the tropical rainforests of Brazil and Indonesia and

for aquatic mammals, the continental coastlines are the areas of the highest species

richness; 21–36% of mammal species are currently threatened with extinction and

the highest proportion of threatened species are found in the Monotremes (egg-

laying mammals) and Perissodactyla (odd-toed ungulates). Countries with high

numbers of threatened terrestrial mammal species include Mexico, Indonesia,

Brazil, Papua New Guinea, and Vietnam. For marine mammals, the highest species

richness of threatened species is found around the coastal regions of Asia, Japan,

North Atlantic, and North Pacific [38, 42].

The LPI shows an overall reduction of 25% for terrestrial mammals. Marine

mammals are omitted in the analysis due to sparse data; however, cetaceans have

experienced a well-documented decline [47]. Mammal species are threatened

from deforestation and coastal development, especially logging, wood harvesting,

and smallholder farming. Overexploitation, particularly in the form of hunting for

sport, subsistence, or use in traditional medicines, is also a threat to numerous

species [38, 42].

Birds

Birds are found on all seven continents, with many migrating thousands of

kilometers every year between breeding and wintering grounds. Habitats with

high number of bird species include forests, shrubland, grassland, savanna, and

inland wetlands [44, 48]. The Neotropics – specifically Colombia, Peru, Brazil and

Ecuador – hold the highest numbers of bird species, followed by the Afrotropical,

Indomalayan, and Australasian realms. Between 12% and 13% of bird species are
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currently threatened with extinction; areas with particularly high densities of

threatened bird species are the tropical Andes, the Atlantic forests of Brazil,

the Eastern Himalayas, Eastern Madagascar, and the archipelagos of Southeast

Asia [38, 44].

The LPI shows an overall decline of 8% for birds and 28% for tropical birds

alone. The main threats to birds are the spread of logging, wood harvesting, and

agriculture in addition to the impacts of invasive alien species. Residential and

commercial development, hunting, and pollution are also having serious impacts on

bird populations globally [38, 44].

Amphibians

As amphibians are dependent on water for reproduction and other stages of their life

cycles, the majority are found in tropical moist forests or freshwater ecosystems.

Amphibian species richness is highest in the Neotropical regions of South and

Central America and the countries with the highest species richness are Brazil,

Colombia, Ecuador, and Peru. The Southeastern USA also has high species richness

due to the large number of native salamander species. Roughly 30–56% of all

amphibian species are currently threatened with extinction [45]. Among

vertebrates, they have the highest proportion of Critically Endangered species and

highest number of recent extinctions. The highest species richness of threatened

amphibians is found in the dense tropical and subtropical forests of the Northern

Andes, Caribbean, Western Ghats, Malaysian Borneo, and West Africa [38, 45].

There is only limited data on amphibian population trends, so the LPI result of an

80% decline should be treated with caution [38]. There is, however, a great deal of

supporting evidence that amphibian species have suffered a major decline since the

1970s [40, 45, 49, 50]. Their aquatic habitats are under great human pressures,

which included rapid deforestation, habitat degradation, pollution, and overuse of

water. In addition, the emergence of the chytrid fungus, Batrachochytrium
dendrobatidis, is another major threat. First described in the 1990s, the fungus is

now found on every continent inhabited by amphibians and evidence suggests that

it is responsible for causing mass mortalities among many populations [51, 52].

Fishes

The West and Central Indo-Pacific, South China, and Coral Sea are the areas of the

highest marine fish species richness, while Southeast Asia, Eastern Africa’s Great

Lakes, South American Amazonia, and the forest of Central Africa have the highest

species richness of freshwater fish [38]. Of the world’s fish species, 41% are

obligate freshwater, 58% are obligate marine, and the remaining 1% can tolerate

both systems. An assessment of a representative sample of fish species suggests that
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between 12% and 34% are currently threatened with extinction. The highest species

richness of threatened marine fishes is found in the Indo-West Pacific, Central

Indo-Pacific, South China, Coral, Caribbean, and Mediterranean Seas, and the

highest species richness of threatened freshwater fish species is found in Southeast

Asia [38].

The available data for the LPI for freshwater fish indicates a rapid and steady

decline in population abundance approaching a 65% reduction. Marine data are

limited, but indicate a gradual decrease of 20% in the number of marine fish

populations [38]. The main threat to fish species is overexploitation

and pollution; aquatic habitats are routinely treated as limitless sources for human

consumption [53, 54]. Over 85% of the world’s fisheries are either recovering or

fully or partially overexploited [55]. In addition, freshwater fish have been particu-

larly negatively affected by pollution and habitat alteration caused by damming and

water management activities such as abstraction for agriculture [56].

Reptiles

While reptiles are the dominant vertebrate of arid systems, like other vertebrates,

the highest species richness is found in tropical forests. Indonesia and the Congo

Basin have the highest species richness of reptiles. Marine reptiles, such as sea

snakes, turtles, and crocodiles, are found in the highest concentrations in the West

and Central Indo-Pacific and the South China and Coral Seas. An assessment of

a representative sample of species suggests that between 18% and 32% of reptile

species are threatened with extinction, although this varies greatly between groups

[38]. For example, a high proportion of crocodilians are threatened compared with

a relatively lower number of snakes [57]. The highest species richness of threatened

reptiles is found in Southeast Asia and the Ganges basin [38].

The available trend data for the LPI for reptile species indicates that the number

of reptiles has declined by 7% [38]. However, this figure for the whole class may

mask the decline in certain orders such as turtles and tortoises, which have seen

large declines in regional-scale analysis [57]. Habitat loss is the greatest threat to

reptiles and is principally in the form of agricultural expansion, logging, and urban

development. Hunting, trapping, and overharvesting for consumption and the pet

trade are particular threats, especially to turtles and tortoises [58] (Fig. 14.3).

Link Between Species and Ecosystem Function

A key topic in ecology is investigating how the diversity and composition of species

in an ecosystem is related to its function. Considerable research has gone into

answering this question [59] and ecological theory supports the notion that ecosys-

tem function, and the resultant goods and services, depends on biodiversity. It is
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generally predicted that a decrease in biodiversity will result in a reduction of

ecosystem function, which will in turn lead to the loss of ecosystem goods and

services [60–62]. While there is still work to be done to describe the exact nature of

the relationship [63], evidence suggests that species richness, functional

characteristics, composition, and interactions influence ecosystem function [64].

The greatest amount of research in this area has focused on the relationship

between species richness and ecosystem function [65], with the relationship usually

reported as being positive [64]. Evidence suggests that species-rich communities

have greater interspecific variation in response to changes and provide more

temporally stable ecosystem services [66]. In experimental systems, it has been

proven that productivity, nutrient retention, and resistance to invasion and diseases,

all tend to increase with increasing species richness [67].

Interactions among species, such as competition, mutualism, and predation, are

also crucial to ecosystem functioning [67] and may be more important than species

richness [68]. Direct interactions between plants and fungi, plants, and animals, and

indirect interactions involving more than two species are essential for ecosystem

processes such as transfer of pollen and seeds, transfer of plant biomass production

to decomposers or herbivores, construction of habitat complexity, or the spread or

suppression of plant, animal, and human pathogens [67]. Interactions between

different species trophic levels are also key to regulating the provision of ecosystem

services [69]. Certain combinations of species are complementary in their

patterns of resource use and can increase average rates of productivity and nutrient

retention [64].

Species’ functional characteristics also strongly influence ecosystem properties.

The loss of species such as ecological engineers or keystone species with unique

functional characteristics may have profound effects on ecosystem function [71].

Species composition also plays an important role in ecosystem processes and
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extinctions of local populations, or their reduction to functionally extinct, can

dramatically affect regulating and supporting ecosystem services [71].

Species Loss and Extinction

It is clear that as more species and/or the variability within species disappears,

significant loss of ecosystem function, and hence ecosystem goods and services,

may occur. While the evolution of species and the extinction of others is a natural

process, current extinction rates are estimated to be between 100 and 1,000 times

greater than they were in the distant past and future rates may be 10–100 times what

they are today [10, 34]. Even among lesser threatened taxa, for example, birds,

current extinction rates are several orders of magnitude higher than the natural or

background rate. Roughly one-fifth of the world’s vertebrates and plants are

threatened with extinction [38, 72], and in addition to individual species, entire

lineages or ecosystems are threatened [45, 73]. Current rates of population extirpa-

tion are probably at least three orders of magnitude higher than species extinction

rates [74]. In addition, changes in the relative abundance among species are also

capable of causing important changes in ecosystem function [75].

The main cause of extinction across all vertebrate groups is habitat loss or

degradation – primarily driven by agricultural development and logging – followed

by invasive species and human overexploitation [38, 72]. However as the impacts

of climate change increase, it will likely be the greatest driver of extinctions

this century. Climate change has already been proven as a cause of species

extinction [76] and may likely be the greatest driver of extinction this century. As

more distributions shift, it is predicted based on midrange climate warming

scenarios for 2050 that 15–37% of species will be committed to extinction, with

the most severe impacts resulting from synergistic interactions among a range of

threats [77, 78].

Conservation of Species and Ecosystems

Invasive species and human-caused extinctions are already altering ecosystems;

there are few places left on the planet that have not been affected by human impacts

[79, 80]. Even minor losses may reduce the capacity of ecosystems to adjust to

changing environments. As it is often difficult, expensive, or impossible to fix or

reverse these changes with technological solutions [64, 81], it is crucial that the

diversity of our planet’s species and ecosystems is conserved. There are several

levels of approach and the appropriate one will depend on the specific goals and

resources available. The species level has been the traditional focus of conservation

planning and action. Common frameworks include IUCN Species Action Plans and

Species Conservation Strategies, which focus on assessing species and making
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conservation recommendations, and Range-wide Priority Setting, which is

designed for widely distributed species. Other approaches include the EDGE

approach, which combines IUCN Red List data on threats with species evolutionary

distinctiveness to focus on conserving threatened species with few remaining

relatives [82].

Conservation approaches at other levels, such as landscape/ecosystems, are also

widely used. Examples include Conservation Action Planning [83], which often

focuses on a target landscape, and the Ecosystem Approach, which puts natural

resource use at the center of decision making [84]. However, even at the ecosystem/

landscape level, conservationists still use species, often iconic and charismatic

species ones referred to as flagship species, to act as ambassadors for conservation

of the wider area. These species are also a good way to begin engaging with the

public, an important part of modern conservation. If people feel a connection to

the natural world, they will be more willing to conserve it [85].

Whatever the chosen approach, it must be based on sound science and have

a strong conceptual framework to guide action on the ground. Included in this

framework should be significant capacity-building component to enable long-term

continuation of responses capable of keeping pace with increasing threats, espe-

cially climate change. While there have been past conservation successes [73], the

conservation community needs to focus more on coordinating large-scale strategic

conservation plans around specific objectives. National Biodiversity Strategies and

Action Plans, required by Convention on Biological Diversity member countries,

have the potential to be very effective, if technical capacity and financial resources

are developed to support their creation and implementation [90].

Conclusions

While there is disagreement about the definition and number of species, it is known

for sure that species are the building blocks of ecosystems, and their diversity

within and among ecosystems is essential to maintaining its function. Species are

under threat from numerous anthropogenic factors including habitat loss, overex-

ploitation, introduced and invasive species, and climate change. Current extinction

rates are magnitudes higher than those of the past and no one knows for certain how

many species the planet can afford to lose before there will be major implications

for humanity. As technological solutions to lost or degraded ecosystem services are

often expensive, difficult, or even impossible, there is clearly a need to conserve and

sustainably manage our ecosystems and the species within them in order to main-

tain biodiversity and its practical benefits to humanity. However, the current level

of conservation action is far outweighed by degree of threat. To halt species loss,

there is an urgent need to scale up conservation action. While there have been

conservation successes in the past, a coordinated and increased national- and

global-level response is urgently need to halt the loss of global biodiversity.
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Future Directions

The ecology of species and ecosystems is incredibly complicated and there are still

many knowledge gaps regarding species diversity and its exact role within ecosys-

tem function. Further research is needed to more fully explain this relationship and

inform conservation action and policy. However, urgent action is also needed to

conserve species as it can be confidently predicted that there is already a movement

toward the next mass extinction [50, 86]. This is especially critical as the year 2050

is approached when the Earth will need to provide enough natural resources for an

estimated 9.2 billion people [87]. Addressing the biodiversity crisis and all its

consequences for humanity requires rapid movement toward governance structures

and economic systems that encourage the sustainable use of Earth’s natural

resources. If this effort is to be successful, it cannot be limited to traditional

conservationists; it must have the strong support of society as a whole and include

leaders from a range of sectors such as engineering, medicine, finance,

communications, business, and the arts.
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Chapter 15

Urban Ecology

S.T.A. Pickett and M.L. Cadenasso

Glossary

City A dense, demographically and economically heterogeneous settlement

containing businesses, residences, intensive transportation infrastruc-

ture, multistory buildings, and warehousing or manufacturing.

Economies of cities focus on services, processing commodities,

manufacturing, or finance rather than on agricultural or resource

management. Cities are often characterized by a population represen-

ting diverse social groups and economic classes in relatively close

spatial proximity. As a caution, it should be noted that the term “city”

is sometimes used to refer to an entire urban (definition 1) area, and

sometimes used in a narrow sense to contrast with suburb (definition 2).

CSE City-suburban-exurban system. A comprehensive term referring to all

components of a complex urban system, metropolitan area, or other

cluster of urban areas.

Ecology The science of the relationship of organisms to each other and the

physical environment, and the transformation of resources mediated

by those interactions. Human ecology includes the social and institu-

tional structures established by people as components of the system

studied.
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Ecosystem A system comprising the organisms, the physical environment, and

the interactions among them within a specified volume of the Earth.

Ecosystems may be of any size, depending on the research questions

of interest, and are open to material and energetic flows with adjacent

systems. Although this definition encompasses human ecosystems,

for completeness it is considered that human ecosystems include

biological components, the physical environment of air, water, soil,

energy, the social and human institutions, and the built environment.

Suburb This term has two meanings, depending on whether an OldWorld or a

New World context is intended. In the New World, a suburb is a

component of a broadly recognized urban area, a primarily residential

land cover in which single or multiple household dwellings are

interspersed with the open spaces of lawns and generous street land-

scaping. New World suburbs are often a locus of wealth and power.

Modest commercial nodes, mostly as service rather than

manufacturing or warehousing, may be included in such suburbs. In

contrast, OldWorld suburbs may be less green and more densely built

than New World suburbs, and in many cases may host concentrations

of lower income, less empowered persons. In the expanding cities of

the global south, shanty towns and informal settlements may consti-

tute much of the suburban realm.

Urban Definition 1 refers to all components of densely settled and built up

areas, and contrasts with rural, agricultural, or wild lands. An alter-

native terminology for this inclusive definition is city-suburban-exur-

ban (CSE) system. Definition 2 refers to dense commercial,

industrial, and residential lands in contrast to suburbs and exurbs.

Definition of the Subject

Within the science of ecology, urban ecology is defined as the study of structure,

dynamics, and processes in urban ecological systems. Urban ecology is the study of

the relationships of human and nonhuman organisms in urban areas, the interactions

of these organisms with the native and built physical environment, and the effects of

these relationships on the fluxes of energy, materials, and information within

individual urban systems and between urban and nonurban systems. Urban ecology

applies the methods and concepts of the biological science of ecology to urban

areas, but requires and integrates with the concerns, concepts, and approaches of

social sciences to produce a hybrid discipline. Urban ecological systems include

individual organisms, populations, communities, and landscapes, as well as

buildings and infrastructure. Urban ecology further recognizes specific urban

ecosystems as a part of the global biogeochemical, economic, and human demo-

graphic system.
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Importance of Urban Ecology

Urban ecology is important because it brings the insights and knowledge from

contemporary biological ecology to bear on urban areas [1]. It replaces the earlier

and superseded versions of ecological science that had been used by social

scientists, geographers, and urban planners in justifying and predicting urban

dynamics in the second half of the twentieth century. Urban ecology as a branch

of contemporary ecological science now emphasizes spatial heterogeneity,

feedbacks between natural and human system components, probabilistic system

change, and the integration between human perceptions and environmental

processes.

Urban ecology is also important because urban habitats are increasing world-

wide. The United Nations estimates that more than 50% of the global population

now resides in urban areas, as defined by the various member nations. In addition,

the next three billion people to be added to the world population are expected to live

in urban areas. Hence, urban systems are becoming the predominant habitat

of humanity, and are an increasingly widespread land cover type worldwide. In

the USA, constructed surfaces now cover an area equivalent to that of the state of

Ohio [2].

If the disciplines and practices of urban planning and design, ecological restora-

tion, and ecosystem management are to draw more effectively upon ecological

knowledge and data, then the science of urban ecology will become an increasingly

key resource for these pursuits.

Brief History

Urban ecology has emerged as a subdiscipline of biological ecology only in the last

30 years [3]. It began as an ecological science in the study of the species and biotic

communities of conspicuously green patches in cities and metropolises. Parks,

vacant lots, disturbed, and derelict lands were the first focal areas of the discipline

[4]. More recently, ecologists began to examine areas actively inhabited and

managed by people, including lawns and streetscapes [5]. Another contrasting

tradition in urban ecology focuses on the coarser scale, to quantify energy and

material budgets of cities. This focus, sometimes called urban metabolism, deals

with the energy, matter, and information that flow through and are transformed by

cities. In all cases, how the biological components and fluxes affect the well-being

of people in the city is a concern. However, the contemporary approach to urban

ecology differs from the past traditions. First, all areas in the city are now subject to

ecological analysis, not just the conspicuous green areas. Second, even in the

budgetary approach, the internal spatial configuration of different components of

the urban area is recognized as potentially influencing the fluxes and

transformations within the larger metropolis. Finally, the fully hybrid nature of
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the systems is acknowledged, so that cities are seen as neither fully human nor fully

natural entities. Rather, they are inextricably both human constructions and bio-

physical features [6, 7]. Urban ecology was once a study of green spaces in the city.

Now it is the study of the ecology of the entire urban area, including biological,

built, social, and physical components.

Other scholarly disciplines beyond biology have used the term “urban ecology.”

Principal among these has been sociology. This use originated in the 1920s at the

University of Chicago under the leadership of Robert Park and Ernest Burgess, who

brought concepts of community, competition, and succession that were then current

in biological ecology into their new discipline of sociology. Human ecology, which

has roots in geography, anthropology, and other social sciences, is closely related to

urban ecology when the study subject is urban populations and their interactions.

However, other disciplines tend to neglect the physical and biological components

of the environment when they address urban ecology.

Introduction

Urban ecology has been used by several disciplines which have different foci and

concerns. These contrast or complement the conceptions of urban ecology

as a biological science, which is the approach emphasized here.

History

Urban ecology has a long history. The first flowering of urban ecology was

a sociological phase established by Park and Burgess at the University of Chicago

in the 1920s. Although this was a sociological pursuit, it was centrally informed by

analogies from the biological science of ecology, for which the University of

Chicago was one of the founding schools. Park, Burgess, and their students

explained the unprecedented growth and social change in Chicago in terms of

invasion of new human communities, competition among communities, and spatial

isolation between different communities and functions in the city. These scholars

were disturbed by the doubling of the population of Chicago at the time, and the

role of new migrants from the American South or from eastern and southern

Europe. The racial, ethnic, and class novelty in the city begged explanation and

incited the Chicagoans to seek explanatory and predictive models to serve in the

face of such unprecedented changes. This approach to urban ecology was informed

by a tacit antiurbanism, as the Chicago sociologists held village and agricultural

communities as the paragons of human societies. One of the central tenets of the

Chicago school was that cities had a life cycle, analogous to the expected, but

incorrect, prediction that ecological communities had predictable life cycles

starting from invasion, extending through competition and sorting, and ending in
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a mature state. This phase of urban ecology ended when social science critics

prompted a move toward more individual behavioral explanations of urban change,

as opposed to community-based models. A similar, but independent shift occurred

in mainstream ecology at about the same time. Even though the academic commu-

nity moved beyond the deterministic, life-cycle approach to cities, urban policy in

the USA continued to assume life-cycle patterns through the 1960s, basing urban

conservation and urban renewal policies on this flawed assumption.

Oddly, during the early twentieth century, while their major ideas were

informing the birth of sociology and being widely applied in urban systems, most

biological ecologists heartily ignored cities and urban systems. European and

Japanese ecologists began to explore ecology in urban contexts after World War

II. The manifest destruction in the cities in which they lived invited their interest as

biologists. What would be the patterns and mechanisms of plant establishment in

derelict sites? How would the newly established biotic communities change over

time? What benefit might they provide the cities in which they occurred? The

questions of the immediate postwar researchers in Europe and Japan were standard

ecological questions, but asked in a novel location. This tradition became linked

with urban planning in Europe and has remained active in that form [8].

The second wave of urban ecology rose in the 1970s in the USA. Associated

with the birth of environmentalism and its concern with the Earth’s exponential

human population growth, the urban ecology of this era tended to assume that

humans were a negative influence on ecosystems, and urban areas provided an

extreme case of the human impact that was beginning to worry scientists and the

public. A key document from this era is the volume by Stearns and Montag [9]. In it,

the problems of urban areas are outlined, and the nature of potential ecologically

informed solutions is suggested. However, the ecology of the time was rather

coarse-scaled, and assumed equilibrium tendencies of systems, rather than

recognizing fine-scale heterogeneity as a causal feature of systems [10]. Further-

more, although failure of the old ecological ideas that had informed the Chicago

School was evident, no clear replacement had emerged. Urban ecology in this era

concentrated on investigations of conspicuously green patches in the city. Hence, this

approach can be characterized as ecology in the city [3]. Parks, cemeteries, gardens,

and abandoned lots exemplify this literature.

Another feature of this second wave of urban ecology was a budgetary, systems

approach. Epitomized by work in Hong Kong [11], this approach to urban ecology

addressed energy and material budgets of cities, and detailed the human costs of

pollution and crowding. This approach is characterized as a budgetary feature of

ecology of the city. It shares with the early Chicago School an assumption of the

importance of urban “pathologies” in the human population. Industrial ecology and

urban metabolism are branches from this tradition. Both of these schools of thought

analyze the material and energetic inputs, efficiencies, and outputs of urban systems

and their components. Life-cycle analysis of materials is a strategy that aims to

reduce the use of resources and the generation of wastes associated with contem-

porary material use. This era of urban ecology did not persist in the USA as

a comprehensive field.
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A new wave of urban ecology is currently on the rise. It is characterized by

several features that differentiate it from prior instances of urban ecology, and make

it more comprehensive than earlier approaches. First, it attempts to unify social and

biological knowledge, concerns, and approaches [12]. Second, it acknowledges and

exploits spatial heterogeneity and fine-scale dynamics as a feature and cause of

urban change. Third, it seeks to understand the controls of biogeochemical pro-

cesses throughout urban systems, including retention, fluxes, and leakage of limit-

ing nutrients and pollutants. Contemporary urban ecology brings the three

previously separate goals together for the first time.

Will this current interest in urban ecology wane, as did the previous ones in the

USA? One difference between the current manifestation of urban ecology and the

previous ones is institutional support. The pioneers of urban ecology in Europe,

Japan, and the USA did not have long-lasting research support. As a result, their

pioneering efforts were sometimes short-lived. Now there are two urban Long-

Term Ecological Research (LTER) sites in the USA, and International Long-Term

Ecological Research programs and Zones Ateliers are including urban areas

among their rosters. Already the US LTER urban sites are 13 years old. Such

longevity promotes interdisciplinary collaboration, continued use of research

areas, developing ongoing relationships with communities and decision-makers,

and accumulation of lengthy data runs which can expose causal links and the role

of pulse events [13]. Acknowledging that urban areas both contribute to and are

vulnerable to global changes [13] will tend to keep them in focus in ecological

science.

Examples

Urban ecology is such a diverse science that examples are required to give a sense

of its breadth.

Patterns of diversity and abundance associated with urbanization are complex

and competing explanations exist. Tests of island biogeography theory in urban

areas find that species–area relationships are preserved in urban patches [14].

However, in some studies, patch size influenced species composition rather than

species richness as a result of organisms at higher trophic levels being preferentially

lost from smaller patches [15]. Attempts to directly quantify the extinction and

colonization processes that island biogeography relies on have shown that immi-

gration and extinction characterize different kinds of patches [16, 17]. The species

composition in a patch is the result of species colonizing the novel habitats formed

by urbanization along with those remaining after local extinctions due to isolation

or habitat alteration. One prediction of the view of complex causes of urban

biodiversity is that urban habitats are not always less diverse than rural patches.

Rather, diversity depends on the sum of extinction and colonization rates, which

differ regionally and taxonomically. At moderate levels of urbanization, species

richness may actually be higher than in nearby wild lands.
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A second example is the disconnection between riparian zones of urban streams

and the water table [18]. This disconnection limits the capacity of urban riparian

zones to convert nitrate, a pollutant in groundwater derived from fertilizer and

sewage, to gaseous forms that do not pollute streams. Research in agricultural

landscapes has suggested that riparian restoration, inserting woody and grass

vegetation between crops and stream banks, is an effective strategy to mitigate

nitrate pollution in streams. When the capacity of urban riparian zones to accom-

plish such mitigation was examined in Baltimore, MD, USA, it was discovered that

riparian zones had become disconnected from the groundwater sources that control

their ability to convert nitrate to nitrogen gas. With reduced infiltration of

stormwater into the ground due to impervious surfaces, and with high incision

leaving stranded droughty floodplains in cities, urban riparian zones no longer

support the anaerobic conditions and high organic matter required to fuel

denitrifying bacteria. Hence, the expected denitrification in urban riparian zones

may not always occur [19]. This example demonstrates that knowledge obtained in

nonurban environments may not apply to urban situations.

Guide to the Article

It is now clear that urban areas express different combinations of ecological

processes than do nonurban areas and that urban areas are an increasingly important

component of the global biosphere. It is now possible to examine key principles that

are emerging from the new ecological focus on urban research. Future directions for

research and management are addressed at the conclusion of the article.

Urban Ecology Principles

Thirteen principles characterize the contemporary science of urban ecology. Of

course, such principles are likely to be improved or replaced with advances in

this rapidly growing scientific field. The principles can be divided into four groups:

(1) the human ecosystem, (2) urban form, (3) urban function, and (4) methodology.

Principles Concerning Human Ecosystems

Much of the history of urban research has proceeded as though city and ecology

were different and mutually exclusive. At the same time that the social scientists of

the Chicago School were applying bioecological concepts of the day to their work

in the cities, another member of the University of Chicago faculty was establishing

the concept of plant succession. A member of the Botany Department, Henry
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Chandler Cowles, was working on the seemingly pristine plant communities of the

Indiana Dunes, distant from Chicago’s immigrant-driven hurley burley. There was

conspicuously no empirical or theoretical collaboration between the pioneering

ecologists and social scientists at the University of Chicago in the early twentieth

century [20].

The tradition of treating city and nature as opposites was challenged by adven-

turesome scholars and practitioners in the closing decades of the twentieth century

[21]. This has led to a new conception of cities or urban areas as hybrid socio-

bioecological systems. In other words, urban places may be considered to be human

ecosystems. As such, they incorporate not only the traditionally recognized biotic

and physical components of ecosystems, but also the social structures and built

components so conspicuous in cities and towns [7].

The new conception of human ecosystems prompts researchers, planners, and

managers in urban systems to study and exploit the reciprocal feedbacks between

the social components in all their demographic, institutional, behavioral, and

economic complexity, and bioecological processes, whether conspicuous or not.

For example, the mitigation of urban heat extremes by trees is well known [22]. Put

simply, there is an ecosystem feedback between vegetation and human comfort or

risk of heat stress. However, because of the multifaceted nature of the human

ecosystem, the embedding of human values and culture, and the linkage of

vegetation cover with water demand, the causal link between the desire to mitigate

heat stress and the willingness to plant trees is complex. Included are citizen

concerns over private property access, commitments to tree maintenance and litter

removal on their property, fear of crime associated with vegetated hiding places,

risk of treefall, root fouling of infrastructure, and aesthetic judgments [23]. Other

examples of such processes are associated with later principles.

Two principles emerge from these considerations about human-natural system

coupling in urban contexts:

Principle 1: Cities and urban areas are human ecosystems in which socioeconomic

and bioecological processes feed back to one another.

Principle 2: Human values and perceptions are a key link mediating the feedbacks

between social and bioecological components of human ecosystems.

Principles Concerning Urban Form

One of the most remarkable features of urban areas is their spatial form. Architects

and urban planners have traditionally used figure-ground representations of urban

areas, which emphasize the built component of the human ecosystem. Pioneering

efforts by landscape architects have shown the need and power of going beyond

such classic representations to include both the hidden and the conspicuous

bioecological features of urban areas.
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Urban form has changed dramatically through time. Early walled cities were

physically and socially distinct from the surroundings and often were centered on

a cosmologically significant, ceremonial core. The industrial city spread beyond the

location of former city walls and established porosity for the purposes of exchange

of goods and the accumulation of immigrants needed as labor. After World War II,

the industrial city was further disaggregated into a mixture of new suburbs, dis-

persed commercial districts, and older core cities that were reduced in density. This

is the city as part of a network in a dispersed megalopolis [24].

This simple, linear typology does not necessarily reflect the temporal trends in

all parts of the world. Indeed in some cities of the global south, no industrial period

existed before they began the sprawling growth driven by migration of persons

from the provinces seeking opportunity and a better life in the modern city of

consumption. Shanty towns outpacing the urban infrastructure are one feature of

such cities. Hence, urban form is evolving, which leads to the following principle of

urban form:

Principle 3: Urban form is a dynamic phenomenon and exhibits contrasts through

time and across regions that express different cultural and economic contexts of

urbanization.

Why is urban form important ecologically? The establishment of street grids and

major road patterns alters surface drainage [25] and presents barriers and corridors

for the movement of native and introduced plants and animals [26]. The adding of

new vegetation and the obliteration of the forest, savanna, desert, wetland, or

grassland that had previously occupied the urban site follows the dictates and

needs of the new urban form. In addition, the infrastructures for supplying clean

water and for dealing with fouled water are large alterations to watershed structure

and regional water balances. The placement of main sanitary sewers and main

storm drains in stream valleys and the shortcutting of ground and surface water

flows are components of the universal urban alteration of hydrology. Furthermore,

the shapes of heterogeneity introduced by urban form are often rectilinear and of

different scale than the former regional and local patterns of environmental

gradients and patches. In addition to spatial heterogeneity of the biophysical

components of urban systems, the social features of cities, towns, and suburbs are

notably patchy [27]. Urbanists have long acknowledged the fine-scale change –

often from block to block – in economic activity, wealth, social group, architecture,

and land use that characterize cities. Although traditional postwar suburban devel-

opment typically occupies rather large tracts which they homogenize, the abrupt

shifts in urban structure persist. This patchiness is reinforced by the near universal

employment of zoning in large urban areas of wealthy countries. All of these

heterogeneous structural alterations can have significant effects on urban and

adjacent natural ecosystem function, as will be detailed in a later section “Principles

Concerning Urban Function”. These insights about the nature of urban form at

scales as small as residential parcels or a stroll to the corner of the block can be

summarized in a principle:
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Principle 4: Urban form is heterogeneous on many scales, and fine-scale heteroge-

neity is especially notable in cities and older suburbs.

The heterogeneous form of contemporary urban systems extends into the sur-

roundings [28]. The suburban fringe in rapidly growing cities may abut farms,

desert, forest, or whatever landscape constitutes the predominant rural or wild land

cover. Indeed, the adjacencies are often convoluted and complex, leading to

interdigitation of urban elements with the wilder or more rural landscape. In

some wealthy urban regions, individual homes are embedded in what is otherwise

a wild matrix [29]. An example is the building of suburban houses in chaparral

shrublands in Mediterranean climates, such as Southern California. A similar case

is the construction of houses in the forest fringe of the Pacific Northwest

metropolises, or in forested foothills of the exurban lands of the Southern

Appalachians in the USA. The insertion of households whose financial equity,

lifestyle identity, social connections, and environmental attitudes have been defined

by urban life rather than a life of logging, farming, fishing, or other natural resource

management is perhaps a more significant interdigitation than the mere presence of

their homes. Similar juxtapositions exist for resorts that serve as remote summer or

winter destinations for urban dwellers. The interdigitation of urban with wild or

less-intensively managed lands results not only from the invasion of wild land by

new housing, commercial, or transportation corridors, but also by the afforestation

of foothill developments in arid or semiarid climates in which the lower slopes

would have been savanna or grassland. The well-to-do suburbs of Oakland, CA, are

an example, which now merge to some extent with the ridgetop forests of the Coast

Ranges, and where fire is now a real risk. The fact that urban land cover is growing

more rapidly than urban population in oil-subsidized economies [24] suggests that

such interdigitation will be the source of increasing conflicts and changing exposure

to natural disturbance regimes [29]. Recognizing the ongoing interaction of urban

and wild lands suggests this principle:

Principle 5: Urban land covers and uses extend into and interdigitate with rural or

wild land covers and uses.

Urban form and hence its interaction with less-urbanized landscapes is the result

of a complex of causes. One cause of urban form is conformity to regional plans.

This cause is rare in many countries, such as the USA, but more common in Europe.

Successful constraint on urban sprawl is exemplified in the USA by the metropoli-

tan green line in Portland, OR, or the Urban-Rural Demarcation Line of Baltimore

County, MD [30]. In Baltimore County, more than 90% of residents live within the

URDL. The line has been in force since the 1970s and is controlled through zoning, the

restriction of sewer infrastructure, and the focusing on urban growth in the county to

specific corridors. However, the rarity of such regional controls is compensated for by

the commonness of the role of developer self-interest in determining urban form.

Indeed, urban planners often lament the predominance of the real estate market as

a driver of urban form. On the social roster of causes of urban form are those that are

described as “push and pull” factors. Persons and households choose to live at specific

places in the metropolis based on such pull factors as attraction to open space,
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commodious housing, affordability, good schools, and access to desirable commercial

establishments. Push factors include high taxes, small and old housing, lack of

personally controlled open space, perceived risk of crime, underperforming schools,

and the like. Firms also experience push and pull factors. In the case of businesses,

a customer base, access to efficient delivery routes, free parking, access to a trained

work force, and similar concerns are pull factors. The push factors for businesses

mirror those experienced by households.

Many of the factors that control urban form are accidental or unintentional.

Pollution, traffic congestion, and the concentration of heat in built areas

are examples of unintentional disamenities. Urban flooding is an unintended result

of successfully draining stormwater from upstream. Drawing down of groundwater

is a similar result of successful stormwater drainage. In neighborhoods built on

filled wetlands in Boston, such drying of the soil is threatening the wooden piles

supporting the foundations of some buildings. These examples suggest attending to

both the intended and unintended consequences of urban development and envi-

ronmental modification. The principle that emerges is the following:

Principle 6: Urban form reflects planning, incidental, and indirect effects of social

and environmental decisions.

Because ecology as a science has been absent from cities for so long the need for

data is great. However, ecologists cannot rely on the tried and true experimental

approach which they employ with such enthusiasm and success in more wild and

rural lands. In urban areas, multiple ownerships, the involvement of individuals

and communities in land-use decisions even on private land, and the ethical

constraints about manipulations that affect people’s well-being or pleasure all limit

the applicability of controlled, replicated experiments.

However, while ethics and property regimes close one door to experimentation,

the processes of urban design, development, and neighborhood revitalization open

others [31]. Urban design projects, whether they be landscape architecture projects in

the public realm, private development of a subdivision, or installation of environ-

mental retrofits in older residential or commercial areas, can themselves be treated as

experiments. Two examples show the power of this approach. One, the classic case of

Jordan Cove, CT, compared an alternative suburban development to a traditional

layout of homes. The goal was to test the potential to mitigate stormwater quality and

amount with minimal effect on real estate development. A second example is the

proposed subdivision of a forested tract in the Hudson Highlands region of New York

State. The goal in this case was to reduce the impact on a salamander population that

is of conservation concern in the State. The landscape architect employed ecological

principles to suggest altering the traditional suburban design to reorient roads,

preserve small vernal ponds upon which the salamanders depend for breeding,

and install rain gardens as a component of the yard of each house to maintain

the hydrologic regime of the complex network of ponds and overland drainage.

The development is planned to contain drift fences and pitfall traps as infrastructure

to continually monitor the salamander population. Hence the development itself can

act as an experiment. To work with designs as experiments, partnerships with urban
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designers and developers will be required. These examples suggest a principle to test

in further application:

Principle 7: Urban designs and development projects at various scales can be

treated as experiments to expose the ecological effects of different design and

management strategies.

Principles Concerning Urban Function

The tradition in both the social and biophysical sciences to see urban areas as

distinct and opposed to nature has resulted in a bias against finding natural pro-

cesses in City-Suburban-Exurban systems. Both the pioneering research in land-

scape architecture and urban ecology [5] as well as the more recently established

projects [13] have, however, confirmed and extended the understanding of ecologi-

cal processes as parts of cities and their more extensive urban mosaics. Several

examples show the power of bioecological phenomena in urban contexts.

In Philadelphia and Boston, buried floodplains, thought to have been engineered

in a reliable stormwater management structure or filled to provide substrate for

building, continued to manifest higher levels of soil water and were associated with

property damage and abandonment [32]. In Philadelphia, the collapse of the sewer

that had replaced Mill Creek was a catastrophic outcome of ignoring the function of

the urban landscape. Landscape designs envisioned with the participation of neigh-

borhood residents account for hazard and vulnerability, and provide an opportunity

to convert a disturbance prone site to an open space amenity. Such sites can

contribute constructively to regional stormwater management, recreation, and

education.

A second example shows the capacity of open space to perform biogeochemical

ecosystem functions in the urban matrix. Nitrate pollution in streams can be used as

an index of environmental quality to assess ecosystem function. Researchers who

started the Baltimore Ecosystem Study expected suburban lands to be detrimental

to the environmental quality of the urban mosaic. This hypothesis was suggested by

the large amounts of nitrogen fertilizer and water applied to many American lawns.

When small watersheds that drain areas having different amounts of green space in

their landscapes were studied however, it was discovered that the suburban

subwatersheds exhibited relatively high nitrate retention [18, 33].

A third example of the role of ecological processes is shown in the net carbon

flux between surface and atmosphere. In a location near the boundary between

Baltimore City and County, an atmospheric flux tower assesses the upward versus

downward movement of moisture, temperature, and carbon dioxide, among other

factors. Although the urban area is a net generator of carbon dioxide to the

atmosphere due to the use of fossil fuels for heating and transportation, there is

lower net flux on weekends and when the wind blows across areas of higher

vegetation cover compared to winds from areas or greater built cover.
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Examples such as these suggest a principle:

Principle 8: Urban areas contain remnant or newly emerging vegetated and stream

patches that exhibit bioecological functions.

One of the fluxes that exercises the interest of urban planners and managers

worldwide is water. This concern extends well beyond those cities that are located

in arid or semiarid environments. Indeed, some cities, such as Phoenix, AZ, and Los

Angeles, CA, are so well connected to distant water supplies via diversions from the

Colorado River that they may seem impervious to drought. Ironically, although

arid-land cities do show concern for water, many cities from moist climates are

coming to acknowledge the sensitivity of their reservoir systems to periodic

drought [34]. New York City, with its system of impoundments more than

200 km to the north, or Boston with its reservoir in rural central Massachusetts

must now plan for the impacts of periodic drought and of the drying that may come

with climate change. Even now, development in some counties in eastern Maryland

faces limits due to shortages of groundwater, which are the sources for these

suburban-style developments.

Such concerns with water supply are not limited to the USA. Urbanization on the

Indian subcontinent is sensitive to projected reduced snowpack in the Himalaya

Mountains, in which its rivers originate. Water withdrawal for agriculture and

forestry in highlands of South Africa stands to alter water availability for which

lowland settlement and wildlife compete. Similar diversions along the tributaries of

the Nile are of concern for international relationships in East Africa.

Water supply is not the only aspect of water flux that is of concern. All cities, no

matter whether they are in moist or dry climates, must deal with periods of high

rainfall. Even desert cities are subject to occasional local thunderstorms, or to floods

from the foothills and mountains upstream. Hence, stormwater management in

spates is as of as much concern in Mediterranean Santiago, Chile, as it is in

temperate Seattle, Washington. The traditional mode of stormwater management

is to collect it and pass it off downstream as rapidly as possible. While this solves

local problems, it creates problems downstream. Stream bed erosion, scouring out

the habitats of aquatic organisms and the spawning grounds of anadromous fish, and

increasing the temperature of downstream reaches affected by runoff from hot

paved surfaces are some of the consequences to the engineering approach to

stormwater management. Many urban management plans now reference water

supply and stormwater management as key concerns.

A principle emerges from these sorts of events and situations:

Principle 9: The flux of water, including both clean water supply and stormwater

management, is of concern to urbanizing areas worldwide, and connects them

explicitly to larger regions.

Ecologists and other biologists have recognized the presence of wildlife and

plants in cities for a long time. This tradition is especially strong in Europe, but also

has early roots in Japan and the USA. Interest has focused both on organisms that

represent the native biota and those that represent threats to either native biota or to

human health.
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Native biological diversity, or biodiversity, is usually reduced in urban areas,

with native species declining in richness compared to species introduced from

elsewhere [35]. An example of altered species distribution that may have an impact

on the future composition of urban forests is the greater number of vine species,

especially introduced species, in the treefall gaps found in urban compared to rural

forests. Such vines can impede the regeneration of trees in canopy gaps. Still, the

total number of species, including both native and exotic species, can be larger in

urban areas than in nearby rural areas in the temperate zones. However, in some

central German cities, the richness of even native species is greater in urban areas

than in the adjacent countryside. Urban wildlife is subsidized by purposeful feed-

ing, by the incidental increase in resources found in garbage, or for fruit-feeding

birds, by the large abundance of fleshy-fruited horticultural species planted in

settlements [36].

Urban fauna and flora can respond to the novel conditions of urban ecosystems.

For example, bird populations in San Diego exhibit genetically different plumage

from rural counterparts [37]. Although that difference is not necessarily adaptive,

other changes are functional. Urban bird populations have been demonstrated to

raise pitch and volume of their songs, presumably selected by the higher noise levels

in cities than in the countryside [38]. Plants are well known to genetically adapt to

the heavy metals found in brownfields or associated with urban construction.

An important question is the contribution of exotic and native species to ecosys-

tem services in urban areas. Biophilia, the affinity that humans express for natural

settings and living things or the salubrious effects of plants and wild animals in the

surroundings, are benefits of wildlife and plants in cities. Other services are

performed by the biota of cities, including moderation of climate through shading

and transpiration, stabilization of soil surfaces and stream banks, and absorption of

pollution. These services can be performed by both introduced and native species.

Indeed, some introduced species, such as the exotic Norway maple, were imported

due to their tolerance of urban stresses. Ironically, this species is one that has

escaped into the wild, and due to the deep and seasonally long-lasting shade it

casts, poses a threat to the herbaceous species of the forest understory and to

regeneration of other canopy tree species [39].

Because of the damage that exotic species can do to native biotic communities

and the functional changes they can cause in ecosystems, they are often targeted for

removal. Although the introduction, either purposeful or accidental, of new exotic

species should be avoided, in urban areas the removal of exotics as a blanket policy

may be problematic. The contribution of the species to ecosystem services in urban

areas, the ability of native species capable of performing that function to tolerate

urban conditions, or the potential to breed native species for these capacities are all

issues that must be considered in planning the management of exotic species. Some

exotics can contribute to ecological functions in city-suburban-exurban habitats.

A principle that emerges from knowledge about urban biota is this:

Principle 10: Urban biodiversity has multiple components, and the contributions of

each kind of species to ecosystem services in cities must be evaluated.
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One important aspect of urban function is how equitably the ecological benefits

and risks in urban systems are distributed across the human population. This

concern, labeled environmental justice, first emerged in communities of color or

economically disadvantaged communities that were adjacent to contaminated sites,

or sites that produce hazardous pollution. The frequent locations of such

communities in topographic positions subject to flooding or landslides are other

cases of environmental injustice. An example is the disproportionate damage

suffered by low-lying neighborhoods such as the lower 9th Ward of New Orleans

during 2005 in the wake of Hurricane Katrina, or the location of informal

settlements with their flimsy construction in some South American cities on

erodible slopes. Poor and disempowered populations may be actively excluded

from desirable sites, as was the case with segregation practices historically in some

US cities, or they may be indirectly priced out of locating to sites on higher ground,

more distant from polluting businesses, or from facilities that process waste. The

patterns and mechanisms of environmental injustice suggest a principle:

Principle 11: Bioecological processes are differentially distributed across the

metropolis and the limitation of services and excess of hazards is often associated

with the location of populations that are poor, discriminated against, or otherwise

disempowered.

Methodological Principles

Two methodological principles of urban ecology complete the survey of guiding

concepts for contemporary urban ecological science. These principles draw on

conceptual and empirical principles outlined above and can help shape future

urban research.

The first methodological principle deals with setting the boundary and scope of

the study system. This step is key to quantification and comparison within and

across urban systems. However, there is no a priori, universally correct scientific

specification of an urban system [40]. Using legally set municipal or town borders

may be convenient for policy purposes, but they may not be appropriate limits for

scientific research [28]. This is because a large urban system may be made up of

many such legally distinct jurisdictions. In addition, materials, energy, and infor-

mation that are important in structuring an urban system are likely to move across

political boundaries. For example, while it is possible and useful to measure species

richness in a city, the collection of species so identified may depend on and interact

with the larger, regional species pool [14]. A second example compares boundaries

chosen for watershed-based studies with those chosen for a policy analysis. The

17,150 ha Gwynns Falls Watershed, which extends from its headwaters in

Baltimore County to its confluence with Baltimore Harbor near downtown in the

City of Baltimore, provides a sampling transect. Measurements of stream water

quality and flow integrate across the two jurisdictions [18]. In contrast,
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measurements intended to help managers in Baltimore City define tree planting

goals and identify priority areas for planting were conducted solely within the city

limits. It is the responsibility of the investigators to state what the boundaries of

their study units are and what the criteria for inclusion in the urban system are [40].

Such considerations suggest a methodological principle for urban ecology:

Principle 12: Definition of the boundaries and content of an urban study system is

set by the researchers based on their research questions or the spatial scope of its

intended application.

The second methodological concern is how to frame comparisons within urban

systems. Because urban systems are hybrid human–natural complexes and because

they are heterogeneous, there are many possible axes of comparison within them

[27]. Comparisons may be based on criteria as divergent as the proportion of

impervious surface, the amount of woody vegetation, the density of the human

population, the surface area of buildings, the accumulated wealth of residents, the

lifestyle characteristics of neighborhoods, or the power relationships of local

institutions. Many other criteria are possible. However, different criteria are appro-

priate bases for different comparisons. For example, hydrology and flood risk may

be compared on the basis of impervious surface [25]. The amount of woody

vegetation may be used in comparisons of the exchange of heat or carbon dioxide

between the surface and the atmosphere. The density of human population may be

used as a predictor of water quality. Lifestyle contrasts may form the basis for

comparisons of environmental decisions made by households in different parts of

a metropolis, or in different metropolitan areas [41].

The fact that these many criteria are often patchily arranged suggests that

comparisons will rarely be accomplished by running linear transects across metro-

politan maps. Although raw distance is sometimes useful in making coarse-scale

urban comparisons, as it was along the urban-rural transect in metropolitan New

York [42], in many cases the spatial heterogeneity as it exists on the ground may

better be presented as a rearranged, abstract gradient [43]. An example of a gradient

abstracted from an array of plots is the gradient of wealth along which bird

biodiversity was distributed in Phoenix. Thus, while linear transects may be appro-

priate bases for initial comparison, ordinated gradients are in fact the general case

which should be used to frame comparisons over different scales. The principle is as

follows:

Principle 13: Urban comparisons can be framed as linear transects or as abstract

gradients, and the abstract comparisons acknowledge the spatial complexity of

urban heterogeneity.

The baker’s dozen of principles present above frame the current state of urban

ecology. As a biological discipline closely related to social and economic sciences

and the theory and practice of urban design and planning, it is a relatively new and

outward-looking field [13]. Hence, these principles are not the final roster that the

field may exhibit. Nor are they in what is likely to be their final form. However,

these broad ideas should continue to be useful over the next decade as this field

consolidates by accumulating more data on specific urban places through time and
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by comparing amongst urban areas across the globe. These working principles

identify assumptions and suggest hypotheses that can be used to guide future

research on urban socio-ecological systems.

Future Directions

Although, as shown above, urban ecology has deep roots as a biological science as

well as important parallels in social sciences and the design professions, it remains

a young discipline. It is poised for significant growth and increased practical

importance. There are three realms in which future directions cluster.

Interdisciplinary Integration for Understanding

Urban areas have been studied by many different disciplines, ranging from sociol-

ogy, physical and human geography, economics, anthropology, and the more recent

offshoots of these classic fields, such as political ecology, political economy, and

human ecology. There is a large opportunity for integration across these

perspectives. Accomplishing that integration is beyond the scope of this article,

but ecological science has an important role to play in promoting integration among

the diverse perspectives these disciplines represent. Ecology can play this role

because it is preeminently an integrative discipline. It incorporates several

contrasting perspectives that together define a goal for a more complete understand-

ing of systems that contain biophysical components and biologically driven pro-

cesses among their complex structures and functions. Ecology as a science focuses

on (1) the interactions of organisms and environment through feedbacks, (2) the

interactions of organisms with each other, (3) and the transformations that

organisms generate within the environment. It is thus a science of interaction,

feedback, and change. These three features are among the most important

characteristics of urban systems.

Ecology can be a further stimulus to integration within urban systems because of

its growing appreciation and study of the role of humans in ecosystems ranging

from remote wilderness to suburbs and downtown districts [12]. This biological

science has begun to link effectively with economics, with social sciences, with

hydrology, and with atmospheric sciences, for example, in order to contribute to

more comprehensive models of inhabited and built landscapes [44]. Yet there is still

more work to be done on these various frontiers of integration, and the range of

urban systems and ecosystem patches within complex city-suburban-exurban

systems is an important arena in which to test hypotheses and models combining

the perspectives of the different disciplines. Furthermore, data that integrate differ-

ent disciplinary perspectives and the attempt to generalize cautiously from these

data are important empirical activities.
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A useful guide to these integrative approaches is the human ecosystem frame-

work. Introduced originally by the social scientist William R. Burch, Jr., and his

colleagues [21], this framework has been modified to reflect more bioecological

content and thus to better support the integrative program of urban ecology [44].

The framework is not itself a model, but rather an organized roster of potential

causes, mechanisms, and interactions upon which specific models can draw.

The human ecosystem framework does take a human-centered perspective on

inhabited and managed systems and thus breaks the concept of human ecosystem

down into the social system as the primary focus and into the biophysical

foundations and sociocultural foundations of that social system (Fig. 15.1). This

framework is an excellent abstract picture of any urban ecosystem. The components

contained in this causal framework will have specific instances and representations

in any urban area.

The biophysical foundations start metaphorically with the earth, air, fire (or

energy), and water perspectives that must comprise any environment [45].

However, to prevent neglecting important environmental features that ecologists

have come to appreciate in all systems they study, it goes on to include nutrients,

which at some concentration often become pollutants, toxic materials and

contaminants, soil structure and chemistry, vegetation composition and dynamics

through time, and the spatial mosaic that the biophysical and built components

jointly define in urban systems. Each of these categories has at least as much

component complexity, if not more, than appears in Fig. 15.1. The sociocultural

foundations include the resources provided by culture in its material, mental, and

spiritual forms. Socioeconomic resources among the sociocultural foundation

include information, population, labor, and capital. Capital of course refers not

only to financial resources but also to the talents and skills of individual persons and

the social capital embodied in networks of human interaction. The social system is

the structure that enables and constrains the social interactions that all humans

depend upon for their immediate well-being. The social system is characterized by

the intuitions, in the broad sense, that humans construct to accomplish the tasks of

survival, interaction, health, and control. The social system also establishes order

among persons and does so in the form of social identity, formal and informal

norms of behavior, and the establishment of social rank hierarchies along several

dimensions (Fig. 15.1). The framework identifies cycles as a way of recalling that

the components of the social system are not fixed in time or space, but can change

with the collective changes in individual and household life cycles, individual and

group psychological changes, organizational age as expressed in capacity and

flexibility, and the degree of persistence of the various institutional structures in

a society. The current intensification of globalization suggests that in many cases

local or regional dynamics will be affected by biophysical, economic, and social

changes that originate at a distance. For example, the massive migrations from

countryside to cities, or from countries in which unemployment is high to different

countries where people know or perceive there to be greater opportunities, or the

displacements by war and disaster, all suggest looking beyond immediate

boundaries for causes of change in city-suburban-exurban systems.
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Urban Comparisons

Some generalizations have emerged in discussing the principles. For example,

biotic homogenization is a common feature of urban systems [46], although not

all taxa or functional groups express homogenization. Likewise, there is an urban

stream syndrome, in which downcutting of stream beds is associated with stranding
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Fig. 15.1 The human ecosystem framework as a hierarchy of potential causes and interactions

within human ecosystems (Modified after Machlis et al. [21])
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of flood plains and reduction of riparian and in-stream ecological function, and with

simplification of the heterogeneity and biotic diversity in stream channels [47]. On

a more hypothetical level are generalizations about the increasing similarity of

carbon budgets of cities based on planting and maintenance of mesic vegetation in

all types of climates [48]. Although these generalizations seem robust so far, they

must be challenged, refined, or rejected based on further comparisons with addi-

tional cities. Of course, to conduct appropriate comparisons, cities may have to be

more explicitly classified according to some globally relevant schema than they are

now [27]. City-suburban-exurban systems differ based on location relative to rivers,

streams, or coastal waters; regional climate and form of original vegetation; kind of

geological substrate; and exposure to natural hazards. In the broad social realm,

cities experience different forms of governance; different histories with respect to

development, industry, shipping, and ground transportation; access to commodities

and sources of wealth; cultural context and diversity; and porosity of social groups.

Not all of these may be major axes of comparison, but they point to some of the

many dimensions that may affect differences among cities in their bioecological

structure and function.

An important aspect of the comparison of cities is their ability to represent global

change processes. Cities may well stand in as a laboratory for global change, as

temperate cities are now often drier than their mesic surroundings, and due to the

urban heat island effect, are generally hotter. Portions of some highly irrigated

desert cities may be an exception and in fact be cooler during some hours than the

surrounding arid lands due to the evaporation of massive quantities of surface

irrigation water or introduced mesic plants [22]. Another feature of global change

that some cities may mimic is a great exposure to flood risk due to the building of

floodwalls and levees upstream.

Comparisons within cities can benefit from new land cover classifications. The

usual “Anderson Level II” classification uses such categories as commercial,

industrial, transportation, and residential in low, medium, and high intensities of

occupancy. These categories may be too coarse for some desirable ecological

comparisons [49]. Likewise, the census geography of block groups based on

clusters of approximately 400 households may be rather coarse relative to some

levels of ecological function [19]. Both the land use/land cover and the census

geographies fail, for example, to adequately match the fine-scale watershed

behaviors in urban areas. Social perceptions of edges, enclaves, corridors, and so

on may also match other scales of observation than the classical tools of differenti-

ation within urban areas. One example of a classification scheme devised to expose

aspects of joint biophysical and social differentiation is the High Ecological

Resolution Classification for Urban Landscapes and Environmental Systems (HER-

CULES) [49]. Rather than assuming land use as the determining criterion, it focuses

on land cover in order to provide a structural base to test against bioecological

functioning. HERCULES classifies patches in urban systems based on (1) surface

characteristics, whether bare or paved, (2) presence and amount of either tall or

short vegetation, and (3) cover and kinds of buildings. The classes may be extracted

from continuous variation along these three axes, or may be defined to represent
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percentiles of the different categories. This and other classifications are a frontier

tool for urban ecology to promote within and cross-system comparisons.

Integration for Practice

Urban ecological science can be integrated with a number of professional practices.

This section illustrates its potential for linkage with urban design and planning,

environmental justice, and adaptive processes supporting sustainability. Further

integration can emerge from dialog with the concerns of urban policy makers and

managers.

Integrating with Urban Design and Planning

Urban design incorporates the activities of architects and landscape architects and

often focuses on individual sites, on neighborhoods, or spatially extensive develop-

ment or redevelopment projects. Urban planning, in contrast, brings aspects of that

same knowledge set together with knowledge about policy, governance, and regula-

tion and generates coarse-scale designs for large areas or regions. Master planning is

a synonym for this coarser-scale pursuit. Both have traditions that express concern

with ecology as a relevant knowledge base or approach. One tradition takes analogies

with evolution or ecological processes as a touchstone. This tradition began with

Geddes in Scotland, who is one of the founders ofmodern landscape architecture [50].

Ecological analogies have been common among those who wish to bring an ecologi-

cal perspective to the urban design and planning professions. This is in part because

there has been until recently so little empirical ecological research in urban systems.

In this knowledge gap, idealized successional trends from simple to spatially complex

systems, ending in a stable “climax,” have been brought to bear. Other analogies

adopted in the design professions have been the classical ecological expectation of

equilibrium in systems. A still larger and deeply flawed analogy has been the adoption

of an organism-like life cycle for cities and towns. The life cycle analogy was used to

justify policies of physical intervention to circumvent undesired changes in cities. Of

course, the assumption that physical change was sufficient to address social problems

is another questionable assumption, often tacit, that was used along with life cycle

analysis to justify such interventions as slum clearance. Unfortunately, these

analogies are not supported by the contemporary knowledge base in ecological

science itself. Succession is a probabilistic process that does not lead inexorably

toward some ideal state. Equilibrium composition is rarely obtained in ecological

systems, even though material balances and thermodynamic processes can be used to

understand the structure and function of ecosystems.

In contrast to the use of ecological analogies, which is necessarily limited by the

superficiality of the visualizations transferred to design, ecological substance has

informed a growing number of designers. In Europe, analyses of “ecotopes,”
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patches that hosted biodiversity or complex bioecological structure, were

incorporated into plans to meet aesthetic or functional needs the patches were

perceived to satisfy. In the realm of greenfield development, McHarg [51] famously

introduced a multilayered strategy to analyze ecological, physical, historical, and

cultural features of an area to be developed. The site design was spatially arranged

to optimize the joint benefits and reduce the hazards associated with the layers

representing different features of the landscape. Spirn [32] applied a careful ana-

lytic approach to established urban areas in her work in Boston and west

Philadelphia. She used an understanding of watershed dynamics to explain where

disempowered communities faced risks due to design in their neighborhood that

had been insensitive to ecological processes. This information then informed

appropriate neighborhood redevelopment and plans for renewed green space in

these old city neighborhoods. This evolving tradition is notable for taking account

of both bioecological processes and social concerns. Other designers and planners

are promoting the integration of ecological substance with their professional theory

and practice [52]. Shared work between designers and ecologists has several

advantages. One advantage to working with designers is the entry they provide

into the intricacies of development and construction in urban environments, thus

making new sites available to their ecological research partners [31]. A second

advantage of the increasing interaction between ecologists and designers is to treat

constructed design projects as experimental venues [30]. Indeed, because designs

provide alternative arrangements of various kinds of surfaces, vegetation, and

slopes, for example, they may yield important and novel information on the

relationship between urban form and its ecological function [53]. Scaling these

relationships from individual small sites to large developments provides another

dimension of experimental comparison. Measurements taken in contrasting built

projects and landscapes provide an essentially untapped resource for increasing the

ecological understanding of urban systems [54].

Environmental Justice

Environmental justice refers to the concern about equal access of all persons

to environmental goods and services, and equal avoidance of or capacity to respond

to environmental hazards. As a social movement, it emerged from communities of

color and from communities with poor access to resources and power, in which

people noted an unusual association with toxic sites or other serious environmental

disamenities. As a result of this origin, environmental justice has an activist

dimension and a scholarly dimension. Ecology can contribute to the scholarship

of environmental justice by enhancing the understanding of environmental benefits

and environmental hazards. Traditionally, environmental justice has focused on

environmental negatives or disamenities. In cities, ecologists and related scientists

are increasing the stock of knowledge about not only the disamenities, but increas-

ingly about the benefits that emerge from the biotic components of human

ecosystems. This focus on benefits is part of the study of ecosystem services [55].
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Examples of urban ecosystem services include the mediation of local climate by

trees, the tempering of human behavior by green views, the reduction of stormwater

flows, provision of recreation, conversion of some pollutants to neutral forms, and

the sequestration of carbon dioxide in biomass, soils, and organic litter [56].

Cultural benefits also accrue to the biotic components of urban ecosystems. These

include a sense of place provided by ecological structures such as particular patches

of vegetation or streams. Environmental justice can be enhanced by a broader

understanding of the spatial distribution of hazards such as fire and exposure to

winds, and to the potential for mitigation and other positive services provided by the

biotic components of urban ecosystems.

Sustainability and Adaptive Processes

An emerging frontier in urban systems is the nature and processes of sustainability.

Sustainability is defined in two main ways. One definition suggests that

sustainability is the capacity to meet present needs without compromising the

ability of future generations to meet their own needs. A second definition focuses

on the reconciliation of demands within economic, social, and environmental

spheres that permit the entire integrated system to persist and continue to adapt to

change. This second definition is important for giving equal weight to the three

facets of the global hybrid system as well as accommodating social justice as a key

aspect of the social dimension. Indeed, some scholars define sustainability in terms

of economy, environment, and equity, following the assumption that a social

system that does not provide for equity is less likely to persist.

Sustainability, as the ability to adjust to changing conditions originating within

and beyond the system of interest, is closely related to the concept of resilience.

Resilience is the capacity of systems to experience disturbance and shocks and still

remain within a given structural or functional domain. Such resilience requires

adaptive processes (Fig. 15.2). Adaptive processes are both social [57] and

bioecological [58, 59], in keeping with the understanding of most contemporary

ecosystems as human ecosystems (Fig. 15.2). Adaptive processes bring the

components of human ecosystems into the dynamic realm of sustainability and

resilience.

Sustainability has become a goal of many urban jurisdictions. This development

is the latest stage in an ongoing evolution of cities in industrial countries. The

industrial city was the epitome of overcrowding, contaminated water, and industri-

ally generated pollution, for example. Reformers followed two paths to correct the

flaws of the industrial city. One was to abandon it altogether. This strategy

motivated the establishment of suburbs, or of garden cities in green sites well

outside the shadow of the dark Dickensian industrial city. The second strategy

was to alter the industrial city itself. Providing clean water, removing waste,

alleviating overcrowding, and reducing the local impact of pollution were

hallmarks of this second strategy, which can be labeled, following historian

Martin Melosi [60], the “sanitary city.” The sanitary city installed infrastructure

15 Urban Ecology 295



to carry sewage away from the populated areas. Ultimately, treatment was added, so

that downstream systems did not have to bear the burden of the displaced sewage.

Smokestacks were built taller so that local pollution was alleviated. Ultimately,

newer fuels or scrubbing technologies for coal-fired installations also contributed to

reduced pollution. Sanitary landfills were established, and odoriferous wetlands

were drained or filled. Many of the solutions employed in the sanitary city were

engineered tactics to deal with specific problems. The departmental structure of

cities followed this issue-by-issue approach, so that water supply, waste water, solid

waste, streets, housing, parks, and so on were dealt with by separate agencies of

municipal government.

The emerging sustainable city contrasts with the key characteristics of the older

sanitary city. Cities will always be heterotrophic systems, garnering food and other

resources from beyond their boundaries. Furthermore, they will generate waste that

must be dealt with, requiring commitments of land and other resources – an urban

footprint – that extends well beyond their geopolitical boundaries [61]. However, as

an ideal, sustainable cities aim to reduce their ecological footprint. A sustainable city

is one that reduces its demand and its impact on the environment by reducing

resource use and waste generation. Sustainable cities manage potable water, gray

water, and stormwater in ways that reduce flood risks, contamination of water, and

waste of potable water. They reduce energy use via building standards, landscape

design, and reducing per capita use of fuel in transportation. Limiting sprawl while

maintaining space for ecological processes and capacities in the urban matrix is an

important feature of the sustainable city. Hence, other dimensions of sustainability

must be supported. In the environmental realm, reducing vulnerability to natural and

Underlying determinants of adaptive capacity
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Fig. 15.2 Underlying determinants of adaptive capacity in socio-ecological systems. Social

components derived from Yohe and Tol [57] and biophysical components derived from Gunderson

and Pritchard [58] and Walker et al. [59]
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human-generated hazards is a sustainability goal, as are supporting native biodiver-

sity and achieving the ecosystem services that eminate from green spaces in the urban

matrix. Reduced contribution to global warming can be achieved through enhanced

carbon sequestration.

Sustainability by definition also must deal with social processes. Too often in the

past, urban interventions have focused on the physical form of the city, assuming

that social benefits will follow. Contemporary focus on sustainability recognizes

that social capital, community cohesion, and social equity are issues that must be

addressed in and of themselves for generating and maintaining liveable cities.

Equity is a major component of the social realm, as discussed above, and is reflected

in exposure to environmental hazards, access to environmental benefits, and inclu-

sion in the process of making environmentally relevant decisions.

The economic aspect of sustainability is well known, and because of the

traditional predominance of attention in urban studies to issues of jobs, finance,

the real estate industry, and the relationships of business and political processes, it

is not necessesary to review it further in this article. Clearly, however, economic

resources and sustainability of economic capacity contribute to well-being in urban

systems.

One of the potentially most powerful aspects of the sustainable city ideal is how

management and policy are conducted in this new kind of city. As mentioned before,

the sanitary city is managed by discrete departments or authorities, often having little

cross-communication. For example, the concern with street cleaning are isolated in

the transportation department, whereas street sweeping in fact affects stormwater

quality. Another cross-cutting issue is how the presence of vegetation can influence

aggression, which joins the concerns of a parks department with those of public

safety. These simple examples suggest that sustainability can be enhanced by

integrated management in urban systems. Indeed, cross-cutting management and

policy are hallmarks of the emerging sustainable city. This suggests that

sustainability can be usefully considered a central function of city administration

and not an isolated pursuit to be marginalized in a special office isolated from the

traditional activities of municipal government. Indeed, there are growing numbers of

examples of cross-sectoral management as part of sustainability strategies. For

example, in the city of Baltimore, neighborhood tree planting and gardening, removal

of unneeded pavement in school yards, altered street cleaning schedules, community

environmental activities, and installation of fine-scale best management practices

such as rain gardens specifically designed to be both attractive and to

allow infiltration of stormwater into the soil, engage multiple city departments in

specific neighborhoods to achieve social, environmental, and economic revitaliza-

tion. Ecological research can help inform and evaluate sustainability plans, which are

often mostly metaphorical or assessed only by indices of human outcomes.

Communication between researchers and decision-makers is a key ingredient in

the success of the sustainable city. Growing experience shows that communication

is enhanced when approached as a two-way dialog, rather than a one-way flow of

information from science to policy. Indeed, such a dialog can help shape scientific

research and identify practical management projects that provide data about the
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structure and function of urban ecosystems. Mutual respect for the knowledge,

constriants, and rewards of each group involved in the dialog is a firm foundation

for effectively shaping the science and the practice of urban sustainability.

Establishing effective and lasting forums for such communication is a practical

part of the frontier of urban ecological science. Such dialog is one tool for the

sustainable city, which remains a goal rather than a reality. Combining the knowl-

edge, concerns, and networks represented by problem solving and knowledge

generation is perhaps the most urgent frontier for further research and action.
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flooding, 283

footprin, 296

forest, 286

form, 283

function, 284

habitats, 275
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heat island effect, 292

heterogeneity, 288

land cover, 282

matrix, 284, 296

metabolism, 275

pathologies, 277

planning, 275, 293

sprawl, 282

stream syndrome, 291

sustainability, 295

urban form, 281

V

variogram, 114

vegetation, 34, 37, 41

school, 34

SIGMATIST school, 34

soil conditions, 37

working dynamics, 41

Zurich-Montpellier, 34

vegetation dynamics, 50

ecological models, 54

individual-based, 49

vertebrate species, 260

W

waterfowl harvest,

131–132

water funds, 89

watershed, 90

wetland, 84

woodland, 84

Y

yield table, 48
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