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Preface

This dissertation is the result of my studies on data augmentation in

database marketing. I am particularly interested in data and how it can

be used to differentiate people in order to automatically generate individ-

ualized communication. I am always surprised on how much data we leave

behind as digital footprints and – at the same time – how little we know

about our customers as database marketing analysts. It is my utmost con-

cern to reduce this information gap.

I have concentrated on the combination of statistics and communication

during my media management degree at the University of Mainz. After an

internship at Lufthansa German Airlines, I was granted the possibility to

conduct my first data augmentation for the database marketing department

at Miles & More, the frequent flyer program of Lufthansa. I was employed

as a database marketing analyst in 2010 and have been working in this

exciting field since.

There are enterprises specialized in data collecting and usage, e.g.

Google, Facebook, and Apple. When using their platforms, we experience

targeted communication. However, we seldom really notice it, because rele-

vant information is not something one realizes (unless struck as daunting).

Much more often, we perceive advertisements as irrelevant, misplaced, or

inappropriate. The vast amount of companies does not have a detailed data

basis to segment and select customers for differentiated marketing commu-

nication.
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At work, we had many discussions about which external sources can be

used for database marketing purposes and how. There is a general reluc-

tance regarding for example volunteer surveys and social media sources. In

these sources, data has been collected for a non-representative subgroup

of customers only. Furthermore, most of the data cannot or must not be

matched on an exact basis. Data augmentation projects require a consid-

erable amount of know-how, time, and money. It is not approached, unless

the return on marketing investment can be anticipated.

To me, these external sources provide a set of opportunities. Their

contained information cannot be obtained otherwise. External sources are

beneficial, because they are up-to-date, easy to acquire, and cheap. Ser-

vice providers offering data fusion services are often overpriced and less

experienced in the respective data. Without much effort, internal database

marketing analysts can do a better job. By highlighting important facts to

regard, I want to facilitate the use of data augmentation in companies.

Also, I would like to encourage the academic discussion regarding data

augmentation in database marketing. A wide range of augmentation ap-

proaches has evolved, both in direct marketing and online marketing. How-

ever, the scientific foundation for these approaches is sparse. I believe that

the methods and use cases for data augmentation will advance, if the aca-

demic discussion is pushed. I would like to make a contribution to this

matter.

I am much obliged to thank all persons that supported me during my

dissertation project. First and foremost I thank Heinz-Werner Nienstedt

for his supervision, support, discussions, and enthusiasm. I was very happy

to be able to continue to study at your chair at the Johannes Gutenberg

University of Mainz.

At the same time, I worked at Lufthansa Miles & More as a database

marketing analyst. I could not have had a better working environment for

completing a dissertation, while working at the same time. I thank my

superiors for the positive acceptance of my ”hobby”, the flexibility, and the
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support in all matters – including the possibility to use SAS. I also thank

my team members for inspiring discussions and challenging questions. It

was good to be able to get a direct feedback from the future beneficiaries of

my work.

It was a great pleasure to get the chance to discuss my work with two

of the most important researchers I cited, Susanne Rässler and Pascal van

Hattum. Both of them surprised me by being eager to engage in my ideas

and plans. Thank you for inviting me to Bamberg and Amersfoort, respec-

tively, and for taking the time to review my work. I was was able to present

my working paper at the 2013 EMAC Doctoral Colloquium in Istanbul to

Arnaud de Bruyn, Arvind Rangaswamy, and Ujwal Kayande. Thank you

for pushing me and for being so motivating. We had a very productive

and encouraging atmosphere in our track. I also thank Heather Skinner

and Nick Lee for reviewing my work at the Academy of Marketing 20th

Doctoral Colloquium in Cardiff.

Finally, I would like to thank my husband, family and friends for moti-

vating and understanding me in any possible way. Thank you for familiar-

izing with my complex topic, for proof-reading, and for listening. You have

always been so proud and never questioned my success. I could not have

asked for any more support.
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Chapter 1

Introduction to data augmentation in

marketing

Although marketing specialists spend a considerable amount of time, money,

and know-how on relevant marketing campaigns, everybody is confronted

with more less than well personalized advertisements every day. Relevance

in this context is defined by attracting the positive attention of the recipient

to the content or offer. While it can take weeks, if not months, to create

these campaigns, the customers receiving the offer only need seconds to

decide whether an offer is relevant or not. Especially in direct marketing,

where prospective customers are purposely selected, nothing is less desirable

to a marketer than an offer being ignored. The right selection and allocation

of marketing communication is an every-day database marketing problem.

The data available on customers is not always sufficient to adequately

define target groups and to meet the marketing goals. At the same time,

external information is available encompassing many relevant facts. By

augmenting this data, both companies and customers would profit from

the increased relevance. While the information overload would decrease for

the customers, wastage could be avoided from a company’s point of view.

Which external information sources are suitable for data augmentation and

1
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how they can be used are the central questions of this study. This question

has not yet been regarded in academic research so far.

In this chapter, we lay the basis for our study by explicating the prob-

lem of irrelevant communication and unused possibilities and deriving our

research question. We explain important concepts and the context of data

augmentation in database marketing in order to determine the research field

and applicability. Eventually, we describe the research approach with which

we answer the research question so as to establish practical guidelines for

how to assess external sources upfront regarding their suitability for data

augmentation in database marketing.

1.1 Research problem and relevance

Data augmentation can increase marketing efficiency. Database marketing

analysts are responsible for finding the right target groups for individualized

and personalized marketing communication. But the available information

in the customer database is limited, so that augmenting data has become

a valuable alternative to directly collecting data from customers. In this

chapter, we explicate the problem of irrelevant communication and the un-

used possibilities from external sources in order to motivate the research

question. We describe the academic and practical research context and the

current state of research regarding the topic. From the practical need, the

chances given by external sources, and the lack of attention in academic

discussion our research question and desired contribution are derived.

1.1.1 Irrelevant communication and unused chances

Direct marketing has the goal of maximizing the profit of individual cus-

tomers by increasing their spending volumes, exploiting their willingness

to pay, and reducing their communication costs to a minimum, so as to

grow the return on marketing investment (ROMI). Ideally, customers re-
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ceive only relevant information to increase their interest, satisfaction and

eventually their loyalty to the company. The need for efficient marketing is

derived from the economic environment as described in chapter 2.2.1. The

profit related to a customer centric communication approach (in contrast

to a product centric approach) has already been recognized in the 20’s cen-

tury. It has been promoted both in practice and in academics (e.g. by Huldi

(2002), Link and Hildebrand (1993), Rossi, McCulloch, and Allenby (1996),

and Schweiger and Wilde (1993)). The customer focus as a major market-

ing goal is described in more detail in chapter 2.1.1. The vision of customer

relationship management (CRM) is to convey the right information to the

right person at the right location and time.

Data is the basis for all direct marketing activities. In order to best reach

the customers, a lot of information is required on their preferences, needs

and wants, and state in the customer life cycle. The better the available

data, the more precise target group selections can be made. Database mar-

keting structures in companies are available, extending the mere collection

of transaction data to more sophisticated data mining methods and models

(e.g. Adriaans and Zantinge (1998), Küsters (2001), Ratner (2001b), and

Weiss and Indurkhya (1998)). The data is stored in a customer database,

usually a customer data warehouse (DWH). These structures are explicated

in more detail in chapter 4.1.1.

With the existing structures and processes, relevant communication

should be very easy to deliver. But all too often, one is negatively sur-

prised on how little companies know. For example when being female, aged

20-30, and living in a metropolitan area, one most likely receives online ads

from dating websites offering handsome bachelors in the respective area. It

fits the (few) available data, but might not be relevant. There are several

reasons why companies lack relevant information.

Targeting for direct mailings, online marketing, or newer media is done

semi-manually or implemented for automatic deployment by database mar-

keting analysts. They use the information available in order to select the
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right target groups for campaigns and promotions. When information is

not ready at hand, database marketing analysts make assumptions, build

models, and derive predictions in order to target the right customers. If a

retailer wants to promote a luxury product, e.g. an expensive watch, it does

not have the variable ”affinity for expensive watches” in its database. But

it has monthly spending, transaction volumes, and comparable products

bought. The retailer would target customers with a suitable transaction

history for his campaign. However, the affinity for other high end prod-

ucts and expensive watches do not have to be correlated and may lead to

irrelevant communication.

Even if detailed information is available, it is most commonly available

only for a small, highly active portion of the customers. The big portion

of occasional and inactive customers is not well describable by sufficient

criteria. Consequently, well targeted promotions are possible only for a

small group of customers, which is not sufficient for sales purposes. All

other customers receive standardized offers. The resulting wastage is high.

Other information may be available and useful, but may not be allowed

to be used. Online behavioral data such as surfing behavior, mailing aware-

ness, and click frequency could help to identify customers generally affine for

ads and commercial information. But unless customers have not been asked

for their permission to use this behavioral data, companies must not apply

it for targeting on an individual basis in Germany. The legal environment

for database marketing is described in more detail in chapter 2.2.3.

Additional knowledge about customers is often available in aggregated

form only. Surveys are conducted frequently to gain deeper insight into

customer segments. For example, grandmothers may love buying presents

for their kindergarten grandchildren, or singles working in the finance sector

may be prone to take last minute offers for their vacations. But variables

like family information, relationship status, or employment are usually not

available from the customer database. Thus, although these segments are
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well describable and campaign actions are clear, it is not possible to identify

these segments in order to treat them individually.

The result of these problems is a disadvantage for both customers and

companies. If the data is not the right data, cannot be interpreted, must not

be used, or is not sufficient in order to differentiate target groups, relevance

degenerates to simple gender-age-region-schemas as in the example. Because

of these limitations, ad space (available media in terms of channels and

platforms) cannot be used efficiently. The ad burden for customers is high,

and so are costs per contact when comparing contacts with sales. This is

particularly true for below the line media, thus all channels through which

customers can directly and individually be reached and where access is

limited, e.g. email, letter, SMS, or promoters at the point of sale.

Data augmentation can be the answer to many of the problems de-

scribed. Supplemental variables not available for the customers can be

matched to individual profiles based on link variables present in both the

customer database and the external source. They are derived from external

sources; e.g. the company website, a customer survey, market media studies,

or social media applications. As a result, definite variables can be used for

targeting, rather than demographic target group descriptions, derivations,

or common knowledge. Values are augmented for all customers, so that not

only very active customers can be differentiated. Because data is augmented

by groups rather than on a personal level, also sensitive information, e.g. a

personal income level, is addable. Even aggregated data can be used, if an

appropriate augmentation set up with suitable link variables, is chosen.

Today, we face a situation in which data is collected at various touch

points, but little information is actually used to improve the marketing

communication. A list of available external sources and their possibilities is

given in chapter 2.3. With the exponential growth of data and information,

CRM is experiencing a renaissance in academics and management. While

the possibility and necessity of the use of external information for CRM
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has already been recognized (Arnold, 2011; Breur, 2011), a detailed study

describing the process and which sources to use is still missing.

Many external sources have disadvantageous features, like being incom-

plete, partially overlapping with the customer group, not representative,

or generally small. To apply the contained target variables to the cus-

tomer database can lead to biased results. One reason why external sources

are not used for database marketing purposes is the anxiety that available

sources are not valuable in terms of data utility, meaning that it cannot

be assessed upfront whether data augmentation results will be reliable and

effective. With our study, we assess different forms of sources in order to

give practical insights on which sources to use and how.

1.1.2 Academic and practical research context

The conditions for data augmentation with external sources in database

marketing relevant today have been established in different research fields.

In statistics and market research, methods for deriving joint information on

people from different sources have been developed. The usage of augmenta-

tion techniques in marketing has begun with the introduction of widely-used

electronic tracking systems and the change to a customer focus. Along with

the emergence of social media marketing, local and mobile marketing, the

merging of external data and the usage in direct marketing have come to

form a new research field. These branches of science converge at data aug-

mentation with external sources in database marketing.

This work ties in with the research projects of Kamakura and Wedel

(1997, 2000), Putten et al. (2002a; 2002b), and Gilula, McCulloch, and

Rossi (2006). They used data augmentation, or data fusion, in the context

of marketing. Especially, it contributes to Hattum and Hoijtink’s (2008b,

2008a) idea of data fusion and extends it to a broader range of possible

applications. The two comprehensive works of Rässler (2002) and D’Orazio,

Di Zio, and Scanu (2006) build the methodological basis for this extension
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of the data augmentation idea. Fundamental ideas therein, in the studies

named previously, and in this work are attributed to Rubin (Rubin, 1976;

Little & Rubin, 2002), who fathomed the conditions for data augmentation

in the context of missing data theory. This work enlarges the field of data

augmentation and statistical matching with a new and practical focus on

using existing sources for data augmentation in database marketing.

The literature on data augmentation has been developed in statisti-

cal and marketing journals, before it found its way into specialized jour-

nals like Database Marketing & Customer Strategy Management and the

Journal of Targeting, Measurement and Analysis for Marketing, which

have been consolidated into the Journal of Marketing Analytics as of 2013

(Palgrave Macmillan, 2013). Major studies from a statistical point of view

can be found in the Journal of the American Statistical Association and

Biometrika. The literature from a marketing perspective is more disperse,

including the Journal of Marketing Research, the International Journal of

Market Research, and the Journal of Direct, Data and Digital Marketing

Practice.

Data augmentation in database marketing is a practice oriented field

of research. Database marketing analysts will directly benefit from the

solutions. They work in the marketing or analytics department of com-

panies, or for specialized agencies offering data augmentation services, like

tns infratest (2012) in Germany or The SmartAgent Company (2013) in

the Netherlands. The professional field is constantly growing, and so is

the need for tools and methods. While companies like Google, Facebook,

and Apple are expected to know a considerable amount of information on

any arbitrary person, companies whose main business is not data collection

have difficulties finding manageable ways of handling external data. Little is

published on data augmentation for practitioners. There is no professional

or academic exchange of ideas and approaches for data augmentation.

Data augmentation for database marketing is promoted at many places

and with detailed descriptions of internal and external sources – often with-
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out going into detail about the processes and challenges related to it (Breur,

2011; Kuhner, 2013; Schiff, 2010). This study examines the contemporary

situation for data augmentation with external sources in database market-

ing. It theoretically analyzes the special features relevant for data augmen-

tation in this field and takes into consideration the challenges related to the

using external sources. It is a starting point for a professional and academic

conversation regarding the topic, facilitating a much more standardized and

sophisticated development of the research field.

1.1.3 Research question and desired contribution

The question arising from the problems encountered in database market-

ing practice can be answered by the information available from external

sources. But under which circumstances can external sources be used for

data augmentation? It is necessary that database marketing analysts gain

information from the data augmentation results, but not sufficient. In a

marketing context, the information itself is only a mediator for the target-

ing goal, which is to increase conversion probabilities. Thus, the following

research question is derived.

Which external data augmentation sources are able to increase

conversion probabilities?

The question inherently suggests that it is possible to increase conver-

sion probabilities by augmenting external data. Previous works by Putten

et al. (2002a) and Hattum and Hoijtink (2008b) suggested that data aug-

mentation is able to increase conversion rates, at least under certain cir-

cumstances. However, it has never been considered what is special about

data augmentation using external sources in database marketing and un-

der which circumstances data augmentation results significantly increase

conversion probabilities. In particular, it has never been assessed com-

prehensively which sources are suitable for data augmentation in database

marketing and which source characteristics are essential in this assessment.
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Most of the literature on data augmentation explicitly or implicitly refers

to representative sources. These are convenient, but their features cannot

be generalized for all forms of sources available today. A theoretical con-

tribution of this study is a comprehensive description of sources and their

formal characteristics. The quality of data augmentation depends on which

link and target variables are used and on the predictive power of the link

variables regarding a target variable. The augmentation methods also have

an influence on the augmentation results.

The managerial contribution of this study is to establish a guide for aug-

menting external data in database marketing. It defines which characteris-

tics are relevant for assessing external sources and the variables contained.

The guide provides information on how to choose the right augmentation

method and on how to manage expectations regarding augmentation re-

sults. Database marketing analysts are not familiar with using the new

sources for data augmentation. By establishing a practical guide for ex

ante evaluating data augmentation sources, the idea of data augmentation

becomes more tangible. This study provides a starting point for broader

usage. Once a process has been established, the techniques can be further

refined by practitioners and applied to many different cases.

1.2 Research concepts and context

The research objective of this study is to examine data augmentation with

external sources in database marketing for establishing guidelines regard-

ing their usage in practice. In order to answer the research question and

to facilitate the understanding for our approach, important concepts and

the context of data augmentation in database marketing are explained in

this chapter. The exact terminology and definition of data augmentation

is given, as well as illustrative examples for available external sources. The

different sources available in today’s digital world have disadvantageous

characteristics, such as being incomplete, not representative, or generally
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small. The situation of conditional independence between source and tar-

get variables is exemplified, and an introduction to the characteristics of

external sources is given. We delineate the field of data augmentation in

database marketing to other adjacent fields which are differentiated in order

to state the applicability of our findings.

1.2.1 Definition of data augmentation and terminology

Data augmentation in database marketing is the process of taking so-called

target variables from an external source and adding them to the customer

database, based on link variables. It refers to adding supplemental data to

the customer database based on similarities of elements instead of a unique

identifier. The target variables are the variables of interest in the exter-

nal source, which are not available from the customer database. Rässler’

wording is applied here, who called the external source donor unit and

the customer database recipient unit (2002, p. 3). Both units comprise a

number of elements, i.e. rows in a database table. They are used synony-

mously here with customers, persons, or observations. The recipient unit

contains all customers relevant to the augmentation frame. The donor unit

contains customers and possibly other persons available from the source.

A schematic illustration of data augmentation is given in figure 1.1. It is

formally described in chapter 4.2.

Sources are augmentable regardless to their overlap in elements to the

customer database, if there is a definable set of link variables appearing in

both sources (Adamek, 1994). This is further explained in chapter 4.2.5.

If a correlation exists between the link variables and the target variables

in the donor source, it is possible to form groups of persons being alike as

measured by their link variable values (e.g. D’Orazio et al., 2006, p. 2; Gilula

et al., 2006; Rässler, 2002, p. 11; Rodgers, 1984), so-called look-alike profiles

(Ratner, 2001b). Based on these, target variables can be predicted for the

customers in the recipient unit using appropriate methods. These are listed
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in chapter 3.2.3. Data augmentation is always performed on an individual

level, meaning that every customer receives a distinct target variable value

fitting best (Rässler, 2002, p. 17). If this best value is augmented to the

customers, it is referred to as deterministic data integration (Jiang, Sarka,

De, & Dey, 2007). The decision on which target value to augment is made

based on rules as stated in chapter 4.2.4.

Customer database
(recipient unit)

External source
(donor unit)

Augmented
customer database

+ =

Link variables
Target variables
Auxiliary variables

Figure 1.1: Schematic illustration of data augmentation as derived from Putten
et al. (2002a, p. 2)

Data augmentation is motivated by the need to analyze data collected

in different sources that cannot be observed in a single source for the cus-

tomers at interest (Rässler, 2002, p. 2). It has the purpose of developing cus-

tomer profiles with which conversion probabilities can be predicted (Ratner,

2001b). Data augmentation results are not preferable to single source data.

Data should be collected directly from the customers whenever possible.

But augmentations are a notable alternative whenever single source data is

not available or unreasonably difficult to obtain (D’Orazio et al., 2006, p. 1;

Kamakura & Wedel, 1997).

The sources are augmented in order to receive a file containing all vari-

ables from both sources (Gilula et al., 2006; Rässler, 2002, p. 16f; Rodgers,

1984). The result of data augmentation is a rectangular dataset with infor-

mation on all variables and elements (Rässler, 2004). The datasets resulting

from data augmentation are complete, i.e. every customer is contained in it,

concise, i.e. every customer is contained only once, and consistent, i.e. all

variables have the same concepts and definitions (Bleiholder & Naumann,
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2008). The resulting artificial data can be used like real data. Decisions can

be made based on individual values. Depending on the strategic objective,

inferences and distributions can be calculated. There is no need to know

all the analysis objectives when carrying out the augmentation. However,

augmented information should always be labeled and treated as such.

There exists no standard terminology for the act of adding data from

external sources to the customer database. The process described in this

study most closely resembles the approaches of Putten (Putten et al., 2002a,

2002b) and Hattum and Hoijtink (2008a, 2008b), who used the term data

fusion. Data fusion is an umbrella term used in several branches of research,

referring to systems that match data in different ways (Arnold, 2011). Ad-

ditional information is necessary to specify what kind of data fusion it is

referred to. Data fusion is oftentimes used in the context of statistical

matching, where the focus is on creating one dataset from formerly two,

with information from one dataset complementing the other and vice versa.

Statistical matching occupies a partially different problem, highlighting the

special case in which inference is made on variables never jointly observed.

As both do not exactly describe the situation of database marketing, they

are misleading terms.

Several other terms are used to describe the event of matching data,

among them data enrichment, data integration, file concatenation (D’Orazio

et al., 2006, p. 1; Rässler, 2002, p. 2), deterministic data fusion (Breur,

2011), data augmentation, and data enhancement. The meaning and the

respective focus of the most relevant terms is given in table 1.1. While

data enhancement focuses on the fact that data is advanced or developed,

usually in a process evolving over time, data enrichment is mainly based

on improving data by refinement. They both have in common that there is

not necessarily a relation to existing data in the database. Data imputation

relates to unintentionally missing data that needs to be substituted. It is

about filling in gaps rather than actually adding new information.
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Term Meaning Focus

Data augmentation Adding new information
to an existing database

Supplementing information that is al-
ready there

Data enhancement Increasing the quality or
value of the data

Advancing, usually in a development
process, evolving over time

Data enrichment Improving the quality,
value, or extent of data

Refining, usually in the context of raw
data

Data fusion Matching two databases Creating one dataset from formerly
two, with information from one
dataset complementing the other and
vice versa

(Missing) data im-
putation

Completing missing val-
ues

Filling missing values with meaningful
substitutes

Data integration Combining sources to
form a better overall
picture

Merging databases, usually with a
unique identifier or with equivalent in-
formation

Scoring Building a model for ex-
isting data and applying
it to new data

Detecting structures at one point in
time and predicting values for cases
appearing later

Table 1.1: Data augmentation terminology

Data integration and scoring are terms borrowed from different contexts

that could also fit the database marketing situation because of their similar

techniques. However, data integration is a more general term, embracing all

sorts of data matching situations, including exact matching, record linkage,

and improving existing data by comparing equivalent information of differ-

ent sources (Guigó, 2012). The method of scoring mostly refers to regression

techniques, where a model is built for existing data and applied to new data.

It is about detecting a structure at one point in time and predicting values

for cases appearing later, but belonging to the same customer database.

Data augmentation is the most suitable term for the act of adding data

from external sources. The term augmentation file has already been used by

early practitioners of data fusion (Radner, 1980). It focuses on supplement-

ing information that is already there, which fits the context of database

marketing, where the new information is always regarded in conjunction

with the information already available. In fact, the new information is only

a clarification of information that has already inherently existed in the cus-

tomer data. Like in augmented reality, existing information is supplemented

and the complete picture is examined (Azuma, 1997).
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The term data augmentation is also more narrowly used in another

branch of data fusion research. It is based on Bayesian statistics and iter-

ative simulation methods using expectation maximization algorithms (Dyk

& Meng, 2001; Little & Rubin, 2002, p. 2; Tanner & Wong, 1997). While

likelihood based approaches and modeling techniques are feasible for data

augmentation in marketing as well, it is neither limited to the data aug-

mentation idea of the mentioned researchers, nor does it fully comprise it.

1.2.2 Specific characteristics of external information

External information in the context of database marketing comprises every

data source that is not directly collected and saved on a personal level with

the existing customer data. It is defined by not having unique identifiers for

the customers. External information can be created to be augmented to the

customer database, like a volunteer survey. It can also be a source publicly

available and accessible, such as market media studies or social media data.

Because external information sources are manifold, some examples are given.

The desire to use external information arises, when companies advance

into business fields deviating from their core business, such as cross-selling or

the introduction of new products. It also emerges, when other information

than the existing customer transaction data is necessary to delineate a target

group, such as preferences, needs, and wants. If a publisher’s core business

is to sell local newspapers, a new cross-selling idea might be to distribute

a special interest magazine. It is possible to approach the target group in

a way that demographic criteria are met, but the special interest in the

magazine content cannot be derived from the existing customer database.

If the publisher further has a small online shop and wants to introduce

an entirely new product, such as local concert tickets, the same problem

occurs. And if an advertising client of the newspaper wants to issue a

special jewelry supplement to couples before Valentine’s Day, the publisher

has trouble targeting these.
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The publisher could engage a specialized market research provider to

find answers to the open questions, such as tns infratest (2012) in Germany

or The SmartAgent Company (2013) in the Netherlands. They have the

means of conducting representative surveys, based on an elaborate method-

ological set-up, and afterwards performing an augmentation. By conducting

a dedicated survey, the goals of the marketing department can explicitly be

addressed and the sampling frame can be chosen accordingly. However,

there are disadvantages to this approach. The data fusion offers of mar-

ket research providers are very costly. The expertise in this field is rare

and prices are set accordingly. Furthermore, the process is very time con-

suming. Surveys are one-time activities, with insight not being updated.

Accordingly, the data utility is not very high.

Before the publisher decides to engage a specialized market research

agency, he could check whether the questions can be answered by other

sources available. Special interests and competitive papers in the field

of magazines are well reported in nationwide market media studies. In

Germany, examples of such surveys are the Communication Networks, the

Typologie der Wünsche (Institut für Medien- und Konsumentenforschung,

2012a, 2012b), and the VerbraucherAnalyse (Axel Springer AG, 2012). Mar-

ket media studies have a focus on media usage and product information, and

are representative for the German population.

In order to get insights into the target groups of local concert tickets, the

publisher could conduct a volunteer survey online. Short volunteer surveys

are common practice nowadays and can grant insights into a self-selected

forthcoming subgroup of customers. The information is not predefined by

a provider, like in a market media study. Instead, it can be defined by the

interviewer. Datasets are available in raw form and can be analyzed in any

thinkable way. These surveys are not representative and might not cover

the whole customer base.

For the jewelry supplement, the information on the relationship status

is of interest. Social media sources contain such information. Social media
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platforms offer application programming interfaces through which individ-

ual information can be exchanged with the networks. The publisher could

create a social media application with a registration and permission pro-

cess. The permissions grant access to personal profile information, liked

pages, interests, activities, relationship status, and much more. Informa-

tion is particularly honest and up-to-date. Even locations can be derived

from there. The observed group is usually partially overlapping with the

customer group and is not representative.

Depending on where, when, from whom, and for which purpose the data

was collected, external data sources differ. They cannot be treated equally

and sometimes it is not even advisable to use them at all. Resuming above

examples, a market media study, a volunteer survey, and a social media

source have different characteristics. A market media study is representative

for the overall population, e.g. Germany. Some of the publisher’s customers

(a representative sample of them) are likely to have taken part in the study,

but it also contains other people not relevant to the customer database.

A volunteer survey is naturally restricted to online contactable people who

visited a website in a certain time period and thus not representative. If it is

distributed through the publisher’s website, the overlap is high, whereas it

is small, if it is placed on another website. Social media sources are known

to cover a great portion of people, but definitely omit those not reachable

online, those skeptical in terms of data privacy, and those whose circle of

friends is not affine for social media. It can be collected for a subgroup

of customers or a partially overlapping group. Whenever a source is not

originally meant to be used for data augmentation, some effort is necessary

to prepare the data.

Whenever information relevant to a direct marketing problem is avail-

able, it is desirable to use this external data for data augmentation. But does

the overlap of customer database and source matter? Does it disturb the

augmentation if people irrelevant to the customer database are included in

the source? Answering these questions is a contribution of this study. Once
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the specific characteristics of such data augmentations have been studied

on a theoretical level, a conceptual model is built identifying crucial factors

for the quality of the data augmentation results. Exit criteria are defined

excluding unsuitable sources from being used for data augmentation.

1.2.3 Independence of source and target variables

Sources like volunteer surveys, social media, or market media studies are

easy to access. Elements do not have to be identical, because there is no need

to find the one correct match in the source, as long as there are donors being

alike. This is attributed to the assumption that both recipients and donors

are sampled from the same overall population, so that they exhibit the same

relationships and correlation structures (Radner, 1980; Rässler, 2002, p. 3;

Rodgers, 1984). A population in this context refers to a unit of elements,

i.e. people, conforming to a set of defined criteria. The population is the

unit on which statements are made, although only a subgroup or sample of

it has been observed (Powell, 1997, p. 66). Here, it is referred to as overall

population to contrast it against the source and customer populations. It

is equal to the overall market interesting for a company and should not be

confused with the more narrow definition of a country population. Most

of the external sources are nonprobability samples , i.e. the elements have

different probabilities to be included and some do not have the chance to be

included at all (Powell, 1997, p. 67). In contrast, a random or probability

sample is a form of sampling, where every element has the same known

probability to be included in a sample (Powell, 1997, p. 70).

Such sources can cause problems not always directly obvious. For exam-

ple, a volunteer survey might ask for interest in shoes. A volunteer survey

is also referred to as self-selected sample, convenience sample, or accidental

sample (Hudson, Seah, Hite, & Haab, 2004; Powell, 1997, p. 68f). It is as-

sumed that this volunteer survey was spread by a renowned online shopping

portal with its key selling driver being clothes. The survey group is sampled
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from the internet population using the online shopping portal. Thus, not

every element in the overall population has the chance to be included. It is

further assumed that the reached audience has a tendency to be interested

in shoes above average. When using the volunteer survey for data aug-

mentation purposes with ”interest in shoes” as a target variable, it can be

suspected that the number of recipients having been attributed an interest

in shoes will be above average. This example is explained in more detail in

with according calculations in chapter 4.1.4.

The notion of the source data mechanism refers to the mechanism de-

scribing whether a person has been observed in an external source or not,

e.g. whether a person has participated in a volunteer survey. Beyond the

question if somebody has participated, the question why somebody partic-

ipated can be of interest, if this why influences the answers of the survey.

In the example above, the source data mechanism is not ignorable and the

augmentation results can be biased. The central question for all augmenta-

tion problems with external sources is whether the source data mechanism

can be ignored in a way that it does not bias the augmentation results.

The link variables on which the data is augmented are also of impor-

tance. For simplicity reasons, the data in our example is augmented by a

single link variable: gender. It might turn out that the high tendency of the

survey participants to like shoes is attributed to the fact that many women

took part in the survey, who are more interested in shoes than men. This

explains the high portion of shoe-lovers, rather than the fact that so many

shoe-lovers shop on the online platform. Because the data is augmented

based on gender, this effect is corrected for with women receiving only data

from women and men respectively. Then, the source data mechanism (par-

ticipation in the volunteer survey) and the target variable (interest in shoes)

are conditionally independent given the link variable (gender). In that case,

the source data mechanism can be ignored. One of the theoretical contribu-

tions of this study is to assess and analyze the influence of the source data

mechanism of external sources on data augmentation results.
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1.2.4 Delineation of the research subject

In order to define the focus of the study, it is important to highlight related

fields which are not regarded. Data augmentation is a database market-

ing approach for analyzing ”small” data and detecting new information

by augmenting external data on a personal, but not exact level. Results

are used individually in order to improve the data basis in business-to-

consumer (B2C) communication with the goal of strengthening customer

loyalty. It supports the objective of database marketing, in close relation to

the goals of targeting and direct marketing.

Database marketing

Database marketing is defined by Shaw and Stone (1988, p. 3f) as ”an inter-

active approach to marketing, which uses individually addressable market-

ing media channels [...] to extend help to a company’s target audience, to

stimulate their demand, and to stay close to them by recording and keeping

an electronic database memory of customer, prospect and all communication

and commercial contacts, to help improve all future contacts and to ensure

more realistic planning of all marketing”. As suggested by the name, the

focus of database marketing is on data and on how marketing performance

can be improved by using data.

Database marketing, CRM, and direct marketing depict forms of cus-

tomer oriented marketing. In contrast to database marketing, CRM estab-

lishes, optimizes, and retains lasting and profitable customer relationships

(Hippner, Leber, & Wilde, 2002), whereas direct marketing comprises all

marketing activities and communication channels that target customers in-

dividually (Dallmer, 2002). While every area interacts with the others,

the perspectives are slightly different. Database marketing focuses on data

analysis and data usage, whereas CRM focuses on the customer relationship

as a whole and direct marketing focuses on the implementation of targeted

campaigns (Blattberg, Kim, & Neslin, 2008, p. 6).
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Link and Hildebrand (1993, p. 30) use the RADAR model to describe

the database marketing process. Database marketing starts with research

(R), where the current situation is analyzed and the goals and methods of a

database marketing project are specified. The second step in the database

marketing process is the analysis (A) of data collected according to the ob-

jectives. The results of the analysis enable the database marketing analyst

to detect (D) potential chances and risks, and to propose specific actions

(A). From the reactions (R) of the customers, new insights can be attained

in order to start another research. The aim of this study is to propose a new

method with which the analysis of data can be improved and from which

differentiated segments for campaign actions can be detected (AD).

Targeting

Targeting comprises all activities differentiating customers and providing

them different suitable offers. Marketing communication is distributed to

all customers during their customer life cycle in order to trigger desired cus-

tomer actions. The focus of this study is on loyalty and retention, rather

than acquisition or reactivation. Oftentimes, it is much more efficient to

retain existing customers than to acquire new ones (Höhl, 1999; Woo &

Fock, 2004) or reactivate inactive customers (Heun, 2002). The purpose

of retention is to boost the purchase frequency, to minimize the perceived

purchase risk, and thus to decrease the price elasticity (Meffert & Bruhn,

2009, p. 458). The customer value increases with the duration of the cus-

tomer relationship (Reichheld & Schefter, 2001). It does not make sense

to invest in all customers. Rather, every customer relationship’s costs and

benefits are analyzed in order to identify profitable customers in the long

run. Although the concepts depicted here can be transferred to other forms

of marketing, including business-to-business (B2B) marketing, this study

focuses on the B2C marketing market. This is mainly attributed to the

fact that information on end customers is much easier accessible and from

different sources than information on business customers.
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In order to improve a company’s conversions, several parameters in the

marketing strategy have to be regarded. Targeting finds answers not only

on whom to contact (data basis), but also with what kind of product or

offer, via which medium or channel, and at what point in time. The form of

how an offer might look is of importance as well. These parameters interact

and cannot be regarded separately, although it is possible to identify factors

that are more important than others (Bult & Wansbeek, 1995). Only if all

parameters are attended and improved, the overall marketing strategy is

prone to succeed. The here proposed improvement of the data basis is only

a starting point in improving the targeting strategy.

Targeting can be performed on personal level, internet protocol (IP)

based level, media level, or location level. Targeting on personal level re-

quires identifiable and describable customers. In online targeting, the tar-

geting is mainly based on IP addresses and surfing behavior and requires an

automated algorithm able to compute and deliver information accordingly.

Predictive behavioral targeting combines online surfing behavior and results

from online surveys in order to predict preferences for online advertisements

(Noller, 2009). Targeting on media level is performed by media planners

and results in the right choice of relevant media and slots. Geo-targeting

is becoming increasingly popular, as customers are knowingly reachable at

different locations via mobile devices (Dialog Marketing Monitor, 2012).

From micro targeting, it has long since been known that customers living in

different areas differ in terms of their personal incomes and other hard facts

(Putten, 2010, p. 84). Sometimes, targeting is defined more narrowly in a

sense that different customers or prospective customers are offered different

prices for the same product (Feinberg, Krishna, & Zhang, 2002). In our

sense, this is one aspect of targeting among others.

Data augmentation

Data augmentation or data fusion in a broader sense comprises all activities

which add new information to an existing database. Depending on where
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this information comes from, how it is added to the database, and how it is

analyzed later, different forms of data augmentation can be differentiated.

Data augmentation can serve several purposes. It is possible to combine

sources containing similar information in order to construct more detailed

values of variables, to subjoin elements that were addressed in different

sources, and to add new variables to existing sources (Bakker, 2012; Guigó,

2012). In our study, we focus on the latter.

The task of database marketing is to identify data that is relevant for

customer analysis and to use multivariate analysis methods and data min-

ing tools to identify and differentiate segments (Schmidberger & Babiuch-

Schulze, 2009). Although both data augmentation and data mining are

tools for database marketing, they differ. The goal of data mining is to de-

velop models that independently identify meaningful patterns in big sources

of data (Hagedorn, Bissantz, & Mertens, 1997). It aims at discovering new

insights within one single database. Contrarily, the aim of data augmenta-

tion is to combine two databases in a way that a new database is generated

with additional information. It can be a preliminary stage to data mining,

supplying more data to mine in (Putten et al., 2002b, p. 1).

The term exact matching, or associative data fusion (Breur, 2011), re-

lates to information that is matched on the basis of a unique identifier

present in both databases (Rodgers, 1984). The term data augmentation

relates to information that is matched based on link variables and has a

predictive nature. In the context of data management, exact matching is

also called merging or joining. Unique identifiers could be the social secu-

rity number or name and address (Rässler, 2004). Exact matching identifies

individuals, whereas data augmentation identifies similar customers. In a

way, exact matching is an idealistic form of data augmentation, because it

matches explicit information with 100% certainty. The goal of data augmen-

tation is always to receive a match as close as possible to these attributes.

Record linkage and statistical matching are differentiated here due to

their similar, but yet different focuses. According to Cibella, Guigó, Scanu,
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and Tuoto (2012), record linkage is the act of fusing two sources with iden-

tical elements. In contrast to exact matching, a unique identifier is missing

or the unique identifiers are deficient. The task of record linkage is to find

the best, if possible true, match. By contrast, statistical matching is the act

of fusing two sources without any overlap or with the overlap being negligi-

ble (D’Orazio et al., 2006, p. 2; Rässler, 2002, p. 3). It is usually assumed

that the two sources were independently and randomly sampled from an

overall population (D’Orazio et al., 2006, p. 3; Rässler, 2002, p. 20), so that

the overlap does not matter and does not influence the data fusion results.

There has been some literal confusion on the definitions of record linkage

and statistical matching in the data augmentation literature. D’Orazio et al.

(2006, p. 2) refer to record linkage, when the elements are at least partially

overlapping and only those of the overlap are sought to be found. On the

other hand, they also refer to statistical matching, when the observations

are identical and a unique identifier is missing. Rässler requires the overlap

between elements for statistical matching to be ”at least small, if not zero”

(2002, p. 6). None of the research conducted so far explicitly examined

the case in which the data augmentation source is neither identical (as in

record linkage) nor independently and randomly sampled from an overall

population (as in statistical matching).

Data augmentation can have a micro or macro objective. The micro

approach has the objective of generating a new value for every observation

in the dataset. The result is a synthetic dataset that can be used like a

primary source, containing information on all observations and all variables.

The macro approach has the objective of obtaining the joint distribution

among variables that have not been jointly observed. A macro view on the

data can usually only be calculated from micro data, which is why the two

approaches are not necessarily applied separately (D’Orazio et al., 2006,

p. 2f). In database marketing, the micro approach is of primary interest.

Moreover, the preservation of distributions is not always desirable, as the

main focus is on generating the best possible value for each customer. This
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is not necessarily associated with the idea of generating values in a way that

the marginal and overall distributions are preserved (chapter 4.1.3).

Big data context and differences

In order to contrast our data augmentation approach against the term big

data, a circumscribable definition of big data is needed. We refer to one of

the most recent and considered books describing big data by Simon (2013).

The philosophy of big data is to use all available data, especially from new

technologies at a scale exceeding all up-to-date volumes, and differentiating

between relevant and irrelevant information (Simon, 2013, p. 4ff). The

essence of big data is the capability of handling unstructured data (Simon,

2013, p. 35). Unstructured data comprises all forms of poly-structured

data (e.g. non-relational data or text), semi-structured data (e.g. XML),

and meta data not representable in traditional relational databases (Simon,

2013, p. 32ff). Unstructured data is mainly created outside of a company,

while internal data still adhere to traditional relational structures (Simon,

2013, p. 39). However, it does not replace, but only complement traditional

data management (Simon, 2013, p. 55f).

More precisely, big and small data differ in terms of condition, loca-

tion, and population. If data is clean and ready to process, it is considered

well-conditioned. Location describes the residence of data tables in rela-

tional databases, which can be a single rectangular dataset or many differ-

ent tables respectively. Population refers to individuals in the database and

their characteristics. They can be either a random sample or non-random

samples, be primary (collected for the marketing goal) or secondary (not

collected for the intended purpose), and be stable or unstable. Big data is

characterized by being ill conditioned, located in many different tables, and

having secondary and unstable features (Ratner, 2003, p. 8f).

While big data necessarily requires database structures and tools able

to process tremendous amounts of data, the term big data does not refer to

the volumes alone. So-called small data, as present in relational customer
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databases, can still be big in terms of data volumes (Simon, 2013, p. 55).

This understanding has changed to earlier definitions of big data. Ratner

(2003, p. 8) defined big data by the number of observations being analyzed,

where datasets with 50,000 individuals is considered big, and a dataset of

up to 200 individuals is considered small.

From the definition, it becomes clear that data augmentation in our

sense is not a big data issue. We solely rely on relational databases. All

sources available must meet such a structure or must be pre-processed and

aggregated in order to fit this frame. Nevertheless, some intentions of big

data and data augmentation usage are similar. Data augmentation copes

with data from different tables and the sources can have ill conditioned,

secondary, and unstable features. Augmentation techniques can also be

used in a big data context (in fact, they should). However, data types, data

structures, methods, and tools used in our study are those handling small

data in the sense of Simon.

1.3 Research approach

The goal of our study is to understand the characteristics of external sources

and to explore the influence of these characteristics on the quality of data

augmentation results. A case study approach with simulated missing target

variables has been chosen in order to answer the research question. Thereby,

it is possible to give answers to questions not answerable in practice. We

shortly summarize the definition of a case study and explain the data origin

and the characteristics of the data basis. An evaluation of the suitability

of the case study approach is given. It comprises general requirements for

answering the research question so as to overcome certain limitations of

the case study approach, a comparison of three alternative approaches that

could have been chosen, as well as a motivation why the case study approach

is the best research environment possible for our intention.
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1.3.1 Case study with simulated sampled sources

In a case study, data augmentation is explored in a particular context in or-

der to ”retain the holistic and meaningful characteristics” (Yin, 2009, p. 4)

of the data augmentation setting. Case studies in general are suitable for

research problems that have to be regarded in or cannot be separated from

their context (Perry, 2000). In the case of data augmentation, the customer

database with its link variables is the context in which the data augmen-

tation is carried out. Although a case study is a ”detailed examination of

a single example” (Abercrombie, Hill, & Turner, 1984, p. 34, as cited in

Flyvbjerg, 2006), the data is rich enough to understand multiple aspects

of the subject (Baxter & Jack, 2008). The unit of analysis, or case, is the

unit that is measured and analyzed (Yin, 2014, p. 29). Here, the unit of

analysis is the result of one data augmentation. The cases enable analysis

within cases, between cases, and across cases. That way, a holistic picture

can be obtained, while associations between variables, as well as influences

of certain parameters can be regarded (Baxter & Jack, 2008).

The modification of a case study is easier and cheaper than that of real

world systems. Various approaches can be adapted and compared. Because

of its reduction and simplicity, the implications of modifications are easily

analyzable and interpretable (Dekker, 1993). It can even be carried out for

situations that have not yet been established in the real world (Albright,

Winston, & Zappe, 2011, p. 919).

The data augmentation situation with missing target values is simulated

so that the results can be compared to the true values and derivations can be

made for practical applications. In real world applications, the true values

are not known. If the situation of missing target variables is simulated, a hit

rate can be calculated and it can be compared to the values that would have

been obtained when augmenting data by chance, given the existing target

variable distributions. That way, the results of a case study can be evaluated

internally. Internal evaluation refers to validating the augmentation results

26



and derived KPIs in comparison to the true values. External evaluation

refers to assessing the utility of the results in terms of return on marketing

investment. Different options and characteristics of sources can be compared

and overall tendencies can be observed.

The cases are chosen with a theoretical sampling (Eisenhardt, 1989) or

information-oriented sampling (Flyvbjerg, 2006) approach. Sometimes, the

term sampling is defined more narrowly as random sampling. In our study,

the term sampling refers to the fact that various sources are chosen based

on feasible and available combinations of source characteristics. The data

augmentation sources to be tested have different characteristics resembling

real world cases, such as an online source, a social media source, a rep-

resentative customer survey, or a market media study. We perform data

augmentation with these sources for various target variables and differing

methods. From these multiple variations of a data augmentation situation,

valuable insights are derived. When conducting a case study, it is assumed

that the selection of particular cases offer more interesting and illuminating

insights than if choosing cases randomly (Flyvbjerg, 2006).

The data for the case study is a real-world sample from the customer

database of a renowned German company. The name of the company is

omitted due to data protection and confidentiality reasons. The real-world

origin guarantees realistic distributions of variables and correlations among

link and target variables and varying source data mechanisms. Observations

are anonymized and variables are pseudonymized. No personal data such as

name or address information is used. The data basis is of sufficient size, so

that several samples can be drawn and the augmentation results still offer

adequate measures from which conclusions can be drawn. This is described

in more detail in chapter 5.2. In order to receive meaningful results for the

different data augmentation versions, a fully rectangular dataset is used for

the population, without missing values.

Link and target variables are defined from expert knowledge and depend-

ing on the context of the available data. They are shown in chapter 5.2.
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The link variables comprise socio-demographic information like age, gender,

and residential region, as well as seven behavioral and preferential variables.

The target variables comprise socio-demographics variables, like income or

general propensity to buy, as well as behavioral and preferential variables

from three different branches and nine different products. The information

present is reduced to categorical variables, as if the information came from

external sources, for example market research. For source protection rea-

sons the real variable names are changed to generic titles. A comprehensive

number of variables and observations is needed in order to perform different

augmentations. Thus, the number of variables and extent of information is

bigger than it would be in real world applications. The case study is carried

out using SAS 9.2 business analytics and business intelligence software.

1.3.2 Suitability of the case study method

We have chosen a case study design with sampled sources in order to answer

the research question. There a certain limitations related to a case study

design, as well as to sampling semi-artificial sources, i.e. sources that would

be possible, but are not actually derived from a different dataset as in

practical data augmentation applications. In the following, we argue how

the case study approach is equipped with enough detail and diversity to

give general and transferable insights into the research question. We show

how it outperforms other possible research approaches.

General requirements

There are general requirements regarding the study design for answering

the research question and the hypotheses to be tested. Data augmentation

is afflicted with the fact that it can never be known whether the augmented

values are true, unless the customers are directly asked. This is usually

not feasible. Only if marketing campaigns using data augmentation results

perform better than before data augmentation, it can be assumed that the
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augmented values are at least partially correct. Thus, in order to give

indications on the quality of the augmentation and to answer the research

question, a situation must be created in which the true values are known.

The study design must comprise several sources and target variables in

order to enable between and across case analysis. Each source must be

of sufficient size, so that many link variable classes are available with a

significant number of donors representing each class. These sources need to

differ regarding their characteristics. In order to deduct general statements,

they should vary on the whole range of possible values. Different target

variables need to be augmented from each source, so that the effects of

different target variables can be examined.

A correlation test of source and target variables must be possible in

order to assess the source data mechanism type as described in chapter

4.2.5. In a practical application, this could be achieved by an auxiliary

source, i.e. a representative survey asking for all variables relevant to the

data augmentation situation (link variables, target variables, customership,

and source usage). In the study design, this problem can be overcome by

creating the sources instead of using existing ones. Then, the sampling

mechanism must be carefully chosen in order to resemble real-world sources

as much as possible.

Finally, the results of the augmentations with several sources must be

consistent and comparable, as well as generalizable. Consistency refers to

the reliability of the study set-up. Comparability is achieved best, if all vari-

ables not in the focus of the study are kept equal. Analytical generalizability

refers to the ability to apply the results to any other data augmentation use

case (Yin, 2014, p. 38). However, a trade-off exists between the restriction

of the study to certain settings in order to achieve comparability and giving

insight into the general applicability of the results.
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Alternative study approaches

There are different possible ways to approach the research question: a series

of real-world data augmentations with appropriate documentation, a case

study with sampled sources, or a full simulation of the model frame. The

three alternative approaches differ in various ways. Their properties are

illustrated in table 1.2 and afterwards described in more detail.

Property Documentation of
real-world augm.

Case study with
sampled sources

Full simulation

Data basis several data
sources

one data source no existing data
source, but simu-
lation of it

Data quality and richness poor rich to be designed

Variability of recipient
unit

possible not possible possible

Link and target variables all different same for all to be designed

True values for target
variables are known

no, only deter-
minable through
customer survey

yes yes

Distributions realistic quasi-realistic artificial

Sampling of sources taken from real
world

information-
oriented

random

Diversity of sources low high very high

Calculability of source
data mechanism

only possible from
auxiliary data

possible (ex post) possible (ex ante)

Controllability of source
characteristics

no control partial control full control

Number of observations
for comparison

limited to less
than hundred

thousands quasi unlimited

Comparability low high high

Consistency low high high

Transferability to prac-
tice

possible possible with lim-
itations

difficult

Costs high low medium

Table 1.2: Alternative study designs for answering the research question

Our research question would not be solvable by other research methods,

such as a survey, an experiment, or an analysis of historical data. A sur-

vey, as well as analysis of historical data, would only be feasible, if data

augmentation with external sources was already carried out. It is, however,

not commonly used in business yet. An experimental setting would be too

artificial. It would not be easy to imitate the link and target variable types
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available in practice and their relationships. Previous studies conducted for

data augmentation in database marketing were primarily carried out on a

case study basis (Hattum & Hoijtink, 2008a, 2008b; Krämer, 2010; Putten

et al., 2002a, 2002b), although they did not use sampled sources. Rather,

they only referred to one specific example.

Documentation of data augmentation series from real-world A

good way to answer the research question would be to conduct a very high

number of data augmentations, document parameters and results of each,

and make an aggregated statement afterwards in order to answer the re-

search question. Marginal and joint distributions, as well as source data

mechanisms, would be realistic and to analyze a wide range of real world

data augmentations would do justice to the superior goal of generalizability

and transferability. However, the range of possible data augmentations is

endless and to define a study as big as to cover it is virtually not possible.

There are also a number of conceptual and practical reasons why conducting

hundreds of data augmentations is not feasible.

First and foremost, the true target values are not known. A strategy

to overcome this preclusion could be to conduct a customer survey after

every augmentation in order to receive the true values for comparison pur-

poses. Without even regarding the methodological obstacles related to this

approach, it would probably not be possible to receive answers of all cus-

tomers. The same applies to the calculation of the source data mechanism,

which would only be possible from an auxiliary source. It would hardly be

possible to receive sources with all types of mechanisms. Because the data

augmentations would be performed at different points in time, the consis-

tency would be low. Although it would theoretically be possible to regard

different recipient units, this would even further stretch the model frame

and necessary examinations.
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There is also a simple practical problem: to conduct such an extensive

series would not be feasible from a cost and time perspective, because it

would take years to conduct it, with inestimable costs related to it. The

number of augmentations would probably be limited to less than a hundred,

involving several data sources with the related data preparation and harmo-

nization effort. Consequently, although theoretically the best way to gain

insights into realistic augmentation problems, the number of augmentations

would be too low to make any sort of substantiated general statement, while

the consistency would be low.

Case study with sampled sources A case study with sampled sources

overcomes the problem of unmanageable ranges of applications by restrict-

ing the study frame to one population and one recipient unit, while at the

same time regarding several forms of donor units. In order to establish

comparability, the basic setting, like link and target variables, is controlled.

The study frame has to be chosen in a way that it is meaningful and largely

transferable to other, at least similar, situations. Flyvbjerg argued that

detailed, context-dependent knowledge of the researcher can be even more

valuable at times than ”predictive theories and universals” (2006, p. 224).

While the effects of the variables altered in the case study can be gener-

alized, the results cannot be transferred to other contexts with different

overall options. However, if the case is carefully chosen and has an extreme

or critical character, it increases its generalizability (Flyvbjerg, 2006).

Because the data used for case study purposes is a real world dataset,

the marginal and joint distributions are quasi realistic. The quasi restric-

tion is made, because the donor units are not taken from real world, but

sampled from the overall population based on the requirements of the study.

In a case study, variables are not randomly manipulated like in a stochastic

simulation (Yin, 2009, p. 11f). The information-oriented sampling approach

is an advantage, because the range of possible sources can easier be covered

when choosing sources based on desired categories. Additionally, an unlim-
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ited number of sources can be sampled from the overall population, leading

to a wide range of results, which enable a good basis for generalization.

Due to the case study set up, the true target values are known and the

source data mechanisms are estimable ex post, i.e. by comparing the re-

sulting source to the target variables. This is the main reason to choose an

artificial study set up over a documentation of realistic augmentations. Be-

cause all augmentations are derived from and applied to the same database,

comparability and consistency are high. Finally, the costs to conduct the

study are reasonable.

Full simulation A full simulation of the data augmentation situation

provides more flexibility than the previous alternatives. From table 1.2,

it can be seen that recipient unit, donor units, link and target variables

would be formable tailored to the need of the research question. Existing

known marginal and joint distributions could help to form close to realistic

datasets. The source data mechanisms would be created based on prior

information. A calculation would thus not be necessary anymore, because it

is ex ante defined which source data mechanism is modelled. With multiple

imputations, the whole range of mechanisms and target variable would be

realizable. Just like the case study approach, the simulation approach is

comparable, consistent, and economical.

However, the flexibility of the full simulation approach can also be a

drawback. As data augmentation in database marketing deals with real

people, the marginal and joint distributions are very complex, difficult to

predict, and full of deviations and unexplained errors. The link and target

variables only capture a small portion of all relationships. To artificially

simulate all these relationships from scratch is difficult, if not impossible.

Although millions of augmentations would be possible, the gist of the results

would only be correct, if distributions and correlations were chosen in a way

resembling the reality extraordinarily well. The data could easily be too

clean and thus the findings might overestimate the possibilities in practice.
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If this fit to reality is not mastered, the results cannot be transferred to

practical applications and would not have any value.

Creating the best research environment possible

From the previous evaluation of alternatives, it can be seen that both the

documentation of data augmentation series from real-world and the full

simulation have drawbacks prohibiting a meaningful use. In the former

approach, two central calculations are not possible or only with a dispro-

portionate effort: the calculation of the hit rate and the assessment of the

conditional association between source data mechanism and target vari-

ables, given the link variables. In the latter approach, all variables and

samples would have to be simulated, leading to an unmanageable amount

of possibilities in terms of distributions and relationships, while not know-

ing how to simulate human characteristics and behavior best. In the case

study approach with simulated sources, both problems can be overcome by

using a real world dataset with realistic distributions and correlations. The

missing data situation is simulated by taking away the target variables from

the recipient unit, only to augment them thereafter and compare them to

the true values.

Case studies cover the research questions for the given context in a com-

prehensive way in order to generalize it to the whole unit of analysis (Yin,

2014, p. 25). The generalization is more self-evident, if the case study is

sufficiently broad, so that many other contexts at least resemble the case

study context. For example, if only data from one branch is regarded, the

generalization to other branches is questionable. Therefore, we use real

purchasing data from four different branches and various consumption cat-

egories in our case study. Another drawback would be, if the population

and customer structure of the case study is very different to other appli-

cations. To that end, our population is stratified to represent the German

population in terms of gender and age, as it is described in chapter 5.2.1.

That way, all demographic strata are examined.
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Our data is especially rich in quantity, so that many different sources

can be sampled and many different augmentations can be regarded. We use

sampled donor units representing all kinds of sources, but also identical,

partially overlapping, and distinct sources. For every source data mecha-

nism, we examine nine different data augmentations sources, in order to

foreclose the risk of one deficient or peculiar source influencing the overall

statements. We also sample sources for which the suitability for data aug-

mentation has already been proven, in order to contrast the results to the

sources that have not been examined in detail yet.

Nevertheless, by conducting a case study, we accept certain limitations

regarding the analytical generalizability. The results of a case study always

need to be regarded in the context of the study. The more a potential con-

text differs from the chosen case study context, the lower the certainty that

a data augmentation in this context exhibits the same features. If differ-

ent parameters are applicable, the results cannot be transferred (Robinson,

2004, p. 11). We are aware of the fact that all decisions made in building

the case study influence the augmentation results. However, our goal is to

compare different characteristics of sources, which is a relative objective.

In a real world application, these relative tendencies are of interest in the

respective context, while absolute values can differ.

We strongly believe the case study approach can give valuable insights

into the problems related to data augmentation in practice. Data augmen-

tation is very costly and time-consuming. It requires advanced database

marketing skills and is a decisive investment, which is only approved by

the management, if a monetary success can be anticipated. At the same

time, the variety of sources and their individual properties need to be han-

dled with suitable methods. Every data augmentation approach is unknown

territory and uncertainty of effectiveness and efficiency is high. These ob-

stacles are common reasons for abandoning the data augmentation idea

at early project stages. With this study, we shed light on different data

augmentation sources and on how their characteristics influence the data
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augmentation results. The guidelines to be developed enable data augmen-

tation decisions to be made faster and at lower costs. To provide a starting

point for this examination, the case study approach with sampled sources

as proposed here is the best and most feasible research method. It can

overcome obstacles like the unknown true target values or the inestimable

source data mechanism. Furthermore, it can give a comprehensive insight

into the general influence of source characteristics on the augmentation re-

sults, which cannot be derived from practical sources that are not diverse

and numerous enough to allow for such general insights.

1.4 Structure of the paper

Our study is divided into seven parts. The first two chapters describe the

foundation and relevance for our study. In chapter 2, the strategic motiva-

tion for data augmentation in marketing is derived from an analysis regard-

ing the strength and weaknesses within the company and the opportunities

and threads arising from the external environment. Herefrom, the manage-

rial necessity for data augmentation in database marketing is derived, which

poses the starting point for our research. In academia, the problem of data

augmentation in database marketing has only been regarded sporadically or

on a universal level. In chapter 3, a literature review on data augmentation

is given, retracing the evolution of data augmentation studies in different

fields and demonstrating the research work already done regarding the pro-

cess of data augmentation in marketing. Chapter 4 contains the theoretical

contribution of our study. We explain the specifics of data augmentation

in marketing and describe the data augmentation model mathematically.

From the established theory, a conceptual model and test design for the

case study approach is derived in chapter 5. With this set-up, a series of

augmentations is carried out and the results are documented for an overall

examination. The analysis of results is divided into an analysis of the gen-

eral data augmentation key performance indicators (KPIs) derived from the
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case study (chapter 6) and an overall analysis of results and hypothesis tests

(chapter 7). We apply existing and develop new KPIs for the assessment of

data augmentation results in a simulated setting, where the true values are

known. These measures are the methodological contribution of our study.

The overall test results and findings form the managerial contribution of our

study, which are summarized in a practical guide on how to upfront assess

possible data augmentation sources regarding their aptitude. We conclude

our study with appropriate limitations to our study and data augmentation

in general (chapter 8) and a summary of the study findings (chapter 9). In

this chapter, we substantiate our approach and structure.

Our study begins with an analysis of the context for data augmentation

in database marketing. We inspect internal conditions within the business

organization, including marketing goals, targeting in marketing practice,

and conversion as the crucial marketing measure (chapter 2.1). From these

conditions, certain needs arise that are not always fulfillable with tradi-

tional marketing tools. At the same time, the company environment poses

chances and challenges (chapter 2.2). The economic framework of data

augmentation expediates the usage in database marketing. The technolog-

ical framework is an enabler, while certain constraints are derived from the

legal framework when it comes to using personal data. The sociological

and psychological framework regards the perception of data augmentation

from a customers’ perspective, which in turn has implications for data aug-

mentation. Opportunities arise also from the sources available inside and

outside an organization (chapter 2.3). Implications for data augmentation

in database marketing are derived by bringing together marketing needs

and available sources in an analysis of strength, weaknesses, opportunities,

and threads (SWOT). From the SWOT (chapter 2.4), data augmentation

is derived as a relevant direct marketing strategy for companies.

The context for data augmentation is followed by a literature review de-

scribing approaches, theories, and methods concerning data augmentation

– not only in marketing. The evolution of data augmentation studies is
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retraced from the beginning to recent studies (chapter 3.1). Many augmen-

tation methods are derived from traditional missing data problems and from

statistical matching theory. While much literature is available on data aug-

mentation in well-conditioned environments, none of the researchers have

regarded the unfavorable conditions of the prevalent external sources avail-

able to database marketing analysts today. The literature review includes

a description of the data augmentation process, which has been established

by previous researchers and is recaptured and adapted for the special case

of database marketing (chapter 3.2). It comprises data screening and data

preparation steps, the choice of the best data augmentation method, exe-

cution, and internal and external evaluation of augmentation results.

As data augmentation in database marketing has special features and

conditions, the methodological framework is devised next. It consists of a

description of data augmentation specifics in marketing and the data aug-

mentation model. The specifics include the customer database as a recipi-

ent unit, possible donor units and their characteristics, as well as available

variables (chapter 4.1). Special attention is paid to the conditional indepen-

dence of source and target variables and the micro validity in terms of target

variable values. We develop a data augmentation model, in which the data

augmentation process is described from a theoretical point of view (chapter

4.2). Populations and samples, as well as variables, are differentiated. A

univariate pattern approach is suggested and resulting target values and the

uncertainty inherent in data augmentation are formalized. Furthermore, the

ignorability of the source data mechanism is mathematically described and

a restricted class of acceptable source data mechanisms is developed.

After having laid out the theoretical basis for data augmentation in mar-

keting, a test design is established for evaluating different source characteris-

tics and for answering the research question. A conceptual model comprises

all relevant relationships, from which hypotheses are derived (chapter 5.1).

Model lift effects and how they can eventually influence conversion proba-

bility lifts are described. We answer the research question by performing
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a case study with simulated sources. The data basis for the experiment is

further described and used methods are explained (chapter 5.2).

The test design is followed by the data analysis. For every augmentation

in the case study, a set of descriptive data and measures in preserved (chap-

ter 6.1). The pre-screening phase is described, including a quality check and

derived managerial implications (chapter 6.2). The accuracy and precision

of the data augmentation results is evaluated by existing classification mea-

sures (chapter 6.3). A so-called model lift describes by how much the data

augmentation results increase the knowledge on the customers as compared

to not having that information (chapter 6.4). The final KPI of interest is

the conversion probability lift (CPL), which describes by how much the con-

version probability of a selected target group is increased when using data

augmentation results (chapter 6.5).

In the second part of the data analysis, the source data mechanism

antecedents from the conceptual model are validated and evaluated (chapter

7.1). Different tests are used to perform this validation. The final part

of the data analysis comprises the analysis of influencing factors in data

augmentation (chapter 7.2), the tests of the hypotheses, and an examination

of which data augmentation method is used best in which data augmentation

context (chapter 7.3). The chapter is finished with a practical guide for

ex ante evaluating data augmentation sources (chapter 7.4). After having

derived insights from the case study, we give advice on how to find relevant

information, how to check the suitability of potential data augmentation

sources, and how to choose a good data augmentation method.

There are certain limitations related to data augmentation in marketing,

which are stated in chapter 8.1. As our study only verifies the hypotheses

stated for a defined use case, further research opportunities arise from our

work (chapter 8.2). They mainly concern the ignorability of the source data

mechanism, a deeper exploration of steps in the proposed data augmentation

process, other data augmentation opportunities, and uplift models.
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Chapter 2

Strategic motivation for data

augmentation

When visiting a marketing conference, it is very likely that at some point the

allegory of the ”Tante-Emma-Laden”1 is mentioned. People in the middle

of the 20th century shopped in such a small general store. ”Tante Emma”

stands for customer focused individual information. Through her personal

contact to all customers, she exactly knew her customers’ needs, wants,

and preferences. However, ”Tante Emma’s” capabilities were not primarily

due to her outstanding targeting abilities. Rather, mobility, variety, and

competition were so limited that people did not have a choice.

Today, the competitive environment is much tougher. People are more

mobile and better informed, so that loyalty has become a valuable asset.

Personalized, individualized, and relevant communication has become the

superior marketing goal, because marketers and managers have recognized

the that a customer directed communication increases loyalty and boosts

sales. Such communication is only possible, if the companies have knowledge

on their customers, much like ”Tante Emma”. But today, the face-to-face

1In English, ”Tante-Emma-Laden” is translated as ”mom-and-pop store” or corner
shop. The literal translation of ”aunt Emma” personifies the seller as a friendly and
knowledgeable counterpart.
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information acquisition process is largely replaced by digital means. Every

transaction process is recorded, every scan of a loyalty card produces data,

and every click on a website can be tracked. One of the main challenges

today is the collection and integration of data in order to form a holistic

picture and to supply customers with as relevant information as possible.

In this chapter, we analyze the strengths and weaknesses of companies re-

garding individual communication. We name the opportunities and threats

arising from the economic, technological, legal, sociological and psycholog-

ical environment. Data augmentation can be a solution to the information

lacks of companies. With a SWOT analysis, we eventually motivate data

augmentation as a relevant strategy for marketing and management today.

2.1 Internal conditions within the company

The internal conditions of data augmentation in database marketing are

divided into the three sub parts marketing goal, practice, and measures. In

the following, we describe the trend of customers having become the focus

of marketing, because treating customers individually leads to a maximum

profit for the company. Accordingly, knowledge about the customers needs

to be acquired. This knowledge is used in marketing practice for targeting

customer segments and addressing them personally. The success of mar-

keting campaigns is measured by conversions, which quantify the success of

the marketing efforts. The internal conditions are an important factor in

the SWOT analysis that we conduct in chapter 2.4. From them, strengths

and weaknesses of the company are derived, facilitating the benefit of data

augmentation for the marketing strategy.

2.1.1 Customer focus as a major marketing goal

Only relevant marketing communication attracts the attention of customers.

A customer is a person who has already had a contact with a company, e.g.
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bought a product or service, has taken interest in doing so, or subscribed for

promotional communication. Relevance is achieved by attractive offers for

products customers are interested in – presented to the customers at a suit-

able point in time, when they are receptive to these offers. However, with

the low costs of advertising and direct marketing today, especially for online

communication, customers are often contacted with all kinds of irrelevant

promotions. Customers ignore these advertisements (Cuthbertson & Mes-

senger, 2013). If the information conveyed by companies is not relevant, the

overall attention to a company’s marketing activities decreases. Relevance

is not only important for the company itself, but also in its competitive en-

vironment. The so-called consumer addressability, the ability to customize

communication based on individual customer information, has been shown

to be a competitive advantage (Chen & Iyer, 2002).

Relevance can only be achieved, if customers are treated individually tai-

lored to their interests and needs. The perspective of marketing and commu-

nication has changed from product to customer centric (Kelly, 2007; Garg,

Rahman, & Kumar, 2010). Customers are regarded from a 360◦ perspec-

tive: buying behavior, demographic and socioeconomic profiles, lifestyles,

attitudes, and media exposure (Kamakura & Wedel, 1997). With regards

to the customers, markets and target groups can be defined and identified,

offers can be created and communicated, and buys and follow-up buys can

be initiated (Meffert, 2000, p. 12).

The customer focus aims at fostering each individual customer relation-

ship in a way that it is maximally profitable for the company. Loyalty is one

of the key aspects, so that customer value and equity are benchmarks for

the operative and strategic directions of marketing (Helm & Günter, 2006;

Huldi, 2002). An important marketing goal is to retain and to develop cus-

tomers. Whereas the focus of retaining customers is on preventing them

from defecting to competing market participants, the focus of developing

customers is to increase their value for the company. Both implicate a con-

stant effort, especially in so-called ”non-contractual” relationships, where
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every new sale has to be earned (McCrary, 2009). An increase in revenue is

for example achieved by exploiting an individual’s willingness to pay. Exem-

plary actions for these strategies are cross-selling, up-selling, and increasing

the efficiency of customer contacts (Ang & Buttle, 2009).

These goals can only be achieved, if companies know as much as possible

on their customers (Behme & Mucksch, 2001). Data is the basis for treating

customers individually in order to increase their performance and value. It

is gathered, analyzed, interpreted, and used for customer differentiation by

a database marketing team. An extensive database is necessary, providing

all information needed to offer the best product at the best time to the

best price. The optimal allocation of resources is one of the main goals of

database marketing. The demand for more information, more individual-

ization, and more personalization is in the interest of both the customers

and the companies. Customers expect offers tailored to their expectance.

The companies expect efficient media usage and high conversion rates.

Data augmentation is one database marketing tool to acquire the data

necessary for customer differentiation. It can provide information not oth-

erwise available regarding product preferences, general purchasing power,

preferred communication channels, life-cycle related information indicating

the right time to offer a product, and much more. It enables a better descrip-

tion of the customers, complementing the 360◦ view necessary to provide

relevant marketing communication.

2.1.2 Targeting in marketing practice

In order to implement individual customer strategies, a direct marketing ap-

proach is needed. Scovotti and Spiller (2006, p. 199) define direct marketing

as follows: ”Direct marketing is a data driven interactive process of directly

communicating with targeted customers or prospects using any medium to

obtain a measurable response or transaction via one or multiple channels”.

In direct marketing, every communication event is dedicated to a target
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group, a selected group of prospective customers for which the cost-benefit

ratio of marketing is highest. Targeted advertising is the essence of below

the line marketing. In contrast to above the line media, wastage can be

avoided (Bruhn, 2009, p. 191; Greve, Hopf, & Bauer, 2011).

When customers are selected for a marketing campaign, it is referred

to as targeting. Targeting is the ability to differentiate customers based

on data in order to provide them individual and personalized offers. The

word is derived from the verb ”to target”, which means to reach exactly the

group at which an offer is aimed. It has been a research topic since the late

1990’s. Dong, Manchanda, and Chintagunta (2009) give a good overview

on the first studies concerning targeting. Targeted marketing reduces the

cost of production, distribution, and promotion (Bull & Passewitz, 1994).

Hopf (2011) and Kelly (2008) state that targeting is valuable to consumers,

because it gives them the sentiment that products are immediately avail-

able, findable, accessible, understandably prepared, and personally selected.

They gain the impression that products and benefits are real and original,

that someone cares for them, and that their data is safe at all times.

The vision of targeting is to develop it to a one-to-one marketing process,

in which every customer receives relevant products, services, and informa-

tion at the optimal point in time (Link & Hildebrand, 1993, p. 29). However,

such a perfect targeting is possible with a disproportional effort (Freter,

1997, p. 46). The next best solution is to find meaningful customer seg-

ments, which can be reached through consequent data usage (Liehr, 2001).

In order to profitably treat these segments, they have to be identifiable,

quantifiable, addressable, and of adequate size (Rapp, 2002a, p. 67). They

should be stable, responsive in a way that response is similar among seg-

ment participants, and actionable in a way that the marketing strategy is

consistent with the company objectives (Hattum & Hoijtink, 2010).

Individualization is needed on every touch point. While (e-)mail is the

most important channel for direct marketing (Bult & Wansbeek, 1995),

many of the marketing tools today have the possibility to personalize and
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target (Iyer, Soberman, & Villas-Boas, 2005); e.g. newsletter, websites, and

mobile or social platforms. As channels become more fragmented, with the

new ones not necessarily replacing, but adding to the old ones, an overall

customer view is needed (Rhee, 2010). Much of the communication to the

customers is done electronically and is controlled through so-called contact

optimization technologies. These are based on certain business rules and

contact policies, and are mainly fed by customer data (J. Berry, 2009).

Targeting has the goal to select or segment customers. Selecting cus-

tomers refers to choosing the best target group for a given offer or com-

munication, often given certain constraints like target group size, budget,

or required conversion rate. Segmenting customers refers to allocating cus-

tomers to several target segments in order to distinguish them, usually in

terms of offers, prices, or creative appeal. Both aim at reaching a maximal

conversion rate. The conversion rate is calculated by the number of con-

versions, divided by the number of recipients of a marketing campaign. In

the first case, customers are selected according to one specific value of each

selection variable to reduce the target group size. In the latter case, the

optimal distribution of customers among all variable values is of interest.

Data is the basis for targeting, thus all targeting related areas of research

focus on getting better knowledge from data; e.g. customer segmentation,

data mining, and data fusion. The customer base is a crucial core asset,

because it has a central function in the success of the company (Wirtz,

2009, p. 54). Core assets in general are distinguished by having an intrinsic

value, being rare, not imitable, and not substitutable (Barney, 1991). The

efficient use of customer data is a core competence of a company. The

combination of the core asset customer database and the core competence

database marketing can lead to a significant competitive advantage.

To purposefully segment customers is not easy. These segmentations are

only possible if sufficient data is available (Behme & Mucksch, 2001). The

information is sufficient, if it is relevant to the purchase behavior, if it has

informative value in terms of media and channels to be used and accessibil-
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ity, and if it supports the identification and measurement of customers. It is

profitable and not volatile (Freter, 1997, p. 90ff). Marketing data often faces

the problem of missing data in one way or another (Kamakura & Wedel,

2000). The classical market segmentation criteria used for segmentations,

such as demographics and other identification data, are usually not directly

relevant to the purchase behavior (Brogini, 1998, p. 113ff). A brand and its

product are not preferred over competitive products because of demographic

criteria like age and gender (Petras, 2007), but because they have a certain

function and benefit for the customer. Descriptive data collected with the

customers is often incomplete, inconsistent, and mostly aged (Kelly, 2007).

Consequently, intelligent typologies aligned with the customer purchase be-

havior are coming into focus (Homburg & Sieben, 2005; Leitzmann, 2002).

Such information is available from transaction data (Kelly, 2007).

But transaction data also ignores important information. So-called soft

facts are worth knowing in order to optimally reach customers with cam-

paigns. Customer databases have limited information on the following data

categories (Breur, 2011; Dialog Marketing Monitor, 2012; Liehr, 2001).

• General characteristics and preferences of the customers: needs and

motives, characteristics of the customers, information on media usage,

attitudes towards daily routine, work life, leisure time, and family

• Product and purchase related preferences: product purchase motiva-

tion in the competition environment, attitudinal and evaluative data,

such as quality perception and brand advocacy

• Post-purchase behavior and opinions: satisfaction with products and

services bought, likelihood to recommend

In order to predict future customer preferences, today’s data needs to

be analyzed (Putten, 2010, p. 16) and enriched. While some targeting

goals can already be achieved by mining the existing data, some of the

necessary information is only available elsewhere. DWHs usually contain
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hard facts only. With these, it is difficult to conform to the requirements

of successful customer segmentation. However, it is possible to acquire

them externally and augment them to the customer database (Hippner,

Rentzmann, & Wilde, 2002). Missing information can be retrieved from

various sources, e.g. market research or other internal and external sources.

2.1.3 The marketing measure: conversion

The main KPI for targeted campaigns is the conversion. A conversion is

the reaction to a marketing communication, e.g. a sale, a response, the par-

ticipation in a raffle, or any other specified desired customer activity. The

desired action is specified in advance and has to be measurable. Conver-

sions can only be calculated for direct marketing campaigns with a clearly

defined and identifiable target group (Rossi et al., 1996). Reactions need to

be able to be traced back to the customer.

Conversions are the ultimate goal of marketing. They pay off in terms of

sales, qualifying sales leads, and building customer relationships (Roberts &

Berger, 1999, p. 9f) and are monitored closely. The increasing challenges in

the economic framework, as described in chapter 2.2.1, require advertising

efficiency (Laase, 2011). One goal of marketing is to improve targeting

performance, or targetability (Chen, Narasimhan, & Zhang, 2001). The

ability to target customers can have a higher and more durable impact on

marketing performance than other marketing activities (Chen et al., 2001).

For planning purposes, marketers try to predict the conversion proba-

bility for individuals, for specific segments, or for the campaign as a whole.

Those customers with the highest conversion probability are selected for

direct marketing campaigns, taking into consideration the costs. Ideally,

a return on investment can be calculated from a model for individual cus-

tomers (Ratner, 2001a). In every target group selection, there are more and

less prospective customers. The overall conversion probability is a mixture

of the relative concentration of target customers (Smith, Boyle, & Cannon,
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2010) in a selection, depending on the individual conversion probability of

the prospective customers versus the individual conversion probability of

the ones mistakenly selected. The challenge of predicting conversions is to

identify the most profitable customers, rather than those being most likely

to respond to promotional offers (McCrary, 2009).

The conversion probability is calculated taking into account as many

factors as possible. It can be divided into a baseline probability of pur-

chasing and time, contact, and purchase history related probability factors

(Moe & Fader, 2004). The baseline probability of purchasing is relatively

stable and can be attributed to the characteristics of customers. The others

factors are volatile and change depending on the context. The marketing

instruments used to stimulate it are different from those stimulating the ”ad

hoc” conversion probability. Data augmentation results are generally able

to improve the knowledge on the baseline probability of purchasing, rather

than on purchase situation related factors.

2.2 External conditions around the company

In the following, the external conditions for data augmentation in market-

ing are explicated. The economic environment poses several challenges that

companies need to adjust to. The technological development offers oppor-

tunities that companies can turn to their account, with risks arising from

missing out the trends. The legal environment provides the framework for

all company activities. Respecting the borders is mandatory. The sociolog-

ical and psychological environment comprises expectations, needs, appre-

hensions, and anxieties of the consumers. We have outlined the external

conditions already in our first data augmentation study (Krämer, 2010). It

is retraced and adjusted here where applicable. The external conditions are

relevant to the SWOT analysis that we conduct in chapter 2.4. Therefrom,

chances and risks are derived, leading to explicit potentials and limitations

for the application of data augmentation in marketing.
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2.2.1 Economic environment

The economic environment poses many challenges that companies need to

cope with. Companies of all branches are faced with increasing complexity

and dynamics (Huldi, 2002) and the number and efficiency of competitors

aggravate the competition environment (Link, 2000). Frequently mentioned

challenges are cost pressure, diminishing marginal utility, increasing speed of

innovation, shortened product life cycles, and raising product homogeneity

(Tiedtke, 2000). These developments are not new, but they keep govern-

ing many management decisions (Hippner, Leber, & Wilde, 2002). Due

to the increasing opening and liberalization of markets and the resulting

international expansion strategies, more market segments exist. Through

globalization, new key markets are made accessible, and successful business

models are transferred abroad (Meffert & Bruhn, 2009, p. 457). Only if

realistic potentials for the own company are recognized and effectively im-

plemented, is it possible to successfully operate and increase the company

value on the long run (Huldi, 2002).

As a result, all company divisions are striving for success and have to

deliver measurable results (Blattberg et al., 2008, p. 458f). Especially in

marketing, where the central tasks are mainly determined by other divisions,

the transparency on all steps and expenditures is important (marketinghub,

2009). For cost cutting reasons, advertising budgets are examined carefully.

Online media, which feature both low costs and high transparency in terms

of advertising impact, are chosen increasingly often. The percentage of

advertising expenses dedicated to online advertisements is raising constantly

(Dialog Marketing Monitor, 2009). The newer trends of mobile marketing

and social media marketing are equally expedient and are increasingly used

for marketing purposes (Dialog Marketing Monitor, 2012).

Several strategies have been developed to encounter the economic chal-

lenges. The success probability of individual activities and their measure-

ment is raised by the coordinated and targeted steering of database mar-
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keting (Schweiger & Wilde, 1993), so that the overall allocation of resources

is improved. With the markets being fragmented, the product homogeneity

and the willingness to switch between sellers, companies must differenti-

ate their products and personal communication (Schweiger & Wilde, 1993;

Blattberg et al., 2008, p. 7). The increasing need for individualization in

conjunction with price competition and complexity, but also an unman-

ageable number of customers and the consequent inability of companies to

address all these customers in person, is encountered with the standard-

ization and automation of products, services, and communication actions.

The so-called mass customization concepts comprise modulated features and

communication packages, which can be individually designed, but are then

provided automatically (Piller, 2006). Mass customization is supposed to

live up to the needs and wants of the customers, while at the same time

being cost efficient (Meffert & Bruhn, 2009, p. 459ff).

2.2.2 Technological environment

Through the technological development in the past years, data collection

and usage is enabled and impelled. New information and communication

technologies have replaced the personal communication between companies

and customers (Meffert & Bruhn, 2009, p. 460). Most of today’s transac-

tions, call center inquiries, and other contacts at various touch points are

recorded electronically (Breur, 2011; Kelly, 2007). These electronic foot-

prints allow for detailed customer analysis and a holistic customer picture.

The wealth of customer data has been recognized and referred to as the

gold of the 21st century (Hebestreit, 2009; Singh, 2013). Many of these

developments pose the possibility of individual content and addressability

(Bensberg, 2002, p. 164f). Based on data, behavior can be analyzed, learned

from, and triggered. Nowadays, most companies have integrated CRM sys-

tems and a high-capacity DWH (Hippner, Rentzmann, & Wilde, 2002).
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Because of the increasing capacities and the progressive digitalization,

the data volume stored at companies is constantly growing (Baker, Har-

ris, & O’Brien, 1989; Behme & Mucksch, 2001, p. 9). New data sources in

terms of new channels, new technologies, and new customer touch points are

continuously emerging (Breur, 2011; Hipperson, 2010). At the same time,

real-time CRM is possible today enabling greater intelligence through better

performance of analytics, growing data volumes, and higher speed of deploy-

ment (Acker, Gröne, Blockus, & Bange, 2011). Storage costs are rapidly

decreasing (Breur, 2011; Dull, Stephens, & Wolfe, 2001; Kelly, 2007). Net-

work connections for technically linking sources are inexpensive (Bleiholder

& Naumann, 2008). Likewise, the cost of data collection is decreasing.

The usage of online media has rapidly increased in the last 20 years.

As reported by the ARD/ZDF Online Study, 76% of the German popu-

lation used online media in 2012 (Eimeren & Frees, 2012), as opposed to

44% in 2002 (Eimeren, Gerhard, & Frees, 2002) and 7% in 1997 (Eimeren,

Oehmichen, & Schröter, 1997). As a saturation of consumption is almost

reached, the growth started to level in 2010 (Eimeren & Frees, 2012) and

has been below one percentage point from 2011 to 2012 (tns Infratest, 2012).

Additionally, mobile devices have taken the form of little computers, con-

taining just as much information as personal computers with its internet

access and many more useful applications. Social media is regarded as an-

other media channel with its own rules and conditions. All of these media

experience a rapid dispersion and are quickly adapted especially by young

people (Dialog Marketing Monitor, 2012). The establishment of new devices

leads to a multiplication of usage situations and new market models.

2.2.3 Legal environment

There are three major legal questions related to data augmentation in

database marketing: Is data augmentation legally sound? Which data cat-

egories are permitted to be augmented? Who may be contacted with a
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targeted campaign after having augmented the data? The following expla-

nation is based on German law and would have to be reviewed for applica-

tions in other countries.

Privacy is very important for all data augmentation activities (Breur,

2011). The Bundesdatenschutzgesetz (BDSG), the German federal data

protection act, governs all questions related to personal data, i.e. data

related to natural persons (BDSG, § 3) directly or indirectly enabling the

recognition of individuals (Arndt & Koch, 2002). It guards every individual

from being affected in his or her personal rights (BDSG, § 1). The preventive
ban subject to permit applies, meaning that collecting, processing, and using

personal data is acceptable only, if a law explicitly permits or mandates it,

or if the concerned person has agreed (Arndt & Koch, 2002). The BDSG

was adapted by the federal government and is effective since September

2009 (Schaar, 2011). The amendments comprise, amongst others, rules and

regulations regarding address trading, market research and opinion polls,

and third party address processing (Eickmeier & Hansmersmann, 2011).

Companies have to respect the BDSG as soon as they collect, process, or

use data with data processing equipment (BDSG, § 1).

Two data categories do not adhere to the BDSG. Anonymous data en-

ables the recognition of individuals only with a disproportionate high effort

in terms of time, cost, and manpower (BDSG, § 3). Anonymous data can

be used for developing the optimal marketing mix without concerns regard-

ing data protection (Freter, 1997, p. 446). Likewise, aggregated data is not

considered personal data, because no conclusion can be drawn from them

on individuals. However, if an individual person is collated to a particu-

lar group on which certain details are known, this is considered a personal

reference (Arndt & Koch, 2002).

It is explicitly appreciated by the second amendment to the BDSG to

fuse data with the objective of avoiding unnecessary advertising in targeted

marketing (BDSG, § 28). Companies are allowed to store a reasonable

amount of additional data on their customers in order to use it for the
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selection of targeted campaigns (Plath & Frey, 2009). The notion of store

relates to modifying existing data in a way that rightfully collected data

is added (Däubler, Klebe, Wedde, & Weichert, 2010, p. 461). The notion

of rightfully collected means that the data was collected with the person

concerned (BDSG, § 4), at a place where the data is publicly available, or

where the responsible authority would be allowed to publish them (BDSG,

§ 28). The notion of a reasonable amount has to be regarded for each

case individually. The collection of data directly from a person requires

a permission (BDSG, § 4), unless a law explicitly permits or mandates it.

There are constraints to the collection of additional data, which require a

considerable care of so-called sensitive data. Sensitive data comprises race

and ethnical family background, political opinions, religious beliefs, union

memberships, health, and sexuality (BDSG, § 3).

The legitimacy of data collection is not equal to the legitimacy of per-

sonal contact by advertising. To this effect, the BDSG was even tightened

by the new amendments. While postal mailings are still admissible without

a permission of the recipient (Lambertz, 2009), commercial emails or SMS

require an active consent, referred to as opt-in (Pauli, 2009). It means that

a tick box on a website, for example, cannot be prefilled, but has to be

actively ticked by the customer. This consent may not be interlinked with

the general signing of a contract with the company (BDSG, § 28).

The basis for all questions related to competition law is the Gesetz gegen

den unlauteren Wettbewerb (UWG), the German act against unfair prac-

tices. It protects the competitors, consumers, and other market partici-

pants. It prohibits, amongst other things, unfair and misleading business

activities, as well as unacceptable disturbance (UWG, § 1/3/5/7). While

the BDSG and the UWG pursue different purposes, they come to an agree-

ment in terms of advertisement (Plath & Frey, 2009). Exceptions to the

BDSG are stated in the UWG, such as the personal contact by email in

connection with the purchase of a product or service, the advertisement of

similar goods and services, or if the customer is fully aware of how to object
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to the personal contact (UWG, § 7). For these exceptions, no permission

is necessary before contacting a customer personally by email. Above all,

the UWG prohibits marketing actions suitable to exploit the inexperience

of children and teenagers in terms of business (UWG, § 4).

Another category of data, online usage data, is regulated in the Teleme-

diengesetz (TMG), the German telemedia act. Online websites are permit-

ted to save online usage data for advertising and market research purposes.

These profiles, however, can only be saved in pseudonomized form (TMG,

§ 15). Once a unique identifier is missing, the data does not fall under the

regulations of the BDSG.

2.2.4 Sociological and psychological environment

Since the 1980’s, an increasing information overload has been observed,

meaning that only about two percent of information a customer is con-

fronted with is perceived (Kroeber-Riel, 1988). Especially advertisement

is ignored: It is only perceived by customers, if it is relevant and if there

is a benefit related to it (Mahrdt, 2009, p. 12f; McKay, 2009). The per-

ception probability rises with increasing accordance between the commu-

nicated benefit and the personal interests of the customers (Schweiger &

Wilde, 1993). Direct marketing is supposed to separate spam from real

information (Roberts & Berger, 1999, p. 15). Spam is not directed to any

particular target group. Rather, it aims at sending out as many emails as

possible via spamming botnets (Kanich et al., 2008).

Before deciding for a product, customers are by all means interested in

information. When deciding for a product, they expect an offer to be su-

perior to others in terms of characteristics, quality, and price (Link, 2000).

But customers do not only rely on information provided by companies and

media. They select which information they want to receive through which

channel (Leitzmann, 2002). The internet makes products and prices trans-

parent (Feinberg et al., 2002) and is becoming increasingly popular as an
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information source, thereby reducing information asymmetries (Bensberg,

2002). A self-reliant information search is possible. Recommendations and

reviews from other customers, so-called consumer-to-consumer (C2C) com-

munication, are becoming stronger influences for buying decisions. Nurtur-

ing consumer communities, facilitating conversations, and listening to what

people say will have a much stronger focus in the future (Hipperson, 2010).

As especially online information is getting more individualized, and per-

sonalized, data security is becoming a more delicate topic. Customers want

to know which personal information is saved and used. Data security topics

are regularly discussed with great passion in public. A German survey in

2009 showed that most people do neither trust the government nor private

companies when it comes to data security (Insitut für Demoskopie Allens-

bach, 2009). There is a limit to how much data can be collected from a

single person (Baker et al., 1989), as customers would like a company to

hold as little data on them as possible (Ozimek, 2010).

Nevertheless, to publish personal information on the web is both contem-

porary and common: it is perceived as welcome, if not desirable, to present

oneself on the web (Wagner, 2010). It is noticeable that customers are mo-

tivated to articulate their preferences, opinions, and interests, if they are

directly related to individual products or personal benefits (Hippner, Leber,

& Wilde, 2002; Tiedtke, 2000). In future, advertisers expect an increasing

digital media competence, which comprises the self-selection of advertis-

ing contents and the involvement of customers in the product development

process (Dialog Marketing Monitor, 2009).

2.3 Sources for data augmentation

There are various established and potential data sources available for data

augmentation in database marketing. The availability of the sources is the

most important chance in our SWOT framework in chapter 2.4. Data is

collected at various touch points and through various channels. Sources for
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data augmentation can be data publically available, data available within

the company, or data dedicatedly accumulated for data augmentation pur-

poses. The notion of external sources does not refer to where data was

collected. External sources might well be available in-house, e.g. from a

website, from an in-house survey, or from a social media application. How-

ever, they are considered external, because the data cannot directly be

merged to customer profiles. An algorithm or pattern is necessary in order

to augment the customer database with the external data.

While some of the sources are established data augmentation sources,

others are not commonly used yet, e.g. those not being identical to the

customer database or a representative sample thereof. Uncertainty arises

as to whether these potential sources can be used for data augmentation.

The focus of this paper is to analyze the different characteristics of data

augmentation sources and their implications on the validity and significance

of the results. That way, also potential sources not commonly used today

can be evaluated regarding their suitability for data augmentation.

The most important traditional and newer data sources are depicted in

the following, highlighting their specific potential for data augmentation.

Features and downsides of the source types are explained. We compare all

sources regarding access and availability, usefulness of available variables,

data preparation effort necessary to augment the data, costs, and timeli-

ness. To know the characteristic features helps in recognizing them in the

methodological framework described in chapter 4.

2.3.1 Public and official sources

Public and official sources are defined by fully covering or representing a

national population. These sources fully include or represent the customers

(of that country), but also more people from a bigger population. They are

easily accessible and methodologically sound, i.e. the quality of the data is

high and data collection has taken place in a statistically proper way. It
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is usually carried out by the federal statistical office or be renown market

research institutes. Examples of these providers in Germany are forsa, In-

stitut für Demoskopie Allensbach, or TNS. Publically available sources not

fulfilling the criteria of fully including or representing the customers are not

considered here.

National census data Official statistics or national census data are at

hand for every registered person in a country. Common information cate-

gories interesting from such register data are income, education, housing,

employment, consume propensity, and living condition information. Census

data is only collected once in a few years, which makes it an impractical

sources for data augmentation. Additionally, census data is often not avail-

able in enough detail regarding link variables to be used for data augmen-

tation. A census source is usually impractical and unnecessary as a sample

(Powell, 1997, p. 67). However, it is a thinkable source and is mentioned

here in order to contrast it to other sources.

Market media studies It is possible to obtain market research data from

market research institutes or publishing companies, such as Axel Springer

AG, Bauer Media Group, and FOCUS Magazin Verlag GmbH. These mar-

ket media studies comprise a broad range of information categories, and

thus pose many information opportunities. The comprised information can

be divided into socio-demographic, psychographic, consumer preferential,

interest, and behavioral information. Variables are predetermined, but big

market research studies include so many variables that they usually satisfy

the information needs. External market research has been used and de-

scribed for marketing purposes. For example, Putten et al. (2002a, p. 3)

used a survey on a whole branch and Krämer (2010) used a German popu-

lation representative market media study.
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As public sources are not designed to fit the individual purposes of data

augmentation in marketing, they need to be critically examined in terms

of their suitability regarding concepts and definitions of the link variables.

There is data harmonization effort related to using public sources for data

augmentation purposes. Furthermore, some comprehensive so-called single

source studies often use specific data fusion methods in order to reduce re-

sponse burden (Gilula et al., 2006; Kamakura & Wedel, 1997). To use these

fused sources for another data augmentation requires critical reflection.

Public market research information is generally easy to obtain, well-

conditioned, and the market research data market is very transparent. The

quality is generally high, but nevertheless should be assessed depending

on the issuing institute, because market research vendors are not neutral

sources, but profit-oriented companies. The qualitative judgment is de-

pendent on the individual information goals of the companies (Hippner &

Wilde, 2001). General qualitative assessment criteria are utility (e.g. as a

basis for decision), completeness (in terms of information sought), timeli-

ness, and verity. Additionally, accuracy and reliability are relevant if the

data source is a sample (Berekoven, Eckert, & Ellenrieder, 2009, p. 24ff).

2.3.2 Company-owned sources

Company-owned sources are only interesting for data augmentation, if they

are not already incorporated in the infrastructure of the customer DWH and

equipped with a unique identifier. There are two reasons why information

can be unavailable on customers. Either the information is not available for

some customers, but for others. Then it is technically possible to obtain the

information, but the customers without data have not had any transactions

from which that data can be derived. Or there are data sources that are not

connected with the customer DWH, so that the information is not available

for any of the customers.
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Existing customer DWH In general, the existing customer DWH is the

recipient unit. However, data augmentation can be a tool, if information

is available for a certain subgroup of customers only. This kind of data

augmentation, also referred to as scoring, is used in order to get information

on all customers, although only a fraction of the customers has a value for

a specific variable. The results of these augmentations are used in order

to acquire new customers for specific products or for cross-selling purposes.

This data is not only available in real-time and free of cost, but also derived

from the analytical systems optimized for database marketing purposes,

so that data preparation efforts are minimal. The usefulness of variables

augmented by scoring is limited, because variables are not entirely new to

the customer DWH, but only new for a subgroup of the customers.

Operational data Some of the operational data is not (yet) available

to analytical systems in a way that they can be used in database market-

ing. In many companies, data is collected at various touch points. The

operational systems of companies were formerly not laid out to serve the

database marketing purpose. There might also be reasons for not making

data available on a personal level, for example confidentiality. Common

examples range from call center reportings and in-store information to web

analytics data. Whenever these sources have sufficient link variables, they

can be augmented to the customer database instead. The data can be made

available in real-time, thus preventing problems of timeliness.

Online tracking data A special kind of operational data are online

sources. The company website can be tracked and much information can

be derived from surfing behavior. Tracking customer transactions was for-

merly only possible if they had a loyalty card or if the kind of transaction

required the transaction to be saved. Today, all transactions in the inter-

net or even unfinished transactions and nonbinding product searches are

traceable. This data can be reused to offer products and target customers.
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Furthermore, many variables not directly linked to purchase behavior are

easily and accurately available online (Moe & Fader, 2004). Even if it is

possible to directly link the surfing behavior to customer profiles, for exam-

ple if customers are logged in to a website, this can be not allowed due to

legal constraints. More details regarding legal requirements can be found

in chapter 2.2.3. Consequently, surfing data is collected on an anonymous

basis and can be used by data augmentation. The data preparation effort

can be high for tracking data, because information needs to be converted

from an unstructured form to relational data structures, in order to be used

for the data augmentation methods presented here.

Company-owned sources have a high overlap with the customer database,

but might not capture all customers. To that effect, the donor unit is a

subset of the recipient unit. Depending on whether the source is the existing

customer DWH or an operational or online tracking source, the availability

of suitable link variables differs. Whether the available information is useful

needs to be decided from case to case. If no confidentiality constraints exist,

data augmentation is only one, sometimes short-term, strategy to making

this data available. Another more durable strategy would be to link the

data directly to the customer database with a unique identifier.

2.3.3 Accumulated sources

All sources specifically created and designed for data augmentation pur-

poses are referred to as accumulated sources. Because accumulated sources

are designed by a department looking for specific insights, basically any in-

formation can be comprised. They are a way of obtaining information from

a customer sample not otherwise collectable in a regular business relation-

ship, e.g. information on education, occupation, and households (Hattum

& Hoijtink, 2008a). Other interesting variables are referred to as marketing

mix related reaction parameters, because they are able to segment cus-

tomers with similar reactions to marketing mix instruments (Freter, 1997,
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p. 92). Accumulated sources can include descriptive variables like attitudes,

perceived image of the company, or customer satisfaction (Liehr, 2001).

Representative customer surveys A survey is usually carried out by

a third party service provider and consists of a representative subset of the

customers that has to answer a questionnaire asking for the target vari-

ables. Because of data privacy regulations, the answers cannot be matched

on an exact basis with the customer profiles. The only way to receive target

variables for individual customers is to augment it. Market research infor-

mation has the advantage of anonymity. Surveys reduce desirability bias,

compared to information stated in front of a company, so that the collected

information is possibly more valuable and more truthful.

Volunteer surveys An inexpensive alternative of conducting a represen-

tative survey is to conduct a volunteer survey. Customers self-select who

wants to be interviewed. Volunteer surveys have a cost advantage, because

no complicated arrangements have to be made in order to achieve repre-

sentation. However, Pineau and Slotwiner (2003) showed that results from

volunteer online surveys cannot easily be used to draw inferences on the

overall population. They used different typical marketing categories to in-

dicate differences between the internet community recruited by volunteer

surveys and the overall population, thus implying that the conditional in-

dependence assumption is not valid for these sources in general. The error

in terms of representation in the context of volunteer survey is referred to

as self-selection bias (Hudson et al., 2004).

Social media data Social media brings new opportunities for data cat-

egories, e.g. all kinds of personal and sometimes sensitive information are

collectable. Especially sentiments about products and services or purchase

intentions are present in social media. Extracting and interpreting this

information, e.g. by text mining, can have tremendous effects on sales
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(Breur, 2011). Also, the degree of social connectedness has an impact on

purchase probabilities (Naseri & Elliott, 2011). Casteleyn, Mottart, and

Rutten (2009, p. 439) stated that the ”heartbeat of today’s society” be-

comes obvious in networks like Facebook. Often, social networks have more

accurate and much more detailed data on the (social media) population

than other empiric research institutes. The information, however, is only

accessible to selected researchers (Heinrich, 2011). Companies need to cope

with other solutions, like data available from public social media profiles

or social media applications, with which the users are asked for their per-

mission to access distinct data categories. That way, transparency about

used information is given and companies are legally enabled to collect pri-

vate social media data. Groups like these are not of representative nature

(Casteleyn et al., 2009).

Surveys and social media data differ in terms of their characteristics. For

surveys, variables can be freely defined, so that information potentials are

unlimited. One of the advantages of surveys is that formats can be chosen

in accordance with the customer database. The survey usually includes a

subset of the customer database. Costs can be high, if the survey is supposed

to be representative. A drawback of market research data is that it is

conducted at a single point in time. It should be processed and augmented

right after being analyzed, because most data augmentation models do not

account for time differences and problems related to this.

To use social media data can lead to high data preparation efforts. The

information available needs to be interpreted. The liking of a brand page,

for example, can mean a lot of things, only one of them being the fact that

someone intends to purchase this brand. Because there is no single best way

of obtaining social media data, access can be summarized as being limited

or at least complicated. The cost of social media data varies accordingly.

Timeliness is not a problem, as data extraction can take place just in time

for data augmentation.
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A number of American and German studies have been conducted to

show correlations between social media activities and various behavioral

characteristics. If target variables are correlated with the fact that someone

uses social media channels, these sources can lead to biased augmentation

results. Kutter (2013) showed that this risk is low. However, it is worth ex-

amining the conditional dependencies between sources and target variables,

as described in chapter 4.1.4.

People update their social profiles in order to maintain a good image of

them online – much more than in a customer database. It should always be

kept in mind that social media profiles are designs of what people want to

express about themselves. They do not necessarily reflect what people are

like, but more what they want to be like (Casteleyn et al., 2009). Joining

groups or liking pages are acts of self-portrayal. It can generally be assumed

that the stated information is accurate (Abel, 2011). Restrictions apply in

terms of verity and social desirability. We do not go into detail on which

restrictions apply to the usage of social media data. The topic is discussed

in the respective media psychological literature.

2.3.4 Comparison of sources

Whether a source is generally suitable for data augmentation depends on

several factors. It is a precondition that a source needs to be accessible and

available, needs to include useful target variables and link variables able to

predict these target variables. This is explained in more detail in chapter

4.2. However, sources can differ in how easily they are accessible, in how

many target variables are included, and in how much data preparation effort

is necessary in order to harmonize the link variables of source and recipient

unit. Sources are the more suitable, the less they cost and the more recent

data is. The more obstacles there are, the higher the resistance to attempt

a complicated data augmentation project. The influence of the overlap

between the source and the customer database on the data augmentation
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results is subject of this paper. It is explained in more detail in chapter 4

and examined in chapter 6 and chapter 7. The sources listed are compared

in table 2.1 regarding these factors.

Public sources Company-owned sources Accumulated sources

Criterion Census
data

Market
media

Existing
DWH

Operat.
data

Tracking
data

Repr.
survey

Volunt.
survey

Social
media

Access
and avail-
ability

+/– + + +/– +/– + + +/–

Usefulness
target
variables

– + +/– +/– +/– ++ ++ +/–

Readiness
link vari-
ables

– +/– ++ – – ++ ++ +/–

Costs* + +/– + +/– – – +/– +

Availability
data and
updates

– – +/– + + – – +

Overlap
with
customer
database

full full
(repr.)

none partial partial full
(repr.)

sub-
group

partial

* Low costs result in a high rating ++ + +/– –

perfect good specific limited

Table 2.1: Rating of available data augmentation sources

Access and availability can be limited or change over time. Survey data,

e.g. from market media studies or accumulated surveys, as well as the ex-

isting customer DWH are more easily accessible than national census data

or those sources that need to be technically connected with the customer

DWH, such as operational, tracking, or social media data. Official statis-

tics, for example, would be a great source of very precise and substantial

information, but are not available to private enterprises. Sources less avail-

able involve other parties or systems. External market research studies,

especially the German market media studies, are useful, but are subject to

changes that cannot be influenced. Additionally, legal constraints apply to

the use of many sources. Social media data are easily accessible, but need

to be handled with care when it comes to data privacy issues. However,
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none of the sources really has restricted access or unavailability – otherwise

they would not be potential data augmentation sources.

The usefulness of available target variables is case-specific. In general,

the more target variables there are in a source, the more profitable the

augmentation results. Accumulated surveys, both representative and vol-

unteer surveys, are perfect in terms of useful target variables, because the

target variables of the survey can be defined by the company. Market media

studies are not self-designed, but contain so many variables that they are

considered good in terms of the usefulness. All other sources only contain

specific variables, while national census data is rather limited in terms of

target variable variety.

Definitions and formats of the link variables can be designed for accumu-

lated surveys, as well as for existing customer DWH data used for scoring

purposes. The preparation effort can be a precluding criterion. While of-

ficial statistics and survey data are pre-screened and structured, web or

social media data need to be reduced and transformed before augmenting

them. National census, operational, and tracking data needs to be critically

examined in terms of availability and readiness of link variables. Only if

suitable link variables are given, at least after data preparation, a source

can be used for data augmentation.

Costs for the acquisition of data augmentation sources can vary, depend-

ing on the expenses related to collecting or buying data, connecting and

preparing it. Company-owned sources are generally less costly than public

sources in terms of acquisition, but more costly in terms of connection and

preparation. This can be a make-or-buy decision, because the costs need to

be compared to the cost of collecting data in-house, if possible. Unfavorable

formats like in tracking data can lead to additional expenditures. Costs are

also related to the process of data augmentation and needed technology.

Accumulated data is more costly, if a survey is conducted, than if data only

has to be ”tapped”, like social media data.
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In theory, sources can only be augmented without error, if the data of

the source and the customer database are observed at the same point in

time (D’Orazio et al., 2006, p. 4). Customers’ ideas, needs, and behaviors

change continuously and augmented data ages (Ozimek, 2010). Thus, the

length of time between data collection date and data augmentation influ-

ences the quality of the augmentation results. The utility of augmented

data decreases over time (Even, Shankaranarayanan, & Berger, 2010; Oz-

imek, 2010). The error related to the usage of outdated information is re-

ferred to as timeliness error. Data permanently available and updated, like

operational from company-owned sources or user generated content from

social media sources, is generally more beneficial for data augmentation

purposes than survey data, which is only collected once or at most yearly.

For returning marketing problems and tasks, it is more valuable to acquire

sources that can be augmented at any point in time with recent informa-

tion. As the information in the customer database changes just as quickly

when variable values are added or adapted during business processes, a so-

called on-demand computation can be established, for which data sources

are maintained and updated separately and only brought together at the

time when augmented information is needed (Jiang et al., 2007).

2.4 Implications for data augmentation

From the external and internal conditions and the available information

sources, a strategy is derived for data augmentation in database marketing.

A SWOT is conducted in order to illustrate which strengths of the company

can be used in order to benefit from opportunities and encounter risks, as

well as which weaknesses can be turned into strengths by exploiting external

chances. It shows which risks should be avoided. Data augmentation is

the logical deduction from these considerations and can be implemented

as solution for many problems. An overview of the factors relevant in the

SWOT is given in table 2.2.
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SWOT Helpful Harmful

Internal
origin

Strengths

Customer DWH for collecting all
relevant information for customer
communication.

Knowledgeable database market-
ing team

Customers can be targeted di-
rectly and individually

Weaknesses

Customers cannot be differentiated
on a one-to-one basis

Not enough information available to
purposefully segment customers

Conversion probability is not known
before implementing a marketing
campaign

External
origin

Opportunities

Several source types available in-
cluding information worth know-
ing

Technological progress enables af-
fordable data storage and efficient
data usage

Customers expect benefits and
tailor-made offers, are interested
in information facilitating their
purchase decision

Threads

Economic situation is afflicted with
dynamics, complexity, competition
intensity, and market fragmentation

Personal data is particular pro-
tected by law and must be handled
with care

Customers are price-sensitive, tired
of receiving irrelevant communica-
tion, and anxious about what hap-
pens to their data

Table 2.2: SWOT analysis implying strategic suggestions for data augmentation

The chances offered by additional sources can help in overcoming the

lack of segmentable customer information and turning it into strength. Cus-

tomers expect differentiated marketing tailored to their needs. Only if com-

munication is targeted to highly selected groups, it reaches a maximum of

acceptance (Hattum & Hoijtink, 2008a; Laase, 2011). However, there exists

a discrepancy between desired and received information (Liehr, 2001). In

order to offer a surplus to self-generated information and in consideration

of the information overload already in place, advertising contents have to

be relevant. With the increasing need to know more about the customers

in order to address them individually, the necessity of combining different

sources is raising (Kamakura & Wedel, 1997). This is made possible by

data augmentation. It is anticipated that the successful outcome of a data

augmentation leads to a better overall customer experience (Breur, 2011).
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Relevance is not only of interest to the customers, for which personal ben-

efits, time and cost savings, and quality are important. It is also in a com-

pany’s’ interest. Every customer contact has an economic potential in terms

of return on investment (e.g. revenue increase, customer profitability, com-

petitive advantage). The customer specific treatment and communication

is thus directly creating value for the company (Rapp, 2002b).

By using the technological advancements in database marketing, compa-

nies can increase their position in the competition environment. Thanks to

storage capacities and advanced analytical systems, data can be processed

in shorter time. Those companies able to react to the customer needs better

and faster than the competition can gain a significant competitive advantage

(Fogarty, 2008). Today, technology and know-how enabling data augmen-

tation are available. The database marketing know-how itself becomes a

core asset, because it builds on a conglomerate of interdigitating activities

not easy to imitate (Schweiger & Wilde, 1993).

The trends in media usage and technological advancements can be used

for incorporating augmentation results in the regular communication pro-

cess. The increase of online communication channels supports the cost sav-

ing and efficiency goals. The internet has low variable costs, while glob-

alization and technical progress drive the demand of online applications.

The more intensive customers use the internet, the bigger the amount of

detailed information and opinions usable for improving communication and

services. With the help of database marketing, modulated tailored com-

munication instruments can be developed, automatically assigning suitable

offers to customers on the basis of their information and contact history, dis-

tributed independent from channels. Data is the basis for individualization,

automation, and mass customization.

Data augmentation is especially useful, because it respects the legal re-

quirements. Data used for data augmentation purposes can be anonymous

data, so that no direct inference to individuals is possible. Certain data

sources containing unique identifiers must not be used, even if it was possi-
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ble. On the other hand, to use data in order to deliver relevant advertising

is explicitly appreciated by law, appraising the general approach of data

augmentation. When moving within the legal borders, companies are able

to create a lasting competitive advantage.

The ability to target customers can overcome the thread of customers be-

ing anxious about their data. Although all activities of companies, including

data augmentation, are legally sound, there is a general anxiety of customers

regarding data protection. Companies should therefore take these concerns

seriously, address them, and establish trust, whenever marketing activities

are planned. Trust is a combination of controllability, transparency, and

security of action, which are facilitated by quality and stability (Winand

& Pohl, 2000). Database marketing helps to create trust by implementing

a clean permission handling, which is updated in real time, and by pro-

viding information for individual customer contacts. Once the customers

recognize their preferences in the offers, they are apt to articulate further

interests. To realize the one-to-one vision by addressing customers with

perfectly individualized and personalized offers could disconcert customers,

rather than satisfying them. Chen and Iyer (2002) showed that it might

not be desirable for every company in a competitive environment to per-

fect individualization. To aim at micro segments that are augmented with

external data therefore seems to be a reasonable goal.

All in all, data augmentation is a smart strategy in the current mar-

keting environment. It adds information to the customer database not

otherwise available, while respecting existing law and customer concerns.

Technological advancements and internal developments like powerful CRM

infrastructures and knowledgeable database marketing teams favor this ap-

proach. The additional data can be used to reach the marketing goals of

individualization and relevance, leading to a competitive advantage.
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Chapter 3

Literature review on data

augmentation

The need to combine data from different sources is almost as old as the

ability to store data itself. Some interesting information is collected at one

place by one instance, other interesting information in another place by

some other instance. If there is an identifier to serve as a key, joining tables

is a matter of technology. But if no such identifier is present, the statisti-

cal fusion of such tables can be complicated. Nevertheless, it can answer

interesting questions. Researchers have found solutions for combining such

sources, like income figures and tax returns in official statistics (Okner,

1972), media usage and product usage from surveys (Baker et al., 1989;

Rässler, 2002; Wendt, 1977), or customer segments and mailing recipients

in marketing (Hattum & Hoijtink, 2008b).

Data augmentation with external sources in database marketing is based

on concepts of missing data theory, statistical matching, and other prede-

cessors in marketing. Our approach to data augmentation ties in with the

methods developed for these purposes. The different approaches have dif-

ferent focuses and features. They can be adapted to serve our purpose as

well. Previous researchers thought about where the data came from and
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how it was sampled, which variables were best suited for augmentation pur-

poses, which methods to use best for the augmentation process, and how to

evaluate the results achieved. They faced data preparation problems and

those regarding the uncertainty involved in data augmentation.

In this chapter, we recapture the different data augmentation strategies

already described and point out similarities and differences to our approach.

We list concepts, definitions, and methods relevant to our approach. The

existing literature lays the basis for the specific theory developed for data

augmentation in database marketing in chapter 4 and for answering our

research question. We summarize the process steps for data augmentation

described by previous researchers tailored to our augmentation needs.

3.1 Evolution of data augmentation studies

Since the 1980’s, a versatile area of data augmentation research has emerged.

Its techniques have been applied in different disciplines and for various pur-

poses. The first approaches were undertaken by Okner (1972) and Wendt

(1977). Okner matched federal statistics sources to achieve better insight

into household incomes. Wendt matched print media information, television

viewing behavior, and consumer information for media planning purposes.

The basis for data augmentation was laid in the field of official statistics,

survey and register statistics. Official statistics has a macro perspective,

because it does not matter whether values for individuals are reproduced

correctly, as long as the distributions of the overall population are repro-

duced well and inferences can be made on variables never jointly observed

(Okner, 1972; Radner, 1980; Rodgers, 1984). Among the methods majored

in the area of official statistics are those based on distance functions, using

cells, constraints or weights, but also regression techniques and iterative

expectation maximization algorithms (Radner, 1980; Rodgers, 1984).

Three areas of data augmentation are important for our data augmen-

tation approach: missing data theory, statistical matching, and data aug-
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mentation approaches in marketing. Many techniques are derived from

missing data problems (Rässler, 2002, p. 6f). In the following, we clarify

fundamental thoughts of this subject in order to show how data augmen-

tation problems are a special form of missing data problems. In the field

of statistical matching, important concepts and methods for augmenting

data have been developed. Rässler (2000, 2002, 2004) and Kamakura and

Wedel (1997) conducted extensive research in this field. The field of data

augmentation in marketing is depicted in order to show where our data aug-

mentation approach fits in this research area and how it is able to develop

and enhance existing studies, especially by Ratner (2001a, 2001b, 2003),

Gilula et al. (2006), and Hattum and Hoijtink (2008b, 2008a).

3.1.1 Missing data problems and imputation

Missing data theory was developed in order to handle observations with

missing values, such as refused answers in a survey or industrial series with

mechanical breakdowns (Little & Rubin, 2002, p. 3). Instead of excluding

the observations with missing data from the analysis, missing data tech-

niques intend to find a suitable substitute for missing values, so that all

observations can be used. The so-called complete case analysis, which re-

duces the datasets to observations without missing values, leads to bias when

making inferences on the entire population (Little & Rubin, 2002, p. 3f).

The main assumption is that the missing data hides true values meaningful

for analysis (Little & Rubin, 2002, p. 8). A good overview on handling

missing data problems is given by Madow, Olkin, and Rubin (1983).

In general, missing data imputation techniques can be distinguished into

deductive, deterministic, and stochastic imputations (Nordholt, 1998). De-

ductive imputations are used, if there is information available from which

the correct missing value can be deducted; e.g. the current age group from

a given birth date. Deterministic imputations predict a meaningful value

for the missing value. Stochastic imputations are extending deterministic
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imputations by adding a random component to the predicted values, so that

existing variance is reflected. Our approach resembles the deterministic im-

putation technique most.

Missing data theory distinguishes between missing data patterns and

missing data mechanisms. A missing data pattern describes which values are

missing. The mechanisms specifies the relationship between the missingness

and the values of missing and non-missing variables (Little & Rubin, 2002,

p. 4). While data augmentation in marketing refers to a specific missing

data pattern, the whole range of missing data mechanisms is feasible.

Missing data patterns

Common missing data patterns are shown in figure 3.1. Variables available

for all observations are shaded blue. The values of other variables are either

gray, if they have been observed, or white, if they are missing. In the general

situation of missing values (3.1a), values are missing unintentionally and

have a haphazard pattern. In such a pattern, data is randomly missing for

observations or variables, so that no rule can be established as to which

data is missing. Data can be missing due to unit or item nonresponse,

or undercoverage (Dempster & Rubin, 1983). The result of missing data

imputation is a fully rectangular dataset, from which further insight can be

derived (3.1h).

If the data has an even missing data pattern, observations and variables

can be grouped or sorted in a way that a rule can be established describing

the pattern. Identification problems and certain difficulties associated with

data augmentation can be avoided by creating special patterns of missing-

ness (Rässler, 2004).

(b) If values are missing for one variable only, the pattern is referred to

as univariate missing data pattern (3.1b).

(c) If they are uniformly missing for several variables, the dataset has

a multivariate missing data pattern (3.1c). It is referred to as sub-
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Figure 3.1: Examples of missing data patterns as derived from Little and Rubin
(2002, p. 5) and Rässler (2004)

sampling (Kamakura & Wedel, 2000), if an extensive survey is con-

ducted among a subgroup of interviewees (Little & Rubin, 2002, p. 4f).

(d) Monotone patterns (3.1d) can result from attrition in longitudinal

studies, if respondents drop out of panels (Little & Rubin, 2002, p. 5f).

(e) For split questionnaire survey design (3.1e), a set of core questions is

answered by all interviewees and serves as link variables. All other

questions are answered by subgroups and are later fused to form a

complete dataset (Baker et al., 1989; Raghunathan & Grizzle, 1995).

The same technique is applied for panel studies and is referred to as

time sampling. Interviewees are asked questions at different points in

time in a rotating fashion in order to save costs and reduce response

burden (Kamakura & Wedel, 2000).

(f) File matching (3.1f) or statistical matching attempts to analyze the

relationship between variables that have never been jointly observed
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(Rässler, 2004), i.e. between the two gray blocks in the figure. Statis-

tical matching is explained in more detail in chapter 3.1.2.

(g) Factor analysis (3.1g) can be approached as a missing data problem,

where essentially the latent variable defining the classes is not known

for any of the observations (Little & Rubin, 2002, p. 8) and instead, all

target variables are available. In this case, the link variable is missing

and needs to be estimated.

Data augmentation in our context has a univariate or multivariate miss-

ing data pattern. It is argued in chapter 4.2.3 that multivariate data pat-

terns can be divided into several univariate missing data problems in order

to gain more accurate insights into the individual variables with missing

data. Data augmentation in database marketing is not confined to these

patterns. However, the pattern of univariate missing data is relevant to our

data augmentation problem.

The intention of augmenting data is not to perform an analysis on the

overall population including observations with missing data, like in missing

data problems. Rather, the data augmentation approach is to analyze only

the part of the population that has the missing data, not the one the data

is augmented from. While traditional missing data problems often have a

macro perspective, data augmentation in database marketing has a micro

perspective, as described in chapter 4.1.3.

Missing data mechanisms

For the process that causes missing data (Rubin, 1976), i.e. the missing

data mechanism (Little & Rubin, 2002, p. 4ff), it is of interest which data

is missing from a dataset. These mechanisms describe whether their miss-

ingness is related to any of the observed or unobserved data. The three

categories of missing data have first been formalized by Rubin (1976) and

are depicted in more detail by Little and Rubin (2002). They refer to the

randomness of missing data and its influences on the augmentation process.
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MCAR If the data is missing completely at random (MCAR), the missing

values are a random sample of the dataset (Rässler, 2000). The missingness

does not depend on the observed or unobserved data (Little & Rubin, 2002,

p. 12). This does not mean that the pattern of the missing values itself

is random, but rather that their missingness is not related to any other

variables. If a representative group is interviewed for a survey on an overall

population, the missing data mechanism is MCAR. MCAR sources are

easiest to handle in terms of data imputation.

MAR If the data is missing at random (MAR), the missingness depends

only on the observed part of the data. The values are not missing completely

at random, but are conditioned on observed variables in the dataset (Rässler,

2000). If younger people are more likely to refuse to take part in a survey,

but the age is observed or known, the missing data mechanism is MAR. As

stated by Cochran (1983), there is virtually always a reason why data is

missing for one person and not for the others. It is a valid assumption that

data is usually not missing completely at random.

MNAR If the distribution of missing values depends on the missing val-

ues, they are missing not at random (MNAR) (Little & Rubin, 2002, p. 12).

Then, the missingness is dependent on the values that would have been

observed (Rässler, 2000). If people with a high income are more likely to

have missing values on the income variable than people with a low income,

there is an association between the missing data mechanism and the values

that would have been observed. Using data augmentation results from such

a source would lead to underestimation of the overall income. If data is not

missing at random, the missing data mechanism must be incorporated in

a data augmentation model. However, various models are possible and un-

certainty arises from no knowing the correct one. The augmentation results

highly depend on the choice of the best model (Allison, 2013).
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In the context of data augmentation in database marketing, data is not

initially missing. The situation of missingness is designed, because the de-

sired target variables are not available in the customer database. When

adding the external source to the customer database, a univariate or mul-

tivariate pattern evolves. The target values are missing for all customers,

while they are available for all donors. In this context, the relationship

between the availability of data, i.e. whether a person has been observed

in a source or not, and the values of the target variables is of interest. The

missing data pattern can be MCAR, MAR, or MNAR. This is described in

more detail in chapter 4.2.5.

3.1.2 Statistical matching

The literature on statistical matching comprises many techniques relevant

to data augmentation. It poses the first link between data augmentation

techniques and use cases in marketing, particularly in media planning. Sta-

tistical matching concentrates on matching two data sources and making

inference on the variables never jointly observed. Rubin (1986) was one

of the first to address this problem theoretically, after Rodgers (1984) had

already given a good evaluation of the problems encountered in statistical

matching. Statistical matching relies on two independent and represen-

tatively sampled sources, with the complexity arising from the fact that

conditional independence needs to be assumed between the target variables

of one source and the other, because it is not possible to fully estimate the

association between those variables from the available data (Little & Rubin,

2002, p. 7).

Kamakura and Wedel (1997) went into detail about fusing two indepen-

dent samples in order to gain insight on the inferences between product and

media usage, a problem commonly addressed in media research. Among

the antecessors in this field were Baker et al. (1989) and Adamek (1994),

mainly using hot deck imputation techniques in order to solve the file con-
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catenation problem. Kamakura and Wedel compared different imputation

techniques and extended the ideas of Rubin (1976, 1986) from continuous to

discrete variables, thereby addressing a major difference between marketing

applications and other approaches. They also dealt with the idea of one

dataset having been collected by the initiator of the data imputation and

the other one gathered externally.

Rässler (2000, 2002, 2004) addressed both problems from official statis-

tics and media research. Her most important contribution was a com-

pendium on statistical matching (Rässler, 2002). It outlines the basic idea

of statistical matching and defines approaches to different forms of statisti-

cal matching, depending on the variable scales and the knowledge intention.

Besides specifying different imputation techniques, she developed four levels

of validity of matching results. These levels are depicted in more detail in

chapter 3.2.4. By doing so, she formulated a major difference between sta-

tistical matching problems and data augmentation in database marketing.

The goal of statistical matching is always to make statements on a popula-

tion as a whole. It is not of interest whether individual values are correctly

matched. In contrast, data augmentation in database marketing aims at

finding accurate values for individuals or the smallest groups possible.

Another important compendium was written by D’Orazio et al. (2006),

whose main focus is on applications in official statistics. It explicitly ad-

dresses the concepts of auxiliary information and finite populations, both

relevant to our study. Like any problem concerned with human populations,

our study has a finite population scope.

3.1.3 Data augmentation in marketing

Data augmentation with external sources in marketing started with the aug-

mentation of geographical information or so-called micro household data

(Putten, 2010, p. 84). Micro household data can be bought from special-

ized address data brokers. These fusions based on a single variable (the
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geo-location), however, do not offer much insight into individual customer

behaviors and preferences. They offer a moderately accurate segmentation

based on neighborhoods. In our sense, data augmentation is a much more

complex and diverse approach to gaining new information on existing cus-

tomers, based on various combinations of link variables.

The idea of data augmentation in marketing has become more popu-

lar in the last years. Ratner (2001a, 2001b, 2003) proposed valuable ideas

relevant to data augmentation problems, e.g. how to find good predic-

tive variables and how to use ”look-alike profiles” (Ratner, 2001b, p. 66).

His work focused on finding information within the customer database and

applying it to other customers. Putten et al. (2002a) introduced a general-

ized model for data fusion in marketing. Gilula et al. (2006) expanded the

idea of Kamakura and Wedel (1997) to the categorical variable case that

is common in marketing. They used prior information in order to test the

conditional independence assumptions and were able to show that even a

little inexpensive dataset including all variables could substantially improve

data augmentation results.

The use of external information in direct marketing has been applied

by Hattum and Hoijtink (2008b), who conducted data augmentation in

order to be able to segment customers into five groups, explicitly addressing

the problem of micro validity. Furthermore, they introduced a concept

for internally and externally evaluating data augmentation results, thereby

building a foundation for comparing effectiveness and (cost) efficiency of

data augmentation in marketing.

As data augmentation in marketing comes more into focus, detailed ques-

tions arise regarding the subject. Hattum and Hoijtink were able to prove

that their data augmentation results increased response rates of a question-

naire and afterwards elevated average sales leads. However, the significance

of the results could not be calculated (neither for individual values, nor for

the overall results), because outcomes where not tested against a comparison

group, but against historical measures. Furthermore, the study did not re-
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flect on which sources can be used for data augmentation. Their source was

a representative survey among a customer group, a MCAR source, which

is an easy and special case when it comes to external information. So far,

it is not known how much this restraint can be relaxed to other external

sources. MAR sources are more often available for data augmentation. To

understand whether and how these can be used is a relevant question for

database marketing analysts.

3.2 Process of data augmentation

The process of data augmentation in database marketing is dividable into

data screening and preparation, data augmentation, and evaluation. Dur-

ing the data screening step, the data augmentation frame is defined. It

describes all possible sets of elements, link variables, and target variables

relevant to the augmentation process. All samples are drawn therefrom.

The purpose of data preparation is to receive two rectangular datasets for

further processing. After having prepared the data, the best method is cho-

sen. Once the method has been identified, the data augmentation is carried

out, and results are filed and documented for further usage. The results

are usually finished to serve as selection criteria in target group definitions.

It is important to evaluate the augmentation results, both internally and

externally, especially regarding effectiveness and efficiency of the new data.

3.2.1 Data screening

There are two possible starting points for a data augmentation project: the

need for additional information or the availability of a source. If the need

for additional information is the cause, it makes sense to screen available

public and company owned sources for target variables containing that in-

formation, before potentially deciding to accumulate, i.e. create, a source

not yet at hand. In this case, the first data screening step consists of the
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comparison and choice of possible sources. If the availability of a source

is the cause, as many target variables as possible are extracted from the

source in order to enrich the data basis for future targeting tasks.

Either way, elements and variables of the source are catalogued, describ-

ing relevant characteristics like formats, scales, and domains. During the

data screening phase, all elements and variables relevant to data augmenta-

tion are selected and are further treated in the data preparation step. The

selection of relevant variables reduces the columns of recipient and donor

unit to a minimum number of characteristics. The main goal of variable

screening is to remove autocorrelations, bad predictors, and variables that

are not relevant to the business objectives (Putten et al., 2002b). The data

screening and preparation steps can be skipped, if the source is an accumu-

lated source. In that case, link and target variables, as well as elements can

be chosen to best suit the data augmentation design.

Link variable selection

Link variables are common to both donor and recipient unit. Whereas

the term link variable is also applied by Liehr (1999), other terms used are

matching variables (Kamakura & Wedel, 1997) or common variables (Gilula

et al., 2006). When augmenting data to an existing customer database, it

is always assumed that the link variables in the donor unit and the re-

cipient unit have similar concepts and definitions, so that they are fusible

(D’Orazio et al., 2006, p. 163). If the link variables in the recipient and

donor unit represented different information, it would be precarious to use

them for data augmentation. Initially, it is only important that they have

the same meaning. They do not have to be formally identical, as they can

be homogenized during the data harmonization step (Rässler, 2002, p. 17).

Database marketing analysts face the problem that the perfect model

for data augmentation is not known. Thus, it is only possible to try and

find the best subset of possible link variables (Ratner, 2003, p. 56). The

selected link variables should be largely independent of each other (Sharot,
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2007). In general, the more link variables are available, the better the target

values can be augmented to the recipients. However, it also depends on the

explanatory power of the variables. Baker et al. (1989) emphasize that a

good link variable selection is crucial to the success of data augmentation.

They showed that link variables with a high correlation to the target vari-

ables produce good augmentation results. Those link variables with higher

variances are generally more suitable for data augmentation (Kim, Baek, &

Cho, 2004), because target variable differences can easier be detected.

If there are link variables with little extra explanatory power, it is pos-

sible that they add more variance to the results than they add information

to the augmentation. It is not the individual link variable’s correlation with

the target variable that is important to the data augmentation model, but

the link variable’s relative contribution to the model, taking into consider-

ation all link variables. Good models are characterized by the fact that the

total effect of the link variables in the model is even greater than the sum

of their individual effects (Ratner, 2003, p. 56f). Thus, it is best to find

a number of necessary variables by omitting all variables that are either

irrelevant, i.e. not correlated to the target variable, or redundant, i.e. not

adding any extra information to the target variable (Ratner, 2001a).

From a computational point of view, the fewer the link variables, the

easier the augmentation procedure. A complex multivariate framework can

make it hard to make inferences or interpret augmentation results (D’Orazio

et al., 2006, p. 167). This applies especially for categorical variables. The

more link variables and the more values contained in the domain of the

target variable, the harder it is to find accurate augmentation procedures.

The calculation of conditional independence – if at all possible from the

given data – is almost impractical with a high number of link variables.

This topic is discussed in more detail in chapter 7.1. Different combina-

tions of link variables should be evaluated with a test dataset. Among the

elimination techniques used most often are forward elimination, backward

elimination, and stepwise elimination (Ratner, 2001a). The more of these
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variations are performed, the better, because subsets are always judicially

chosen by the database marketing analyst (Ratner, 2003, p. 57f).

The link variables should be a mixture of demographic variables and

other variables with predictive power regarding the target variables (Baker

et al., 1989). It has been shown in previous data augmentation projects that

link variable sets including product usage and transaction history data are

much more meaningful than those sets only comprising socio-demographic

variables in terms of their ability to discriminate between target variable

values (Liehr, 2001).

In certain situations, it makes sense to introduce so-called critical vari-

ables. Critical variables must be matched exactly. They function as cell

dividers, rather than as link variables; e.g. data from men is always only

augmented to male recipients. In that case, a separate augmentation is per-

formed within each cell (Sharot, 2007; Rässler, 2002, p. 19). Before declaring

link variables as critical variables, it should be checked that these variables

discriminate extraordinarily well between target variable values, or that the

division makes sense from a conceptual point of view. If the cells are not

chosen well, correlations among variables are weakened in the augmented

data (Baker et al., 1989). In an ideal augmentation, the differentiation be-

tween critical variables and matching variables becomes obsolete, because

all link variables perfectly predict the target variables (Sharot, 2007).

During the data screening step, both the recipient unit and the donor

unit are reduced to the relevant link variables, so that these are similar to

both units. It might be necessary in the following data preparation step

to deconstruct or combine variables in order to harmonize the concepts

or formats. If the logical choice of link variables yields a number of link

variables too big for further processing, it is possible to aggregate these

variables or to reduce their dimensions.
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Target variable selection

The target variables contain the new information relevant to the marketing

problem. Whereas the term target variable is also applied by Gilula et

al. (2006), other terms used are specific variables (Rässler, 2002, p. 16) or

critical variables (Kamakura & Wedel, 1997). Target variables differ greatly

among data augmentation applications, because they highly depend on the

branch, the company, and marketing goals. The need for these variables can

be derived from every day work or might be the result of expert interviews

in departments for which the marketing department is working.

As stated before, the link variables should be able to discriminate be-

tween the target variable values. This is a limiting factor in choosing target

variables. If none of the link variables is able to discriminate between the

target variable values, the respective values cannot be augmented. The pre-

dictive power can be estimated from a test dataset. An example of how this

can be done is given in chapter 5.2.2. When aiming at aggregated results,

it might be reasonable to augment variables that do not have a strong rela-

tionship (Baker et al., 1989). However, if link and target variables have only

a weak predictive relationship, target values will be close to being randomly

distributed among recipients (Adamek, 1994). The error related to weak

predictive relationships is referred to as prediction error.

Element selection

The selection of relevant elements reduces the rows of the customer database

to a relevant number of customers as defined by the data augmentation

frame. Only those customers with meaningful values for all link variables

are relevant. Often, inactive customers in the customer database do not have

sufficient values for all relevant link variables; e.g. regarding the transaction

history. If, for example, an external market research source is used as a

donor unit, it covers the German, and German speaking, population (or

that from any other country) in private households aged 14 to 69 (Hofsäss
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& Engel, 2006, p. 75). The customer database has to be adjusted to fit

this sampling frame, because it cannot be assumed that customers with

different nationalities or from other age groups can be regarded the same

way as those belonging to the sampling frame. This does not mean that

the source has to be identical to the recipients in the customer database.

However, they have to be sampled from the same overall population.

The unit on which data is measured needs to be similar. It is straight

forward that the units in customer databases are customers. The units in

surveys are usually persons as well, but can also be households. Online and

click stream data is often based on IP addresses, whereas customer profiles

from online shopping portals are not seldom used by multiple persons. The

different persons using IP addresses and online shopping profiles have differ-

ent needs, wants, and interests. Furthermore, it does not only matter that

the units in a source are persons, but also that information is stored on a

personal basis. Social media data is often stored based on relationships or

activities, so that interesting information on individuals might have to be

translated to the person unit first in order to have an integral donor unit.

3.2.2 Data preparation

The objective of the data preparation step is to harmonize the data in the

recipient and donor unit in a way that they agree in terms of concepts and

definitions. Issues like missing or deficient values, types and frequency of

data errors, and aggregation levels of the data are regarded when preparing

the data (Hippner & Wilde, 2001).

Data harmonization

If data augmentation sources are not designed to be added to the customer

database, several preparation steps have to be performed in order to achieve

the required conditions. The process of transforming the link variables ob-

served in the donor and recipient unit in a way that they are in accordance
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with the same concepts and definitions is referred to as harmonization or

homogenization (D’Orazio et al., 2006, p. 163f). Variables might differ in

terms of definitions, formats, scales, date, and mode of data collection. If

variables cannot be harmonized, they should be omitted from the augmen-

tation (D’Orazio et al., 2006, p. 167). Errors related to the harmonization

of variables are referred to as harmonization errors.

Definitions Definitions cannot be adjusted. This problem is referred to

as semantic heterogeneity. It means that either two different things are

called by the same name, or the same things are called by different names

in different sources (Dey, Sarkar, & De, 1998). Link variables defined dif-

ferently in the donor and the recipient unit can only be used if the analyst

decides that they refer to the same idea, nevertheless. This is a responsible

task, as sources and variables can almost always be interpreted in different

ways (Ozimek, 2010) and it is usually not possible to ask the data collectors

which definition they had in mind.

Formats and scales The term recoding or recategorization (D’Orazio et

al., 2006, p. 167) comprises transformation, grouping, and scale conversion

methods. Recoding is necessary in order to align the formatting of variables

in donor and recipient unit, to improve the information content, or to ad-

just the data for the requirements of specific data augmentation methods

(Küsters, 2001). Sometimes, existing variables need to be combined in order

to represent the same information as variables in the other source.

• During a schema transformation, variables are formally transformed

into a structurally or semantically similar schema (Leser & Naumann,

2007, p. 116). It can comprise changes of labels, notations, or similar.

• If a mathematical formula is applied to a variable (e.g. sum or expo-

nential function), it is referred to as transformation. In order to be

mathematically transformed, variables need to be metric. Knowledge
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on the variables and its relationships is necessary in order to perform

a mathematical transformation (Hippner & Wilde, 2001).

• It is possible to group categorical variables in order to increase their

information value. With the help of conditional mapping, each value

of the original variable (if) is assigned a new value (then).

• If a variable is transformed to another scale level, it is referred to

as scale conversion. For example, the age is usually coded as age

groups in surveys. Scale conversion to a lower scale level involves

a loss of information (Backhaus, Erichson, Plinke, & Weiber, 2008,

p. 10), but nevertheless might increase the information value of vari-

ables (Küsters, 2001). Sometimes, the loss of information is intro-

duced on purpose in order to better generalize augmentation results

or absorb outliers or other unexplainable noise (Adriaans & Zantinge,

1998, p. 44; Liehr, 1999; Weiss & Indurkhya, 1998, p. 59).

Date It is generally not possible to correct the data for not having been

generated at the same point in time. Only certain variables can be corrected

for time differences, e.g. the age variable. But as data augmentation does

not require the units to be identical, it might be more meaningful to retain

the correlation between time related information and other information –

instead of adjusting only some variables for time differences. For example,

the age of a 19 year old student should remain correlated with the interest

in college entrance information, instead of harmonizing him to the 21 year

old he might be today (the student is probably not interested in college

entrance information anymore). Furthermore, whenever there are interrela-

tions between those variables and other variables, these interrelations will

be distorted by only changing some of the variables.

Mode If the same information is collected through different channels, the

modes of data collection differ. The method of data collection, e.g. the
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method of interviewing in a survey, can influence the answers of interviewees.

The error related to differences due to varying modes is referred to as mode

effect (Lugtig, Lensvelt-Mulders, Frerichs, & Greven, 2011). Data cannot be

corrected for mode effects and thus knowing about different modes should

lead to a cautious use of information.

Treatment of missing and deficient values

Sometimes values are missing for a number of elements and variables. When

referring to missing data in the data preparation context, we are not con-

cerned with the missing data problems described in chapter 3.1.1, lending

concepts and methods to data augmentation. Rather, it is referred to cus-

tomers with incomplete link variable values. A recipient cannot receive

information based on link variables, if not all link variables are observed for

this person. If values are missing here, the respective elements or variables

can be eliminated from further application (Bankhofer & Praxmarer, 1998).

Alternatively, missing values can be imputed, if it is possible to find a rea-

sonable value for the gap. Missing values can be replaced by imputation

with location parameters, such as an arithmetic mean, median, or mode

(Bankhofer & Praxmarer, 1998; Hippner & Wilde, 2001). Most missing

values, however, can only be imputed reasonably by a more complex model

(Küsters, 2001). Those models are based on either logical variable combi-

nations or methods verifying multivariate structures (Backhaus et al., 2008,

p. 11). Missing values for ordinal or categorical variables can sometimes be

coded validly as missing, if the missingness itself has a meaning (M. Berry

& Linoff, 2004, p. 74) – analogous to ”not applicable” in a survey. This is

a very clean way of treating missing values, if the missing items category

leads to meaningful conclusions in the interpretation, e.g. the missingness

of a telephone number can be connected to the social status of a customer.

If values are detected to be deficient, i.e. if the values do not fit the

domain of definition, if plausible relationships are violated, or if there are

correlations between variables, but singular values do not correspond to
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these correlations (Hippner & Wilde, 2001), they can similarly be corrected

or eliminated from the analysis. The treatment of deficient values because

of violation of domain of definition or plausible relationships is advisable.

The violation of correlation structures should be monitored more closely, as

different correlation structures could be indicators for new and interesting

discoveries (M. Berry & Linoff, 2004, p. 592ff; Küppers, 1999, p. 27).

We want to make clear at this point that the correction of missing or

deficient values should be kept to a minimum in data augmentation applica-

tions. Replacing missing or deficient link variable values and further using

these link variables for data augmentation can lead to inestimable uncer-

tainty and bias, as data augmentation is an imputation process itself. The

satisfactory situation of the resulting complete dataset is intriguing, because

it leads to false confidence and can produce false models leading to false con-

clusions (Dempster & Rubin, 1983). There is always a trade-off between the

additional knowledge opportunities and the uncertainty created.

3.2.3 Choice of the best data augmentation method

Several data augmentation methods have been developed in the past and

can alternatively be chosen for data augmentation problems. They have

differing features and varying degrees of complexity. Without claiming to

be exhaustive, some of the most common methods are introduced in the

following.

Conditional mode or median imputation

Mode and median imputations are methods of imputing target values by

measures of central tendency. They are conditional, because for a given

link variable class, the most frequent value is augmented to the recipients for

categorical variables. The median can be augmented for ordinal variables,

depending on the data augmentation goal. A link variable class is defined

by a unique combination of link variable values similar for all elements
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contained in this class. In this context, the link variable classes are referred

to as adjustment cells (Little & Rubin, 2002, p. 62). Mode or median

imputations are non-parametric, because they do not require a certain kind

of distribution. They are explicit modeling techniques, as the assumptions

used for drawing from the predictive distribution of the variables are explicit

(Little & Rubin, 2002, p. 59).

More rules can be established in order to improve the augmentation,

depending on the upfront knowledge of the augmentation setting. If the

overlap is low, a threshold can be introduced in order to account for uncer-

tainty. Because the source is a nonprobability sample, a donor class with

few donors might not properly reflect the target value range of that class

in the overall population. The database marketing analyst can decide to

augment the mode or median only, if at least a minimum number of donors

occupy the respective class. An example for conditional mode imputation

using thresholds is shown in table 3.1. In this example, recipients in the

age group 50-60 are not augmented a target value, because only one donor

represents that class. In order to further reduce uncertainty, a minimum

acceptable percentage of elements carrying the mode value in a class can be

specified, so that only frequent values are augmented. In the example shown

in table 3.1, recipients in the age group 40-50 years are not augmented a

target value, because both values are equally likely. In contrast, if recipient

unit and donor have a 100% overlap, the mode or median is augmented even

if only one donor is available. If only one donor with the respective vari-

able combination is available, the classes are narrow enough for the correct

match to be found.

If the rules are very strict in order to reduce uncertainty, it is likely

that no value can be augmented for infrequent link variable classes. In

that case, it is possible to iteratively collapse the link variable classes by

omitting one link variable at a time, as shown in the last row of table 3.1.

Because no values were augmented for age groups 40-50 and 50-60, the age

group is collapsed to a 20-year range. For recipients aged 40-60, value 1
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Link vari-
able class

Values ob-
served

# %
0

%
1

Target
value

Reason

Age 20-30 0 0 1 1 1 1 6 33% 67% 1 The probability for y = 1 is highest.

Age 30-40 0 0 0 0 1 5 80% 20% 0 The probability for y = 0 is highest.

Age 40-50 0 0 1 1 4 50% 50% none The probability for each value is
equal. (threshold: 60%)

Age 50-60 1 1 0% 100% none The number of donors observed is
too small. (threshold: 3 donors)

Age 40-60 0 0 1 1 1 5 40% 60% 1 After the age group has been col-
lapsed to 20-year ranges, the prob-
ability for y = 1 is highest.

Table 3.1: Example for values to be augmented given a certain target value
distribution using conditional mode imputation

can then be augmented. That way, classes become broader and matches

can be found with the same threshold criteria. However, all of these rules

(threshold=60%, threshold=3 donors, collapse of age groups) are arbitrary.

They depend on the decision of the database marketing analyst and results

depend on these decisions. No advice can be given on how to best make

these decisions.

Conditional mode or median imputation is an easy way to find basic ten-

dencies in a sufficiently large population. But there are obvious problems

related to imputations based on measures of central tendency. The variance

is underestimated for these imputations (Rässler, 2000). All customers in

a certain class are assigned the same target value, so that the results are

meaningful only if there is a sufficiently large number of classes and if these

classes are largely homogeneous. While this is more or less true for any

augmentation method, the conditional mode imputation approach has fur-

ther constraints due to the many arbitrary decisions to be made during the

imputation process.

Nearest neighbor hot deck

Nearest neighbor hot deck is one of the traditional approaches to data aug-

mentation. The target value is taken from the donor that is closest to the

recipient in terms of a distance measure (Hattum & Hoijtink, 2008b) in
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a geometric hyperspace (Breur, 2011). Calculating a distance function is

more obvious in a continuous variable case. In the discrete case, the cate-

gories need to be binarized or transformed in order to make the calculations

of distance functions possible. After all link values have been converted to

metric variables, the distance between elements is measurable. If no exact

neighbor is found, it is possible to collapse the categories to a lower level of

detail in order to find exact matches (Kamakura & Wedel, 1997).

Nearest neighbor methods are distinguished depending on whether tar-

get variable values are selected with or without replacement. If donor and

recipient are identical in terms of elements, values can be allocated without

replacement so that the overall distance is minimal. Every donor value is

used exactly once and not every recipient might receive the closest values.

Because values are drawn without replacement, the minimum overall dis-

tance is not necessarily equal to the sum of individual minimum distances.

Representative sources can be regarded like identical sources, because ev-

ery donor represents a definable number of observations. Values are quasi

allocated without replacement from a source, using every donor x times. If

the best value is desired for every individual customer, and if sources are

not identical in terms of elements, drawing with replacement is the better

choice. When drawing with replacement, the minimum overall distance is

equal to the sum of individual minimum distances.

Nearest neighbor hot deck by means of a distance function should not

be confused with the earlier approaches of hot decking by sorting. When

performing hot deck imputation by sorting, all observations are sorted in a

defined order by the link variables and missing values for the target variable

are taken from the previous or following observation (Baker et al., 1989).

The sorting order is crucial for this method and significantly influences the

results, even if serpentine sorting is used for ordinal variables in order to

minimize distances (Carlson, Cox, & Bandeh, 2012). If many categorical

variables are present, it is not recommendable to use hot deck imputation

by means of sorting.
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Hot deck procedures duplicate an existing value and fuse it to another

observation (Ford, 1983; Hattum & Hoijtink, 2008b). In contrast to con-

ditional mode or median imputation, nearest neighbor hot deck augments

values from close neighbors, not only from the same link variable class. That

way, small differences in the link variables are overcome. If an exact match

does not exist, because there is more than one donor with the respective

variable combination, and the target variable values of the donors differ, the

most frequent value is usually used.

There are restrictions to the nearest neighbor hot deck procedure as

well. A distance function is not easily calculated for categorical variables,

consigning the problems related to using methods developed for numerical

data on categorical data. Nearest neighbor hot deck and conditional mode

or median imputation techniques are based on rules stated by the database

marketing analyst to the best of his or her knowledge. Because they are

based on the database marketing analyst’s decisions, the quality of the

augmentation is highly dependent on these decisions (Kamakura & Wedel,

1997), e.g. in terms of the choice of the distance measures and sequence

and the definition of the levels of the augmentation procedure in terms

of categories and variables. These methods are not able to detect new

structures in the data.

Multivariate methods

Regression methods and latent class analysis are two forms of multivariate

methods. They include several variables in order to predict an outcome vari-

able, based on a statistical model. Multivariate methods are able to detect

new structures of underlying distributions of variables in the data, because

the influence and interaction of predicting variables can be determined and

analyzed. Once these have been verified, the same model parameters can

be applied to other subpopulations.

Regression methods have been used for missing data problems as de-

scribed by Little and Rubin (2002, p. 59) and Schafer (1997, p. 197), before
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having been introduced to data augmentation. Instead of directly taking

values from existing donors, as it is done with conditional mode imputation

and nearest neighbor hot deck, regression methods are built on a model de-

scribing the relationship between several input variables (the link variables)

and an output variable (the target variable). Values are even predictable

for link variable classes not present in the donor unit.

In contrast to linear regression, logistic regression is suitable for categor-

ically predicted variables. Good descriptions of logistic regression are given

by Agresti (2002) and Backhaus et al. (2008, p. 243ff). The logistic function

is a probability function of whether an event will occur or not (Backhaus

et al., 2008, p. 249). For the overall approximation of Y given X, the

likelihood function has to be maximized, thus calculating the parameters

estimated for all x in X. Logistic regression methods can be differentiated

into binary logistic regression and multinomial or polychotomous logistic

regression (Backhaus et al., 2008, p. 244; Ratner, 2003, p. 169ff). Both

alternatives are needed for data augmentation in database marketing, de-

pending on whether target variables are binary or have multiple values. If

the predictor variables are categorical, a binarization is needed, because

logistic regression requires numerical input variables.

Latent class analysis is based on the assumption that there are not ob-

served, thus latent classes, which are similar in terms of their target variable

values. The latent classes are the target values and the explanatory vari-

ables are the link variables. Hattum and Hoijtink (2008b) carried out a data

fusion based on latent class analysis. Their approach consists of two steps.

First, the fusion value specific probabilities are estimated from the donor

unit. Secondly, the estimated model parameters are used to fuse data to

the recipient unit using the classification rule of latent class analysis. The

latent class approach is intuitive, because the target variables can be fully

explained by the factors of the latent classes (Kamakura & Wedel, 2000).

However, it can only be used if the number of classes, thus the number
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of differing segments, is small. Hattum and Hoijtink (2008b) showed that

latent class analysis results perform similar well as logistic regression results.

Multivariate methods do not depend on the overlap between donors and

recipients. Whether target values are predicted correctly depends on the

predictive power of the link variables. Variations not explained by the link

variables can influence the quality of the results. If predictions worked better

for one dataset than for another, a model overfitting problem exists. Model

overfitting can be minimized by building a model on a training dataset and

applying and validating it on a test dataset for which the true values are

known, first.

Multivariate methods are generally able to handle large numbers of vari-

ables. If carried out correctly, valuable insights into the data structure are

possible (Baker et al., 1989). On the other hand, regression models must

be built with respect to all conditions expected for the methods in order

to receive meaningful results. This can pose a problem in marketing, if the

available data does not satisfy these rules. Possible interactions between

independent variables harm the results (Baker et al., 1989). Furthermore,

maximum likelihood methods strongly depend on the predictive power of

the link variables, which can be a constraining factor.

Model based multiple imputation methods

Multiple imputation is one of the newer methods used for data augmenta-

tion. In order to account for the variability in the data, a set of plausible

values that indicate the uncertainty about the right value is imputed. Re-

sulting values are combined to form an aggregated figure with according

probabilities. Multiple imputation refers primarily to the fact that values

are imputed various times. A method still has to be specified for calculating

the values. The number of imputations is set to a very high number in or-

der receive as many different results as possible. The more imputations are

carried out, the better the values represent the underlying distribution. The

result is a vector of possible values with the values reflecting both variation
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and uncertainty (Allison, 2012; Rässler, 2000, p. 69). Multiple imputation

is used in the context of maximum likelihood estimation using Bayes tech-

niques (Little & Rubin, 2002, p. 97ff) including Markov Chain Monte Carlo

methods (Rässler, 2000). Details on these methods can be found in Schafer

(1997), Little and Rubin (2002), Rässler (2002), D’Orazio et al. (2006), and

references therein.

The feature of multiple imputation approaches is that the uncertainty

caused by missing data is represented better than in methods where only

a single value is imputed (Herzog & Rubin, 1983). Multiple imputation

has the advantage that it does not rely on the assumption of conditional

independence, as various imputations can be carried out with different pa-

rameters of conditional associations (Rubin, 1987, p. 187). The algorithm

converges at the best solution possible. A disadvantage of multiple imputa-

tion results is that they are not reproducible, unless the statistical program

allows for defining a seed variable. Multiple imputation methods are appli-

cable for augmenting data in marketing. However, they are very complex

and exceed the scope of this study.

Testing, calibration, and choice

In order to choose the best method, relevant methods are selected depending

on the scales of variables and the goal of the augmentation. A test design is

applied prior to the actual data augmentation in order to choose the model

to be applied to the recipient unit. A cross validation design is proposed

by Hattum and Hoijtink (2008a) in which the donor unit is divided into

multiple datasets. One dataset is defined as the training dataset on which

the model is built. The other datasets are used as test datasets, so that

models can be fitted to a training group and then be applied to a test

group. Its target variable values are augmented by the model developed for

the training dataset and compared to the true values.
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3.2.4 Execution and internal evaluation of results

Once the decision towards a data augmentation method has been made,

the augmentation can be carried out. The model is applied to the recipient

unit and new variables are added to every customer with corresponding

probability measures. The details of the augmentation model are described

in chapter 4.2. The new values are filed for further application into the

customer DWH.

In order to provide insight into the quality of the augmentation, it is

evaluated. Hattum and Hoijtink (2008b) differentiate the evaluation of data

augmentation results into internal and external evaluation criteria. Internal

criteria are useful to judge the reliability and validity of data augmentation.

External criteria are used to evaluate the effectiveness and efficiency of the

added information. With external evaluation, it can be retroactively decided

whether a data augmentation leads to a return on marketing investment. In

the following, the internal evaluation criteria for reliability and validity of

the augmentation results are described. Some external evaluation criteria

are summarized in the successive chapter.

Reliability of data augmentation results

The goal of data augmentation is to create target values that are more ac-

curate than the results of a random allocation of missing values (Baker et

al., 1989). This overall reliability goal is directly influenced by each in-

dividual customer’s augmentation results. The reliability of the results is

testable successively during the data augmentation application. It can be

summarized later in order to get a clear picture of the augmentation’s reli-

ability. The reliability is mainly dependent on the number of link variables,

the correlation between link variables and target variables, the characteris-

tics of the source, the overall applicability of definitions, and the accuracy

and maintenance of the used data. We describe possible errors in the data

augmentation process, e.g. errors in the primary source, errors in the data
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preparation phase, or even errors in the actual data augmentation process.

A good general introduction into error sources during data integration can

be obtained from Zhang (2012), from which most error sources are cited.

Reliability of the source and data preparation The reliability of the

source comprises element errors and variable errors. Elements are erroneous,

if they are not consistent with the population frame. If a source is repre-

sentative, additional sampling errors can occur. Self-selection bias refers

to the fact that volunteer surveys are not representative, because survey

participants decide on the participation, rather than the survey provider.

Variables are erroneous if they are measured incorrectly, if they have been

collected at a previous point in time, or if the mode of data collection in-

fluences the variable values. The reliability of the data preparation refers

mainly to the correct harmonization of link variables in donor and recipient

unit, so that they adhere to the same concepts, definitions, and formats.

Reliability of the augmentation The reliability of the augmentation

can be divided into the reliability of the model and the reliability of the

method. The reliability of the model compromises coverage errors, identifi-

cation errors, and correlation errors. Coverage errors refer to the incapabil-

ity of the model to fit the target population. Identification errors refer to the

incapability of the model to identify the right elements. There are several

method specific errors thinkable influencing the reliability of the method.

Exit criteria for nearest neighbor hot deck, for example, are equal distances

between a recipient and several donors.

Reliability of the results The reliability of the augmentation results is

influenced by all previous errors. Augmentation results are erroneous, if the

assigned target values are wrong. They can be false negatives (type I errors),

if an interesting value is not assigned although the customer has that value,

or false positives (type II errors), if an interesting value is assigned although
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the customer does not have that value (Jiang et al., 2007). Prediction errors

result from weak predictive relationships between link and target variables,

so that the probability of the two error types is high. The lower the degree

of overlap between donor unit and recipient unit, the less likely there is a

good match for a recipient, given the link variables (Adamek, 1994). The

respective error is referred to as matching bias. Matching bias does not

necessarily result in wrong values, but the probability for wrong values

increases.

Validity of data augmentation results

Rässler (2004) established four levels of validity for evaluating augmentation

results.

Preserving individual values With the first level of validity, it is as-

sessed how well original values are reproduced. Whenever the added value

is equal to the original value, the match is called a hit. The hit rate is the

overall measure for the validity of individual variables. Hits only occur for

discontinuous variables, because the probability of a hit for continuous vari-

ables equals zero (Rässler, 2004). The hit rate is one of the most important

measures for data augmentations in marketing, because it matters whether

individuals received a correct value. Hits can only be analyzed in simulated

settings. In practice, the original values are not known.

Preserving joint distributions For the second level of validity, the joint

distribution of all variables should be preserved in all samples, as well as in

the augmented dataset. This is especially important for cross tabulation,

because otherwise it cannot be guaranteed that the association between

variables never jointly observed is valid (Rässler, 2004). An ideal data aug-

mentation would preserve individual values as well as joint distributions.

However, in an imperfect setting, a trade off exists between preserving indi-

vidual values or joint distributions when choosing an augmentation model.
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In order to pursue the goal of targetability improvement for marketing pur-

poses, the decision is made for the preservation of individual values.

Preserving correlation structures The third level of validity refers to

preserving correlation structures between variables and higher moments of

distributions (variance, skewness, and kurtosis). Just as for the second

level, an ideal data augmentation would preserve correlation structures,

but an imperfect data augmentation might not (Rässler, 2004). It has been

shown that data augmentations are generally not able to reproduce all major

correlations in the data (Baker et al., 1989). In our study, whenever data

augmentations are not able to exactly reproduce the original distributions

or correlations, models are adjusted to preserve individual values, rather

than distributions.

Preserving marginal distributions The fourth level of validity refers

to preserving marginal distributions. It is required for all data augmentation

applications and is the one always testable, because the empirical marginal

distributions are inherent in the augmented files, as well as in the donor

unit or recipient unit respectively. In practical applications, the validity of

the fourth level is often assessed and overall assumptions on the validity of

augmentations can be made (Rässler, 2004).

Means, relationships, and correlations can be compared in order to inter-

nally evaluate the results (Putten, 2010, p. 92). For general applications

in database marketing, the first level is of major importance (Hattum &

Hoijtink, 2008a). When conducting a targeted campaign, it is of primary

interest to have a selection criterion on whom to choose for target groups.

However, sometimes it might be interesting to apply descriptive or induc-

tive statistical methods on a synthetical dataset. A likely case might be to

investigate the distribution of income among customers. Then, it should be

kept in mind that the data augmentation approach in marketing is always
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one where individual values are preserved, rather than overall distributions.

Augmentation methods are chosen to serve this objective. Unless the re-

sults are perfectly accurate, the statistical estimates applied to the whole

customer group can be biased. If a macro objective was the major focus

of a data augmentation approach, different methods and decision measures

would have to be chosen.

3.2.5 External evaluation of augmentation results

The external evaluation assesses the effectiveness and efficiency of data aug-

mentation results, e.g. whether the results are able to support the targeting

goal of database marketing analysts (Hattum & Hoijtink, 2008a). Baker et

al. (1989) state that the result should be evaluated by how accurate decisions

can be made from augmented data sources. It can be translated into the

value of data augmentation for further analysis (Putten, 2010, p. 92). This

directly links the evaluation of the augmentation to the respective market-

ing problem for which the augmentation has been set up. The improvement

of company performance based on data augmentation results is more im-

portant than the accuracy of the results themselves. Data augmentation

results are good, if marketing campaigns based on the results outperform

campaigns without this knowledge. If this is the case, all other evaluation

criteria are secondary.

Hattum and Hoijtink (2008a) stress that the levels of validity in the

internal evaluation are secondary, if data augmentation results are useful

in practice – for example if conversion rates or sales leads are increased

by using them. An advantage of direct marketing is the exact testability

of results by means of conversions (Breur, 2011). One way of evaluating

data augmentation results would be to conduct a targeted campaign with

a test setup. In a this test setup, a target group is selected by traditional

selection criteria and another one is selected using the augmentation results.

If customers are randomly attributed to one of these groups, the resulting
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conversion rates give a direct estimate on how effective the data augmen-

tation results are in a practical application. Evaluating the effectiveness is

equal to the question whether marketing campaigns perform better using

data augmentation results than when not using them. If all other factors

are equal, the marginal effect of the augmentation results can be observed.

When evaluating the efficiency, it is asked whether the cost of conduct-

ing data augmentation can be justified taking into consideration additional

revenues and cost reductions triggered by the augmentation results. If the

new data is definitely necessary, it can be compared to other means of ac-

quiring the data, for example a full customer survey. One of the major

external evaluation criteria has been introduced by Even et al. (2010) as

data utility. Data utility assesses how useful data is in a simple compari-

son between the cost of acquiring and retaining (up-to-date) data and their

associated value for the company. The value can be constructed from dif-

ferent objectives. It is not easy to calculate, as augmented data can be

used for various other purposes not even known at the time of the augmen-

tation. Thus, an evaluation of data augmentation based on one single use

case would not fully embrace the efficiency of the augmentation (Putten,

2010, p. 90). There might also be different utility measures for individual

marketing goals and for the overall customer database. There is usually a

certain utility inequality among data categories in the database (Even et

al., 2010). Nevertheless, as long as the utility is positive, it has the potential

of increasing a company’s profits.

The efficiency of data augmentation results can be evaluated by a vari-

ety of measures. Some of them are derived from the cost-per-effective-target

market rating point, which is used in media planning (Smith et al., 2010).

Some are specific to database marketing. There are fix and variable cost

of advertisement. Both can be reduced by data augmentation. The rela-

tive concentration of targeted customers in the selected recipient group is a

major factor in evaluating the efficiency of individual marketing campaigns.

Another factor is the degree to which the targeted customers are effectively
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exposed to the advertisement. As the conversion probability of targeted

and non-targeted customers differs, data augmentation can increase the

overall conversion probability by including more target customers into the

addressed groups. We do not go into detail about specific external evalua-

tion criteria here, because the external evaluation is not in the scope of this

study. It would, however, pose a valuable extension to our work.
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Chapter 4

Methodological framework for data

augmentation

Data augmentation in database marketing is a special field of data fusion.

No general framework for this kind of data augmentation has yet been es-

tablished. The scientifically regarded and practically approached augmen-

tations in marketing are limited to representative sources, which have con-

venient features comparably easy to handle. The theoretical contribution

of our study is to establish a methodological framework for augmenting ex-

ternal sources. It regards the specific case of database marketing, where

the customer database is the recipient unit. Possible donor units are found

within internal and external databases or are derived from surveys and other

data sources. They are formally described in this chapter.

There are specifics to data augmentation in database marketing. The

variables collected in surveys and other external sources are usually of cat-

egorical nature. Target variables are augmented respecting a micro validity

approach, which is different to other data augmentation use cases, e.g. in

official statistics. The situation of conditional associations between link and

target variables and the source is described in detail.
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A general data augmentation model is established in this chapter, math-

ematically describing the populations, variables, and outcome values with

respect to the specifics stated. The proposed data augmentation model is

based on a univariate pattern approach. Target values are augmented sep-

arately and the most likely value is augmented. The uncertainty related to

this approach is captured in dedicated probability variables.

Additionally, the source data mechanism is formally described. It is

based on Rubin’s (1976) and Little and Rubin’s (2002) theory of the ignor-

ability of the missing data mechanism. If there is a correlation between the

source data mechanism and the target values, data augmentation results

can be biased. Such sources should not be used for data augmentation pur-

poses. The transfer and development of Rubin and Little’s theory to data

augmentation use cases in database marketing is part of the theoretical

contribution of our study.

4.1 Data augmentation specifics in marketing

Data augmentation in database marketing has special features distinguish-

ing it from other augmentation approaches. They influence the way data

is augmented. The recipient unit is always the customer database. Possi-

ble donor units vary, but can be generally described by characteristics such

as overlapping units between recipient and donor unit, number of observa-

tions contained, or being a representative sample of a bigger population or

not. We have already described the customer database as recipient unit

and categories of donor unit data in our previous data augmentation study

(Krämer, 2010). Chapter 4.1.1 and 4.1.2 are partially resumed therefrom.

In chapters 4.1.4 and 4.1.5, the notion of the source data mechanism is

introduced. It is based on Rubin’s (1976) and Little and Rubin’s (2002)

theory of the missing data mechanism as depicted in chapter 3.1.1 and is

adapted here to fit the intentionally designed situation of missing data in

the data augmentation context. Its relationship to the target variables – or
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more precisely, its conditional relationship to the target variables, given the

link variables – is explained in detail with an example in order to introduce

this important concept.

4.1.1 The customer database as recipient unit

Data augmentation projects in database marketing coincide in having the

same recipient unit: the customer database. A customer database is a sys-

tematically structured, physical collection of data, which is saved according

to rules. The main key is a unique customer number identifying a customer

(Kelly, 2007). A customer DWH is a customer database tailored to the

specific purpose of providing information that is relevant to the analytical

purposes of database marketing (Schmidberger & Babiuch-Schulze, 2009).

All data from operational, internal and external sources are consolidated in

a single, central interface. After every change in the customer contact or

purchasing history, the optimal form and time for follow-up contacts can

be determined and initiated. They support the design of business processes

and management decisions (Wilde, 2001).

The content of customer databases can generally be divided into identi-

fication data, descriptive data, and transactional data (Huldi, 2002; Behme

& Mucksch, 2001; Link & Hildebrand, 1993, p. 34ff). While identification

data is mandatory to every company, the customer databases of different

companies are specific in their descriptive and transactional data. They dif-

fer considerably in the number of variables saved and volume of information

(Hippner, Rentzmann, & Wilde, 2002).

Identification data Identification data is used to identify customers and

assure their reachability. They comprise name, address, birth date, tele-

phone number, and other contact information such as email or mobile num-

ber. But this data is not always sufficient for the identification of individu-

als. Additionally, a unique identifier, e.g. a customer number, is allocated

to every person during the first transaction with a company.
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Descriptive data Descriptive data relates to any business relevant char-

acteristics of customers. Demographic and psychographic information are

part of the customer profile. Information on household structures, micro ge-

ography, and social networks are summarized as sociographic information.

Descriptive data can either be provided by the customers themselves, e.g.

in a detailed online customer profile, be collected via market research, or be

acquired by external sources (Schweiger & Wilde, 1993).

Transactional data Transactional data comprises the purchase and con-

tact history, as well as the product usage information of customers, if ap-

plicable. Transactional information is often differentiated into action data

(initiated by the customers) and reaction data (initiated by the company).

Transactional data is specific to the company. It is generated from the oper-

ating systems and is preprocessed for usage in the DWH. Product and brand

affinity, the acceptance of communication and sales channels, as well as the

post purchase behavior, are deductible from transactional data (Hippner,

Leber, & Wilde, 2002).

4.1.2 Possible donor units and their characteristics

A data augmentation source can be any database with people as its main

unit. It does not contain a unique identifier to the people in the customer

database. Every potential data augmentation source is taken into consider-

ation because it offers information not contained in the customer database.

Relevant target variables are

• new, informative, and meaningful in order to be able to support and

improve the decision making process

• observable and collectable in a way that data can conceive the infor-

mative value of the variables

• true and stable, so that the information is valid for a certain time
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• available and accessible from an external source

• discriminable and augmentable, so that they are explainable by link

variables in an adequate model

• efficient, so that the effort of performing data augmentation is an

economical contribution to the company

Data augmentation sources can contain all kinds of information relevant

to database marketing problems.

Socio-demographic data Socio-demographic data is a mixture of demo-

graphic and socio-economic information. It is contained in most external

sources, especially in market research. They are easily collectable, measur-

able, of low complexity, and serve as the basis market segmentation criteria

(Vossebein, 2000; Hofsäss & Engel, 2006, p. 107; Meffert & Bruhn, 2009,

p. 133). Typical demographical information are gender, age, and city of resi-

dence (Becker, 2009, p. 250ff). Typical socio-economic variables are income,

education, profession, marital status, and social class (Meffert, Burmann,

& Kirchgeorg, 2008, p. 195f).

Psychographic data Psychographic variables provide information on

motives, attitudes, and lifestyle. These variables cannot be observed. Rele-

vant motives are the expected benefits ascribed to a purchase, which activate

the customer and initiate his or her action (Meffert & Bruhn, 2009, p. 113).

Attitudinal data can be differentiated in general personal information and

in brand or product related information (Freter, 1997, p. 72ff,135ff). These

are not easy to collect, but have a high relevance regarding the purchase

behavior. Marketing strategies can be directly derived from them. Lifestyle

variables are information on activities, interests, and opinions of consumers

(Meffert & Bruhn, 2009, p. 114).
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Purchase and behavioral data Purchase and behavioral data is di-

rected at the customers’ preferences regarding products and services, com-

munication, price, and locations. They are the results of past transactions

and can yield assumptions on future behavior (Freter, 1997, p. 157). Prod-

uct and service information concerns the customers’ demand in terms of

brands, types, volume, and usage intensity. Information and communi-

cation behavior relates to interpersonal communication, as well as media

usage. Price information comprises information on price classes and price

elasticity. Location information concerns information on type, distance,

frequency, and usage intensity of individual sellers (Freter, 1997, p. 157;

Becker, 2009, p. 270ff).

Donor units are manifold and can be taken from various sources as de-

scribed in chapter 2.3. Besides the classification in public, company-owned,

and accumulated sources, sources can be more formally described by their

overlap, their size, and whether they represent a bigger population or not.

Overlap External sources differ in terms of the elements they contain with

regards to the customer database. The overlap is defined by the number

of elements that donor unit and recipient unit have in common. Sources

can contain exactly the same persons as the customer database (identi-

cal), completely different persons (distinct), or any other overlap (partially

overlapping). If there is a common set of link variables, and if there is a

correlation between the link and the target variables, a high overlap is not

necessarily needed.

Size The size is defined by the total number of elements in the donor unit.

If an external source has a 100% overlap to the recipient unit, it can further

be differentiated in sources with exact the same number of elements and

sources containing these elements among others. Although in terms of the
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overlap, both sources are equal, they differ in size. In the former case, the

size equals the overlap. In the latter case, the size is greater.

Representation Representative surveys must be differentiated from par-

tially overlapping sources, because although the actual overlap is low, these

sources represent a bigger population. If interviewees are randomly chosen,

the same information is represented as if all people in the overall population

would have been asked. The number of elements representing a bigger pop-

ulation is referred to as random sample. The sampling rate is defined by

the number of elements in the sample, divided by the number of elements

in the overall population.

Donor and recipient unit can be of differing size and the overlap can vary

from identical (100%) to distinct (0%). In database marketing, the customer

database is usually of much bigger size than the source to be augmented.

However, it can also be vice versa, e.g. if data from a website is augmented,

containing information on existing customers plus other visitors. Different

subgroups of customers can be represented unequally well in a source, if

the donor unit is not identical to the recipient unit in terms of elements,

or a representative sample of it. In some cases, it might not be possible

to augment data on all customers, if they do not fit the same frame, i.e.

if they are not samples from the same overall population. In that case,

the recipient unit needs to be reduced to the respective frame so that at

least those customers fitting the frame are able to receive new variables, as

described in chapter 3.2.1. Provided the frame is met, sources can generally

be used for data augmentation purposes.

4.1.3 Variable scales, values, and validity

There are certain specifics related to the variables used for data augmen-

tation in marketing, especially in terms of scales, augmented target values,

and validity. As database marketing deals with people, many variables in
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the data augmentation process have categorical variable scales, e.g. demo-

graphic variables like gender. Many attitudinal and behavioral characteris-

tics are measured best on a categorical scale. Additionally, many variables

available for data augmentation purposes are derived from surveys or other

aggregated data sources. These variables, even if they were originally metric

variables, have lower scales due to the data collection style. For example,

age is a metric variable, but is usually collected on an ordinal scale as age

groups. Oftentimes, the problems encountered in database marketing ask

for binary answers only, e.g. whether a customer likely to buy a specific

product or not.

Albeit the ability of more modern procedures and software to handle

differently scaled variables, it is not desirable to mix variable scales from an

interpretation perspective. Therefore, also the variables with metric scale

are transformed into categorical variables during the data harmonization

process step as described in chapter 3.2.2. The scale of the variables has

implications on the techniques that can be used. The methods need to be

able to deal with high dimensional data common in marketing (Kamakura

& Wedel, 2000).

Categorical variables can be distinguished into nominal variables and

ordinal variables (Agresti, 2002, p. 2). Nominal variables do not have any

natural ordering, like gender, city of residence, or product categories. Ordi-

nal variables have an order, such as age groups or preferred product quality.

The two kinds can be mixed for tasks when associations between differently

scaled variables are needed. If associations between ordinal variables are

calculated, special methods are available accounting for the characteristics

of ordinal variables.

The augmented values are realistic values. This is different to data

augmentation with metric variables, where the augmented values can be an

uneven mean or another artificial value. The decision for one of the real

categorical values is a decision for the most likely value. A decision has to

be made whether the most often occurring value, a random value, or an
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average value is supposed to be augmented (Bleiholder & Naumann, 2008).

The random value approach does not suit the micro validity objective of

data augmentation in database marketing. The average value approach

would lead to a tendency to the center, thus not reflecting the variability in

the data and not differentiating between classes. In database marketing, the

decision for the most often occurring value is made. However, to augment a

single best value would not account for the uncertainty involved in the data

augmentation process. According probabilities need to be augmented with

the best values.

Micro validity is desired for all data augmentation results. It is the

first level of validity developed by Rässler (2004) as described in chapter

3.2.4 and refers to the ability of a data augmentation to correctly reproduce

individual target values. To reproduce the values of individual customers

correctly is the ultimate goal of data augmentation in database marketing,

because decisions on individuals are derived from these values. If an overall

distribution is reproduced correctly, while allocating the wrong values to

individuals, it does not have any benefit for marketing. This is different

to data augmentation approaches with a macro perspective. However, the

micro validity does not really refer to individuals, but only to individuals as

being distinguishable in terms of link variable classes. Because values are

augmented based on the link variables only, no further criterion can separate

those customers with the same link variable class. Therefore, micro validity

is correctly translated to micro class validity in database marketing.

4.1.4 Conditional independence of source and target

variables

If source and customer database perfectly overlap in terms of elements or if

the source is a representative sample of the customers, the target variable

is represented in that source in a way that its distribution and variances for

the customer database are known, as well as its correlation to link variables.
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If this is not the case, the reason why an element appears in the donor unit

is not random, i.e. not MCAR. Therefore, an additional question must be

posed: Is the source correlated with the target variable to be augmented?

This shall be clarified with an example.

It is assumed that a company is interested in its customers’ interest in

shoes. It wants to use additional information received from a volunteer

survey and augment it based in the link variable gender. In terms of over-

lap, the volunteer survey is a source that is partially overlapping with the

company’s customer group.

Number of observations Interest in shoes

(Row percentages) Yes No Row sum

Participation
volunteer survey

Yes 55 (39%) 85 (61%) 140 (100%)

No 15 (23%) 50 (77%) 65 (100%)

χ2 = 5.18 Column sum 70 (34%) 135 (66%) 205 (100%)

Table 4.1: Association table of participation in a volunteer survey and a special
interest

In the example, the distribution of interest in shoes and participation

in the volunteer survey is shown in table 4.1. It shall be noted that such a

calculation is not possible in a practical application. The distribution of the

interest in shoes cannot be known for persons that did not take part in the

volunteer survey. The participation in the volunteer survey and the interest

in shoes are not independent, as 39% of the participants of the survey have

an interest in shoes (55) and only 23% of the others (15). Given the row and

column sums, the expected number of persons having participated in the

survey and being interested in shoes would have been 47. When testing the

association with a χ2 test, the observed χ2 value is 5.18. The corresponding

test value for a level of significance α = 5% is 3.84. Since the observed value

is bigger than the test value, it can be said with a 5% level of significance that

the participation in the online survey and interest in shoes are dependent.

If this is the case, the participants in the volunteer survey are more likely

to be interested in shoes. Thus the augmentation results would be biased
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towards interest in shoes. The additional selectivity is not reflected in the

augmentation (Sharot, 2007).

For simplicity reasons, the link variable to augment the information on is

gender only. In categorical data analysis, the factors potentially influencing

the relationship between two categorical variables are called covariates. If

these covariates are not held constant, then the relationship between the two

variables shows confounding (Agresti, 2002, p. 47). In other words, it is de-

sirable to know whether the confounding factor, here the source, influences

the relationship between the link variables and the target variable. The

participation in the volunteer survey and interest in shows are conditionally

independent given gender, if learning whether a person has participated in

the volunteer survey does not provide any additional information on the

interest in shoes, depending on the gender (Pearl, 2000, p. 11).

Women

Number of observations Interest in shoes

(Row percentages) Yes No Row sum

Participation
volunteer survey

Yes 40 (67%) 20 (33%) 60 (100%)

No 10 (50%) 10 (50%) 20 (100%)

χ2 = 1.78 Column sum 50 (63%) 30 (38%) 80 (100%)

Men

Number of observations Interest in shoes

(Row percentages) Yes No Row sum

Participation
volunteer survey

Yes 15 (19%) 65 (81%) 80 (100%)

No 5 (13%) 40 (87%) 45 (100%)

χ2 = 1.25 Column sum 20 (16%) 105 (84%) 125 (100%)

Table 4.2: Association between a volunteer survey and a special interest, given
gender

This situation is shown in table 4.2. The respective participants are

splitted into 80 women and 125 men in order to calculate the conditional

association. When testing the association with a χ2 test, the observed χ2

value is 1.78 for women and 1.25 for men. With the same corresponding

test value, no association can be detected between the participation in the

volunteer survey and the interest in shoes for either subgroup. There is no
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basis anymore for claiming that the categories are dependent, given the link

variable. Cases like this are referred to as Simpson’s paradox (Blyth, 1972;

Dawid, 1979; Simpson, 1951).

It becomes obvious that there is an association between gender (the

condition) and interest in shoes (the target): Women are more interested

in shoes than men. This association between the link variable and the

target variable is not only comprehensible from a contextual point of view,

it is also necessary in terms of data augmentation requirements. For both

link variable classes, no dependence exists between the participation in the

volunteer survey and the interest in shoes. In other words, if the distribution

of interest in shoes and participation in the online survey is predictable by

gender alone, then data augmentation based on gender is necessary and

sufficient to preserve all relationships of interest (Sharot, 2007).

The idea of conditional independence in the context of data augmenta-

tion has been examined and described particularly by D’Orazio et al. (2006)

and Rässler (2002), after having been fathomed by Rubin (1976). In our

case, it has a slightly different meaning as the conditional independence

needs to be established between the source and the target variable, given

the link variables, rather than target variables that have never been jointly

observed. This conditional independence is important, because information

on the target variable is derived from a given source for the customers, who

might not be identical to the people observed in the source.

The assumption of conditional independence is not testable, unless an

auxiliary source is available with information on the conditional associa-

tion. Otherwise, conditional independence may be assumed based on expert

evaluations, which is common practice in data augmentation (Rässler, 2002,

p. 4). This is disputable and has been argued for example by Rodgers (1984)

and references therein. They claim that data augmentation results calcu-

lated under conditional dependence are not valid and lead to estimation er-

rors. The conditional independence assumption can be a disadvantage, if it

is not testable and assumed spuriously. If auxiliary information is available,
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the calculation itself is another challenge. Data augmentation approaches

in database marketing often face the problems that variables have categor-

ical or different scales, are differently skewed or have different numbers of

possible values. This makes it difficult to find a model to efficiently prove

conditional dependence or independence (Rässler, 2002, p. 4). In chapter 7,

we explore whether it is permissible to assume conditional independence in

the context of database marketing.

4.1.5 Source data mechanism of the donor unit

It has been stated in chapter 3.1.1 that data augmentation is a special form

of missing data problem. However, unlike the original intention of missing

data problems, data is missing intentionally. This means that a decision

has been made at some point that data is missing, either by systematically

omitting observations or variables from data collection (e.g. sub-sampling

or split questionnaire survey design) or by acquiring a source from which

it is known that it does not contain all observations or variables of the

recipient unit. Often, the situation of missing data is only just created

by regarding two data sources, where one contains more information than

the other, so that a missing data situation evolves from this composition.

Some of the patterns shown in figure 3.1 on page 75 in chapter 3.1.1 can

have intentionally missing data: univariate (3.1b) and multivariate patterns

(3.1c), split questionnaire survey design (3.1e), statistical matching (3.1f),

and factor analysis (3.1g).

In the context of data augmentation, the missing data mechanism is

referred to as source data mechanism. It focuses on the fact that data

is available in the source (created by the source data mechanism), rather

than on the fact that data is missing in the customer database. This is

illustrated in figure 4.1. In the overall population (e.g. all people living in

Germany), all link variables (blue) and target variables (gray) exist. The

overall population is not observable. The external source contains values
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for all link and all target variables. The customer database contains the

link variables only. In the induced study design, the target variables are

missing for all customers. The binary source data mechanism indicator

variable S marks the observations with target variables with a 1 and the

observations with missing values with a 0. It is not observable. For the

data augmentation problem, it is of interest whether there is a correlation

between the source data mechanism and the values of the target variables.

V1 V2 V3 V4 V5 V6V1 V2 V3 V4 V5 V6

V1 V2 V3

External source

V1 V2 V3 V4 V5 V6 S

1
1
1
0
0
0
0
0

Source 
data 
mech.

Customer database

Multivariate missing 
data pattern

0
0
0
0
0

Overall population

Figure 4.1: Source data mechanism in the data augmentation context

Technically speaking, there is also a customer data mechanism for the

customer database. It is assumed that the mechanism that leads to a cus-

tomer to be present in the customer database does not influence the missing

values of the target variables. This is based on the initial need to differ-

entiate customers based on target variables. If all customers were equal in

terms of the target variable, it would obviate the data augmentation ap-

proach. For example, if all customers were interested in shoes, because only

those interested in shoes become customers of a company (e.g. if the com-

pany is a shoe store), it would obviate a data augmentation with interest in

shoes as target variable.
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Supposition: It is assumed that the data mechanism of the cus-

tomer database does not influence the target values.

Data augmentation is only valid without potential bias, if this supposi-

tion is true. Then, the data mechanism of the customer database is ignor-

able. The supposition is a requirement for the development of the theoreti-

cal data augmentation model in chapter 4.2. It can be relaxed in practice,

because we are able to show in chapter 7 that the association of the data

mechanism and the target variable does not compromise the data augmen-

tation results in a categorical data augmentation context, if there is a strong

relationship between link and target variables.

4.2 Data augmentation model

The following model comprises the notation and formal description of the

data augmentation process in database marketing. It includes important

interrelationships and statistical concepts relevant to data augmentation in

database marketing. The population, all relevant samples, and their source

data mechanisms are depicted from a formal point of view. The relationship

between samples is outlined and implications are explained. Especially the

conditional independence assumption is clarified. Categories of variables

and preconditions are explained. The expected target variable values are

explained and according probability and variance measures are given. The

essence of this chapter is a formal definition of requirements a source must

met in order to be suitable for data augmentation in database marketing.

In the context of probability notation and set theory, variables are noted

in capital letters, whereas the individual values, i.e. realizations of variables

(Marinell & Steckel-Berger, 1995, p. 241), and dimensions of matrices are

noted in small letters. Population matrices are noted in bold letters. KPIs

are generally noted in capital letters, but notations are adopted from the

respective literature, where applicable. The notation of the following model
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is based on notations used e.g. by Rässler (2002), D’Orazio et al. (2006),

Ratner (2003), and Hattum and Hoijtink (2008a), but is adjusted to fit the

case of data augmentation in database marketing.

4.2.1 Populations and samples

For data augmentation in database marketing, a recipient unit is augmented

with data from a donor unit in order to receive a full rectangular dataset

with target variable values for all recipients. Donor and recipient unit are

part of an overall population. In figure 4.2, the illustrations of figure 1.1

on page 11 in chapter 1.2.1 and figure 4.1 on page 118 in chapter 4.1.5 are

combined and complemented by the abbreviations for the variables, which

are explained in this chapter.

RRRR

R={1,2,…,r}

+

=

Link variables Target variables Auxiliary variables

RRRR

PPP DP DDD

D={1,2,…,d}

P={1,2,…,p}

X=(x1,x2,…,xl)
Y=(y1,y2,…,yt)

Z=(z1,z2,…,za)

c=1

si=1

Y=(y1,y2,…,yt)^ ^ ^ ^

^̂̂̂

Figure 4.2: Notations used in the data augmentation model

The elements in the customer database form the recipient unit in the

data augmentation model (R) with a defined number of customers or re-

cipients (r). R is a set of customers R = {1, 2, ..., r}. The elements of the

external source form the donor unit in the data augmentation model (D)
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with a defined number of donors (d). D is a set of persons D = {1, 2, ..., d}.
As an illustrating example, D shall be the group of people who took part in

a volunteer survey. The customers are those of a publisher. Both R and D

are samples of the overall population in the data augmentation model (P )

with a finite overall number of elements (p). In the described example, the

overall population is the German population between 14 and 69 years. R,

D, and P are vectors, because they denote sets of elements, regardless of

the variables describing them.

There can be an overlap between recipient unit and donor unit (O) with

a calculable number of overlapping elements (o), which may vary between

0 and the smaller sample of R and D. In the example, these elements are

the customers of the publisher who took part in the volunteer survey.

O = R ∩D (4.1)

If an overlap rate is calculated, it is always calculated based on the

number of recipients, i.e. by o
r . In real world applications, the overlap can

only be calculated, if there is auxiliary information on R∩D. For example, a

publisher using a volunteer survey for data augmentation can calculate o
r , if

one question in the online survey is ”Do you have a newspaper subscription

or regularly buy a newspaper from publisher XY?”. From a company’s

perspective, R is always equal and differences in O results from different

possible sources D.

All sources can be classified by their size d and their overlapping units

o with the recipient unit, as shown in figure 4.31. The influence of size and

overlap of the sources on data augmentation results is one subject of our

study. Depending on the combination of overlapping units and number of

donors, different types of sources are differentiated.

1The notation of set theory is used, where ”⊂” describes a subset of elements of
another set, ”∪” describes the union of sets of elements, and ”∩” describes the intersection
of sets of elements.
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Figure 4.3: Data augmentation sources by size and overlap

(a) A source with a 100% overlap rate D = R (4.3a) could be data from

an internal online source, e.g. the protected area from a company’s

website (provided all customers use the website). It is characterized by

containing the same observations, with no unique identifier to match

the observations on an individual basis. It can be found in the upper

left corner of the parallelogram.

(b) If the whole population P was the source, e.g. a census (4.3b), all

customers would be elements of the source D = P . This is a rather

theoretical case stated for comparison purposes, as only little informa-

tion is known through official census data on the overall population,

with few differentiating link variables. It can be found in the upper

right corner of the parallelogram.

(c) Other sources are nonprobability samples in a way that D is not equal

to R or P in terms of elements. A non-representative sample D⊂ R

(4.3c) could be data gathered by a company’s social media application
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or a self-initiated volunteer survey. It can be found on the line con-

necting the origin with in the upper left corner of the parallelogram.

The overlap rate is always 100%.

(d) If the groups only partially overlap D ⊃ R (4.3d), they could be

derived from a branch survey also containing customers of other com-

panies. They can be found anywhere within the lines of the parallel-

ogram.

(e) If the groups do not overlap at all D∩R= 0 (4.3e), they might be

derived from a competitor’s survey. The availability for data augmen-

tation in database marketing is rather unlikely. Its relevance should

be questioned from a rational point of view. It is included to distin-

guish between source types. It can be found on the x-axis between

the origin and the lower right corner (n − r), because the number of

overlapping units always equals zero.

If the source data mechanism of a source is random, as in a representative

population survey like the Communication Networks or the Typologie der

Wünsche (Institut für Medien- und Konsumentenforschung, 2012a, 2012b),

the information is representative for the population from which it was sam-

pled. It is therefore denoted as D ≡ R′, if D is a representative sample of

R, and D ≡ P ′, if D is a representative P sample (Krämer, 2010). These

sources are used for comparison purposes. They are not the focus of this

study, because representative sources have been previously studied and used

for data augmentation.

4.2.2 Variables

The basis for a formalization of data augmentation has already been pro-

vided by Wendt and Wendt (1983). Every element of P has certain par-

ticular characteristics relevant to the database marketing problem. These
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characteristics are part of a multidimensional topological space. The topo-

logical space is an abstract representation of individuals who otherwise have

an unmanageable quantity of characteristics. It reduces the real world to a

few variables of interest. These are defined by measurable characteristics.

Every observation of P can be regarded as a vector in the topological space

and the distance between observations is measurable.

Let P, D, and R be matrices with a specific number of row vectors

(observations) and column vectors (variables) (Krämer, 2010). There is a

set of link variables (X) with a certain number of link variables (l) and a set

of target variables (Y ) with a certain number of target variables (t) available

from the source. The number of target variables is of minor interest, because

a univariate pattern approach is used, augmenting one target variable at a

time. The link variables X = (x1, x2, ..., xl) are available in all matrices and

the target variables Y = (y1, y2, ..., yt) only in D and P. Supplementary, let

there be a set of auxiliary variables (Z) with a certain number of auxiliary

variables (a) depending on which additional variables are of interest in the

data augmentation context. The auxiliary variables Z = (z1, z2, ..., za) only

exist in P. In our case study, Z comprises a binary customer indicator

variable (c) and a set of source data mechanism indicator variables (S).

These binary variables are used for the non-random source data mechanisms

S = (s1, s2, ..., sa−1). This is different to data augmentation problems in

a statistical matching context, where Z comprises information from the

second source to be matched with the first.

Pp×(l+t+a) =⎛
⎜⎜⎜⎝

x1,1 x1,2 · · · x1,l y1,1 y1,2 · · · y1,t z1,1 z1,2 · · · z1,a
x2,1 x2,2 · · · x2,l y2,1 y2,2 · · · y2,t z2,1 z2,2 · · · z2,a
.
.
.

.

.

.
. . .

.

.

.
.
.
.

.
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.
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.
.
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.

.

.
xp,1 xp,2 · · · xp,l yp,1 yp,2 · · · yp,t zp,1 zp,2 · · · zp,a

⎞
⎟⎟⎟⎠

Figure 4.4: Dimensions of the overall population

The dimension (l + t + a) with l, t, a > 0 of all column vectors in P

consists of X, Y , and Z. In figure 4.4, X = (x1, x2, ..., xl), Y (y1, y2, ..., yt),
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and Z = (z1, z2, ..., za) are added to form the horizontal dimension. The

size of the vertical dimension is p. While P is a (p× (l + t+ a)) matrix, R

and D have dimensions of (r × l) and (d × (l + t)), respectively. R and D

are shown in figure 4.5.

Dd×(l+t) =

⎛
⎜⎜⎜⎝
x1,1 x1,2 · · · x1,l y1,1 y1,2 · · · y1,t
x2,1 x2,2 · · · x2,l y2,1 y2,2 · · · y2,t
...

...
. . .

...
...

...
. . .

...
xd,1 xd,2 · · · xd,l yd,1 yd,2 · · · yd,t

⎞
⎟⎟⎟⎠

(a) Donor unit D

Rr×l =

⎛
⎜⎜⎜⎝
x1,1 x1,2 · · · x1,l

x2,1 x2,2 · · · x2,l

...
...

. . .
...

xr,1 xr,2 · · · xr,l

⎞
⎟⎟⎟⎠

(b) Recipient unit R

Figure 4.5: Dimensions of donor unit and recipient unit

Independent sources can be used regardless to their overlap in obser-

vations, if there is a definable set of variables appearing in both sources

(Adamek, 1994). Data augmentation matches two datasets by link vari-

ables in order to receive more information for the customer database. One

target variable is augmented at a time. Matches are found based on a model

built for all customers in the target population (Rässler, 2002, p. 6). This

is possible if there is a correlation between X and Y .

P (Y = y|X) = P (Y = y|x1 ∩ x2 ∩ ... ∩ xl) (4.2)

X = (x1, x2, ..., xl) are the predictors for Y and need to have predictive

power in order to discriminate between target variable values (Baker et al.,

1989). If link and target variable were not correlated, no learning from

the link variables about the target variable would be possible (Bernardo &

Smith, 1994, p. 168). Even worse, link variables with no additional pre-
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dictive power distort the augmentation process, lowering the quality of the

overall augmentation results. It is assumed that there is a joint probability

function of X and Y in the overall population. Each unit is a sample drawn

from the joint probability function (Rässler, 2002, p. 20).

The link variables X = (x1, x2, ..., xl) need to be mutually independent.

If link variables are dependent, the dependent link variables have no ad-

ditional predictive power regarding the target variable. Many statistical

procedures require variables to be independent. If correlations among link

variables exist, some of the variables need to be deleted, or they need to be

reduced by factor analysis, so that

P

(
l⋂

i=1

xi

)
=

l∏
i=1

P (xi) (4.3)

In practice, where human characteristics are regarded, there is usually

no case where link variables do not correlate at all, unless the set of link

variables is reduced to a very low number, thereby losing the marginal pre-

dictive power of deleted link variables. It is therefore reasonable to introduce

a threshold distinguishing weak correlations from strong correlations. If link

variables are only weakly correlated, and the exclusion of a weakly corre-

lated link variable would lead to a loss in predictive power, it can be decided

to retain it albeit its correlation.

Data augmentation in database marketing usually uses categorical vari-

ables. Therefore, all link variables X = (x1, x2, ..., xl) and the target vari-

able have a finite domain. The domain of each link variable contains a

certain number of values per link variable (j). The domain of the target

variable contains a certain number of values per target variable (k). Be-

cause the number of values per link variable j(xi) is limited, there is a finite

number of link variable classes (v).

v =
l∏

i=1

j(xi) (4.4)
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Every specific variable combination can be regarded as a class or stra-

tum. The number of elements per class and the distribution of elements

among classes can be different for R, D, and P. The number of classes does

not have to be equal between recipient unit and donor unit.

For link variable values not represented at all in the source across classes,

no statements can be made. For example, if only young people are avail-

able from a source, no values for old customers can be augmented. The

augmentation frame is restricted to link variable values represented in both

recipient and donor unit.

4.2.3 Univariate pattern approach

Data augmentation can have a univariate or a multivariate pattern, de-

pending on the information available from the external source. From a

managerial point of view, a source is more valuable for data augmentation,

if various target variables are available. Therefore, data augmentation prob-

lems often have a multivariate pattern. There are two ways of approaching

a multivariate pattern situation. If several target variables are augmented,

one recipient can either receive all target values from the same donor or one

at a time from potentially different donors.

If all target variables are augmented from the same donor, donor and

recipient are referred to as statistical twins. They are as similar as possible

in terms of link variables. Values can therefore be exchanged between them.

In theory, all elements and variables are derived from the same overall dis-

tribution. Observations with the same link variables should therefore have

the same target variable values.

In practice, however, different target variables are not explained equally

well by the link variables. The approximation is only as good as the link

variables available and their level of detail. Although link variables are

chosen by their ability to discriminate between recipients, they will never

fully explain the target variables. From the practical point of view, it stands
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to reason that every target variable should be imputed individually, taking

into account the link variables explaining it best. The only reason to pursue

the idea of statistical twins would be the desire to preserve the interrelations

between target variables. Whether this is desirable depends on the database

marketing problem.

If no inference is expected to be made between target variables after the

data augmentation process, the best possible results are achieved by predict-

ing every target variable individually. In terms of computation, univariate

and multivariate models differ, because they rely on different concepts. If

all target variables are modeled at the same time, the computation is more

complex. We decided to deeper explore the univariate pattern approach,

thereby precluding the possibility to regard correlations between augmented

target variables after the augmentation.

Supposition: No inference is expected to be made between the

augmented target variables.

There are also auxiliary variables in R, which are not used in the data

augmentation process and are not described in the formal model. Of course,

the customer database does not only consist of the link variables. After

having augmented target variables to the customer database, one might be

interested in making inference on these variables and the newly acquired

target variables. To do so would result in the classical problem of the

conditional independence assumption in a statistical matching setting. One

would essentially be interested in the relationship of variables that have

never been jointly observed. For solutions to this problem, the interested

reader is referred to Rässler (2002), D’Orazio et al. (2006), the European

Conference on Quality in Official Statistics (2012), and references therein.

We exclude the problem of cross tabulation here.

Supposition: No inference is expected to be made between aug-

mented target variables and auxiliary variables present in the

recipient unit.
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4.2.4 Data augmentation target values and uncertainty

There are two goals that can be pursued by data augmentation in terms of

enhancing direct marketing activities: selecting and segmenting customers.

The output of the data augmentation process is designed to satisfy these

goals. Sharot (2007) stated that an ideal data augmentation is given if

donors and recipients are conditionally independent given the link variables,

and if each recipient matches perfectly with one or more donors based on

these link variables. Because this is never the case, especially in a categorical

variable setting, the uncertainty involved in data augmentation needs to be

accounted for in the output of the data augmentation process. Decision rules

need to be formulated in order to decide for specific target variable values,

error sources need to be explained, and measures need to be established as

to how far a data augmentation diverges from this ideal.

Let ŷ be the augmented value during the data augmentation process,

whereas y is the true, but unobserved, value of Y for an individual customer.

During data augmentation, the best or most likely value of the domain of

the target variable is augmented to a customer’s profile. This is a point

estimate for Y (Little & Rubin, 2002, p. 75), as a definite value is needed

for pursuing the mentioned goals. If D = R and v = r was true, y would

be unambiguously computable for given X and y = ŷ would always be true.

But because this is not the case, there is variability and uncertainty in the

results.

In order to be able to make meaningful decisions from the augmentation

results, both the best value and according probability values are kept for

further analysis. Especially when dealing with unidentifiable models like

the conditional independence assumption, it is advisable to give more in-

formation on the augmentation results than a punctual estimate (D’Orazio,

Di Zio, & Scanu, 2010). There is a probability P (Y = yi|X) with 1 < i ≤ k

for every target value y1, y2, ..., yk, so that
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k∑
i=1

P (Y = yi|X) = 1 (4.5)

The probabilities P (Y = yi|X) convey information on how likely a spe-

cific value is to be true, given a specific link variable class X and the source

D. The augmented value ŷ is the value yi which maximizes the probability

P (Y = yi|X) of being true for a particular recipient, given the information

in the source. Depending on the data augmentation goal and method, ŷ can

equal the mode, the expected value, the predicted value, or another value

that is most likely.

P (Y = ŷ|X) = max (P (Y = y1|X), P (Y = y2|X), ..., P (Y = yk|X)) (4.6)

It can make sense to introduce a minimum acceptable threshold for

P (Y = ŷ|X). If all target values were equally distributed given a spe-

cific link variable class, the best value would not be specifiable. If P (Y =

ŷ|X) = 0.5 for a target variable with two possible outcomes, the augmented

value would be just as likely for a customer to be true as to be wrong. If

uncertainty shall be reduced, an exit criterion can be introduced in a way

that values are augmented only if P (Y = ŷ|X) is greater than a certain

threshold. By definition, the threshold is always greater than 1
k . While

from an uncertainty point of view, introducing a very high threshold might

be desirable, from a marketing practice point of view, it might not. In-

troducing a threshold always leads to a number of customers not receiving

an augmented value, because no value can be augmented with the required

amount of certainty. If the group of customers without augmentation output

becomes too high, it would obviate the data augmentation effort.

In order to account for the variability and the uncertainty in the data

augmentation process, several new variables are matched to a recipient dur-

ing data augmentation. Once a decision has been made towards a target
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value or not augmenting a value, more information is necessary in order to

assess the likeliness of ŷ. If only a single value was augmented, it would

convey no information on how likely this value was true. The probabil-

ity P (Y = ŷ|X) is added in order to give information on the likeliness.

More specifically, there is a probability P (Y = yi|X) with 1 < i ≤ k

for every possible variable combination of X. But only one of the values

Y = (y1, y2, ..., yk) is augmented for an individual customer. The probabil-

ity for the augmented value to be wrong is 1 − P (Y = ŷ|X) and is called

expected loss (Bernardo & Smith, 1994, p. 256) or matching noise (Paass,

1985, as cited in D’Orazio et al., 2006, p. 10).

The point estimate would be sufficient for the segmentation goal of direct

marketing. Segmentations can be based on ŷ, because all customers are

allocated to groups. For selection problems, not only the augmented value

is of interest. Using the augmented value might not satisfy the requirements

of selecting a target group depending on certain size, budget, and conversion

criteria. For a campaign, it might be desirable to select 10,000 customers

with high income. Even if a customer was not classified into the high income

group, it is necessary to have a measure on how likely he or she would have

been in that group. In order to select a specific number of customers, they

are then sorted by the probability of this value and chosen accordingly.

Therefore, all probabilities P (Y = y1|X), P (Y = y2|X), ..., P (Y = yk|X)

are augmented for every customer. The part of the new synthetic dataset

containing the probabilities for all target values is referred to as probabilistic

database (Jiang et al., 2007). We promote the meaningfulness for creating

a combination of a deterministic and a probabilistic database in order to

have as many usage opportunities as possible.

Additionally, information on the robustness of ŷ for givenX is of interest,

i.e. the variance of Y in the respective donor class. If there was no variance,

and the number of donors in the class was infinite, the augmentation results

would be maximally robust. Because categorical variables are used, the

sampling variance is calculated by the index of qualitative variation (IQV )
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developed by Wilcox (1973). It takes into account the number of target

variable categories k and their according probabilities P (Y = yi|X):

IQV =
k

k − 1

(
1−

k∑
i=1

P (Y = yi|X)2

)
(4.7)

IQV varies between 0 and 1. It takes 0 if all observations belong to

the same category and 1 if all observations are equally distributed among

the categories (Wilcox, 1973). The resulting recipient unit has augmented

values for the missing target variable, probabilities for every target value of

the domain, and an IQV measure, as shown in figure 4.6. For simplifica-

tion purposes, only one augmented target variable is shown along with its

descriptive measures, as it would result from a data augmentation with a

univariate pattern. After the augmentation process has been performed for

several target variables, the recipient unit has a target value and according

measures for every target variable, so that the recipient unit has a dimension

of r × (l + (k + 2)× t).

R̂r×(l+k+2) =⎛
⎜⎜⎜⎝

x1,1 x1,2 · · · x1,l ŷ1 P (Y = y1|X)1 · · · P (Y = yk|X)1 IQV1

x2,1 x2,2 · · · x2,l ŷ2 P (Y = y1|X)2 · · · P (Y = yk|X)2 IQV2

.

.

.
.
.
.

. . .
.
.
.

.

.

.
.
.
.

. . .
.
.
.

.

.

.
xr,1 xr,2 · · · xr,l ŷr P (Y = y1|X)r · · · P (Y = yk|X)r IQVr

⎞
⎟⎟⎟⎠

Figure 4.6: Augmented recipient unit

IQV is a good measure for MCAR sources. But it is influenced by how

many donors represent a class, in combination with the number of elements

in that class in the donor unit. If only one donor represented a class, IQV

would equal 0. This seems like a desirable result. However, if the overall

population had three elements in that class, with different target values, the

true, but unknown IQV would be 1. Therefore, IQV always needs to be

interpreted as a measure for the variance or variability of a target value in a

specific link variable class within the source. It is a measure of how robust

the augmented value is given the data – not in general.
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4.2.5 Ignorability of the source data mechanism

During data augmentation, a decision towards a target value has to be

made for every recipient. Uncertainty arises, because the target variable is

not observable for the elements of the recipient unit, but has to be derived

from the donor unit. Consequently, the occurrence of the event Y = y

has a certain probability and a decision has to be made in order to choose

the most likely value. The term ignorability of the source data mechanism

refers to the question whether the source data mechanism S of the source

D influences the target values. The probability for a specific target value is

described by P (Y = y|X,S), because it is dependent on the link variable

class and the source. The source data mechanism is ignorable, if

P (Y = y|X,S) = P (Y = y|X) (4.8)

If P (Y = y|X,S) = P (Y = y|X), beliefs about P (Y = y|X) are un-

changed when taking into consideration S (Bernardo & Smith, 1994, p. 45).

In general, a source can only be used for augmentation purposes if the

source data mechanism can be ignored. Otherwise, the source data mecha-

nism would have to be modeled. This can be difficult, because these models

face identification issues, are very complex, and rely on a number of prior

information (Rässler, 2000; Schafer, 1997, p. 28).

The following theory is derived and further developed from Rubin’s

(1976) and Little and Rubin’s (2002) theory of the ignorability of the miss-

ing data mechanism. The probability P (S) gives information on whether

elements of the overall population have been observed in the source. S is

an indicator variable, which can assume the value 0 if data is missing and

1 otherwise. D is sampled from P , if S = 1. Knowledge on this probabil-

ity has to be obtained from an auxiliary source or assumptions have to be

made. Such assumptions are common practice in data augmentation ap-

plications (D’Orazio et al., 2006, p. 13), but have to be handled with care,

because the accuracy of the model depends on their applicability. Given the
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probability model P (Y |X,S) and the data X, values for Y can be predicted

(Box & Tiao, 1973, p. 6). Additionally, let u be a random variable denoting

unknown parameters. The source data mechanism is formalized as

P (S = s|X,Y, u) (4.9)

In the recipient unit, X has been observed and Y has not. The weakest

conditions for ignoring the source data mechanism when augmenting data

are: the missing data Y is missing at random, the observed data X is

observed at random, and there are no a priori ties between the data and the

source data mechanism S (Rubin, 1976). This does not mean the pattern

itself has to be random, but rather that the missingness does not depend

on the data values (Little & Rubin, 2002, p. 12).

There are three stages of randomness of missing data that indicate

whether a source data mechanism can be ignored. If missingness does not

depend on any ofX or Y , the data is missing completely at random (MCAR)

and can be described by

P (S = s|X,Y, u) = P (S = s|u) (4.10)

In the MCAR case, P (S) is referred to as reference prior. A reference

prior is said to have no influence on the inferences made on X and Y . It

can alternatively be denoted as non-informative prior and is applicable for

large sample sizes (Bernardo & Smith, 1994, p. 298). If the source data

mechanism is MCAR, it is ignorable:

P (S = s|X,Y, u) = P (S = s|u) ⇔ P (Y = y|X,S) = P (Y = y|X) (4.11)

If the missingness depends on the link variables only, which have been

observed for all observations, the data is missing at random (MAR) and can

be described by
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P (S = s|X,Y, u) = P (S = s|X,u) (4.12)

If the source data mechanism is MAR, it is ignorable:

P (S = s|X,Y, u) = P (S = s|X,u) (4.13)

⇔ P (Y = y|X,S) = P (Y = y|X)

If the missingness depends also on the target variable, the data is missing

not at random (MNAR) and the probability P (S = s|X,Y, u) cannot be

simplified.

In contrast to other theoretic approaches to data augmentation, amongst

others described by Rässler (2002, p. 7) and D’Orazio et al. (2006, p. 6),

the assumption that the source data mechanism is MAR, because it was

intentionally induced by the study design, does not apply here. This is,

albeit not explicitly stated by the named authors, only true for randomly

sampled sources. Putten (2010, p. 91) mentioned that many concepts of

data augmentation assume a representative source. But sources readily and

publically available are usually not representative.

As has been shown in chapter 4.2.1, the data augmentation source D

can have different relationships to P and R. If D = P , no data is missing,

which is why it can be regarded as missing completely at random (MCAR).

No missingness is present, thus it is not correlated with any variables. If

D ≡ P ′, the source has been sampled by an unknown random mechanism.

Then data is MCAR as well and the source data mechanism is ignorable:

P (S = s|X,Y, u) = P (S = s|u) ∀ D = {P, P ′} (4.14)

If D = R or D≡ R′, the situation can be interpreted in different ways.

Actually, data is not missing completely at random from the overall popu-

lation. If D and R are identical, the missing data is missing due to c = 0.
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The fact whether an observation is a customer is observable. If the miss-

ingness only depends on observable variables, it is MAR. The same applies

to the representative sample of D≡ R′, whose source data mechanism is a

mixture of MAR (the D = R part) and MCAR (the representative sample

part). In both cases, the source data mechanism is ignorable:

P (S = s|X,Y, u) = P (S = s|X,u) ∀ D = {R,R′} (4.15)

However, if D = R or D≡ R′, all elements relevant to such a data

augmentation problem are present in R. Then, the augmentation frame

does not comprise any other people than the customers. R is the overall

population of interest in this case. Consequently, R = P in the special

cases of D = R and D≡ R′. Both cases are regarded as MCAR. This

comprehension can be further relaxed to sources with a R⊂ D source data

mechanism. Whenever all recipients are included in the source, all persons

of interest are observed. In this case, the source data mechanism does not

matter, because no bias can evolve from the nonprobability sample.

If D ⊃ R or D⊂ R or D∩R= 0, then data is not missing completely

at random, which means that the source data mechanism is either MAR or

MNAR. Whether it is MAR or MNAR depends on the association between

S and Y . As stated by Rubin (1976), the source data mechanism is ignorable

if S and Y are distinct and one does not provide any information on the

other (Rässler, 2002, p. 77; Schafer, 1997, p. 11). This is a MAR case,

because

P (Y = y|S) = P (Y = y)× P (S = s) (4.16)

⇔ P (Y = y|X,S) = P (Y = y|X)

In general, the proof of independency between the source data mecha-

nism and the target variable would be sufficient for a source to be suitable
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for data augmentation. However, because the new information is augmented

based on link variables, the link variables need to be considered in the evalu-

ation. In fact, the presence of unconditional independence is neither implied

by, nor implies a conditionally independent relationship (Simpson, 1951).

The values to be augmented are derived from X, and from X alone. There-

fore, a source not satisfying all previous assumptions can be used, if, and

only if, Y and S are conditionally independent given X:

P (Y = y, S = s|X) = P (Y = y|X)× P (S = s|X) (4.17)

⇔ P (Y = y|X,S) = P (Y = y|X)

If Y and S are conditionally independent given X, the source data mech-

anism is MAR. This can shortly be written as Y ⊥ S|X and is referred to

as collapsibility in the context of categorical data analysis (Agresti, 2002,

p. 358). It means that the relationship P (Y = y|X,S) can be collapsed to

P (Y = y|X) without any loss of information. It is therefore possible to de-

fine a restricted class of conditions under which the source data mechanism

can be ignored.

P (Y = y|X,S) = P (Y = y|X) ∀

⎧⎪⎪⎨
⎪⎪⎩

D = P, P ′

D = R,R′

D : Y ⊥ S|X

⎫⎪⎪⎬
⎪⎪⎭ (4.18)

These conditions are the minimum acceptable conditions under which

it is reasonable to perform data augmentation without incorporating the

source data mechanism into the model. They refer to all sources

• that have a 100% overlap rate to the recipient unit (D = R or D = P )

• that are a representative sample of a source with a 100% overlap rate

to the recipient unit (D ≡ R′ or D ≡ P ′)
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• where the target variable and the source data mechanism are condi-

tionally independent, given the link variables (D : Y ⊥ S|X)

The first two conditions regard MCAR sources. The source data mecha-

nism for MCAR sources is usually known. The last condition refers to MAR

sources and is of particular interest in our study.
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Chapter 5

Test design for evaluating the source

characteristics

From the variety of external sources available, the question arises which

sources are suitable for data augmentation. There are formal requirements

which need to be met, as described in the previous chapter. Beyond those

requirements, it is desirable to know whether the augmented values are

”good”. They are supposed to be good in a way that they come close enough

to the true, but unknown, values. Only then can they be used for target

group selection and decision making. To have an upfront understanding of a

source and its knowledge improvement capabilities is of central importance

in our study. It is the managerial contribution of our work.

To answer the research question, a measure for the quality of the data

augmentation results is needed. Data augmentation results are good, if

many of the true values are ”hit”. A value is hit, if the augmented value is

equal to the true, but unobserved value. Furthermore, the results need to

be compared to a suitable criterion describing the ability of selecting target

groups, if the data augmentation results were not available. A conversion

probability lift (CPL) measure can show how much the quality of selecting

target groups increases, as compared to that criterion.
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In this chapter, a conceptual model is built formalizing the variables af-

fecting this KPI. Five hypotheses are derived to the research question. We

describe the test set-up for the data basis given. In a business application,

the quality of data augmentation cannot directly be measured. After hav-

ing used the augmented data for a marketing task can the conversions be

compared to a control group. We choose a case study design with simulated

missing target variables and a high number of information-oriented samples,

in which the conceptual model is implemented. Parameters are varied mul-

tiple times, so that the influences of changes in individual parameters can

be isolated. The true target values are known, so that an internal evaluation

of data augmentation results is possible.

5.1 Research question conceptualization

Our study delivers insight on the suitability of various sources for data aug-

mentation in practice. In the following, the research question is mapped to

a conceptual model. The conceptual model specifies all relevant parameters

to be regarded when answering the research question, based on the theory

and framework established in chapter 4. Different factors can influence the

quality of data augmentation results, e.g. the source data mechanism, the

augmentation methods, the characteristics of the source, and the variables

used. Two major KPIs are introduced with which the quality is measured:

the model lift and the conversion probability lift. After having constituted

the relationships between the influencing factors and the quality KPIs, hy-

potheses are established regarding the properties of these influences. The

hypotheses can later be tested using the case study design.

5.1.1 Conceptual model

In the previous chapters, important parameters influencing the data aug-

mentation results have been introduced. The effectiveness of the augmen-
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tation is dependent on the predictive power of the link variables regarding

the target variables (chapter 3.2.1). However, data augmentation results

are seldom highly accurate and precise. Because of the categorical nature

and the confined number of link variables, the degree of precision can only

have a certain extent. This is due to the topological space and the sim-

plification related to it (chapter 4.2.2). It has been shown in chapter 4.2.5

that every source can be used for data augmentation purposes, as long as

the source data mechanism is ignorable. If a source includes the same peo-

ple as the customer group, it means that there is definitely a match – the

challenge is to find it. If the donor unit is completely different from the

customer group, it seems rather unlikely to make accurate predictions, even

if conditional independence applies. Other factors like overlap, number of

donors, and representation might influence the quality of augmentation re-

sults (chapter 4.1.2), depending on the augmentation methods. When close

neighbors are used to calculate data augmentation results, like in the nearest

neighbor hot deck method, the accuracy and precision of the results depend

on the closeness of similar observed elements. When logistic regressions are

approximated by maximum likelihood functions, the accuracy depends on

the error term, i.e. the ability of X to explain Y (chapter 3.2.3).

The conceptual model of this study summarizes the parameters men-

tioned and puts them into sequence. It is illustrated in figure 5.1. The

conceptual model frame encircles the research question with a continuous

line. The model frame defines the scope of this study. In the conceptual

model, relevant relationships are shown. Each arrow symbolizes such a re-

lationship and hypothesis tests can be used to test whether the assumed

relationships are true.

A valid source data mechanism is an antecedent for data augmentation.

The antecedents (1) are shown first, because their appropriateness is a pre-

condition. MCAR sources are framed with a dashed line, because their

suitability for data augmentation has previously been confirmed. MAR and
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Figure 5.1: Conceptual model

MNAR sources are of primary interest to this study. The validation of the

antecedents is one of our contributions to the research question.

Once a source is available for augmentation, two decisions have to be

made by the database marketing analyst. The first decision is an assessment

whether a source is suitable for data augmentation, i.e. whether it meets

all criteria enabling a significant model lift. This assessment includes exit

criteria for the source characteristics, the target variable characteristics,

and the link variable characteristics. The second decision concerns the data

augmentation method (2) to be used. The method is the main effect in the

conceptual model, because it can be influenced by the database marketing

analyst. We compare logistic regression, conditional mode imputation, and

nearest neighbor hot deck, which are commonly used data augmentation

methods as described in chapter 3.2.3. Giving upfront advice on the best

method to be used is another contribution to the research question.

Source, link and target variables have properties relevant to the model

lift and thus to the research question. They are moderators in the concep-
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tual model (3). Moderators are immutable and cannot be changed by the

database marketing analyst. The performance of methods is expected to be

dependent on the source characteristics (3a). The source has several char-

acteristics relevant to the data augmentation model. The overlap describes

the number of elements identical in the donor unit and the recipient unit.

The number of donors describes the overall set of elements contained in the

source. Representative sources and others are differentiated. The number of

link variable classes occurring in the source describes the different possible

combinations of link variable values. In the illustration of the conceptual

model, the relationship of methods and moderators is shown, after a method

has been selected. However, if the relationship is known, the moderators

observed can influence the best method to be used.

The target variable characteristics are of major importance, because

they influence the boundaries of the model lift (3b). Although our goal is

to make statements about data augmentation sources, it is necessary to use

different target variables in order to receive results that are generalizable for

various target variables. The number of target values as well as the variance

as measured by the IQV limit the maximum possible model lift. This is

described in detail in chapter 6.4.

The link variables are fixed in our case study. However, regarding the

different target variables, their predictive power can vary (3c). The pre-

dictive power influences the model lift. The higher the predictive power,

the lower the uncertainty of the augmented target values, because element

in a link variable class are more homogeneous. When comparing different

sources and methods, it needs to be taken into consideration.

The moderators cannot be influenced and should be examined carefully

before performing data augmentation. There might be a minimum number

of donors or a minimum overlap necessary for the model to be significant.

Likewise, there can be a maximum number of target values and a maximum

variance for enabling a significant model lift. The predictive power needs to

be of some amplitude in order to produce a significant model lift. An upfront
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assessment of all of these characteristics is therefore just as important as the

evaluation of the antecedents. The validation of the moderators is another

contribution to the research question.

The goal of data augmentation is to reach a model lift as high as possible.

The first parameter that is measured for every augmentation is the model

lift (4). The model lift indicates the increase of correct hits resulting from

augmentation as compared to the achievable hit rate by a random allocation

of target values within the recipient unit. The model lift is a mediator in

the conceptual model. It is a relatively robust measure, because it can be

compared for differing sources. A model lift is considered significant, if the

hit rate of the model is significantly higher than the hit rate that could

have been achieved by chance. A more detailed description of the model lift

calculation is given in chapter 6.4.

The ultimate goal of any data augmentation is a significant CPL (5).

The CPL indicates the increase of correctly selected customers when using

augmentation results for target group selection as compared to the number

of correctly selected customers when not using augmentation results. It

depends on whether the objective of a marketing campaign is to segment

customers into alternative groups or to target a selected group of customers

in order to use marketing potentials best. In the former case, the CPL is

equal to the model lift. In the latter case, it is crucial to know how many

customers are targeted. Our CPL measure regards the second case, but

takes into consideration all possible target group sizes. It is moderated by

the upper boundary and the capability of a random selection to hit correct

values. The hit rate of a random selection is regarded as the minimum

requirement for any target group selection. This is explained in detail in

chapter 6.5.

Up to the CPL, the effects can be evaluated internally, as it is done in

this study. The eventually desired condition is a maximum lift of return

on investment of a marketing activity. For a maximal ROMI, the CPL

is a mediator. It is further influenced by several other factors, including
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contextual and monetary factors. This can only be evaluated externally

and is not in the scope of our study.

5.1.2 Hypotheses

The source data mechanism, the link and target variable characteristics,

the source characteristics, and the method chosen have been identified to

influence the data augmentation results. From the interdependencies, hy-

potheses are derived that can be tested in order to answer the research

question.

Antecedents

From the theoretical consideration in chapter 4.2.5, a restricted class of

minimum acceptable conditions has been stated under which the source

data mechanism can be ignored in a data augmentation problem. The source

data mechanism can be ignored, if the donor unit has a 100% overlap rate

to the recipient unit, if it is a representative sample of a source with a 100%

overlap rate to the recipient unit, or if the target variable and the source data

mechanism are conditionally independent, given the link variables. While

the first two conditions refer to MCAR sources, MAR and MNAR sources

are distinguished by exhibiting the required conditional independence.

For practical applications, it is of particular interest, if and how the

source data mechanism influences the model lift and subsequently the con-

version probability lift. If a source is MNAR, the link variables and the

source data mechanism can influence the augmented target values. How-

ever, it needs to be assessed in how far the influence of the source data

mechanism is strong enough to compromise the augmentation results, when

compared to MAR sources.

Hypothesis 1: The model lift is significantly higher for MAR

sources than for MNAR sources.
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It has already been stated in chapter 3.2.5 that the theoretical soundness

of the augmentation set-up is of minor interest, if the augmented informa-

tion raises the conversion probability when used for segmenting or select-

ing customers. Thus, if the stated hypothesis was wrong, the source data

mechanism would not need to be evaluated ex ante when performing a data

augmentation.

Types of methods

The methods available for data augmentation are expected to influence the

model lift. In the optimal case of conditional mode imputation and nearest

neighbor hot deck, every recipient has exactly one donor, which is the same

person as the recipient. It is uniquely identifiable by a certain link variable

class. In this case, the file concatenation would have the form of record

linkage, with the respective variable combination being the unique key.

(a) Identical donors (optimal) (b) Similar donors

(d) Surplus donors

Recipients

Donors

Same link 
variable class

Customer 
population     

Overall 
population     

(c) Less donors

Other 
donors

Figure 5.2: Deviations from the optimum influencing the model lift for condi-
tional mode imputation and nearest neighbor hot deck

All parameters causing the data augmentation situation to deviate from

this optimum are expected to result in a decrease of the model lift. Simpli-
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fied examples of this deviation are shown in figure 5.2. The recipients are

symbolized by black stickmen, the donors by white stickmen. All stickmen

left to the dashed line are elements of the customer population. Thus, if

white stickmen are found in this area, these customers have also been ob-

served in the source. The number of white stickmen in this area, divided by

the number of black stickmen, results in the overlap rate. The gray circle

denotes donors and recipients within the same link variable class. If several

stickmen of the same color are found within a class, they symbolize elements

with different target values. Donors and recipients within the same or close

link variable classes are paired up in the data augmentation process, and

values for the recipients are augmented from the respective donors.

The optimal state of a source with a 100% overlap rate regarding the

recipient unit, with every donor being distinctly relatable to a recipient,

is shown in figure 5.2a. Situation 5.2b shows a case in which only two

recipients have an identical donor and the other two recipients have similar

donors in terms of their link variable class. The number of donors is equal to

figure 5.2a, but the overlap is lower. Although having the same link variable

classes, their target variable values might differ, if the link variable values

are not able to discriminate perfectly between target variable values. The

model lift is expected to be lower, because more uncertainty is involved.

Hypothesis 2a: The model lift increases with increasing overlap

of donor and recipient unit.

If there are less donors as shown in figure 5.2c, the likelihood to get an

accurate estimate for every link variable class decreases. In this case, the

third recipient with no matching donor either receives no value or one of the

other donors which is closest in terms of a distance measure. Either way,

the model lift is expected to decrease, because more uncertainty is involved.

Hypothesis 2b: The model lift increases with increasing size of

the donor unit.
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If the source contains more donors than there are recipients, as shown in

figure 5.2d, this surplus causes uncertainty. Because the ”correct” donors

cannot be identified, a rule needs to be introduced including all donors for

every link variable class. In this case, the increase in donors does not lead

to an increase in the model lift. This is different to situation 5.2c, in which

the increase in donors has a positive influence on the model lift. It differs,

because in figure 5.2d, the overlap remains the same as compared to the

optimal state in figure 5.2a.

Hypothesis 2c: The model lift decreases with increasing size

of the donor unit, given a certain overlap between donor and

recipient unit.

The hypotheses are tested using a case study with differing source char-

acteristics. Because all of the hypotheses concern these source characteris-

tics, they are subsumed in an overall hypothesis regarding conditional mode

imputation and nearest neighbor hot deck methods.

Hypothesis 2: The augmentation results of nearest neighbor hot

deck and conditional mode imputation are influenced by the

source characteristics.

The quality of the multivariate methods like logistic regression is depen-

dent on the predictability of the link variables regarding the target variables.

Variance explained by other factors cannot be captured by the models of

the multivariate methods. Because human behavior can only be explained

by a limited set of link variables to a certain extent, there is always un-

certainty in the results. On the other hand, a cross-validated multivariate

model can easily be applied to any subgroup of an overall population. It

should therefore not be dependent on the source characteristics.

Hypothesis 3: The augmentation results of logistic regression are

not influenced by the source characteristics.
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The finding that conditional mode imputation and nearest neighbor hot

deck are expected to be influenced by the source characteristics, while logis-

tic regression is not, is only relevant for database marketing analysts, if one

method does not in general outperform the others. It is expected that there

is an inflection point in the source characteristics, so that it is advisable to

use the one kind of methods for a certain type of sources and another kind

of methods for another type of sources.

Hypothesis 4: There is a definable set of source characteristics for

which similarity methods like conditional mode imputation and

nearest neighbor hot deck perform better than logistic regression

in terms of model lift, and vice versa.

Conversion probability lift through data augmentation

The final goal of data augmentation is an increase of the conversion proba-

bility when using data augmentation results for target group selections. In

order to assess the CPL, a target group selected by the data augmentation

results is compared to a target group selected by random selection criteria.

Hypothesis 5: If all decisions are made correctly, data augmen-

tation results are able to significantly increase conversion prob-

abilities, when compared to randomly selected target groups.

The goal of our study is to check whether the criteria found are able

to guarantee significant CPLs for all data augmentations. While MCAR

sources are clearly suitable for data augmentation and have been used as

such for many years, MAR sources are not yet used, because their ability

to lift conversion probabilities cannot be guaranteed in general. In our case

study, we validate the assumed antecedents and find rules on how to choose

the best data augmentation method. All data augmentations not having

been exited because of exit criteria should then, using the most appropriate

method, lead to a significant CPL. This should be true independently of

149



the target variables. If all remaining augmentation results show a significant

CPL, our rules are regarded as sufficient for answering the research question.

5.2 Dataset generation and case study set up

In this chapter, the preparation process for the case study is described. The

data basis available is first edited in order to fit the model frame as described

in chapter 5.1.1. An overall population is designed, which contains variables

relevant to data augmentation questions and from which sources are later

sampled. The choice of variables is made in a way that it best fulfills the

requirements described in chapter 1.3.2, so that the applicability of the case

study results is maximally broad. A high number of varying sources is then

sampled based on an information-oriented sampling mechanism. These sam-

ples function as cases in the case study, within, between, and across which

analyses are made. Furthermore, the methods used for data augmentation

are described with the specific formulas and modifications used.

5.2.1 Population characteristics and test design

A data augmentation case study needs a big number of observations to

account for the many possible link variable classes. A typical data augmen-

tation uses six to eight link variables with two to eight possible values for

each link variable domain. The number of possible variable combinations

is easily increased to several hundreds. In order to get a comprehensive

distribution of observations among variable combinations, even when D is

only a portion of P , the minimum number of observations in the overall

population needs to be high.

The data used in the case study is chosen so that it resembles a real world

approach as much as possible. The available dataset contains more than one

million observations. However, the full dataset is not suitable for the case

study purpose, because it contains many observations with incomplete or
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sparse data. A full and rich dataset is needed as basis for the case study.

Because of that, only observations with many recorded variables are used.

Following the basic idea of data augmentation in database marketing,

there is a finite market population from which a subgroup is the customer

group of a certain company. The sampling frame is set to a population

relevant to marketing, which is restricted by age (20-69 years), country

(Germany), and language (German). Typical sources, such as surveys, use

these criteria. In order to achieve a broad range of use cases from the study,

the dataset available for this study is reduced and stratified to represent the

German population by quotas. All samples are later taken from this finite

population. With the reduction to this sampling frame, the frame of the

original dataset is purposely falsified, so that from the research results, no

conclusions can be drawn on the data provider.

Gender Female Male

Age

20-29 years

30-39 years

40-49 years

50-59 years

60-69 years

Percent in each age group, within gender

30% 20% 10% 0% 10% 20% 30%

    3,626    3,727

    3,572    3,615

    4,931    5,067

    4,455    4,406

    3,417    3,184

Figure 5.3: Population pyramid of the case study data

The representation of the German population is achieved by sampling

and stratification of the provided data by age and gender. The strata on

which the data is conditioned is taken from the German population statis-
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tics (Statistisches Bundesamt, 2013, p. 33). Figure 5.3 shows the sampled

population and its respective properties. The length of the bar for each

gender starting in the middle denotes the percentage of elements catego-

rized in the respective age group. Absolute numbers are also given. The

total number of observations resulting from the described process and used

as overall population in our case study is 40,000. It is of sufficient size, so

that even small subgroups resulting from sampling as described in chapter

5.2.3 still have a reasonable number of observations.

Figure 5.41 shows the design of the data augmentation case study to be

carried out in order to test the stated hypotheses and to answer the research

question. During the first step, suitable target variables (1) are chosen from

the available data based on expert knowledge. They comprise variables usu-

ally not available from the customer database, like income, propensity to

buy for products in several categories, interests, and preferences. The target

variables are suitable, if the available link variables are able to discriminate

between the target values, i.e. if they have predictive power. Every target

variable is augmented individually by the univariate pattern approach as de-

scribed in chapter 4.2.3. Various test samples are purposely sampled from

an overall market population (2). The samples represent different sources

thinkable in practice and are either fully, partially, or not overlapping with

the customer group. This is described in more detail in chapter 5.2.3. A

case is defined as a certain combination of source and target variable. In

this context, between case analysis refers to the analysis of augmentation

results with different sources, but using the same target variable. Different

methods (3) are chosen according to relevant literature and data augmen-

tation practice. Within case analysis refers to the analysis of augmentation

results within a case of the case study, e.g. the analysis of augmentation re-

sults using different methods, but using the same target variable and source.

1The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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2. Definition of donor units
Full rectangular 
dataset

3. Choice of augmentation methods
Conditional mode imputation
Nearest neighbor hot deck
Logistic regressionRecipient unit 

with true 
target values Recipient units with augmented target values

1. Choice of 
target variables

4. Data augmentation

Recipient 
unit

5. Total correct classification rate (comparison to true values)

Link variables

Target variables

Augmented target variables

Randomly allocated variables

6. Model lift (comparison to random augmentation)

7. Creation of target groups

8. Conversion probability lift (comparison to random selection)

Figure 5.4: Design of the data augmentation case study

Across case analysis refers to the overall analysis of augmentation results

from the case study, including all cases, target variables, and methods.
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During the data augmentation step, the customer group, which has also

been sampled from the overall population, is augmented with the target

variables (4). The augmentation results are then compared to the true val-

ues known from the overall population (5). A total correct classification

rate can be calculated, which is then compared to the hit rate achievable by

a random distribution of values. From this comparison, a model lift is de-

rived (6). Eventually, the target groups that would have been selected with

random selection criteria are compared to the new target groups selected

with the augmentation results (7). A CPL can be computed, indicating

whether data augmentation is able to improve conversion probabilities (8).

Model lifts and conversion probability lifts are analyzed across all results.

5.2.2 Choice of variables

The variables used are categorized into link variables, target variables, and

auxiliary variables, as described in chapter 4.2.2. All variables are nominal

or ordinal, because most marketing sources contain categorical variables

only, as described in chapter 4.1.3. The distinction of the available variables

into link, target, and auxiliary variables is based on information-oriented

decision criteria. It is chosen to best fit the data context and to resemble a

real world application as much as possible.

Link variables

A set of socio-demographic, behavioral, and preferential variables is used as

link variables. It has been shown in many studies that demographic vari-

ables alone do not lead to good marketing models (Brogini, 1998, p. 113ff).

Nevertheless, their utility in marketing models has recently been shown

by Naseri and Elliott (2011). The best models are built by using a well-

balanced mix of socio-demographic, behavioral, and preferential variables.

Figure 5.5 gives an overview of all link variables available from the

dataset. There are four socio-demographics variables (Gender, age group,
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Figure 5.5: Link variables and distributions available from the dataset

region, and city size), as well as seven behavioral and preferential variables.

The behavioral and preferential variables describe the purchase history of

the persons with regards to five product categories and two variables de-

scribing their overall preferences and attitudes (loyalty and quality). Due to

confidentiality reasons, the product categories used cannot be named, but

are pseudonomized to the generic titles A to E. In the figure, a frequency

diagram is given for every link variable, describing the distribution of each

link variable in the overall population. Like in a real-world application,

some link variables are binary and some exhibit more categories, both nom-
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inal and ordinal. Different levels of skewness are available, ranging from

evenly distributed (e.g. gender) to very skew (e.g. products A and E).

There must not be any correlations between link variables. If link vari-

ables are correlated, the correlated link variables have no additional pre-

dictive power for the target variables. Therefore, the partial correlations

between link variables need to be tested. The correlations between categor-

ical variables are called associations and are evaluated using contingency

analysis (Backhaus et al., 2008, p. 299). Two categorical variables are con-

sidered statistically independent, if all joint probabilities equal the product

of their marginal probabilities (Agresti, 2002, p. 38). A contingency ta-

ble is created by cross-tabulating the two variables and the frequency of

the appearance of variable values. To test the null hypothesis of statistical

independence, the observed values are compared to the expected values.

This is done using the χ2 test statistic (Backhaus et al., 2008, p. 307). If

the calculated χ2 test statistic is smaller than a critical value, chosen for a

given level of significance α = 5%, the test is not able to show that the link

variables are statistically dependent.

The χ2 test statistic does not tell anything about the magnitude of an

association. Especially, it does not perform well for big numbers of observa-

tions. The value of the χ2 test statistic doubles when doubling the sample

size, even though the strength of the association does not change (Huber,

2008, p. 5/22). Cramer′s V indicates the strength of the association. It

takes into account the size and the number of possible values of the vari-

ables. For 2 × 2 tables, Cramer′s V has a range of −1 to 1. For larger

tables, it has a range of 0 to 1. Values between −0.3 and 0.3 are considered

trivial (Backhaus et al., 2008, p. 309). In this case, the detected association

is a result of the large sample size (Huber, 2008, p. 5/28).

Examples for the evaluation of partial link variable correlations between

two nominal link variables and a nominal and an ordinal link variable are

given in table 5.1. If at least one variable is nominal, including binary vari-

ables, the measures for nominal tests need to be used. If the p-value of

156



Link variables (scale) χ
2

p
-v
a
lu
e

fo
r
χ
2

H
0

C
ra

m
e
r’
s
V

M
a
g
n
it
u
d
e

A
ss
o
c
ia
ti
o
n

Age group (ord.)

Product Cat. A (nom.) 95.23 1.0191E−19 rejected 0.049 none no

Product Cat. C (nom.)

Product Cat. E (nom.) 13,989.92 0 rejected 0.591 strong yes

Table 5.1: Examples of nominal associations between link variables

the χ2 test statistic is smaller than α = 5%, the null hypothesis is rejected

and the association is considered significant. Depending on the absolute

value (+/−), the magnitude of the association as measured by Cramer′s

V is labeled as none (<= 0.1), weak (<= 0.3), medium (<= 0.5), or strong

(> 0.5). Only those associations with a significant and strong relationship

are considered dependent, otherwise the link variables are considered in-

dependent and both variables can be used. Both of our examples show a

significant χ2 value, so that the null hypotheses are rejected. However, only

Cramer′s V of the second observation is high. This shows that the high χ2

value of the first association is due to the large sample size, but the magni-

tude of the association has no strength. The first observation is considered

independent, the second observation is considered dependent. The same

test is performed for all other partial link variable correlations involving

nominal variables.

Some of the link variables are ordinal. If the partial correlation between

two ordinal variables is to be tested, the Cochran-Mantel-Haenszel (CMH)

statistic is taken into consideration (Mantel & Haenszel, 1959; SAS Insti-

tute Inc., 2012). The CMH statistic is evaluated using the χ2 test statistic.

If it is smaller than a critical value, chosen for a given level of significance,

the test is not able to show that the link variables are statistically depen-

dent. The Spearman rank correlation coefficient can be used to measure

the strength of the ordinal association. It takes into account rank scores

of the variables (Huber, 2008, p. 5/41; Keller, 2008, p. 810). In order to
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evaluate the strength of the correlation, the null hypothesis that the corre-

lation equals zero is tested. The Spearman rank correlation coefficient has

a range of −1 to 1. The correlation is strong if values are close to −1 or

1. If the lower bound of the Spearman rank correlation coefficient is below

zero and the upper bound is above zero, the correlation is not significant

(Huber, 2008, p. 5/41).
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Age group (ord.)

City size (ord.) 2.1107E−53 rejected 0.079 0.069 0.088 no no

Age group (ord.)

Customer hist. (ord.) 0 rejected 0.491 0.483 0.500 yes yes

Table 5.2: Examples of ordinal associations between link variables

An example for the evaluation of partial link variable correlations be-

tween ordinal variables is given in table 5.2. If the p-value of the CMH

statistic is smaller than α = 5%, the null hypothesis is rejected and the

association is considered significant. The strength of the association is mea-

sured with the Spearman rank correlation coefficient. Only those associ-

ations leading to a high coefficient and with the lower and upper bounds

not including 0 are considered dependent. Otherwise the link variables are

independent and both variables can be used. Only the Spearman rank cor-

relation coefficient of the second observation is high, because the value of

the Spearman correlation coefficient is close to 0 for the first association

shown. The first observation is considered independent, the second obser-

vation is considered dependent. The same test is performed for all other

partial link variable correlations with two ordinal variables.

All possible link variables are partially tested for correlations with the

χ2 or the CMH test, as applicable. The results are shown in table 5.3.

There are partial correlations between age group and length of customer

history, as well as product B and product D, and product C and product
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Age group no no yes no no no no no no no no

City size no no no no no no no no no no no

Gender no no no no no no no no no no no

Customer hist. yes no no no no no no no no no no

Product A no no no no no no no no no no no

Product B no no no no no no yes no no no no

Product C no no no no no no no yes no no no

Product D no no no no no yes no no no no no

Product E no no no no no no yes no no no no

Product F no no no no no no no no no no no

Quality no no no no no no no no no no no

Region no no no no no no no no no no no

Table 5.3: Overview of associations between link variables

E. The association of age group and length of customer history is obvious,

because they evolve together. In order to receive independent link variables,

one variable of each pair needs to be deleted. This can be done based on

contextual knowledge of the data, based on the stability of the variables,

or based on which link variable has the best effect when being deleted; e.g.

when one link variable has correlations with several other link variables. In

our case, the decision is made based on contextual knowledge of the data.

The variables age group, product D and product E lead to better selectivity

of the overall set of link variables. They are kept for further analysis.

The combination of all possible link variable values results in the link

variable classes. People are in the same link variable class, if they are equal

by means of their link variable values. In our case, there are 2,805 link

variable classes for the observations. There are many link variable classes

only occurring once, but frequently encountered combinations appear up

to 238 times. For example, people in the class with the most observations

are women between 30 and 39 years old, live in a metropol city (>= 500T

inhabitants) in south-eastern Germany, have a budget focus regarding qual-
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ity, and are only interested in product E, but not in products A, D, and F.

In contrast, only one man between 60 and 69 years old living in a medium

sized city (100-500T inhabitants) in northern Germany has a budget focus

regarding quality and is interested in products E and F, but not A and D2.

Target variables

For the target variables, we choose a mix of socio-demographic, behavioral,

and preferential variables. For demonstrating purposes, some of them are

binary variables with only two possible values. They have differently skewed

distributions. Often, only one of the two values of a skewed distribution is

of interest; e.g. whether a person is interested in a specific product (not

the ones who are not). Other variables have three or four possible values

with an ordinal scale. That way, different types of variables can be analyzed

regarding their suitability for data augmentation.

Figure 5.6 gives an overview of all target variables available from the

dataset, as they could be available for example from a survey. There are

two socio-demographic variables, one indicating the net household income

and one indicating the general purchasing power by number of purchase

transactions per year. Furthermore, there are 14 behavioral and prefer-

ential variables describing product preferences interesting to the recipient

unit. Due to confidentiality reasons, the branches from which the data is

taken cannot be named, but are pseudonomized to the generic titles 1 to

3, with according product categories. There is information available on the

general interest, the monetary volume persons are willing to spend on cer-

tain categories, as well as some variables indicating the purchasing power

with regards to the product categories and branches.

For each target variable, the most interesting target value is highlighted.

If selection is the database marketing goal, only one of the target values is

2An overview of the distribution of observations, i.e. persons, among the link variable
classes in the population can be found in table 9.1 on page 303 in the appendix.
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Figure 5.6: Target variables and distributions available from the dataset
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of interest. In the course of chapters 6 and 7, we use the first target variable

as an example when it comes to explaining calculations and measures.

Besides analyzing the correlation between link variables, the predictive

power of the link variables regarding the target variables needs to be re-

garded. Link variables without additional predictive power distort the aug-

mentation process, lowering the overall augmentation results. The predic-

tive power of link variables might decrease if there are high numbers of

possible values for the link variables. Link variables can be reduced to

fewer categories, if this increases their predictive power.

In a practical data augmentation, one would try to find the best set of

link variables for every target variable. However, the model lift is explained

to an important portion by link variables and their predictive power re-

garding the target variable. In order to be able to compare the model lifts

in the case study, the choice and number of link variables are equal for all

augmentations. It is, however, allowed for multivariate methods to omit

some of the link variables in order to be more stable.

In a practical application, the predictive power of the link variables

for individual target variables is analyzed within the source data. In the

case study, the predictive power is tested within the overall population, be-

cause all sources are used, as long as there is a general predictive power

measureable. When judging whether the link variables are able to discrimi-

nate between the target variable values, the distribution of predicted values

is analyzed using logistic regression. Backward elimination is permitted,

meaning that not all of the link variables have to be used for every tar-

get variable. If all target variable values have been predicted at least for

some elements, the chosen link variables are able to discriminate between

the target variable values.

In our dataset, eight out of 16 target variables are reproducible by the

link variables using logistic regression, so that k = k̂. If k = k̂, all parame-

ter values of the target variables are reproduced when predicting them with

the link variables available. If the link variables are not able to predict all
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Minimum target

Target variable k k̂ Check IQV class occupation

Target 6 2 1 N 0.16 4.2%

Target 13 2 1 N 0.35 9.6%

Target 8 2 2 Y 0.55 16.4%

Target 7 2 1 N 0.59 17.9%

Target 15 2 2 Y 0.65 20.5%

Target 9 2 2 Y 0.74 24.4%

Target 14 2 2 Y 0.77 25.9%

Target 4 2 2 Y 0.87 31.9%

Target 5 2 2 Y 1.00 47.8%

Target 10 3 2 N 0.80 9.2%

Target 2 3 1 N 0.75 9.8%

Target 11 3 2 N 0.89 12.0%

Target 12 3 2 N 0.82 18.7%

Target 3 3 3 Y 0.99 27.9%

Target 16 4 2 N 0.98 18.8%

Target 1 4 4 Y 0.99 19.0%

Table 5.4: Results of check for predictive power of the link variables regarding
possible target variables

values, these target variables are not suitable for data augmentation and are

not regarded further. If k = k̂, then target variables are marked with a ”Y”

in the ”Check” column, with a ”N” otherwise. A list of the predictabil-

ity check results is given in table 5.4. It can be seen from the variance

in the target variable distribution as measured by IQV , that reproducible

target variables have always IQV values of 0.55 or greater. Furthermore,

the minimum target class occupation among the target values is shown.

The minimum target class occupation refers to the percentage of the pop-

ulation with the least frequent target parameter value. Particular skew

variables with the smallest target class occupation below 16% are never en-

tirely reproduced. All of the target variables that did not pass the test have

minimum target class occupations below 19%. For analysis purposes, we

use all target variables that passed the check for predictive power (Y), plus

those that have minimum occupations greater than 16%. It cannot be said

that target variables with a minimum target class occupation between 16%

and 19% are not suitable for data augmentation purposes, because some
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variables with these properties reproduced all target values. More analysis

is conducted with them. From this selection, a first general rule regarding

data augmentation in database marketing can be derived.

Finding: For good data augmentation results, every target value

should appear at least for 20% of the elements in the source.

In order to account for the predictive power of the link variables re-

garding the model lift, the R2 of the logistic regression method is saved to

function as moderator in the conceptual model. There are several ways

to calculate R2, among which McFadden’s (1974) and Cox and Snell’s

(1989, p. 208f) measures are used most often in common statistical soft-

ware (Allison, 2013). In our case study, Cox and Snell’s measure is used

(SAS Institute Inc., 2014a). Different measures result in different R2 values.

A high R2 value is a good indicator for a good model fit, but can still miss

important bias. It is not easy to find a universal threshold of R2 indicating

a good model fit. While in physical processes, R2 values around 0.9 are

desired, R2 values describing human behavior are seldom greater than 0.5

(Frost, 2013). Because of these reasons, there is no exit criterion related to

the predictive power in terms of R2. However, the R2 measure is used for

analysis and moderator reasons in our case study, as changes in R2 can give

a relative indication on how much the model lift can be increased.

Auxiliary variables

The auxiliary variables comprise a binary population indicator variable, a

customer indicator variable and nine binary source data mechanism indi-

cator variables. The customer group is always the recipient unit. The

source data mechanism indicator variables are used to draw the information-

oriented samples, as described in chapter 5.2.3. The auxiliary variables are

derived from information on media usage, contact information, and product

usage information. They can have any relationship to the link and target

variables. These relationships are subject to research.
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Figure 5.7: Auxiliary variables and distributions available from the dataset

Figure 5.7 gives an overview of all auxiliary variables available from the

dataset. The parameter value used for designing the source data mech-

anisms is marked green. The population indicator variable has only one

parameter value, because every observation in the dataset is part of the

overall population. 11,560 observations are marked as customers (c = 1),

while all other observations represent people not being customers in the

overall population (c = 0). The nine source data mechanism variables are

used for designing the information-oriented source samples. Some of them,
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like s2, s4, and s5 denote only small groups, while greater parts of the popu-

lation are represented in the sources denoted by s3, s6, and s7. By choosing

a variety of different source data mechanisms, a broad range of possible

sources can be designed for the case study.

5.2.3 Test samples

Different data augmentation sources are created in order to test the stated

hypotheses. Common sources for data augmentation are operational data,

internal market research, external market research, and other external

sources. Sources differ in terms of size, overlap, and representation. For ev-

ery test sample, different sets of observations are chosen as donor units from

the overall population. Most of them resemble realistic sources, but some

are also created for comparison purposes. Figure 5.8 shows the schematic

source samples from the overall population and indicates which source data

mechanisms are used to create them.

Data in a source can be missing completely at random (MCAR), miss-

ing at random (MAR) and missing not at random (MNAR). By definition,

sources with a 100% overlap rate regarding the customer database have ig-

norable source data mechanisms. Likewise, the source data mechanism of

their representative samples can be ignored, because representative sam-

ples are drawn randomly. This has been formally argued in chapter 4.2.5.

Whether a source is MCAR is usually known from the study design. Census

sources and representative surveys are MCAR.

An identical subgroup (D = R) as shown in figure 5.8(a) is identified by

c = 1, like the customer group (e.g. operational/behavioral data from login-

protected areas of the company website). The five representative subgroups

of the customer group (D≡ R′) as shown in figure 5.8(b) are representative

samples thereof (e.g. representative customer surveys). The representative

samples are drawn randomly from the customer group. The donor unit

equal to the customer group and the five randomly sampled sources with
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Figure 5.8: Sources created for the case study by information-oriented sampling

sampling rates between 10% and 50% are MCAR by definition. While in

practice, an identical subgroup (D = R) is rather unlikely, a representative

customer survey is common. For MCAR sources, the source data mechanism

is always ignorable.

Similarly, there is a census group (D = P ) as shown in figure 5.8(c),

which exists of all people in the finite population (e.g. census data from

a statistics bureau). The five representative subgroups of the population

(D ≡ P ′) as shown in figure 5.8(d) are random samples from the over-

all population (e.g. market media study). They are also drawn randomly

from the population. The overall population and the five randomly sampled

sources with sampling rates between 10% and 50% are MCAR by definition.
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While in practice, a census source (D = P ) is rather unlikely, a representa-

tive market media study is common.

In both cases, samples are randomly drawn, but from different popula-

tions. Although the identical subgroup (D = R) is a nonprobability sample

of the overall population, both kinds are defined MCAR. This can be argued

from a theoretical point of view. The overall population is defined by the

marketing problem. If the problem, as well as the source, only concerns the

customer population, then the customer group is defined to be the over-

all population. In this context, both the identical subgroup (D = R) and

all representative samples are MCAR. Furthermore, all sources sampled by

c = 1 or s = 1 are MCAR, because they have a 100% overlap rate regarding

the recipient unit. We sample nine more groups of the form D ⊃ R as

shown in figure 5.8(e), defined by c = 1 or s = 1, where S = (s1, s2, ..., s9)

is always one of the defined auxiliary variables.

While the mentioned sources are easily classifiable, all other sources are

those which database marketing analysts are particular interested in using.

MCAR sources rely on strict sampling criteria. Consequently, data collec-

tion is time-consuming and costly. In contrast, MAR sources are readily

available. For them, the source data mechanism cannot be defined upfront.

Only if the conditional association of source and target variable, given the

link variables, is independent, these sources are classified as MAR. The

source data mechanisms used in the case study are binary variables, which

equal 1 if a person is present in the source and 0 otherwise. MAR and

MNAR data augmentation sources can have three forms. They can be par-

tially overlapping, like a volunteer survey. They can be a subset of the

customer group, like a social media source. The customer group can also

be distinct from the source, although this is a less likely case.

The non-representative subgroups of the customers (D⊂ R) as shown

in figure 5.8(f) are nonprobability samples (e.g. volunteer survey on the

company website). In the case study, the subgroup is identified by c = 1 and

s = 1. In order to receive meaningful data to evaluate the hypothesis, nine
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source data mechanisms S = (s1, s2, ..., s9) are used to form nine different

sources of the form D⊂ R. In the course of chapters 6 and 7, we use such a

source (Donors c s6) as an example when it comes to explaining calculations

and measures.

Nine partially identical subgroups (D ∪R) as shown in figure 5.8(g) are

chosen from the overall population by one of the source data mechanism

indicator variables S = (s1, s2, ..., s9). The source data mechanism is a

nonprobability sample (e.g. branch surveys, social media data). In the case

study, such a subgroup is identified by s = 1. Non-overlapping subgroups

(D∩R= 0) as shown in figure 5.8(h) are chosen by the opposite value of the

criteria as the customer group (e.g. competitor’s survey). In the case study,

nine of them are identified by c = 0 and s = 1 and one is the complement

of the recipient unit, sampled with c = 0.

Not all versions mentioned are plausible sources. It is rather unlikely to

find a source that has a 100% overlap rate regarding the recipient unit, but

it is tested in order to evaluate the hypotheses. Likewise, the availability

of census data for data augmentation is implausible in a way that infor-

mation is sufficiently discriminable and interesting variables are present.

The availability of donor units distinct from the recipient unit is rather un-

likely, and its relevance should be questioned from a rational point of view.

Nevertheless, they help to evaluate the hypotheses.

Three describing statistics are analyzed for every source: the size d, the

overlap o, and the number of representing units (d′). If a source is sampled

by a random sampling design, it contains all the information present in the

population from which it was sampled, minus the sampling error. Size-wise,

the overall population and the representative sample differ, but entropy-

wise, they do not. The number of donors d is the number of represented

units in these cases. Accordingly, a third dimension d′ is introduced, being

the number of representing units.
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Figure 5.9: Sources by overlap, size, and representation

Figure 5.93 shows the scope of parameters and where to find the sources

in the three-dimensional space of overlap, size, and representation of the

source. The schematic illustration from figure 4.3 on page 122 in chapter

4.2.1 is used here to plot all sources, being enhanced by a third dimen-

sion for d′. Every source represents a different combination of character-

3The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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istics. All sources which are not randomly sampled can be found in the

two-dimensional plane which is defined by overlap and size. All of these

sources have a sampling rate of 100%, i.e. they are not randomly sampled.

The vector space of possible combinations of size and overlap is shaded.

Starting from the origin, it is bordered by the D = R source (upper

left corner of the parallelogram, black), the D = P census source (upper

right corner, black) and the D = P \ R complement source sampled with

c = 0 (lower right corner, black). The D = R source has a maximal overlap

rate and the number of donors is equal to the number of overlapping units

(d = o = 11, 560). The D = P source has a maximal overlap rate and a

maximal number of donors (40, 000). TheD = P \R source has a 0% overlap

rate and contains all elements of the population except for the customers,

therefore the number of donors is p− r = 28, 440.

The D⊂ R sources are stringed along the line connecting the origin

and the upper left corner (blue). They are a subgroups of the recipient

unit, so that the number of overlapping units is equal to the number of

donors. All donors are also element of the recipient unit. Depending on the

number of donors, the source is found on a lower or higher location along

the connecting line. The D ⊃ R sources are alined on the upper border

(purple). Their overlap rate is 100%, because all recipients are also found

in the source. But in contrast to the D = R source, there are other donors

contained in the source as well, so that the recipient unit is a subgroup

of the donor unit. The D∩R= 0 sources are placed on the lower border

(green). They all have no overlapping units with the recipient unit. The

D ∪R sources are scattered in the two dimensional plane without reaching

the borders (dark gray). Any combination of overlap rate and number of

donors is possible.

Only those sources randomly sampled from either the overall population

or the customer group can be found in the third dimension of representation.

However, these are spread in the plane of size and representation only (light

gray). The overlap is always equal to the number of customers, because
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sources representatively sampled from a MAR database are still considered

MAR. The random samples of the customer group D = R connect the

upper left corner of the parallelogram with the opposite site of the three

dimensional space. The random samples of the customer group D = P

connect the upper right corner with the backside.

5.2.4 Methods

Three common methods are compared during the case study: conditional

mode imputation, nearest neighbor hot deck, and logistic regression. They

are a choice of common and simple methods used for data augmentation

in database marketing. Their influences on the model lift, interacting with

the source characteristics, are analyzed in order to give advice on how to

choose a suitable method.

Conditional mode imputation

As described in chapter 3.2.3, several rules are introduced in order to use the

conditional mode imputation method. During conditional mode imputation,

the distribution of target values is regarded for every link variable class. The

most frequent value is augmented to every recipient with the respective link

variable class. Conditional mode imputation is a rule-based method where

several decisions have to be made. A mode value is not only augmented

if the value occurs most often. The most frequent value has to occur at

least for more than two donors more than the second most frequent value.

This rule is supposed to decrease the uncertainty involved. For example,

it means that the second value will be augmented as best value, if d(Y =

y1|X) = 3, d(Y = y2|X) = 10, d(Y = y3|X) = 1, but not if d(Y = y1|X) =

3, d(Y = y2|X) = 4, d(Y = y3|X) = 1. It has been decided that the delta of

2 adds sufficient certainty to the augmentation.

Once the conditional mapping is finished, the recipients are split into a

group where values have been augmented, because their class was unam-
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biguous, and a group where values have not been augmented, because of the

threshold. For the latter group, a second augmentation is performed omit-

ting one link variable. By omitting a link variable, the number of classes

decreases and the most frequent values can be found anew. The omitted

link variable is chosen arbitrarily depending on contextual factors, such as

scattering (variables with many target values lead to small classes with low

occupation) and importance (as judged by the database marketing analyst).

This process is iteratively continued until either all recipients have received

a value or the link variables are maximally collapsed.

Nearest neighbor hot deck

For nearest neighbor hot deck, the closest donor is searched for every re-

cipient and the according target value is augmented. In order to calculate

distances, categorical information has to be transformed to binary variables.

Categorical variables are decomposed into binary variables by forming one

variable for every target value, denoting whether a characteristic is true or

not. Ordinal variables are decomposed on an interval basis. If the observed

value is greater than a threshold value, it is assigned 1, else 0 (Backhaus

et al., 2008, p. 410). That way, adjacent categories are ”closer” than cat-

egories with other values. Because the variables are not continuous, the

Mahalanobis distance measure is used to determine proximity (Backhaus et

al., 2008, p. 211). No minimum acceptable distance is specified for classifi-

cation. In our case study using SAS, the nearest neighbor hot deck method

is implemented with a discriminant analysis procedure. A nonparametric

method option is chosen with knn = 1, where knn is the number of donors

regarded as nearest neighbors. It means that the value is augmented from

the very nearest neighbor only.

The SAS procedure produces the probabilities needed for uncertainty

assessment. At the same time, the according value from the nearest neigh-

bor is augmented. If no decision can be made, because at least two values

are equally likely, no value is augmented. This is unique in the compar-
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ison of methods. The resulting customer database has a target variable

distribution with an additional ”unknown” target value. In the total cor-

rect classification rate and model lift measures, these ”unknown” values are

considered wrong, although it is not really wrong. In contrast to falsely

augmented values, this target value has a meaning the database marketing

analyst can interpret: For this specific customer, no statement can be made

regarding this target variable. At the same time, no wrong decision can be

made. However, it does not provide any new information, which is why it

is treated like a falsely augmented value in the overall measures.

Logisitic regression

For logistic regression, a model is built within the source dataset and the

model parameters are used to predict values for the recipient unit. In order

to evaluate the significance of the influence of individual link variables, the

Wald statistic is calculated. It tests the hypothesis whether the influence

of a link variable is negligible. The Wald statistic has an asymptotic χ2

distribution and can therefore be tested accordingly (Backhaus et al., 2008,

p. 273). IfH0 is rejected, the respective link variable has a significant impact

on the value of Y and should be used in the data augmentation model. If

not, appropriate model selection methods can be used to eliminate these

variables from the analysis, e.g. backward elimination.

The SAS procedure produces the probabilities needed for uncertainty

assessment. The most likely value as derived from the logistic equation

is augmented. Because of the logarithmic nature of the logistic regression

analysis, every recipient receives a value – there is no case of a tie.
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Chapter 6

Analysis of data augmentation KPIs

In order to answer the research question of which sources are suitable for

increasing conversion probabilities in direct marketing, we have developed

a conceptual model and identified factors influencing the conversion prob-

ability. Accordingly, we have created a test design in order to test the

hypotheses derived from the conceptual model. A case study is carried out,

performing multiple data augmentations, while varying defined parameters.

The results of the different augmentations are used in order to give advice

on how to best assess data augmentation sources ex ante.

The question of which sources are suitable for data augmentation has

several components. The target variables contained must be worth knowing

for the customers in the database on an individual basis. These target

variables must be predictable by the link variables. A simple quality check

criterion – the number of augmented target values – already gives an answer

on which target variables are well predictable. From this criterion, the first

managerial implications are derived in this chapter, regarding the target

variable characteristics.

For every augmentation, a set of descriptive variables is kept. They

include the source, target variable, and method used in the respective aug-

mentation, as well as several characteristics describing these input parame-
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ters. They all influence the data augmentation results. In order to assess the

goodness of the augmentation results, we use Ratner’s (2003) and Hattum &

Hoijtink’s (2008b) total correct classification rate and model lift measures.

We extent these to other KPIs able to give insight on the augmentation

performance. We add two KPIs describing the CPL, which are necessary to

evaluate the quality of the results with regards to selection tasks.

The KPIs are only calculable in a simulated context, where the true

values are known. By analyzing the descriptive data, it is possible to make

aggregated statements on the performance of augmentations in varying set-

tings. In this chapter, the calculation of the measures is described along

with illustrating examples. Ranges and interpretation rules are given. These

KPIs are used in chapter 7 to analyze the influence of different source char-

acteristics and to answer the research question.

6.1 Preserved descriptive data and measures

For every augmentation carried out in the case study, several criteria are

saved in a descriptive file, which is used to test the stated hypotheses. Every

source-target combination is considered a case in the case study. Three aug-

mentations are performed with every case using alternative methods. Vari-

ables describing the sources are preserved, such as the number of donors,

the number of representing donors, the size, and the sampling rate. The re-

lationship of the source data mechanism and the target variable is regarded

for every source-target combination and according test results are saved.

The results are measured by total correct classification rates, model lifts,

and the parameters needed to evaluate the stated hypotheses.

The list of descriptive information and measures for every augmentation

is given in table 6.1. The category, the variable name, and a description are

shown along with an exemplary figure. Their meanings and functions are

explained in this and the following chapter, as denoted in the last column.

The augmentations are compared using this descriptive data. From the

176



Category Variable
name

Description Example Chapt.

Recipient
unit

Recipients Number of customers in the recipi-
ent unit

11,560

Target
variable
characteris-
tics

Target Name of target variable Target 1

k Number of target values 4

IQV Variance of target variable 0.963

ntarget Number of recipients with target
value

4,093

Source
characteris-
tics

Source Name of source Donors c s6

Donors Number of donors in the source 10,005

Overlaps Number of overlapping elements 10,005

VCs Number of link variable classes 793

Sampl. rate Sampl. rate for repr. sources 1

d rep Number of representing elements 10,005

Rsqu Predictive power of link variables
regarding target variable in the
donor unit

0.024

Method Method Name of method Near. neigh.

k augm Number of augmented target values 5 6.2

Check Discrimination check indicator Y

Model lift TCCRmodel Total correct classification rate 0.426 6.3.1

CCRtarget Correct class. rate for target value 0.607 6.3.2

MLchance Model lift as compared to a random
distribution of the target variable
in the recipient unit

1.534 6.4.1

MLtarget Model lift for target value, as com-
pared to a random distribution of
value in the recipient unit

4.845 6.4.2

MLuniform Model lift as compared to a uniform
distribution of most frequent target
value in recipient unit

1.203 6.4.3

MLsource Model lift as compared to a ran-
dom distribution of target variable
in the source

1.544 6.4.4

Conversion
probability
lift

CLglobal Conversion probability lift 1.353 6.5

CMglobal Conversion probability lift magni-
tude

0.547 6.5

Optimum conv Optimal number of recipients for a
direct marketing campaign

5,799 6.5

Uplift max Uplift at the point where the opti-
mal number of recipients is highest

1.500 6.5

Source data
mechanism
tests

CHI Assoc. Test result for χ2 test with aggre-
gated total measures

dependent 7.1.1

CMH Ass. Test result for CMH test dependent 7.1.1

Wald Ass. Test result for influence of source
data mechanism indicator variable

dependent

Model I
Ass.

Test result for difference between
inclusion and exclusion model

dependent 7.1.2

Model II
Ass.

Test result for difference between
separation and exclusion model

dependent 7.1.2

Table 6.1: Descriptive information saved for every augmentation

177



aggregated results, overall tendencies can be detected and statistic models

can be established to answer the research question.

Throughout this and the next chapter, we use the exemplary case from

the fourth column in table 6.1 for illustration purposes. For all cases, the

recipient unit – the customer database – is equal, while the donor units and

target variables differ. The recipient unit contains 11,560 elements. Tar-

get 1, the net household income, is used as ordinal target variable in this

case. It has four possible target values (k) and an index of qualitative varia-

tion of 0.963. It is thus a fairly even distributed target variable. The highest

of the four values (ntarget) is later used for target group selection. In the re-

cipient unit, 4,093 recipients have the desired value. This is known, because

the situation of missing target variables is simulated. The target variables

were removed from the recipients in order to perform the augmentations.

In the case shown, Donors c s6 is used as external source and could be

for example data gathered by the company website. It is a D⊂ R source

and has been sampled by c = 1 and s6 = 1 from the overall population

during the data generation phase, as illustrated in figure 5.8 on page 167

in chapter 5.2.3. Donors c s6 has an overlap rate of o
r = 10,005

11,560 = 87%

regarding the recipient unit. Most of the customers use the website, but

not all. It is a nonprobability sample of the customer population, because

not every customer has the same chance to be included in the model. No

additional random sampling component is added, so that the sampling rate

equals 1 and the number of representing units (d rep) is equal to the number

of donors. Nine link variables are used in the case study, of which 793 link

variable classes are available from Donors c s6. The predictive power of

these link variables regarding Target 1 in the source has a R2 value of 0.024

in a logistic model.

In this manner, we report the results for all augmentations. Eleven tar-

get variables are augmented for each of the 49 sources described in chapter

5.2.3. For each case, three augmentations are carried out using conditional

mode imputation, logistic regression, and nearest neighbor hot deck. Thus,
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1,617 augmentation results are regarded in the analysis of the case study

results. The remaining measures of the above example are explained at

appropriate steps in the analysis.

Throughout the course of the chapter, we pursue a three-part analysis

approach. First, the relevant measure is theoretically explained, includ-

ing input variables, calculations, resulting KPIs and according properties.

Then, an exemplary calculation is depicted for one of the augmentations in

order to illustrate the procedure. Finally, the resulting KPIs for all aug-

mentations are analyzed, compared, and interpreted.

6.2 Quality checks

Before introducing the KPIs used to describe the quality of the augmen-

tations results, a simple and easily observable quality check criterion is in-

troduced: the number of augmented target values. Therefrom, exit criteria

are derived which allow the database marketing analyst to assess the target

variables contained in the source upfront and to make a decision whether

an augmentation can be successful.

6.2.1 Predictive power and discrimination

The predictive power of the link variables regarding the target variables has

already been assessed during the dataset generation phase using the overall

population. However, it is still possible that the link variables are not able to

discriminate between target values, when using a different (smaller) source

and applying it to the customer database. The reasons why not all values

are reproduced are manifold.

• Donors: The smaller the source, the less information is contained and

the less likely all values are reproduced.

• Number of target values: The more target values, the less likely all

target values are reproduced. Target values need to have a significant
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target class occupation in order to be predictable. The target class

occupation is calculated from the number of elements with a specific

target value, divided by all elements.

• Skewness: The skewer a target variable, the smaller the individual

target class occupations, i.e. the less likely all target values are repro-

duced.

• Predictive power: If the predictive power between link and target

variable is already weak when being observed in the source, it is more

likely to be non-existing when applied to the recipient unit.

• Method: Certain methods reproduce values more easily than others.

Multivariate methods, for example, rely more on predictive power and

are less likely to reproduce values than nearest neighbor methods.

• Recipients: In a MAR case, it is possible that the recipients do not

possess all the values. When not augmenting all values in such a case,

the total correct classification rate is high, although not all target

values are augmented.

In the following, we introduce a simple quality check criterion for as-

sessing the usefulness of data augmentations results. If all customers were

augmented the same target value, such an augmentation would be invalid

(unless the customer database was correlated with the target value, which

we precluded in chapter 3.1.1). At least two different target values need to

be reproduced for the augmentation to be successful. Optimally, all target

values are reproduced.

Calculation For quality check reasons, a check variable has been saved

for every augmentation, indicating whether all possible target values were

reproduced. Also, a variable for the number of augmented target values k̂

has been saved. If k = k̂, all values have been reproduced. If k < k̂, less

values have been reproduced. k̂ can also be greater than k, when using
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nearest neighbor hot deck, because values can be assigned an additional

category ”unknown”. In this case, k = k̂ one target value has not been

reproduced, but the additional category ”unknown” instead.

Method Conditional Mode Logistic Regression Nearest Neighbor

k (true) 4 4 4

k augm 4 2 5

Check Y N Y

Decision valid valid valid

Table 6.2: Exemplary quality check in the case of Target 1 and Donors c s6

Example In table 6.2, the exemplary case from chapter 6.1 is resumed in

order to show how this decision is made. The quality check criterion indi-

cates whether the augmented number of values (k augm) is equal or higher

than the number of true target values(k = 4). The results of conditional

mode imputation show all four values. The logistic regression method only

reproduced two of the values. Although all values have been reproduced

with logistic regression when using the overall population for augmenting

Target 1 in the data generation phase described in chapter 5.2.2, this is no

longer true for the nonprobability sample Donors c s6. Nevertheless, the

result is valid, in a way that some discrimination among the recipients is

possible. Nearest neighbor hot deck produced five target parameter values,

including the additional category ”unknown”.

Analysis Figure 6.1 shows the augmentations observed with the respec-

tive k̂ (y-axis), given a certain number of target values k (x-axis). If the same

target value was augmented to all recipients in the recipient unit (k̂ = 1),

the data augmentation would be invalid. The percentage of invalid aug-

mentations is shaded blue in figure 6.1. If at least two values are found,

augmentations are valid (k̂ > 1). The percentage of valid augmentations is

shaded gray in figure 6.1. If more values were produced by nearest neighbor
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hot deck than there are values (k̂ > k), the augmentation would be also

valid. These cases are shaded white with a broken line as its border.

1
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run

Number of target parameter values
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Augmentations with 
additional category 
„unknown“ (valid)

Valid 
augmentations

Diagram

k 2 3 4 Total

5 92 92

4 143 85 228

3 294 150 48 492

2 535 144 68 747

1 53 4 1 58

N 882 441 294 1,617

Measures

Figure 6.1: Quality check based on the number of reproduced target values for
all augmentations

The number of invalid augmentations decreases with increasing k. For

k = 2, the percentage of augmentations resulting in a uniform target value

distribution is 6%. For k = 3 and k = 4, it is below 1%. At the same time,

the number of augmentations with k = k̂ decreases with increasing k. For

k = 2, the percentage of augmentations resulting in the correct number of

target values is 61%, while it drops to 34% for k = 3 and 29% for k = 4.

The percentage of augmentations with valid target value numbers other

than k = k̂ increases with increasing k.

Due to invalid results, 58 augmentations are exited. They cannot fur-

ther be used for our analysis. Of them, 7 were augmented using conditional

mode imputation and 51 using logistic regression. Nearest neighbor hot

deck augmentations did not produce invalid results. 52 of the invalid aug-

mentations used sources with a 0% overlap rate regarding the recipient unit.

This criterion is considered more thoroughly in chapter 7.2.2. For further

analysis, 1,559 augmentations are considered.
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In a practical application, one would switch from one method to another,

if one is not able to discriminate between target values. The reproduction

of at least two target variable values does not guarantee for a significant

model lift, but if no discrimination can be achieved, the data augmentation

definitely failed.

6.2.2 Managerial implications

With our case study, we want to give an answer on which sources are suitable

for data augmentation in database marketing. But of course, the value

and suitability is primarily dependent on the information contained. All

variables able to describe direct marketing target groups are relevant to the

database marketing problem. It implies that the information, or any similar

or ample information, is not already available in the customer database or in

any other system available to the company. The exact type of information is

case-specific and depends on the branch, the company, the marketing goals,

and the specific marketing problem.

The explanatory power of the link variables is tested within the source.

Standard test methods for multivariate relationships can be used. If the

general predictive power between link and target variables is already weak

when being applied to the source, it is more likely to be non-existing when

applied to a different group. Some methods reproduce values more easily

than others. Multivariate methods, for example, rely on significant predic-

tive power and are more likely to not reproduce target values than others.

As the predictive power is essential to the data augmentation approach,

any source not showing significant predictability should be exited in case of

doubt. From the quality check after the augmentations in our case study,

the following guideline for application and management is derived.

Target variable guideline: A categorical target variable

should have at most five possible target values. The distribution
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of these values should be sufficiently even in order for methods

to discriminate between them (IQV > 0.8).

There are general rules regarding suitable target variables. Target val-

ues need to have a significant target class occupation in the source in order

to be predictable. The skewer the target variable, the smaller individual

percentages. The more target values, the less likely all target values are

reproduced. Only target variables with a moderate number of target values

can be taken into consideration, in a way that every target class is suffi-

ciently occupied. We found that a target class occupation of 20% or less

is problematic. Therefrom, we concluded that only five parameter values

are possible. However, the exact threshold depends on the data context,

the discrimination of the link variables, and the database marketing goals

in general. Our findings can only serve as an indication.

6.3 Accuracy and precision of results

In order to evaluate the accuracy and precision of the augmentation results,

the augmented values of the target variable are compared to the true values

of the recipients for that variable. This comparison can only be made in

the case study context, where the true values are known. In a practical

application, it can neither be assessed ex ante, nor ex post. Because of this

disadvantage, we conducted our case study with simulated missing target

variables. If rules can be established in the case study environment, where

the augmented-true-comparison is possible, they can help to assess practical

data augmentation projects ex ante.

There are two different measures for accuracy and precision. The accu-

racy measure – the total correct classification rate – was first mentioned by

Ratner (2003, p. 182) and described in more detail by Hattum and Hoijtink

(2008b). It regards all target values and whether they were hit correctly.

For segmentation tasks, the total correct classification rate is the relevant
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measure. The precision measure – the correct classification rate of the tar-

get value – has been developed by Hattum and Hoijtink (2008b). It only

regards one of the target values which is of particular interest. Only for this

value, e.g. whether a recipient has a high income, is it measured how many

recipients were assigned the right value, as compared to the true value.

For selection tasks, the classification rate of the target value is the relevant

measure. It reduces the regarded results to the target value of interest.

6.3.1 Total correct classification rate

The accuracy of the data augmentation results can be measured by the to-

tal correct classification rate (TCCR). It is a measure for how many target

values were ”hit”, i.e. how many augmented values are equal to the true

values (Ratner, 2003, p. 182). During case studies with simulated missing

target variables, TCCRmodel, or the hit rate, can be calculated by compar-

ing the augmented values to the true values (Hattum & Hoijtink, 2008b).

Hits only occur for discontinuous variables, because the probability of a hit

for continuous variables equals zero. In data augmentation applications for

database marketing, this level of validity is the most important one. The

following calculation is adapted from Hattum and Hoijtink (2008b) so as to

fit our notation concept.

Calculation Let there be a hit indicator variable (h), which can assume

the value 1 if a target value is augmented correctly (y = ŷ) and 0 otherwise

(y �= ŷ). The number of correctly classified recipients is calculated by the

sum of hi with 0 < i <= r. TCCRmodel is calculated by the number of

correctly classified recipients divided by the number of all recipients:

TCCRmodel =

∑r
i=1 hi

r
∀ hi =

⎧⎨
⎩1 if y = ŷ

0 if y �= ŷ
(6.1)
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The total correct classification rate of the model has a range of 0 ≤
TCCRmodel ≤ 1. The TCCRmodel values are dependent on the distribution

of the target variable and the number of target values. Target variables with

a skew distribution generally have a higher TCCRmodel than those with

symmetric distributions, because the target value which occurs most often

is hit more easily. Equally, target variables with a low number of target

values generally have a higher TCCRmodel than those with a high number

of target values, because values are also hit more easily.

Example The number of correctly classified recipients can be exhibited

by creating a two way frequency table with the augmented values as rows

and the true values as columns. An example for such a two way table is

shown in table 6.3. It shows the calculation of the total correct classifica-

tion rate in the example from chapter 6.1 for the augmentation of Target 1

using Donors c s6 and the nearest neighbor hot deck method. In the exam-

ple, TCCRmodel =
421+467+1,552+2,486

11,560 = 0.43. 4, 926 recipients (the sum of

the diagonal values), i.e. 43% of the target values, were hit by the model.

All values classified as ”unknown” were not really classified wrong. Their

classification can be interpreted. Nevertheless, these values are not cor-

rect, so that they cannot be taken into consideration for the total correct

classification rate.

Number of recipients True y1 True y2 True y3 True y4 Row sum

Classified ŷ1 421 89 109 84 703

Classified ŷ2 112 467 138 122 839

Classified ŷ3 389 448 1,552 633 3,022

Classified ŷ4 457 523 961 2,486 4,427

Classified ˆyunknown 472 516 813 768 2,569

Column sum 1,851 2,043 3,573 4,093 11,560

Table 6.3: Exemplary two-way frequency table for calculating a total correct
classification rate for the augmentation of Target 1 using Donors c s6
and the nearest neighbor hot deck method

The comparison of the results from different methods given a particu-

lar case is referred to as within case analysis. The results give insight into
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which augmentation method to use best, given a certain setting. Table 6.4

shows the TCCRmodel values for the different methods used in the case of

Target 1 and Donors c s6. Nearest neighbor hot deck performed best and

reached a total correct classification rate of 43%. Logistic regression lead to

TCCRmodel = 39%, although not all values were reproduced, as shown in

table 6.2 on page 181 in chapter 6.2.1. Conditional mode imputation only

yielded a total correct classification rate of 34%. In this case, nearest neigh-

bor hot deck would be the best choice. In this manner, we have reported

the TCCRmodel measures for every case in the case study.

Method Conditional Mode Logistic Regression Nearest Neighbor

TCCRmodel 0.34 0.39 0.42

Table 6.4: Exemplary TCCRmodel values in the case of Target 1 and
Donors c s6

Analysis The distribution of the TCCRmodel values of all augmentations

is shown in figure 6.2, distinguished by k. The number of observations (N)

is 1,559 – 829 augmentations with k = 2, 437 with k = 3, and 293 with

k = 4. A box and whiskers plot is used in figure 6.2a, where the box indi-

cates the range of 50% of the observations (separated by a median line and

marked with the mean) and the whiskers indicate the observed minimum

and maximum values. The values for the whiskers, the box borders, the

median, and the mean are shown in figure 6.2b.

It can be seen that TCCRmodel varies between 41% and 70% for k =

2, while half of the observations are found between 56% and 63%. The

observations for k = 3 have a greater variance. They are spread between

7% and 84%, while most observations are situated between 37% and 61%.

Observations with k = 4 have lower overall total correct classification rates,

ranging from 7% to 70%, while the core of the augmentation results can be

found between 24% and 44%. We stated earlier that target variables with a

low number of target values generally have a higher TCCRmodel than those
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Box plot

k 2 3 4

N 829 437 293
Max 0.70 0.84 0.70
Q3 0.63 0.61 0.44
Median 0.60 0.54 0.34
Mean 0.59 0.49 0.36
Q1 0.56 0.37 0.24
Min 0.41 0.07 0.08
Sh.-W. 0.97 0.96 0.96
p-value <.001 <.001 <.001

Test F p

ANOVA 369.14 <.001
Levene 224.95 <.001
Welch’s ANOVA 354.27 <.001

Measures

Figure 6.2: Distribution of all TCCRmodel values by number of target values k

with a high number of target values, because values are hit more easily if

the class occupation is higher. On average, the observations for k = 2 are

better than those with k = 3, with a mean of 59% versus 49%. In turn,

these are better than those with k = 4, with a mean of 36%.

In order to assess whether the differences of k are significant, a com-

parison between the group means is conducted using analysis of variance

(ANOVA). With ANOVA, the means of two or more groups are compared,

if the dependent variable (TCCRmodel) is continuous and the independent

variables (k) is discrete (Backhaus et al., 2008, p. 152)1. If the compared

groups are of different size, like it is here (k = 2: 829, k = 3: 437, k = 4:293),

it is referred to as unbalanced design. Because a single independent variable

is used, this is not problematic (Milliken & Johnson, 1984, p.127). In order

to conduct ANOVA, three assumptions must hold. The observations must

be independent in a way that no measurement is done twice for the same

combination of independent variables. This is controlled during the study

design phase. The error terms of each treatment must be normally dis-

1k is actually an interval variable, i.e. a natural number. However, as only a small,
but relevant, space of 2 ≤ k ≤ 4 is regarded, it can be treated as discrete and can also
be denoted as ANOVA with fixed effects (Huber, 2008, p. 2/26).
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tributed – although ANOVA is relatively robust regarding deviations of the

normality assumption, especially if the number of observations is sufficiently

large. Furthermore, the variance of the classes must be approximately equal,

which is referred to as homoscedasticity (Huber, 2008, p. 2/4).

The statistics computed for ANOVA are included in figure 6.2b. In

order to assess the normality requirement, the distribution of the residuals2

is tested using the Shapiro-Wilk test (Sh.-W.)3. The null hypothesis states

that the data follows a normal distribution. If the calculated statistic (0 <

W ≤ 1) is high, the null hypothesis is accepted. As it is dependent on

the sample size, it can only be used for samples smaller than 2,000 (SAS

Institute Inc., 2014b). In figure 6.2b, the Shapiro-Wilk test yields a very

high measure (W = 0.97 or W = 0.96 for the different levels of k) with a

p-value below α = 5% each. The normality assumption holds.

The Levene’s standard homogeneity of variance test4 is used in order

to assess whether the variances of the classes are equal (SAS Institute Inc.,

2014c). The null hypothesis states that all variances are equal (Backhaus

et al., 2008, p. 159). If the value of the F statistic as derived from the F

distribution (F ) is high and the according p-value is below α = 5%, the null

hypothesis needs to be rejected. If the variances follow heteroscedasticity,

Welch’s variance-weighted ANOVA can be used in order to compare the

means (Huber, 2008, p. 2/38). It is robust to unequal variances. Both

the ANOVA and the Welch’s ANOVA value in figure 6.2b have the null

hypothesis that the means are equally distributed among the classes. If the

F value is larger than 1 and the according p-value is below α = 5%, the

null hypothesis is rejected (Huber, 2008, p. 2/39). Thus, the distribution of

means of TCCRmodel as measured by the group means of k is not random.

2The residual of each observation is calculated as the distance between the predicted
mean and the actual value (Huber, 2008, p. 2/32).

3Other tests are also possible, including the Kolmogorov-Smirnov test, the Anderson-
Darling test, and the Cramér-von Mises test (SAS Institute Inc., 2014b). However, the
Shapiro-Wilk test is robust for small sample sizes (Sen & Srivastava, 1990, p. 5) and is
used here.

4Other tests would also be possible, including the Bartlett’s and O’Brien’s tests (SAS
Institute Inc., 2014c). However, Levene’s test is most common (Huber, 2008, p. 2/34).
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The difference in means is significant, so that it can be said that TCCRmodel

changes with changing k.

Scatter plot

IQV N Mean Sh.-W. p-value

k=2
0.89 129 0.66 0.82 <.001
0.94 146 0.58 0.93 <.001
0.98 137 0.59 0.96 <.001
0.98 137 0.60 0.94 <.001
0.99 138 0.55 0.90 <.001
1.00 142 0.57 0.91 <.001
k=3
0.62 147 0.53 0.77 <.001
0.81 143 0.48 0.94 <.001
0.91 147 0.47 0.91 <.001
k=4
0.74 147 0.39 0.89 <.001
0.96 146 0.33 0.97 <.001

k Test F p

2 ANOVA 87.80 <.001
Levene 14.02 <.001
Welch’s A. 127.30 <.001

3 ANOVA 3.85 0.0219
Levene 194.09 <.001
Welch’s A. 2.45 0.0885

4 ANOVA 11.09 0.0010
Levene 272.19 <.001
Welch’s A. 11.15 0.0010

Measures

Figure 6.3: Distribution of all TCCRmodel values by number of target values k
and index of qualitative variance IQV

As has been introduced in chapter 4.2.4, the index of qualitative vari-

ation developed by Wilcox (1973) is used in order to judge the variance

of a categorical variable. The scatter plot in figure 6.35 incorporates IQV

into the analysis, which varies between 0.88 and 1 for k = 2, between 0.62

and 0.91 for k = 3, and between 0.74 and 0.96 for k = 4. The scatter

plot in figure 6.3a shows individual values marked with circles, plusses, and

crosses, along with a line connecting the means of each combination indi-

cating the overall tendency. The number of observations per k-IQV -level

and the respective mean are shown in figure 6.3b. It can be seen that the

5The colored version of this figure can be found online on www.springer.com under
the title of this publication.

190



variance of TCCRmodel is greater for low values of IQV . However, the av-

erage TCCRmodel decreases with increasing IQV . This has been expected,

because values are hit more easily, if the distribution is skewer.

Using ANOVA, it can be assessed whether the mean differences among

the IQV values per number of target values k are significant. As shown in

figure 6.3b, all residuals are normally distributed for every level of k and

IQV (as measures by the Shapiro-Wilk test), so thatANOVA statistic can

be calculated. The distributions of the variances of IQV are heteroscedastic

for every level of k (as measured by Levene’s test), so that Welch’s ANOVA

is used. While the means differ significantly for k = 2 and k = 4, the

mean differences are not significant for k = 3 at a α = 5% level of signifi-

cance. IQV cannot be regarded as a strong predictor for TCCRmodel. Its

interaction with other predictors is more closely examined in chapter 7.2.

Variables that did not pass the quality check have already been deleted

during the data generation phase. It has become clear that target variables

with a low IQV are generally not suited for data augmentation. It is difficult

to differentiate between target values, if only a small portion of the donors

show particular target values. From figure 6.3, it can further be seen that

the variance of TCCRmodel is unacceptably high for IQV < 0.8. It indicates

that only evenly distributed target variables are a guarantee for good data

augmentation results. As found earlier, a target variable sufficiently even

has at least 20% of occurrences per target value.

Figure 6.4 shows a box plot for the distribution of TCCRmodel values

across all augmentations by augmentation method used. It can be seen that

conditional mode imputation is generally inferior to logistic regression and

nearest neighbor hot deck. The average TCCRmodel of conditional mode

imputation is 44%, as compared to 56% for both logistic regression and

nearest neighbor hot deck. The variation is bigger, ranging from 32% to 59%

for half of the observations. The results from logistic regression and nearest

neighbor reach better TCCRmodel values, where half of the augmentations

reliably vary between 50% and 64%. Logistic regression results are mostly
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Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 0.69 0.79 0.84
Q3 0.59 0.62 0.64
Median 0.49 0.59 0.58
Mean 0.44 0.56 0.56
Q1 0.32 0.54 0.50
Min 0.07 0.08 0.21
Sh.-W. 0.91 0.85 0.97
p-value <.001 <.001 <.001

Test F p

ANOVA 124.31 <.001
Levene 53.27 <.001
Welch’s ANOVA 99.87 <.001

Measures

Figure 6.4: Distribution of all TCCRmodel values by applied augmentation
method

found between 54% and 62%. The total correct classification rate cannot

be judged in absolute terms, as it is highly dependent on the distribution of

the target variable. However, because all augmentations are performed for

the same source-target combinations, the relative differences are notable.

An ANOVA is calculated in order to judge whether the mean differ-

ences of the methods are significant. From the Shapiro-Wilk test, it can be

concluded that the residuals are normally distributed. The value of the

W statistic for Shapiro-Wilk’s test for normally distributed residuals (W )

as shown in figure 6.4b is close to 1 for all augmentation methods. The

variances are not equal, which is confirmed by Levene’s test yielding a high

F value, so that the null hypothesis of equal variances needs to be rejected.

Because of that, Welch’s variance-weighted ANOVA is used to assess the

variance of the means. The F value is greater than 1, so that the null

hypothesis of equally distributed means is rejected. The difference is signif-

icant with α = 5%: TCCRmodel does not have equal means for the methods

used. From the box plot, it can be seen that the means of logistic regression

and nearest neighbor hot deck are equal. The performance of these two

methods is explored in more detail in chapter 6.4.
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6.3.2 Correct classification rate of the target value

The precision is a measure of how well a single desired target value is aug-

mented. The desired value is referred to as positive predictive value, be-

cause it is derived from medical tests and the proportion of positively tested

patients being correctly diagnosed (Altmann & Bland, 1994). This is es-

pecially important for selection tasks, where one specific output value is of

interest. It differs from the previous measure in that it only regards the

proportion of the correctly augmented target values to the true elements

carrying that value. The following calculation is adapted from Hattum and

Hoijtink (2008b) so as to fit our notation concept.

Calculation Let ytarget be a target value relevant to a database marketing

problem. The number of recipients that have the target value are denoted

as r(ytarget). The correct classification rate of the target value (CCR) is

calculated by the number of hits regarding this value ytarget, divided by all

recipients that have the positive value r(ytarget).

CCRtarget =

∑r(ytarget)
i=1 hi

r(ytarget)
∀ hi =

⎧⎨
⎩1 if ytarget = ŷ

0 if ytarget �= ŷ
(6.2)

CCRtarget ranges between 0 and 1. While TCCRmodel = 100% is a

perfect augmentation, CCRtarget = 100% does not necessarily lead to a

good selection criterion. It provides no information on the false positives.

In a data augmentation where no differentiation is possible, CCRtarget is

100%, if the desired target value is the most frequent value, and 0%, if it is

a less frequent value. No selection is possible, because not only the recipient

with the desired target value are augmented this value, but all others, too.

Example y4 is the desired value of Target 1 in the previous example

stated in table 6.3 on page 186. The number of true positives is 2,486,

whereas 4,093 recipients actually have that value. The precision in this case
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is CCRtarget(y4) = 2,486
4,093 = 0.61. 61% of the target values are hit by the

model. TCCRmodel and CCRtarget are not dependent. Especially, if the

desired value occurs seldom in a source, CCRtarget can be low, although

TCCRmodel is high.

Method Conditional Mode Logistic Regression Nearest Neighbor

CCRtarget(y4) 0.53 0.73 0.61

Table 6.5: Exemplary CCRtarget(y4) values in the case of Target 1 and
Donors c s6

A within case analysis is possible, when comparing the CCRtarget values

for the same source-target combination, but different augmentation meth-

ods. In our example from chapter 6.1, nearest neighbor hot deck reached

a correct classification rate of 61% for y4. However, logistic regression per-

formed even better and lead to CCRtarget(y4) = 73%. It would be the best

choice in this case. Conditional mode imputation resulted in a 53% correct

classification rate for y4. In this manner, we have reported the CCRtarget

measures for every case, with a value saved for each method used.

Analysis Figure 6.5 shows the distribution of CCRtarget among the aug-

mentations for different levels of ntarget. In order to calculate CCRtarget,

one of the values of each target variable has been assigned to be of particu-

lar interest. In figure 5.6 on page 161 in chapter 5.2.2, the respective value

is shaded blue. It is the highest target value each, e.g. the highest income

class for all levels of the household income. Only this value is regarded when

calculating CCRtarget.

Pertaining to CCRtarget, neither k nor IQV are relevant parameters to

be analyzed. k is not of interest, because only one target value is regarded.

In this case, the target value is virtually reduced to two values: the target

value versus all others. The same is true for IQV , because IQV relates

to the distribution of all observations among the target values. Because

of that, ntarget is regarded. It relates to the number of recipients in the
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customer database actually having the target value sought. CCRtarget is

expected to increase with increasing ntarget, because the chance of hitting

the target value is higher if more recipients have this value.

Box plot

n target 3,849 6,006 8,543

N 129 142 147
Max 0.44 0.74 0.99
Q3 0.25 0.58 0.80
Median 0.14 0.47 0.66
Mean 0.17 0.43 0.50
Q1 0.10 0.37 0.00
Min 0.00 0.00 0.00
Sh.-W. 0.94 0.89 0.81
p-value <.001 <.001 <.001

Test F p

ANOVA 46.76 <.001
Levene 93.30 <.001
Welch’s ANOVA 128.46 <.001

Measures

Figure 6.5: Distribution of all CCRtarget values by number of observations with
the target value ntarget

The assumption is confirmed when regarding the means in the boxplot

in figure 6.56. The means roughly follow a positive line. This is confirmed

by ANOVA. A calculation of ANOVA is possible, because the residuals are

normally distributed as confirmed by the results of the Shapiro-Wilk test

in figure 6.5b. The variances are not equal, so that Levene’s test yields a

significant F value. The F value of Welch’s ANOVA is above 1 and hence

significant. The variation can be high, because it depends on the respective

target variable used. The box of the box plot occupies almost the whole

range of possible CCRtarget values for ntarget = 7, 070 and ntarget = 8, 543.

The mean CCRtarget values for ntarget = 4, 093 and ntarget = 7, 140 are

noticeably higher than the general trend. It becomes clear that other factors

also influence CCRtarget, e.g. the predictive power of the link variables.

The results for CCRtarget by augmentation method for all augmenta-

6Table 6.5b only contains selected measures for illustration purposes. The full table
can be found in table 9.2 on page 304 in the appendix.
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Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 0.82 1.00 0.92
Q3 0.42 0.74 0.64
Median 0.17 0.55 0.50
Mean 0.25 0.51 0.49
Q1 0.02 0.23 0.32
Min 0.00 0.00 0.08
Sh.-W. 0.89 0.95 0.98
p-value <.001 <.001 <.001

Test F p

ANOVA 176.49 <.001
Levene 67.11 <.001
Welch’s ANOVA 189.08 <.001

Measures

Figure 6.6: Distribution of all CCRtarget values by applied augmentation
method

tions are shown in figure 6.6 using box plots. Again, conditional mode

imputation is inferior to logistic regression and nearest neighbor hot deck.

CCRtarget is 25% on average for conditional mode imputation, versus 51%

for logistic regression and 49% for nearest neighbor hot deck. This time,

the variation for logistic regression is greater than for nearest neighbor hot

deck. The main part of logistic regression results varies between 23% and

74%. For nearest neighbor hot deck, it varies only between 32% and 64%.

This is confirmed by ANOVA. It can be conducted, because the residuals of

all classes are normally distributed (all values of the Shapiro-Wilk statistic

are significant), but Welch’s ANOVA has to be used, because the variances

are not equally distributed (F = 67.11 for Levene’s test). From the p-value

of Welch’s ANOVA, it can be seen that there is a significant difference be-

tween the means of the methods. While conditional mode imputation does

not seem to be a relevant method, the decision between logistic regression

and nearest neighbor hot deck is not as obvious. More influencing parame-

ters are examined in chapter 7.2 to give a substantiated recommendation.
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6.4 Model lifts assessing the results

The model lift (ML) is a measure of how much the model increased the

data augmentation results, when compared to results that could have been

achieved without using augmentation results. To that end, TCCRmodel is

compared to a total correct classification rate that could be achieved if the

data augmentation results were not known. By means of TCCR and ML,

data augmentation results can be evaluated internally. Different conditions

for data augmentation can be compared using appropriate tests.

In our study, we assess and compare four different model lift measures.

They have different use cases and relate to different states of information.

For example, the state of information can differ in terms of the true target

variable distribution in the recipient unit. If the overall distribution was

known, the state of information is better than if it was not known. This is

explained in more detail in this chapter. Furthermore, like for the accuracy

measures, different measures are available depending on whether segmenta-

tion or selection is the database marketing goal for the augmentation. In

the following, each of the four measures is explained and its respective use

case is explicated. The chapter is finished with a comparison of the four

model lift measures and their respective advantages and disadvantages.

Of the four measures, only the first is derived from Ratner’s (2003) and

Hattum and Hoijtink’s (2008b) literature. We extend the idea of the model

lift to three other measures, which respect other use cases and states of in-

formation each. Ratner’s (2003) and Hattum and Hoijtink’s (2008b) model

lift is used for the internal evaluation of segmentations. We examine their

model lift measure more thoroughly and add some general rules and ranges

to the discussion. Their model lift measure implicitly requires knowledge

on the overall distribution of the target variable in the recipient unit. We

introduce their model lift measure first, before extending it to other use

cases, where other intentions and requirements apply.
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6.4.1 Model lift (chance)

In order to calculate a model lift, i.e. a measure of how much the augmen-

tation results improved the knowledge on the recipients, the total correct

classification rate of the model is compared to a random allocation of target

values. One way of calculating a total correct classification rate that could

be achieved if the data augmentation results were not known is to establish a

total correct classification rate that is achieved when randomly distributing

target values among the recipients (Hattum & Hoijtink, 2008b).

Calculation Such a total correct classification rate TCCRchance is cal-

culated by the sum of squared expected percentages of each target value,

given the number of recipients r(yi) that have the respective target value

(Ratner, 2003, p. 182).

TCCRchance =

k∑
i=1

(
r(yi)

r

)2

(6.3)

The model lift MLchance is calculated as the total correct classification

rate of the model, divided by the total correct classification rate that would

have been achieved by chance (Ratner, 2003, p. 221f). It is an index showing

how much the model increased (or decreased) TCCRmodel, compared to

TCCRchance.

MLchance =
TCCRmodel

TCCRchance
(6.4)

MLchance cannot be used without limitations, if different target vari-

ables and their augmentation results are compared. MLchance has different

ranges depending on the skewness and the number of target values in the

domain. Both TCCRchance and TCCRmodel values are dependent on this

distribution. Target variables with a skew distribution generally have higher

TCCRchance values than those with symmetric distributions, because the

target value which occurs most often is hit more easily. Equally, target
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variables with a low number of values generally have a higher TCCRmodel

than those with a high number of target values, because there is not so

much variability among the target values, so that values are hit more easily.

Neither Ratner (2003) nor Hattum and Hoijtink (2008b) described these

properties in more detail. However, if different model lift measures shall be

compared, like in our case study, it is important to respect these ranges.

The range of the total correct classification rate achievable by chance is

0 < TCCRchance < 1. In contrast to TCCRmodel, it can never be equal 0

or 1. Every target value needs to appear at least once in the donor unit.

No general advice can be given on the maximum applicable skewness of

a distribution. It depends on the size of the donor unit, the size of the

recipient unit, and the information value of the target variable to a specific

database marketing problem. We therefore only require a target value to

occur at least once. In theory, the highest possible TCCRchance is given

by the following equation, where r(y1) = r(y2) = ... = r(yk−1) = 1 and

r(yk) = r − k − 1.

max(TCCRchance) = (k − 1)×
(
1

r

)2

+

(
r − k − 1

r

)2

(6.5)

In the skewest possible distribution, every but one target value has only

one element in the recipient unit and the other target value has all other

elements. In this case, max(TCCRchance) converges to 1 with increasing

k and r. max(TCCRchance) does not vary much, as even in the small-

est case k = 2 and with a low number of recipient (e.g. r = 100), the

maximum total classification rate achieved by chance would be 0.98. In

contrast to max(TCCRchance), min(TCCRchance) depends on k. The low-

est TCCRchance value possible is that of a symmetrically distributed target

variable, where r(y1) = r(y2) = ... = r(yk) =
r
k .

min(TCCRchance) = k ×
( r

k

r

)2

=
1

k
(6.6)
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The minimal total correct classification rate that can be achieved by

chance is highest, if k = 2. With raising k, it converges to 0. Accordingly,

max(TCCRchance) is different for differing target variables. This limits the

possibility to compare the model lift of augmentations with differing target

variables. While the smallest possible model lift min(MLchance) is always

0 (if TCCRmodel = 0), the highest possible model lift max(MLchance) is

defined by TCCRmodel = 1 and min(TCCRchance).

For example, if a recipient unit had 10,000 recipients and a maximally

skew binary target variable with r(y = 1) = 9, 999 and r(y = 0) = 1,

the highest possible value of TCCRchance would be 0.9998. If the aug-

mentation was perfect with TCCRmodel = 1, the highest possible value of

MLchance would be 1.0002. Thus, even for a perfect augmentation, only

a minimal model lift would be possible. Contrarily, if a binary variable

was equally distributed with r(y = 1) = 5, 000 and r(y = 0) = 5, 000, the

highest possible value of MLchance would be 2, because min(TCCRchance)

would equal 0.5. In that case, the data augmentation model provides 100%

more correct hits for all target values than would have been achieved by

chance. This is even more obvious for a target variable with four target

values, like in our example. For four target values, the maximal model lift

varies between 1.0004 ≤ max(MLchance) ≤ 4. A model lift of 1.53 for a

binary target variable is therefore better than the same model lift for a tar-

get variable with four target values. Table 6.6 shows the different ranges

for min(TCCRchance), max(TCCRchance), and resulting max(MLchance)

values for different target values.

Accordingly, MLchance values cannot be compared for different target

variables. Only if MLchance is regarded pertaining to the variance and the

number of target values, it is possible to compare different target variables.

While the boundaries of the model lift are defined by the properties of the

target variable, the value itself is also influenced by the link variables. The

number of link variables and the explanatory power of these link variables

regarding the target variable explain much of the variability of the model
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r=10,000

k min(TCCRchance) max(TCCRchance) min(MLchance) max(MLchance)

2 0.500 0.9998 0 2.00

3 0.333 0.9996 0 3.00

4 0.250 0.9994 0 4.00

5 0.200 0.9992 0 5.00

6 0.167 0.9990 0 6.00

7 0.143 0.9988 0 7.00

8 0.125 0.9986 0 8.00

Table 6.6: Examples for upper and lower boundaries of total correct classifica-
tion rate and model lift for random allocation of values given different
numbers of target values

lift. The quality of any data augmentation project highly depends on these

properties (Kamakura & Wedel, 1997). When building a model for varying

target variables, the number of target values k, the index of qualitative

variation IQV , and a measure for the predictive power of the link variables

need to be incorporated as moderators into the model.

The model lift relativizes the total correct classification rate by dividing

it by TCCRchance, the total correct classification rate achieved by a random

allocation of target values. By MLchance, it is possible to compare different

data augmentations using the same target variable. It is an artificial mea-

sure, because in a practical application, the true distribution of target values

in the recipient unit is not known. Because it is not known, TCCRchance

cannot be achieved in a practical application. Thus, it would be wrong to

state that the knowledge has increased by MLchance after having used data

augmentation.

Example In the example shown in table 6.3 on page 186 in chapter 6.3.1,

the total correct classification rate achieved by a random allocation of target

values is calculated as follows.
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TCCRchance = (
1, 851

11, 560
)2 + (

2, 043

11, 560
)2 + (

3, 573

11, 560
)2 + (

4, 093

11, 560
)2 = 0.28

(6.7)

It means: If all values were allocated randomly, knowing that the distri-

bution of Target 1 is (r(y1) = 1, 851, r(y2) = 2, 043, r(y3) = 3, 573, r(y4) =

4, 093) in the recipient unit, 28% of the values would also be hit by chance.

This comparison measure requires an upfront knowledge on the overall dis-

tribution of the target variable in the recipient unit.

In the same example, MLchance = TCCRmodel

TCCRchance
= 0.43

0.28 = 1.53. The data

augmentation model provides 53% more correct hits for all target values

than would have been hit by chance. The effects of variance and number

of target values of the target variables are balanced out, because not only

the dividend increases with raising variance and number of target values,

but also the divisor. Thus, the MLchance measure is a more comparable

measure than TCCRmodel. MLchance is a good measure for comparing

results between cases, e.g. for different sources.

Method Conditional Mode Logistic Regression Nearest Neighbor

MLchance 1.23 1.40 1.53

Table 6.7: Exemplary MLchance values in the case of Target 1 and Donors c s6

When augmenting values for Target 1 using Donors c s6 as a source in

our example from chapter 6.1, conditional mode imputation leads to a model

lift of 1.23, logistic regression to a model lift of 1.41, and nearest neighbor

hot deck to a model lift of 1.53. In this case, nearest neighbor hot deck

would be the best choice for a data augmentation method. In this manner,

we have reported the MLchance measures for every case, with a value saved

for each method used.

Analysis The results of MLchance observed in our case study differenti-

ated by k are shown in figure 6.7. The variation increases with increasing k.
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50% of the augmentations vary between 1.10 and 1.20 for k = 2, as opposed

to 0.87 and 1.30 for k = 3, and 0.71 and 1.37 for k = 4. Levene’s test for

equal variances yields a significant F value, indicating heteroscedasticity. It

can be expected that target variables with more target values would have

an even bigger variance, with a core range (Q1) starting well below and

averaging (mean) below MLchance = 1.

Box plot

k 2 3 4

N 829 437 293
Max 1.31 1.74 1.61
Q3 1.20 1.30 1.37
Median 1.17 1.13 1.14
Mean 1.14 1.05 1.02
Q1 1.10 0.87 0.72
Min 0.80 0.12 0.17
Sh.-W. 0.92 0.92 0.91
p-value <.001 <.001 <.001

Test F p

ANOVA 28.11 <.001
Levene 195.63 <.001
Welch’s ANOVA 24.63 <.001

Measures

Figure 6.7: Distribution of all MLchance values by number of target values k

The means decrease from 1.14 for k = 2 to 1.05 for k = 3 and 1.02 for

k = 4. These differences are significant, as confirmed by Welch’s ANOVA.

It is used, because the variances are not equal. The normality prerequisite

is met, because the Shapiro-Wilk statistics are significant for all levels of k.

This is similar to the distribution of TCCRmodel by k as shown in figure

6.2 on page 188 in chapter 6.3.1. However, the differences are not as strong.

Because TCCRmodel and TCCRchance are positively correlated, the effect

of TCCRmodel is relativized by TCCRchance.

In terms of IQV , TCCRmodel and MLchance differ, as shown in figure

6.87. While the TCCRmodel values were higher for lower values of IQV ,

this is no longer true for MLchance. The target values are hit more easily for

7The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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Scatter plot

IQV N Mean Sh.-W. p-value

k=2
0.89 129 1.19 0.82 <.001
0.94 146 1.10 0.93 <.001
0.98 137 1.16 0.96 <.001
0.98 137 1.17 0.94 <.001
0.99 138 1.09 0.90 <.001
1.00 142 1.14 0.91 <.001
k=3
0.62 147 0.90 0.77 <.001
0.81 143 1.04 0.94 <.001
0.91 147 1.20 0.91 <.001
k=4
0.74 147 0.87 0.89 <.001
0.96 146 1.18 0.97 <.001

k Test F p

2 ANOVA 26.93 <.001
Levene 15.74 <.001
Welch’s A. 28.90 <.001

3 ANOVA 26.04 <.001
Levene 133.38 <.001
Welch’s A. 21.56 <.001

4 ANOVA 49.18 <.001
Levene 151.65 <.001
Welch’s A. 49.38 <.001

Measures

Figure 6.8: Distribution of all MLchance values by number of target values k
and index of qualitative variance IQV

skew variables in a data augmentation, but the same applies to the random

distribution to which it is compared for the model lift. After having been

corrected for TCCRchance, the results are better for high IQV values. For

k = 3 and k = 4, the means rise for increasing IQV . This is confirmed

by Welch’s ANOVA, which is used because the variances are not equal (as

measure by Levene’s test). The means of MLchance given IQV significantly

differ for k = 2, too. However, the direction is not as clear. This could be

due to the low range of IQV for k = 2 (all observations have high IQV

values). It could also be that the association of IQV and MLchance is more

complex. This is further explored in chapter 7.2.

In our case study, the average model lift for IQV < 0.8 is below 1.

This confirms the earlier finding. The characteristics of the target variable

204



give insight into possible exit criteria. Suitable target variables can be

used for data augmentation purposes, while one should refrain from data

augmentation, if these criteria are not met.

Finding: Only evenly distributed target variables are suitable

for data augmentation, in a way that every value occurs at least

for 20% of the donors. Therefore, only target variables with at

most 5 target values can be taken into consideration. The IQV

value should be at least 0.8.

Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 1.27 1.47 1.74
Q3 1.17 1.23 1.28
Median 1.07 1.19 1.17
Mean 0.93 1.17 1.18
Q1 0.84 1.16 1.05
Min 0.12 0.17 0.66
Sh.-W. 0.81 0.74 0.98
p-value <.001 <.001 <.001

Test F p

ANOVA 177.57 <.001
Levene 52.75 <.001
Welch’s ANOVA 132.15 <.001

Measures

Figure 6.9: Distribution of all MLchance values by applied augmentation
method

If the available target variables are suitable, the main question for the

database marketing analyst is which method should be used for data aug-

mentation. Figure 6.9 shows the differences in MLchance pertaining to the

applied augmentation method. Again, conditional mode imputation per-

forms worse than the two other methods. It has a mean of 0.93 and varies

mainly between 0.84 and 1.17. In contrast, logistic regression and near-

est neighbor hot deck have means of 1.17 and 1.18, respectively. Welch’s

ANOVA confirms that the means of all three methods are not equal (it is

used, because the F value of Levene’s test is significant, indicating unequal
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variances). However, the difference between the mean of logistic regres-

sion and nearest neighbor hot deck is not significant8. It can thus be said

that logistic regression and nearest neighbor hot deck results are signifi-

cantly higher than those of conditional mode imputation. The results of

conditional mode imputation are even below MLchance = 1 on average, so

that they are not better than those of a random allocation of target val-

ues. Performing data augmentation with conditional mode imputation is

not effective.

Finding: Nearest neighbor hot deck and logistic regression are

superior to conditional mode imputation.

There are also augmentations using logistic regression or nearest neigh-

bor hot deck which do not satisfy the MLchance = 1 precondition. However,

most of the observations can be found between 1.16 and 1.23 for logistic re-

gression and between 1.05 and 1.28 for nearest neighbor hot deck. Nearest

neighbor hot deck even reaches MLchance values of 1.74, which means that

true values are hit 74% more likely than when having no other knowledge

than the overall distribution.

Finding: Nearest neighbor hot deck can lead to higher model

lifts than logistic regression. However, the variance of logistic

regression results is lower.

Although this is a central finding, it is not yet helpful. Database mar-

keting analysts would not know which method to use, i.e. how to achieve

the best augmentation results. Nearest neighbor hot deck is more effective,

because results are slightly better on average and because there are less

negative outliers. But logistic regression results are less variable, so that

8The parameter estimates of conditional mode imputation and logistic regression are
contrasted to nearest neighbor hot deck by solving the normal equations of the ANOVA
model (SAS Institute Inc., 2014d). The table of parameter estimates for this ANOVA
model solution can be found in table 9.3 on page 304 in the appendix.
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this certainty could be preferable in a marketing context. Some more infor-

mation is needed in order to make the decision. This is regarded in detail

in chapter 7.2.

6.4.2 Model lift (target)

If only a certain target variable parameter ytarget is of interest, a model

lift MLtarget is calculable by comparing the correct classification rate of

the target value CCRmodel to the correct classification rate that can be

achieved for this value by chance CCRchance.

Calculation CCRchance is calculated by the squared expected percent-

ages of the target value, given the number of recipients r(ytarget) that have

the respective target value. The model lift MLtarget is calculated as the

correct classification rate of the target value, divided by the correct classifi-

cation rate that would have been achieved by chance. It is an index show-

ing how much the model increased (or decreased) CCRmodel, compared to

CCRtarget.

MLtarget =
CCRmodel

CCRchance
=

hi

r(
r(ytarget)

r

)2 (6.8)

As for MLchance, the range of MLtarget differs depending on the number

of target values k and the distribution of the target variable as measured by

IQV . For an evenly distributed target variable with k = 2, the maximum

MLtarget is 4, because the minimum CCRtarget =
(
1
2

)2
= 0.25. In contrast

to MLchance, however, the minimum CCRtarget is not necessarily smallest

for an evenly distributed variable. Because only the positive part of the

target values is of interest, the minimum CCRtarget converges to 0 with

increasing IQV , if ytarget is a value occurring less often than other values.

It converges to 1 with increasing IQV , if ytarget is a value occurring more

often than other values. MLtarget theoretically varies between 0 and infinity.
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It is, like MLchance, not comparable among target variables with different

target values and different distributions.

MLtarget regards the model lift regarding a specific target value. If the

publisher from our previous example would like to contact customers inter-

ested in shoes, he does not care about how many customers not interested

in shoes were hit correctly. His only measure is how many positive values

were hit. If this number is significantly higher than what could have been

achieved by chance, the augmentation is successful. If segmentation is the

database marketing goal, MLchance is a meaningful measure. If selection

is the database marketing goal, MLtarget is more meaningful. It isolates

the model lift of the relevant value without taking into account hit rates of

other values. MLtarget can be high, if MLchance is low, and vice versa.

Example In the example shown in table 6.3 on page 186, CCRchance =(
4,093
11,560

)2

= 0.13 for y4. If all values are allocated randomly, knowing

that 4,093 of 11,560 recipients have value y4, 13% of the values are also

hit by chance. This comparison measure requires an upfront knowledge on

the overall distribution of the target variable in the recipient unit. Con-

sequently, MLtarget = CCRmodel

CCRchance
= 0.61

0.13 = 4.85. The data augmentation

model provides 384% more correct hits for the desired target value than

would have been hit by chance.

Method Conditional Mode Logistic Regression Nearest Neighbor

MLtarget 4.22 5.85 4.85

Table 6.8: Exemplary MLtarget values in the case of Target 1 and Donors c s6

In our example from chapter 6.1, logistic regression performed best and

reached aMLtarget value of 5.85. Nearest neighbor hot deck and conditional

mode imputation yielded MLtarget values of 4.85 and 4.22, respectively.
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Analysis The distribution of all CCRtarget values by number of target

values ntarget can be observed in figure 6.109. In order to calculateMLtarget,

one of the values of each target variable has been assigned to be of particular

interest, as described for the CCRtarget in chapter 6.3.2. Only this value is

regarded when calculating CCRchance and CCRtarget.

Box plot

k 3,849 6,006 8,543

n target 3,849 6,006 8,543
N 129 142 147
Max 3.97 2.73 1.81
Q3 2.27 2.14 1.47
Median 1.24 1.74 1.21
Mean 1.50 1.59 0.91
Q1 0.88 1.36 0.00
Min 0.01 0.00 0.00
Sh.-W. 0.94 0.89 0.81
p-value <.001 <.001 <.001

Test F p

ANOVA 58.78 <.001
Levene 44.82 <.001
Welch’s ANOVA 38.70 <.001

Measures

Figure 6.10: Distribution of all MLtarget values by number of observations with
the target value ntarget

Like MLchance, MLtarget is relativized in comparison to CCRtarget,

because target values with a high ntarget values are hit more easily in the

augmentation, but also more easily in a random allocation as represented by

CCRchance. The differences of the means are confirmed byWelch’s ANOVA,

which is used due to the unequal variances. However, some means depart

more noticeably from the overall mean of MLtarget = 1.67 than others.

It becomes obvious that those having already stood out in the boxplot of

CCRtarget (figure 6.5 on page 195 in chapter 6.5) even more clearly stand

out here. The meanMLtarget values for ntarget = 4, 093 and ntarget = 7, 140

are well above average. This confirms our earlier finding that other factors

also influence MLtarget. ntarget only seems to be a weak predictor.

9Table 6.10b only contains selected measures for illustration purposes. The full table
can be found in table 9.4 on page 305 in the appendix.
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Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 4.59 6.45 5.03
Q3 1.84 2.43 2.42
Median 1.00 1.78 1.94
Mean 1.11 1.94 1.99
Q1 0.11 1.15 1.44
Min 0.00 0.00 0.27
Sh.-W. 0.91 0.91 0.96
p-value <.001 <.001 <.001

Test F p

ANOVA 118.63 <.001
Levene 19.77 <.001
Welch’s ANOVA 131.35 <.001

Measures

Figure 6.11: Distribution of all MLtarget values by applied augmentation
method

Figure 6.11 shows the box plots for the three augmentation methods

used measured by MLtarget for all augmentation results. Again, the in-

feriority of conditional mode imputation can be observed. Results can be

found on the whole range between 0 and 4, while only outliers exceed 4.

Logistic regression and nearest neighbor hot deck reach MLtarget values up

to 6.5 and 5, respectively. The mean difference is also shown by the high F

value of Welch’s ANOVA, which is used because Levene’s homoscedasticity

test yields a significant F value. The upper border of the box as well as

the whisker indicating the maximum value observed for logistic regression

slightly exceed the nearest neighbor hot deck results in terms of MLtarget,

but not significantly10. Like for MLchance, logistic regression and near-

est neighbor hot deck are superior to conditional mode imputation when

regarding the distribution of MLtarget by method.

10The table of parameter estimates for this ANOVA model solution can be found in
table 9.5 on page 305 in the appendix.
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6.4.3 Model lift (uniform)

If all target values are equal, it is referred to as a uniform distribution. When

comparing TCCRmodel to a distribution where all recipients are assigned the

same, most frequent value, another model lift can be calculated. To assign

the same value to all recipients does not enable segmentation or selection

based on the augmented variable. All the more, the comparison to such a

uniform distribution is reasonable. Albeit being undesirable, it can happen

in practice that the link variables are too weak to discriminate between

the target values, so that the same (usually the most frequent) value is

assigned to all recipients. In this case, MLchance would result in a value

above 1, diluting the database marketing analyst into having successfully

augmented the target variable. Such a prediction error is easily detectable

after the augmentation, because the resulting distribution of target values is

observable. However, in the case study context, it makes sense to introduce

and regard this model lift measure for quality check purposes.

Calculation The total correct classification rate TCCRuniform that

would be achieved if all recipients were augmented the most frequent value

in the recipient unit ymax, max(r(y1), r(y2), ..., r(yk)) is calculated by the

number of correctly classified recipients divided by the number of all recip-

ients:

TCCRuniform =

∑r
i=1 hi

r
∀ hi =

⎧⎨
⎩1 if y = ymax

0 if y �= ymax

(6.9)

TCCRuniform can never equal one, because only target variables with at

least two target values are taken into consideration for data augmentation

purposes.

The respective model lift MLuniform is calculated as the total correct

classification rate of the model, divided by the total correct classification

rate that would be achieved if all recipients were augmented the same, most
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frequent, value. It is an index showing how much the model increased (or

decreased) TCCRmodel, compared to TCCRuniform.

MLuniform =
TCCRmodel

TCCRuniform
(6.10)

Inherently, MLuniform is more strict than MLchance. While

TCCRmodel does not change, TCCRuniform > TCCRchance. As for

TCCRchance, TCCRuniform is influenced by the target variable charac-

teristics. The skewest possible distribution is that in which every but

one target value has only one element and the other target value has all

other elements. The highest possible TCCRuniform converges to 1 with

increasing r and a limited k. It is given by max(TCCRuniform), with

r(y1) = r(y2) = ... = r(yk−1) = 1 and r(yk) = r − k.

max(TCCRuniform) =
r − k − 1

r
(6.11)

min(TCCRuniform) depends on k. The lowest possible TCCRuniform

is that of a perfectly equally distributed target variable with r(y1) = r(y2) =

... = r(yk) =
r
k .

min(TCCRuniform) =
1

k
(6.12)

The range of possible TCCRuniform values is similar to the range of

possible TCCRchance values. It also depends on the number of target values

of the target variable k and the index of qualitative variation IQV . Hence,

when building a model on MLuniform for varying target variables, these

moderators need to be incorporated into the model.

Example The number of correctly classified recipients can be obtained

by creating a two way frequency table, only this time all but one column

contain zeros only, as shown in table 6.9. In the example, TCCRuniform =
0+0+0+4,093

11,560 = 0.35.
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True y1 True y2 True y3 True y4 Row sum

Classified ŷ1 0 0 0 0 0

Classified ŷ2 0 0 0 0 0

Classified ŷ3 0 0 0 0 0

Classified ŷ4 1,851 2,043 3,573 4,093 11,560

Column sum 1,851 2,043 3,573 4,093 11,560

Table 6.9: Two-way frequency table for a uniformly distributed target variable
based on Target 1

In the example shown in table 6.3 on page 186, MLuniform = 0.43
0.35 = 1.20

for the nearest neighbor hot deck method. The data augmentation model

provides 20% more correct hits for all target values than if all recipients

were augmented the same most frequent value.

Method Conditional Mode Logistic Regression Nearest Neighbor

MLuniform 0.97 1.11 1.20

Table 6.10: Exemplary MLuniform values in the case of Target 1 and
Donors c s6

With MLuniform = 1, it is very likely that the method has not been able

to discriminate between the target values at all. Cases where no discrim-

ination was possible have already been removed during the quality check

described in chapter 6.2. Nevertheless, all augmentations should at least re-

sult inMLuniform = 1 in order to have a significant informative value for the

customer database. The MLuniform reached for our example from chapter

6.1 as shown in table 6.10 are slightly lower than the MLchance values, with

MLuniform = 0.97 for conditional mode imputation, MLuniform = 1.11 for

logistic regression, and MLuniform = 1.20 for nearest neighbor hot deck. In

this case, conditional mode imputation does not reach the minimum crite-

rion for a good augmentation of MLuniform = 1. However, it is not equal

to 1 either, which would be an indicator for a uniform distribution.

Figure 6.12 shows the distribution of MLuniform by augmentation

method for all augmentations. For MLuniform, the mean of conditional

mode imputation is 0.79, 0.98 for logistic regression, and 0.99 for nearest

213



Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 1.17 1.19 1.29
Q3 1.02 1.06 1.10
Median 0.92 1.02 1.00
Mean 0.79 0.98 0.99
Q1 0.66 1.00 0.91
Min 0.09 0.12 0.48
Sh.-W. 0.85 0.68 0.97
p-value <.001 <.001 <.001

Test F p

ANOVA 134.90 <.001
Levene 92.55 <.001
Welch’s ANOVA 94.79 <.001

Measures

Figure 6.12: Distribution of all MLuniform values by applied augmentation
method

neighbor hot deck. Again, the comparison of means shows that the means

of the methods are significantly different. However, when regarding the

parameter estimates of the ANOVA model, only conditional mode imputa-

tion differs significantly from nearest neighbor hot deck, logistic regression

does not11. On average, data augmentation results are therefore not bet-

ter in terms of hits than if all customers were assigned the same, true but

unknown most frequent value. However, data augmentation results enable

data selection, as long as at least two target values have been augmented.

A uniform distribution does not enable data selection, because all recipi-

ents receive the same value. The uniform distribution is therefore not an

alternative to which the augmentation results are compared. It serves as

a quality check criterion. We come back to the average MLuniform values

in chapter 7.3.3, where all KPIs are compared for the sources and methods

generally suitable for data augmentation as derived from our criteria yet to

establish in chapter 7.

11The table of parameter estimates for this ANOVA model solution can be found in
table 9.6 on page 305 in the appendix.
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6.4.4 Model lift (source)

All previous measures assume that knowledge is available on the true,

but unobservable distribution of the target variable in the recipient unit.

MLchance compares the total correct classification rate to a random distri-

bution, allocated based on the true distribution of target values. MLuniform

compares the total correct classification rate to a uniform distribution,

which assigns all recipients the true most frequent target value. For MCAR

sources, this is sufficient in order to answer the question how much the

knowledge on individual customers increased after an augmentation, be-

cause the target value distribution is equal in donor and recipient unit.

However, we explicitly address MAR sources, for which this condition is

not given. Therefore, we developed an additional model lift measure which

respects this difference.

If the distributions of the target value in donor and recipient unit differ,

the most meaningful measure is to compare the augmentation results to a

random distribution based on the target variable distribution of the source.

The distribution of the target variable in the source would be the refer-

ence, if data augmentation was not performed, because it shows the state

of knowledge before the augmentation. This distribution will be close to

the distribution within the customers, if the overlap is high, but can differ

significantly, if the overlap is low.

Calculation The comparison measure for TCCRmodel in this context is

derived from the distribution of the target variable in the donor unit. If this

distribution is applied to the recipient unit, TCCRsource can be calculated.

Figure 6.13 shows an exemplary schematic illustration of a target vari-

able with k = 3, which has a distribution of 1:1:2 in the donor unit, and

1:2:2 in the recipient unit. If the distribution of the donor unit is applied to

the recipient unit in order to calculate the total correct classification rate of

the source that can be achieved by chance, TCCRsource, a random hit rate

is calculated for the parts that are similar in both units. In the example,
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25% 25% 50%

20% 40% 40%

Target value 1

Target value 2

Target value 3

Distribution of target 
variable in the donor unit

Distribution of target 
variable in the recipient unit

20% 25% 40% >> considered for MLsource

Figure 6.13: Exemplary schematic illustration of a MLsource calculation

the random hit rate is calculated for 20% of target value 1, 25% of target

value 2, and 40% of target value 3. The remaining 15% would definitely not

lead to a hit when applied to the recipient unit. As compared to the recip-

ient unit, target value 2 is underrepresented in the donor unit. These 15%

cannot be found in any of the numerators in the calculation of TCCRsource.

TCCRsource =

k∑
i=1

(
min

(
r(y = i)

r
,
d(y = i)

d

))2

(6.13)

The according model lift measure is calculated as follows. It is an in-

dex showing how much the model increased (or decreased) TCCRmodel,

compared to TCCRsource.

MLsource =
TCCRmodel

TCCRsource
(6.14)

MLsource is equal to MLchance, if donor unit and recipient unit are

identical in terms of elements. If the distributions differ, the chance that true

values are hit by chance when using a random distribution decreases with

decreasing overlap. Accordingly, MLsource can reach much higher values

thanMLchance. The range ofMLsource is from 0 to infinity, as forMLtarget.

MLsource expresses the knowledge profit, if no other information than the
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source and its aggregated distribution is available. However, the regarded

total classification rate does not change. Only the comparison measure

changes. Thus, the augmentation does not become better. A high MLsource

value cannot be interpreted to deliver better augmentation results than that

of an augmentation resulting in a lower MLsource value. It is possible that

the initial state of information before using an unsuitable source is so low,

that data augmentation significantly increases this state of information.

Possibly, the new state of information is still unsatisfactory, not leading

to a CPL. Therefore, MLsource is not a valid measure to compare data

augmentation results between or across cases. However, given a certain

source and target variable, MLsource indeed gives an indication of how

much the state of information improved and can be compared for different

applied methods. This is referred to as within case analysis. It mirrors the

true information increase for a company, given the supposition that the true

distribution of target values in the recipient unit is not known.

Target 1 y1 (%) y2 (%) y3 (%) y4 (%) Row sum

Recipient unit 1,851 2,043 3,573 4,093 11,560

(16.0%) (17.7%) (30.9%) (35.4%) (100%)

Donors c s6 1,581 1,768 3,073 3,583 10,005

(15.8%) (17.7%) (30.7%) (35.8%) (100%)

Percentage point delta 0.2 Pp. 0.0 Pp. 0.2 Pp. −0.4 Pp.

Table 6.11: Distributions of the values of Target 1 in the recipient unit and the
donor unit Donors c s6

Example The observed frequencies for Target 1 in Donors c s6 are shown

in table 6.11. The values in figure 6.3 on page 186 were augmented there-

from. As the overall overlap is 87%, the distributions of donor and recipient

unit do not differ greatly. If all values were allocated randomly, assuming

that 15.8% of the elements have value y1, 17.7% have value y2, 30.7% have

value y3, and 35.8% have value y4, 13% of the values would also be hit by

chance. In this case, TCCRsource is calculated as follows.
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TCCRsource =

(
min

(
1, 851

11, 560
,
1, 581

10, 005

))2

+

(
min

(
2, 043

11, 560
,
1, 768

10, 005

))2

+

(
min

(
3, 573

11, 560
,
3, 073

10, 005

))2

+

(
min

(
4, 093

11, 560
,
3, 583

10, 005

))2

= 0.13

Consequently, MLsource = TCCRmodel

TCCRsource
= 0.43

0.13 = 1.54. The data aug-

mentation model provides 54% more correct hits for the desired target value

than would be hit by chance, if only knowing the donor unit distribution.

Method Conditional Mode Logistic Regression Nearest Neighbor

MLsource 1.24 1.42 1.54

Table 6.12: Exemplary MLsource values in the case of Target 1 and Donors c s6

The MLsource values for the three methods used to augment Target 1

from Donors c s6 are shown in table 6.12. All of the three values are very

similar to the MLchance values in table 6.7 on page 202 in chapter 6.4.1. If

the overlap is high, like for Donors c s6, the MLchance and MLsource values

are not significantly different. The knowledge available from the source is

already close to the true, but unobserved distribution in the recipient unit.

Analysis If the state of information is already high before the augmen-

tation, the model lift can only have a certain extent. However, we also

regarded sources with other properties in our case study. This can be seen

when regarding the MLsource ranges in figure 6.14. While most of the

MLsource values are well below 2.5, the maximum MLsource values of lo-

gistic regression and nearest neighbor augmentations reach model lifts of

11.3 and 12.5, respectively. It means that these augmentations are 12 times

as good, or more than 1,000% better, than what could be achieved with-
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out the data augmentation knowledge – taking into account the knowledge

derivable from the overall source distribution.

Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 3.35 11.3 12.5
Q3 1.58 1.75 1.82
Median 1.30 1.43 1.47
Mean 1.32 1.94 2.02
Q1 1.10 1.29 1.28
Min 0.18 0.21 0.76
Sh.-W. 0.95 0.49 0.53
p-value <.001 <.001 <.001

Test F p

ANOVA 44.01 <.001
Levene 10.81 <.001
Welch’s ANOVA 74.32 <.001

Measures

Figure 6.14: Distribution of all MLsource values by applied augmentation
method

Data augmentation results can be arbitrary high, if TCCRsource is low.

It can be seen from the boxes in the box and whiskers plot in figure 6.14

that the core of the augmentations ranges between 1.10 and 1.82 for all

methods, which is largely similar to the previous established measures. But

sources with very different distributions in donor and recipient unit cause

the outliers. The inferiority of conditional mode imputation versus logistic

regression and nearest neighbor hot deck can again be proven here when

regarding the parameter estimates of the ANOVA model12.

6.4.5 Comparison of the KPIs

The stated model lift measures have different informative values. One is

not superior to the other. Rather, their different meanings can be used

to draw different conclusions from the augmentation results. They can be

12The table of parameter estimates for this ANOVA model solution can be found in
table 9.7 on page 305 in the appendix.
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used to make within, between, and across case analysis in the case study.

A summary of the described measures is given in table 6.13.

Model lift
measure
(range)

Assumption Comparability Function

MLchance

(0 − k)
The target variable
distribution among
the recipients is
known.

Between cases with dif-
ferent sources and meth-
ods, but for the same
target variable

Standardized measure
for the overall quality
of the augmentation
results

MLtarget

(0 − ∞)
The number of re-
cipients with a de-
sired target value is
known.

Between cases with dif-
ferent sources and meth-
ods, but for the same
target variable

Measure for the qual-
ity of augmentation re-
sults, if selection is the
targeting goal

MLuniform

(0 − k)
The most frequent
target value in the
recipient unit is
known.

Between cases with dif-
ferent sources and meth-
ods, but for the same
target variable

Quality check criterion

MLsource

(0 − ∞)
The target vari-
able distribution is
known among the
donors only.

Within cases with the
same source and target
variable, using different
methods

Measure for the in-
crease in information
achieved by data aug-
mentation

Table 6.13: Comparison of different model lift measures

Within case analysis is possible, if the comparison measure is not influ-

enced by the choice of the method. As none of the model lift measures are

influences by the method, all model lift measures can used for within case

analysis. The absolute value of MLsource cannot be used for any other type

of analysis. It highly depends on the volatile comparison measure, which

results from the different source properties. A high MLsource value does

not implicate a high TCCRmodel, and vice versa.

MLsource is the only measure that truly respects the state of information

before an augmentation. The target values are not known for any of the

recipients. Likewise, the overall distribution of target values in the recipient

unit is not known. Given this supposition, the only knowledge on the target

variable is given by the source. If so, without data augmentation, only the

overall distribution is known. MLsource compares the total correct classifi-

cation rate to this state of information. Therefore, MLsource is a relevant

measure of how the state of information improved by data augmentation.
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MLchance and MLuniform are more stable than the other two measures,

because they have defined ranges, while MLtarget and MLsource range be-

tween 1 and infinity. Although the ranges differ for varying k and IQV ,

MLchance, MLtarget, and MLuniform can be compared between cases for

differing sources. Between case analysis is possible, if the properties of the

source do not influence the model lift measure. Because the three KPIs

mentioned relate to a comparison measure which is derived from the true

target value distribution in the recipient unit, it is not influenced by varying

donor units.

While TCCRchance is a measure of how well target groups could be

selected when information on the overall distribution of the target variable

is present, TCCRuniform is a measure that does not differentiate target

groups at all. Assigning the target values uniformly would not solve the

marketing problem and therefore cannot serve as a benchmark. However, it

can be seen from a managerial point of view that it is desirable to have better

data augmentation results than what could have been achieved in terms of

hits by assigning the most frequent value to all customers. Furthermore,

MLchance can be intriguing, because it is positive even if all recipients were

assigned the same target value, which is undesirable. MLuniform serves as a

quality check for these cases. It is the sternest measure. Only if MLuniform

is positive, the data augmentation is a real success.

As argued earlier, MLchance gives a good indication for the results of

segmentation. If only a single value is of interest, MLtarget measures how

well exactly this value has been augmented. The two measures can differ.

The suitable measure should be used for selection and segmentation goals,

respectively.

Across case analysis would be possible, if the measures were not in-

fluenced by the target variable properties. However, all of the KPIs are

influenced by them. Hence, across case analysis is only possible when tak-

ing into account the target variable properties. This is done in the more

detailed examination in chapter 7.
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6.5 Conversion probability lift

The final goal of data augmentation is not the augmentation results them-

selves, but the increase of conversion probabilities when using the aug-

mented variables for target group selections or segmentations. Essentially,

database marketing analysts are interested in how much the model improves

the conversion probabilities, as compared to not using the model (Ratner,

2003, p. 234). The specific use case of target group selection after data

augmentation has not yet been regarded in the existing literature. Hattum

and Hoijtink (2008b) only regarded the segmentation case. Consequently,

no measure yet exists describing the CPL for varying selections as derived

from the data augmentation results. We establish two KPIs describing the

data utility in terms of the CPL of the data augmentation results.

Calculation Let P (conv) be the conversion probability for an individual

customer and a given target variable value ŷ. Without loss of generality, let

P (conv) be an absolute value (b) if ŷ is true for a customer, and 0 otherwise.

P (conv) =

⎧⎨
⎩b if y = ŷ

0 if y �= ŷ
(6.15)

In the formula, P (conv) is directly dependent on the similarity of y and

ŷ. The model can be relaxed to a non-linear relationship and to cases where

P (conv) = a if y �= ŷ, instead of 0. In practice, the relationship can be more

complex. It has to be evaluated whether the available target variables Y

are good predictors for P (conv). This can only be evaluated externally and

cannot be shown in this study.

The conversion probability for a customer as derived from data aug-

mentation is given by the general conversion probability P (conv) and the

probability of ŷ to be true, given the corresponding link variable class:

P (conv|X) = P (conv)× P (Y = ŷ|X) (6.16)
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When segmentation is the database marketing goal, the CPL is equal to

the model lift, given that Y is a predictor of P (conv). When selection is the

database marketing goal, the CPL also depends on the number of customers

to be selected for a specific marketing campaign. In order to calculate the

conversion probability lift (CL) for a specific number of selected customers

for a direct marketing campaign (n) and for a desired target value ytarget,

the data augmentation results are sorted by P (Y = ŷtarget|X). If a certain

number of customers is selected to be contacted, e.g. n = 1, 000, the 1,000

customers with the highest P (Y = ŷtarget|X) values are selected. In our case

study, the number of hits can be observed for the customers. The number

of customers selected with the correct value, if recipients were drawn by

chance from the customer group, nchance, can be calculated by

nchance =
r(ytarget)

r
× n (6.17)

The conversion probability lift CL(N = n) is calculated as the conver-

sion probability of the selected target group with n recipients by means of

data augmentation results, divided by the conversion probability of a ran-

domly selected target group, where nhit is the number of selected customers

that were hit.

CL(N = n) =
P (conv)×nhit

n
P (conv)×nchance

n

=
nhit

nchance
(6.18)

The CPL shows how much the new selection criteria obtained by aug-

mentation increase (or decrease) the conversion probability for given n. It

is a ratio of how many customers with the desired values were hit using the

augmented data, versus using a random distribution. The CPL does not

depend on P (conv). Consequently, P (conv) does not have to be predicted

in our case study. P (conv) should be assessed during external evaluation,

where its direct implications for conversion rates and sales can be observed.
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It is desirable to know the best number of recipients, i.e. for which n

the CPL is highest. The CPL is dependent on the number of customers

selected for a target group. If the target group is large, the lift can only

have a certain extent, because the number of customers having a desired

value is limited. The uplift is easily high on a relative scale, if only a very

small number of customers is selected. However, both the small absolute

value and the small target group size are undesirable in a practical setting.

Figure 6.15 shows the distribution of correctly selected customers and

customers selected in total. In a perfect selection (a), the hit rate is 100%.

It forms the upper boundary for data selection possibilities. The line has a

slope of 1 until n = ntarget and is then flat with a slope of 0, because no

additional customers with the correct value can be added to the selection.

The hit rate achieved with the data augmentation results (b) is desired to be

closer to the perfect selection as the hit rate achieved by a random selection

(c). The random selection always has a
rtarget

r slope. It forms the lower

boundary for data selection possibilities, but it is possible that selections

cross the lower boundary.
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Figure 6.15: Conversion probabilities by data augmentation, random selection,
and perfect selection
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The vertical distance between the augmentation line and the random

selection line quantifies by how much the augmentation selection is better

than a random selection for given n. The y-value of the augmentation line

is divided by the y-value of the random selection line for the same x-value in

order to calculate a conversion uplift. From figure 6.15, it can be seen that

the CPL can be highest at n = r(ytarget), because the distance between the

random selection line and the perfect selection line is greatest, in comparison

to the distance of the random selection line to the x-axis. From the case

study results, insights on the best number of customers to select are derived.

Therefore, the n with the greatest distance between the random selection

line and the data augmentation line is calculated.

It is desirable to have a global measure in order to make a robust state-

ment on how well the data augmentation improved the conversion probabil-

ity – independent of how many customers are to be selected. In order to give

an overall indication of the conversion probability lift in general, the areas

under and between the conversion probability curves (A) are regarded. In

order to calculate the areas under the curve, the space between each curve

and the x-axis is regarded for the range between 0 and r. Aa describes the

area under the curve of the perfect selection line (I + II + III). Ab describes

the area under the curve of the data augmentation line (I + II). There is a

function f(n) describing the number of correct target values hit (h) by the

data augmentation results: f(n) =
∑n

i=1 h. Finally, Ac describes the area

under the curve of the random selection line (I).

Aa =
r(ytarget)

2

2
+ r(ytarget)× (r − r(ytarget)) (6.19)

Ab =

n∑
1

(
f(n− 1) +

f(n)− f(n− 1)

2

)
(6.20)

Ac =
r(ytarget)× r

2
(6.21)
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The line of the data augmentation selection is not a curve, but a scatter

plot with one y-value per x-value. It is continuous, so that no x-value has

a lower y-value than the previous x-value. The formula reflects the fact

that the areas are polygons. From the figure, a global CPL measure can

be derived. The area below the data augmentation selection line (Ab) and

the area below the random target group line (Ac) are compared in order to

calculate a CPL measure.

CLglobal =
Ab

Ac
(6.22)

The global CPL shows how much the new selection criteria obtained by

data augmentation increase (or decrease) the global conversion probability,

independent of n. CLglobal is limited by the perfect selection line, so that

the maximum possible CLglobal is

max(CLglobal) =
Aa

Ac
(6.23)

CLglobal varies between 1 and 2, depending on the number of target

values k and the variance as measured by IQV . The limit of max(CLglobal)

is 2 for ntarget → 0, but the actual maximum possible CPL can be smaller,

if many customers have the desired target value. To better benchmark the

measure, the area below the data augmentation selection line is compared

to the upper boundary of the perfect selection line with the conversion

probability lift magnitude (CM).

CMglobal =
Ab −Ac

Aa −Ac
(6.24)

The CPL magnitude shows how close the results using the new selection

criteria are to a perfect selection. It varies between 0 and 1, if CLglobal >= 1

and between −0 and −1, if CLglobal < 1. A small CPL does therefore not

always imply a ”bad” data augmentation. The second measure enhances
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the global CPL. Data augmentation results can have a low CLglobal, while

having a high CMglobal, and vice versa.

Examples Two examples of selected augmentations are shown in figures

6.16 and 6.17. The plots show a random selection line, a perfect selection

line, and a data augmentation selection line for each conditional mode im-

putation, logistic regression augmentation, and nearest neighbor hot deck

augmentation.

Plot

Perfect selection
Aa = 38, 938, 755.5

Augmentation results
nearest neighbor
Ab1 = 32, 019, 942.5

Augmentation results
logistic regression
Ab2 = 24, 382, 556.5

Augmentation results
conditional mode
Ab3 = 24, 609, 766.5

Random selection
Ac = 23, 657, 540

Measures

Figure 6.16: Conversion probability plot for a source with a 87% overlap rate

Figure 6.1613 shows the plot for Target 1 and source Donors c s6, which

has a 87% overlap rate regarding the recipient unit. The number of recipi-

ents with the desired target value of ntarget = 4, 093 is about a third of the

customers. The maximum possible CPL as measured by the perfect selec-

tion line is max(CLglobal) =
Aa

Ac
= 1.65. The result of the nearest neighbor

13The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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hot deck augmentation approaches the perfect selection line well. The global

CPL is high for nearest neighbor hot deck (CLglobal =
Ab1

Ac
= 1.35), as well

as the magnitude (CMglobal =
Ab1−Ac

Aa−Ac
= 55%). Conditional mode imputa-

tion and logistic regression do not perform well in this setting. Only a few

more customers are hit, compared to a random selection. The global CPL

is low (CLglobal = 1.04 for conditional mode and CLglobal = 1.03 for logistic

regression), as well as the magnitude (CMglobal = 4% and CMglobal = 3%,

respectively). The conditional mode imputation line even drops below the

random selection line at times. Nearest neighbor hot deck is clearly superior

to the other methods in this setting.

Method Conditional Mode Logistic Regression Nearest Neighbor

CLglobal 1.04 1.03 1.35

CMglobal 0.06 0.05 0.55

Optimum conv 3,965 7,619 5,799

Uplift max 1.19 1.08 1.50

Table 6.14: Exemplary CLglobal and CMglobal values in the case of Target 1 and
Donors c s6

For our example from chapter 6.1, the CPL KPIs are given in table

6.14. It lists the CLglobal and CMglobal measures for the three methods

in this case, along with a measure for the optimal number of customers to

be selected (Optimum conv), i.e. the location on the x-axis where the dis-

tance between the data augmentation line and the random selection line is

greatest. For this location, or number of customers to select, the maximum

conversion probability uplift (Uplift max) is given. It can be seen that the

uplift is greatest when using nearest neighbor hot deck as an augmenta-

tion method. If 5,799 customers were selected, after having been sorted by

P (Y = y4|X), 50% more customers would be correctly selected than if a

random selection would be used. The results of conditional mode imputa-

tion would lead to an uplift of 1.19 when selecting n = 3, 965 customers,

while with the logistic regression results, a maximal uplift of 1.08 can be

reached for a target group with n = 7, 619 customers.
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Plot

Perfect selection
Aa = 45, 587, 672

Augmentation results
nearest neighbor
Ab1 = 31, 631, 083

Augmentation results
logistic regression
Ab2 = 33, 892, 132

Augmentation results
conditional mode
Ab3 = 32, 581, 384

Random selection
Ac = 29, 154, 320

Measures

Figure 6.17: Conversion probability plot for a source with a 8% overlap rate

Figure 6.1714 shows the plot for a source with a 8% overlap rate. The

number of recipients with the desired target value Target 9 is higher than

in the previous example (ntarget = 5, 044), therefore the maximum possible

CPL as measured by the perfect selection line is lower (max(CLglobal) =

1.56). This time, the global CPL is low for nearest neighbor hot deck

(CLglobal = 1.08), as well as the magnitude (CMglobal = 15%). The logistic

regression augmentation performs better in this setting. Although the global

CPL is only moderately greater to the previous example (CLglobal = 1.16),

the magnitude is better (CMglobal = 29%). This is due to the lower max-

imum possible CPL as measured by the perfect selection line. Because it

is not possible to reach a CLglobal value greater than 1.56, the magnitude

is stronger. Nearest neighbor hot deck is inferior to logistic regression in

14The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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this context. Conditional mode imputation can be found between the two

methods, with CLglobal = 1.11 and CMglobal = 21%.

Analysis The ranges of conversion uplifts for all augmentations are shown

in figure 6.1815. The symbols mark the uplift in relation to the optimal

number of selected recipients. The lines mark the maximum uplift reached

by the respective method.
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N 532 488 539
Optimum conv
Max 11,553 11,368 8,987
Mean 5,042 6,230 5,244
Min 60 4,329 618
Uplift max
Max 1.37 1.49 1.67
Mean 1.15 1.18 1.30
Min 1.00 1.00 1.02

Measures

Figure 6.18: Scatter plot for conversion uplift by augmentation method used
and optimal number of customers to be selected

The uplift is always greater than 1 for the best number of customers to

be selected. It means that all source-target-combinations with all methods

lead to results better than random, when regarding the optimal number of

customers selected for a target group. The maximum uplift reaches values

up to 1.37 for conditional mode imputation, 1.49 for logistic regression, and

1.67 for nearest neighbor hot deck. Nearest neighbor hot deck results reach

significantly better values than the other methods. On average, the uplift

15The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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has values of 1.15 (conditional mode imputation), 1.18 (logistic regression),

and 1.30 (nearest neighbor hot deck).

The number of customer to be selected at the best point is around the

number of customers that have the desired target value r(ytarget). It varies

mainly between 3,696 and 6,038 for conditional mode imputation, between

5,193 and 6,557 for logistic regression, and between 4,777 and 5,972 for

nearest neighbor hot deck. It can be seen that the uplift is never high at

high levels of customers to be selected.

The distribution of the CLglobal measures calculated for all augmen-

tations in the case study is shown in figure 6.19. From the box plot, a

hierarchy between the methods can be observed. Conditional mode impu-

tation performs worst, with an average CPL of 1.05. The average CPL of

logistic regression is a better (CLglobal = 1.09). The CPL values vary be-

tween 1.07 and 1.14 for 50% of the observations, while the lower border of

the box of conditional mode imputation drops to 1.00. Nearest neighbor

hot deck has the highest average CPL (CLglobal = 1.17) and a variance of

1.08 to 1.25. The difference between the means is significant as confirmed

by Welch’s ANOVA. Welch’s F statistic is used for assessing the mean dif-

ferences, because Levene’s test yields a significant F value, showing that

the variances of the observations are not equal. This confirms the overall

finding that nearest neighbor hot deck is in general superior to logistic re-

gression and conditional mode imputation, also for selection tasks. Again,

logistic regression has the lowest variance.

The nearest neighbor hot deck results are significantly better than those

of logistic regression. This is different to the model lift measures, which are

relevant to the decision for segmentation tasks. The parameter estimates for

this ANOVA model solution show that the difference between the nearest

neighbor hot deck mean and the logistic regression mean is significant16.

16The table of parameter estimates for this ANOVA model solution can be found in
table 9.8 on page 306 in the appendix.
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Box plot

Cond. Log. Near.
Method mode reg. neighbor

N 532 488 539
Max 1.25 1.22 1.38
Q3 1.11 1.14 1.25
Median 1.05 1.11 1.19
Mean 1.06 1.09 1.17
Q1 1.00 1.08 1.08
Min 0.79 0.91 0.97
Sh.-W. 0.97 0.84 0.97
p-value <.001 <.001 <.001

Test F p

ANOVA 249.14 <.001
Levene 41.56 <.001
Welch’s ANOVA 209.53 <.001

Measures

Figure 6.19: Distribution of all CLglobal values by applied augmentation method

On average, the conversion probability lift reachable is higher when using

the nearest neighbor hot deck method.

The CPL and the conversion magnitude do not necessarily show how

much the knowledge of a company increased after data augmentation. They

only show the increase in knowledge, if no other information is available to

select target groups. In fact, the CPL depends on the ability of a database

marketing department to predict conversion probabilities before applying

data augmentation. If this ability is high already, CPLs can only have a

certain extent. Companies are able to select target groups before augmen-

tation projects. Data augmentation results increase the precision in these

selections. In an external evaluation in practice, the data augmentation

results have to live up to the traditional selection criteria used before. Fur-

thermore, the database marketing analyst combines the traditional selec-

tion criteria with the newly acquired target variables in order to construct

a meaningful mix of selection criteria which best target the target group17.

17It would have been possible to include a traditional selection line in figure 6.15 on
page 224. This line might be situated somewhere in the triangle between random selection
line and perfect selection line. However, such a line depends on the respective company
and its abilities to select target groups before a data augmentation approach. It is not
generalizable. Therefore, no such line is included in our figure.
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Chapter 7

Analysis of results and test of

hypotheses

The KPIs established in chapter 6 are used in this chapter to test the hy-

potheses stated in chapter 5.1.2. All of the tests are only possible in the case

study setting, where the true target values, as well as the source data mech-

anisms, are known. We validate the source data mechanism antecedents

(hypothesis 1). We examine whether MNAR sources significantly bias the

augmentation results. First, the conditional association of source and tar-

get variable given the link variables is tested for categorizing the source

data mechanism type. Then, the augmentation results are compared to the

results that would have been achieved by a MCAR source. We show that

calculating the conditional association is complex in a categorical setting

and does not lead to unambiguous results.

Subsequently, we test the individual influences of the source character-

istics representation (hypothesis 2a), overlap (hypothesis 2b), number of

donors (hypothesis 2c), and surplus (hypothesis 2d) on the model lift. The

overall hypothesis 2 and hypothesis 3 regarding the general influenceability

of the methods by the source characteristics are analyzed by a regression
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model explaining the model lift with all characteristics. That way, interac-

tions and the marginal effects of the characteristics are observable.

Eventually, we show that in certain settings, logistic regression is more

suitable for reaching the best augmentation results than nearest neighbor

hot deck, and vice versa (hypothesis 4). We find that the overlap between

donor and recipient unit is significant in this decision. Conditional mode

imputation turns out to be generally inferior to the other two methods, as

expected from the findings in chapter 6. We are able to show that if all

decisions regarding target variable exit criteria, source variable exit criteria,

and choice of the best method are made correctly, data augmentations are

able to lead to significant CPLS for MAR and MNAR sources. The differ-

entiation between the latter thus becomes unessential, when respecting the

rules regarding the observable parameters found.

7.1 Validating the source data mechanism

The source data mechanism can be MCAR, MAR, and MNAR. With the

first two forms, the source data mechanism is ignorable. An ignorable

source data mechanism is an antecedent for data augmentation in the con-

ceptual model established in chapter 5.1.1. For all sources that are not

MCAR, the ignorability is manifested in the conditional independence be-

tween the source data mechanism and the target variable, given the link

variables. It means that for every link variable class, i.e. every combi-

nation of x1, x2, ..., xn, the values of the target variable Y cannot change

when taking the source data mechanism S into consideration. Otherwise,

augmentation results can be biased. This has already been theoretically de-

scribed in chapter 4.2.5. In the categorical setting, it is a complex relation.

Different tests can be applied and a decision has to be made towards the

most meaningful test result. They can only be applied in a case study, where

the true target values as well as the source data mechanism are known.
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We apply two existing test statistics for conditional associations, the χ2

test with aggregated total measures and the CMH test. The results give an

answer on whether the augmentations can be carried out without the risk

of biased results. However, the theoretical risk of biased results does not

necessarily imply that the results are actually biased. From a managerial

point of view, it is desirable to know whether an existing conditional depen-

dence is strong enough to systematically falsify the augmentation results.

Therefore, we add two more tests assessing whether the data augmentations

results significantly differ when augmenting data from a source as compared

to when augmenting it from the overall population.

7.1.1 Test based conditional dependency calculation

If a source is not MCAR, it needs to be at least conditionally independent

from the target variables, given the link variables, in order to be suitable for

data augmentation. A conditional association is calculated by determining

the association between the source data mechanism variable and the target

variable for every link variable class. There are 539 cases, i.e. source-target

combinations, in our case study, of which 231 are MCAR by definition, be-

cause the sources either have a 100% overlap rate regarding the recipient

unit or are a representative sample thereof. There are 28 source data mech-

anisms that are not MCAR, which result from the different forms of D⊂ R,

D ∪ R, and D∩R= 0. We have illustrated these sources in figure 5.8 on

page 167 in chapter 5.2.3. These 308 source-target combinations need to be

evaluated using appropriate tests.

The contingency table for conditional independence has a v×2×k form,

where v indicates the number of link variable classes and can take various

values, the source data mechanism variable has always two target values

and the target variable can take several target values. The unconditional

association between source data mechanism indicator variables and target

variables is calculated for every possible link variable class. By building
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partial two-way cross-sectional tables, the relationship between the source

data mechanism and the target variable can be controlled for the link vari-

ables. These tables contain no information on the link variables, but they

show the relationship between source data mechanism indicator variable

and target variable at the same location of the overall distribution (Agresti,

2002, p. 48). The observed associations are conditional associations. Thus,

more than a thousand individual statistical tests (as many as link variable

classes) might be necessary for calculating conditional dependencies.

Two established tests are applied for testing the conditional association.

The first is a combination of individual χ2 tests with aggregated total mea-

sures. The second is the CMH test for conditional associations. The tests

have different properties and different tendencies and are shortly delineated.

Conditional association tests are always performed for the whole population,

where the source indicator variable indicates whether an element has been

observed in a certain source. For that reason, the proposed test can only

be performed in a case study context.

Calculation For the χ2 test with aggregated total measures, a χ2 test is

performed for every link variable class. In the simple case of a 2×2×k form,

the χ2 tests is performed twice on the 2 × k table for each of the two link

variable values. If there are several link variables with several target values,

the number of tests multiplies accordingly. For every test, it is decided

whether there is an association between source data mechanism indicator

variable and target variable. In the narrowest sense, source data mechanism

indicator variable and target variable are conditionally independent given

the link variables, if they are independent for any given variable combination

of the link variables (Agresti, 2002, p. 48). In practice, however, the partial

tables rarely uniformly point into one direction (Agresti, 2002, p. 236). In

order to find an aggregated measure, the χ2 test statistics of the individual

tests are added and the degrees of freedom are calculated as df = v×(k−1)×
(2−1), where the first factor is derived from the condition, the second factor
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is derived from the target variable, and the third factor is derived from the

source data mechanism indicator variable (Pennsylvania State University,

2013a). In this context, it always equals 1. The aggregated total measure

for the χ2 tests is calculated as follows.

χ2
df =

v∑
i=1

χ2(Y, S|X) (7.1)

The χ2 test statistic with according degrees of freedom has a correspond-

ing p-value, which indicates the probability of the test statistic to take a

value at least as extreme as the observed value, assuming that the null hy-

pothesis is true. The null hypothesis is rejected, if the p-value is smaller

than a defined level of significance.

The CMH test verifies the null hypothesis that all conditional odds are

equal to 1 (Agresti, 2002, p. 232). The calculation of test statistics differs,

depending on the scales of the variables. If both variables are nominal, the

number of degrees of freedom is calculated as df = (v − 1) × (k − 1). If

one of the variables is nominal and one is ordinal, the number of degrees

of freedoms is calculated as df = (v − 1). If both variables are ordinal,

the number of degrees of freedoms is calculated as df = 1 (Pennsylvania

State University, 2013b). The CMH test statistic with according degrees

of freedom has a corresponding p-value, which indicates the probability of

the test statistic to take a value at least as extreme as the observed value,

assuming that the null hypothesis is true. The null hypothesis is rejected,

if the p-value is smaller than a defined level of significance. Only if both

tests agree, it can be said with certainty that the conditional association is

dependent or independent.

A frequently encountered problem when calculating the individual de-

pendencies for link variable classes occurs when no statistics can be calcu-

lated, because all observations have the same source data mechanism indi-

cator or target variable value. These partial tables are referred to as sparse

(Agresti, 2002, p. 233). They pose a problem to the calculation of the
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overall conditional association. In the case of the χ2 test with aggregated

total measures, the strata with missing statistical tests are interpreted as

independent components. They add to the sum of the overall χ2 value with

a value of 0 each, but are taken into account for the degrees of freedom.

Thus, they shift the overall tendency of the test result towards indepen-

dence. This approach can be argued from a heuristic point of view. If there

are less than two non-missing levels, changes in the one variable do not in-

fluence the value of the other variable. Thus, they are totally independent.

Sparse cross-sectional tables are integrated in the aggregated total measure.

A different approach is taken for the CMH test. It is implemented in

SAS so that only statistics calculated for non-sparse tables are taken into

account, shifting the overall tendency of the test result towards dependence.

Consequently, the results of the CMH test can differ from those of the χ2 test

with aggregated total measures, if there are a lot of variable combinations

with at least two non-missing levels.

Example An example for the results of test based conditional indepen-

dence calculations is shown in table 7.1. A different example than the one

stated in chapter 6.1 is used for illustration purposes.

Test p-value Association Estimates (from v)

χ2 test with aggregated total measures 0.99997 independent 959 (1,468)

CMH test 6.15E-20 dependent

Table 7.1: Example for test based conditional independence calculation in the
case of Donors c0 s8 and target variable 5

The χ2 test with aggregated total measures has a p-value of 1 and hence

it cannot be proven that there is an association between the source data

mechanism indicator and the target variable. Contrarily, the CMH test

has a p-value close to 0, so that it can be assumed with a 5% level of

significance that there is an association between the source data mechanism

indicator and the target variable. From the χ2 test with aggregated total

measures, it can be seen that only 959
1,468 = 65% of the link variable classes

238



delivered estimates for the respective class. Because the two tests do not

point into the same direction and because the sparse data problem is severe,

no decision can be made on the conditional association between the source

and the target variable with this test based calculation.

Analysis The two tests agreed in 76% of the augmentations, as shown in

table 7.2. It shows the number of cases and their classification by both of

the tests. Most associations are considered dependent by both tests.

Cases (not MCAR) CMH test

dependent independent Total

χ2 test with aggregated
total measures

dependent 215 10 225

independent 64 19 83

Total 279 29 308

Table 7.2: Agreement of test based calculations of conditional dependencies

For most of the discordant pairs, the χ2 test with aggregated total mea-

sures delivers an independent association and the CMH test delivers a de-

pendent association. For these cases, no final decision can be made on the

conditional association. In order to analyze the consequences of different

source data mechanisms, the MCAR sources are included in the analysis.

From the test results, the case study yields three more categories of source

data mechanisms to be differentiated: MAR, MNAR, and ”undecided” due

to differences in the two tests. Their influence on the model lift is shown

in figure 7.1. Because there are up to three MLchance measures per case,

resulting from the application of different methods, the number of observa-

tions multiplies accordingly.

All of the source data mechanisms have outliers, but the main part of

the observations can be found between MLchance = 0.93 and MLchance =

1.26, although there is variance among the source data mechanisms. Only

MNAR sources drop below the mark of MLchance = 1 when regarding the

first quartile. The MCAR category with an overlap rate of 100% and no

sampling performs bests with an average model lift of 1.15. MNAR sources
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Box plot
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N 688 57 216 598
Max 1.74 1.61 1.64 1.69
Q3 1.26 1.19 1.22 1.20
Median 1.19 1.17 1.16 1.09
Mean 1.15 1.10 1.08 1.03
Q1 1.11 1.10 1.03 0.93
Min 0.15 0.15 0.15 0.12
Sh.-W. 0.81 0.65 0.85 0.88
p-val. <.01 <.01 <.01 <.01

Test F p

ANOVA 21.78 <.001
Levene 0.94 0.419
Welch’s ANOVA 22.03 <.001

Measures

Figure 7.1: Distribution of all MLchance values by the source data mechanism as
derived from the test based calculation of conditional dependencies

perform worst with an average model lift of 1.03. MAR sources average

around 1.10 and the source-target combinations that have not been assigned

a source data mechanism due to conflicting test results reach an average

model lift of 1.08. Because the residuals are normally distributed, which

can be seen from the Shapiro-Wilk statistics, and because the variances are

equally distributed as confirmed by Levene’s test, it is possible to compare

the means using ANOVA. The F statistic is significant, proving that the

means are not equal. When solving the ANOVA model, it is possible to

assess whether MLchance results of MNAR sources are significantly worse

than those with valid source data mechanism, as well as than those classified

as ”undecided”. The difference is significant for every pairwise comparison,

so that it can be said with certainty that MNAR sources perform worse than

other sources as measures by MLchance
1. Our first hypothesis is proven.

Proof of hypothesis 1: The model lift is significantly higher for

MAR sources than for MNAR sources.

1The table of parameter estimates for this ANOVA model solution can be found in
table 9.9 on page 306 in the appendix.
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Whenever possible and assessable upfront, MNAR sources should be

excluded from data augmentation. However, such an upfront assessment is

usually not possible. Furthermore, because of the ”undecided” sources and

because the ultimate decision criterion is whether the detected dependencies

influence the data augmentation results, two model based calculations of

conditional dependencies are added.

7.1.2 Model based conditional dependency calculation

The knowledge on the conditional association is not the main concern of the

database marketing analyst. Rather, it is desirable to know whether the

selection of the donors based on the source data mechanism significantly

influences the data augmentation results. This can be translated into a

model where Y is explained both by X and S. If the predicted values of

Y significantly differ when including S into or excluding S from the model,

the target variable and the source data mechanism are not conditionally

independent given the link variables. The hypothesis has to be tested in

the overall population. It can only be performed in the case study, because

such information is not available in a practical application.

Calculation We developed two models that are tested using logistic re-

gression. The first model includes the source data mechanism:

Y = β0 + β1 × x1 + ...+ βl × xl + βl+1 × S (7.2)

In order to evaluate the significance of the influence of the source data

mechanism indicator variable, the Wald statistic is calculated. It tests the

hypothesis whether the influence of the variable is negligible, i.e. if its regres-

sion coefficient βl+1 is zero (Backhaus et al., 2008, p. 273). The Wald statis-

tic, however, is only of minor interest. The augmentation results achieved

with the model including the source data mechanism indicator variable are

compared to the Y values augmented without inclusion of the source data

241



mechanism indicator variable. A comparison procedure pairs up the results

from including the source data mechanism indicator variable versus exclud-

ing it. It observes whether a significant portion of the recipients is assigned

different target values by the models tested. The test can show whether a

significant portion of the observed results is different for the two models.

The second model separates two groups as defined by S = 1 and S = 0.

Target values are augmented separately for these groups in order to compare

the results with the augmentation where the groups are not separated.

Y (S = 1) = β0 + β1 × x1 + ...+ βl × xl + βl × xl (7.3)

Y (S = 0) = β0 + β1 × x1 + ...+ βl × xl + βl × xl (7.4)

The augmentation results achieved with the model separating the groups

by the source data mechanism indicator variable are compared with the Y

values augmented without separation. The model based calculations test

whether including a source data mechanism indicator variable into a model

significantly changes the values of the target variable. Any test based proven

conditional dependence is obviated, if data augmentation results do not

change when taking into consideration a nonprobability sample. In fact,

model based calculations of conditional dependencies do not actually test

conditional associations. They inspect the influence of the source on the

target variable. Because data is augmented based on link variables, the

influence of the source data mechanism needs to be of sufficient strength in

order to change the values of the augmented target variable. It can therefore

be assumed that the stronger the predictive power of the link variables, the

less important a conditional independence test.

Analysis The first model includes the source data mechanism indicator

as an explaining variable along with the link variables. In our setting, 88%

of the source-target combinations showed significant Wald measures, mean-
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ing that the source mechanism indicator variable has an influence on the

model lift. The question whether the allocation of target values significantly

changes when including or excluding the source data mechanism indicator

variable into or from the model can be assessed when comparing identical el-

ements after both augmentations. While the inclusion-exclusion model gives

a fairly good insight into the properties of the influence of the source data

mechanism indicator variable, it does not regard the conditional association

of target variable and the source given the link variables. Rather, it analyzes

the joint predictability of the target variable with both link variables and

the source as explaining variables. Therefore, a separation test is added,

building a model for both S = 0 and S = 1. After data augmentation,

the target values of identical elements are compared to an augmentation

where the groups were not separated in order to check whether a significant

number of units received a different value. In both models, the association

between target and source data mechanism indicator variable is considered

insignificant, if at least 95% of the elements in the overall population receive

the same target value as when not considering S.

Cases (not MCAR) Inclusion-exclusion model

significant insignificant Total

Separation model
significant 144 2 146

insignificant 24 138 162

Total 168 140 308

Table 7.3: Agreement of model based calculations of conditional dependencies

It can be seen in table 7.3 that the two model based calculations agree in

92% of the augmentations. 144 cases have been classified as dependent by

both models and 138 cases as independent. For most of the discordant pairs,

the inclusion-exclusion model delivers an independent association and the

separation model a dependent association. If both the inclusion test and the

separation test do not show significant differences to an augmentation where

the source was ignored, the source data mechanism can safely be ignored

for data augmentation. In order to analyze the consequences of different
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source data mechanisms, the MCAR sources are included in the analysis.

From the comparison results, the case study yields three more categories

of source data mechanisms to be differentiated: ”insignificant” (where the

results were not different in both models), ”significant” (where the results

significantly differed in both models), and ”undecided” due to differences in

the two models. Their influence on the model lift is shown in figure 7.2.

Box plot
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N 688 57 216 598
Max 1.74 1.64 1.69 1.54
Q3 1.26 1.20 1.24 1.20
Median 1.19 1.14 1.11 1.09
Mean 1.15 1.07 1.05 1.03
Q1 1.11 1.01 0.83 0.91
Min 0.15 0.12 0.12 0.13
Sh.-W. 0.81 0.78 0.92 0.90
p-val. <.01 <.01 <.01 <.01

Test F p

ANOVA 20.22 <.001
Levene 2.93 0.033
Welch’s ANOVA 19.89 <.001

Measures

Figure 7.2: Distribution of all MLchance values by the categories as derived from
the model based calculation of conditional dependencies

From figure 7.2, it can be seen that theMLchance mean of MCAR sources

is higher than those of the other sources. It has a mean of 1.15, while the

sources classified ”insignificant” have a mean of 1.07, the sources classified

as ”undecided” have a mean of 1.05 and the sources classified as ”signifi-

cant” have a mean of 1.03. The mean difference is significant as confirmed

by Welch’s ANOVA. Welch’s statistic is used, because the variances are not

equal (Levene’s F statistic is greater than 1). However, when regarding

the parameter estimates for the solution of the ANOVA model, it becomes

obvious that the difference is not significant between ”undecided” and ”sig-
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nificant” sources. The difference between ”significant” and ”insignificant”

sources is only slightly significant with a p-value of 2.7%2.

7.1.3 Discussion

It has been shown with the test based calculations of conditional dependen-

cies that the type of the source data mechanism influences the augmentation

results. This confirms our hypothesis as derived from the conceptual model

in chapter 5.1.1. However, the results are not entirely satisfying for several

reasons. Firstly, the two tests used for estimating the conditional associ-

ation between target variable and source, given the link variables, did not

agree in 24% of the cases. For these, no usage recommendation can be

given. Secondly, the two models estimating the conditional association in

order to assess the influence of a nonprobability sampling mechanism on

the results did not agree in 8% of the cases. A significant part of these

undefined cases lead to unacceptable results (MLchance < 1). Thirdly, we

have not yet shown whether the MNAR sources (as classified by the test

based calculations) are really those sources leading to significant differences

in the augmentation results (as defined by the model based calculations).

Finally, we have not resolved the problem that the source data mechanism

is not observable in practice and thus that none of the performed tests are

implementable in order to separate MAR from MNAR sources.

In this chapter, we discuss the correlation of the test and model based

calculation results in order to evaluate whether it is really the source data

mechanism that influences the corruption of results. We examine the portion

of unacceptable results (those that lead to MLchance < 1) and whether this

is correlated to the source data mechanism or result bias. From a managerial

point of view, even biased results can be acceptable, if they have a positive

impact on the model lift. If it is possible to quality check sources based on

2The table of parameter estimates for this ANOVA model solution can be found in
table 9.10 on page 307 in the appendix.
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observable parameters, so that biased or unacceptable results are precluded,

it can obviate an ex ante assessment of the source data mechanism type.

Cases (not MCAR) Model based calculations

(Row percentages) insignificant undecided significant Row sum

Test based
calculations

MAR 17 (89%) 0 (0%) 2 (11%) 19 (100%)

undecided 44 (60%) 6 (8%) 24 (32%) 74 (100%)

MNAR 77 (36%) 20 (9%) 118 (55%) 215 (100%)

χ2 = 29.3 Column sum 138 (45%) 26 (8%) 144 (47%) 308 (100%)

Cramer′s V = 0.22 (medium)

Table 7.4: Comparison of results from test and model based calculations of con-
ditional dependencies for sources other than MCAR

Table 7.4 shows the classification of the source data mechanism as de-

rived from the test based calculations of conditional dependencies cross

tabulated with the results from the model based calculations. From the

χ2 measure, which is significant with α = 5%, it can be seen that the re-

sults from test and model based calculations of conditional dependencies

for sources other than MCAR are correlated. However, the correlation is

not very strong, as indicated by Cramer′s V . Of those augmentations

with sources classified as MAR, 89% lead to insignificant differences in the

augmentation results, which means that the values of the target variables

are not changed when augmenting data from the source, rather than from

the overall population. However, 11% of the augmentations also lead to

significant differences, as compared to augmentations using the overall pop-

ulation. It cannot be said with certainty that MAR sources do not influence

the augmentation results. Of those augmentations with sources classified

as MNAR, 35% lead to insignificant differences in the augmentation results

and 55% lead to significant differences. It cannot be said with certainty

that MNAR sources bias the augmentation results. Of those augmentations

with sources classified as ”undecided”, 60% do not lead to differences in the

augmentation results, but 32% lead to differences. It can be seen that MAR

sources largely do not lead to biased results, while the risk is much higher
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for MNAR sources. However, there seem to be other parameters influencing

the results other than the classification of sources as MAR or MNAR.

It has been shown that the assignation of source data mechanisms for

categorical variables is not easy in the conditional association setting. Before

drawing a final conclusion on the source data mechanism, it is examined how

the source data mechanism influences the data augmentation results. For

this purpose, the model lifts of the augmentations are analyzed, where the

result is classified as ”acceptable” if MLchance > 1 and ”unacceptable” else.

Augmentations (not MCAR) Result

(Row percentages) acceptable unacceptable Row sum

Test based
calculations

MAR 48 (84%) 9 (16%) 57 (100%)

undecided 168 (78%) 48 (22%) 216 (100%)

MNAR 375 (63%) 223 (37%) 598 (100%)

χ2 = 24.0 Column sum 591 (68%) 280 (32%) 871 (100%)

Cramer′s V = 0.17 (weak)

Table 7.5: Comparison of source data mechanisms and augmentations results
for sources other than MCAR

Table 7.5 shows a comparison of the source data mechanism classification

as derived from the test based calculations of conditional dependencies with

the augmentation results. From the χ2 measure (significant with α = 5%),

it can be seen that the source data mechanism and the acceptability of the

results are correlated. However, the strength of the association is weak,

as indicated by Cramer′s V . Although most of the MAR sources lead to

acceptable results (84%), there is also a significant portion leading to unac-

ceptable results. The majority of MNAR sources lead to acceptable results

(63%), while 37% lead to unacceptable results. It seems like the source

data mechanism is a factor, but there are other, possibly more important,

parameters influencing whether augmentations results are acceptable. We

will return to the influence of the source data mechanism when concurrently

regarding other influencing parameters in chapter 7.3.3.
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7.2 Influences of source characteristics

It has been clearly seen that the three methods do not lead to the same

quality of results. Next it is examined for which source-target combina-

tions which method works best (as measured by MLchance). With nearest

neighbor hot deck, 53% of the cases reached the highest results. 34% of

the cases reached the highest results with logistic regression. But for 12%

of the cases, conditional mode imputation would be the best choice. Even

if these augmentations did not have a high model lift, the model lift was

highest in the within case analysis. It is therefore desirable to know which

method should be used in which situation.

7.2.1 Representation

The representative MCAR sources are regarded separately due to their spe-

cial features. Figure 7.33 shows the model lift depending on different sam-

pling rates for different methods in contrast to the model lift reached, if the

full population is used (sampling rate= 1). The sampling rate is equal to

the number of donors representatively sampled from the overall population,

divided by the overall population. 11 sources are regarded (D = R, 5 repre-

sentative sources with varying sampling rates of the form D≡ R′, D = P ,

and 5 representative sources of the form D≡ P ′). From every source, the

eleven target variables were augmented using conditional mode imputation,

logistic regression, and nearest neighbor hot deck each. Because some of the

results have already been deleted during the quality check phase described

in chapter 6.2, 391 augmentations are examined.

In figure 7.3, the symbols mark the values observed. The lines connect

the means of each level of overlap for conditional mode imputation, logistic

regression, and nearest neighbor hot deck, respectively. From them, an

overall tendency can be derived. The table of measures contains the number

3The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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Scatter plot

Sampl.
rate

N Mean Sh.-W. p-val.

Conditional mode
0.10 22 0.91 0.80 <.001
0.50 22 0.95 0.76 <.001
1.00 22 0.99 0.76 <.001
Logistic regression
0.10 20 1.21 0.88 0.02
0.50 21 1.21 0.87 0.01
1.00 22 0.21 0.89 <.001
Nearest neighbor
0.10 22 1.08 0.79 <.001
0.50 22 1.24 0.78 <.001
1.00 22 1.35 0.80 <.001

Method Test F p

Cond. ANOVA 0.16 0.976
mode Levene 0.04 0.999
Log. ANOVA 0.01 1.000
reg. Levene 0.03 1.000
Near. ANOVA 9.41 <.001
neigh. Levene 0.14 0.984

Measures

Figure 7.3: Distribution of all MLchance values by overlap and applied augmen-
tation method with representative MCAR sources

of observations, the mean, the Shapiro-Wilk statistic for the distribution

of the residuals, and the respective p-value for each method and selected

sampling rate levels for illustration purposes.

It can be seen that conditional mode imputation is generally inferior to

the other methods, while the mean lines of logistic regression and nearest

neighbor hot deck intersect at about 40% sampling rate. With ANOVA, it

can be assessed whether the mean differences per method are significant.

It is permissible to use ANOVA, because the residuals are normally dis-

tributed, as measured by the Shapiro-Wilk statistic. Levene’s test yields

F values below 1 for every method, indicating equal variances, i.e. ho-

moscedasticity. If the F value of the ANOVA test statistic is above 1, the

mean differences are significant. It can be seen from figure 7.3b that the

means significantly differ for different overlaps using the nearest neighbor

method, but not for conditional mode imputation and logistic regression. A
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common representative source has a sampling rate well below 40%. There-

fore, logistic regression is the best method to be used for representative

MCAR sources.

Finding: Representative MCAR sources with a small sampling

rate (< 40%) are best augmented using logistic regression.

For MAR sources, the coherence between source characteristics and

method to be chosen is expected to be more complex. It is examined using

the criteria overlap, size, and surplus.

7.2.2 Overlap

The first source characteristic to be examined regarding its influence on the

model lift using MAR sources is the overlap between the recipient unit and

the donor unit. In practice, most external sources partially overlap with the

recipient unit (D ∪ R) or are a subset thereof (D⊂ R). In the case study,

we also added 100% overlapping sources (D = R, D = P , and D ⊃ R) and

source with no overlap (D = P \ R and D∩R= 0) in order to illustrate

the relative differences pertaining to the overlap. For each source, as shown

in figure 5.9 on page 170 in chapter 5.2.3, eleven target values have been

augmented using the three methods. After the quality check described in

chapter 6.2, 1,234 observations remained for analysis purposes.

The scatter plot in figure 7.44 shows the distribution of MLchance for

MAR sources and MCAR sources without representative components, given

the overlap, by the applied augmentation methods. Again, the line connect-

ing the means has a higher incline for nearest neighbor hot deck than for

logistic regression and conditional mode imputation. When regarding the

ANOVA statistic, it can be assessed whether the mean differences are sig-

nificant for each method. The differences are significant for all methods.

4The colored version of this figure can be found online on www.springer.com under
the title of this publication. Table 7.4b only contains selected measures for illustration
purposes.
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Scatter plot

Overlap N Mean Sh.-W. p-val.

Conditional mode
0 103 0.81 0.80 <.001
6,387 22 0.92 0.82 <.001
11,560 121 0.99 0.74 <.001
Logistic regression
0 65 0.83 0.87 <.001
6,387 22 1.23 0.88 0.01
11,560 121 1.24 0.87 <.001
Nearest neighbor
0 110 0.97 0.95 <.001
6,387 22 1.22 0.82 <.001
11,560 121 1.35 0.81 <.001

Method Test F p

Cond. ANOVA 2.04 0.028
mode Levene 0.17 0.998
Log. ANOVA 34.62 <.001
reg. Levene 12.87 <.001

Welch’s 10.49 <.001
Near. ANOVA 54.63 <.001
neigh. Levene 0.67 0.756

Measures

Figure 7.4: Distribution of all MLchance values by overlap and applied augmen-
tation method with non-representative sources

For logistic regression, Welch’s ANOVA statistic is regarded, because the

variances are not equal. The parameter estimates for the solution of the

ANOVA model for nearest neighbor hot deck show that all levels of over-

lap are significantly different from the highest mean at an overlap level of

100%5. The correlation between overlap and model lift tested for nearest

neighbor hot deck is positive and significant at a 1% level of significance

(ρ = 0.578). Our hypothesis established in chapter 5.1.2 can be confirmed

for this method.

Partial proof of hypothesis 2a: For nearest neighbor hot deck

methods, the model lift increases with raising overlap of donor

and recipient unit.

5The table of parameter estimates for the ANOVAmodel solution for nearest neighbor
hot deck, conditional mode imputation, and logistic regression can be found in table 9.11
on page 308 in the appendix.
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For conditional mode imputation, it cannot be confirmed. Although

the overall ANOVA statistic confirms that the means are not equal for

conditional mode imputation and logistic regression, the solutions of their

ANOVA models reveal a different picture. The means do not significantly

differ from the base mean for an overlap level of 100%, except for o = 100%.

Ergo, apart from the D∩R= 0 sources, there is actually no difference in

the average MLchance values. The heteroscedasticity as shown by Levene’s

test for logistic regression is also due to the high variance of results for

o = 0. This can be observed when excluding sources with o = 0% from

ANOVA. Then, 956 augmentations are still regarded. While the F value is

still significant for nearest neighbor hot deck (F = 17.64), it is insignificant

for conditional mode imputation (F = 0.41) and logistic regression (F =

0.85) in this examination6. The correlation between overlap and model lift

tested for conditional mode imputation (ρ = 0.105) and logistic regression

(ρ = 0.103) are not significant at a α = 5% level of significance.

The critical value of MLchance is 1. If MLchance is below 1, the data

augmentation results are worse than allocating all target values randomly to

the recipients. It can be seen from figure 7.4 that some of the augmentations

do not fulfill this requirement. The percentage of these ”unacceptable”

augmentations (MLchance < 1) is 66% for sources with o = 0 and only

15%, if the overlap is greater than 0. This is true for all of the applied

methods. Because a high portion of augmentations with o = 0 are not able

to produce good data augmentation results, this is introduced as an exit

criterion.

Finding: Sources should not be used for data augmentation, if

the overlap with the recipient unit is zero.

It has been stated earlier that these sources have only been included in

the case study to show this difference. From a conceptual point of view, it is

6The statistics for the ANOVA model excluding sources with o = 0% can be found
in table 9.12 on page 308 in the appendix.
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very unlikely to acquire a source for data augmentation that has no overlap

to the customers at all. Since the objective of data augmentation is to get

more information on the customers, it is more than reasonable to search for

sources that have at least a small overlap in order to make statements on

the customers.

While conditional mode imputation is inferior to the other methods as

found in chapter 6, there is an intersection between the two regression lines

of nearest neighbor hot deck and logistic regression. It shows that nearest

neighbor hot deck is not in general superior to logistic regression. This is

only true for high number of overlapping units. For low number of overlap-

ping units, logistic regression is the better choice.

Finding: Nearest neighbor hot deck is better suited for high

levels of overlap. Logistic regression is better suited for low

levels of overlap.

7.2.3 Number of donors and surplus

The second source characteristic to be examined is the size of the source

in terms of donors. The surplus denotes the delta between the number of

overlapping units o and the number of donors d.

Figure 7.57 shows the distribution of MLchance values by number of

donors and applied augmentation method with non-representative sources.

As decided before, only the augmentations with o > 0 are taken into con-

sideration for further analysis. The influence of the number of donors on

the model lift is not as clear as for the overlap. Not all residuals are nor-

mally distributed as confirmed by the Shapiro-Wilk statistic, so that the

ANOVA results should be analyzed with care – although ANOVA is rel-

atively robust regarding deviations from the normality requirement, if the

number of observations is high (Huber, 2008, p. 2/4). The homoscedasticity

7The colored version of this figure can be found online on www.springer.com under
the title of this publication. Table 7.5b only contains selected measures for illustration
purposes.
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Scatter plot

Donors N Mean Sh.-W. p-val.

Conditional mode
585 11 0.90 0.78 0.01
11,560 11 1.00 0.79 0.01
40,000 11 0.98 0.72 <.001
Logistic regression
585 11 1.23 0.95 0.63
11,560 11 1.27 0.80 0.01
40,000 11 1.16 0.87 0.07
Nearest neighbor
585 11 1.06 0.86 0.06
11,560 11 1.39 0.78 0.01
40,000 11 1.31 0.78 0.01

Method Test F p

Cond. ANOVA 0.13 1.000
mode Levene 0.10 1.000
Log. ANOVA 1.44 0.076
reg. Levene 0.19 1.000
Near. ANOVA 5.74 <.001
neigh. Levene 0.25 1.000

Measures

Figure 7.5: Distribution of allMLchance values by number of donors and applied
augmentation method with non-representative sources (o > 0)

requirement is met for all methods. Regarding ANOVA’s F statistic alone,

the means are equal for conditional mode imputation, but not for logistic

regression and nearest neighbor hot deck. When regarding the parameter

estimates for the solutions of the ANOVA models, the relationships turn

out to be more complex8. For logistic regression, the mean MLchance is

lowest at the highest level of overlap (d = 40, 000). It increases unsteadily

with decreasing number of donors until d = 12, 579, where it averages at

MLchance = 1.27. At lower levels of number of donors, it does not decrease

significantly. For nearest neighbor hot deck, the means do not vary signif-

icantly between d = 6, 168 and d = 40, 000. The means of d = 3, 583 and

less are significantly lower than the average model lift of the d = 40, 000

8The table of parameter estimates for the ANOVA model solution for conditional
mode imputation, logistic regression, and nearest neighbor hot deck can be found in
tables 9.13, 9.14, and 9.15 on page 309 in the appendix.
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sources. Because the model lift does not increase significantly for sources

where the number of donors is high, the stated hypothesis regarding the

number of donors can only partially be proven.

Partial proof of hypothesis 2b: For nearest neighbor hot deck,

the model lift increases with increasing size of the donor unit

until a certain level of donors. Then, additional donors do not

add to the model lift.

Because both the overlap o and the number of donors d have a positive

influence on the model lift for nearest neighbor hot deck, the positive in-

fluence of d has to be partially attributed to o. The interaction with the

overlap still has to be examined in order to detect the true predictive rela-

tionship of the source characteristics regarding the model lift. However, the

finding above is correct in itself. If the overlap of a source is not known, the

size can be a relevant indicator when judging the suitability of a source for

data augmentation.

In figure 7.69, the overlap has been subtracted from the number of donors

in order to examine the influence of the surplus on the augmentation results.

In that examination, the surplus does not have any influence on the model

lift for any of the methods. All ANOVA statistics, or Welch’s ANOVA al-

ternatively used, if F > 1 for Levene’s test, are insignificant. It becomes

clear that most of the variability of the model lift regarding the number of

donors is attributed to the overlap. The third hypothesis that the model

lift decreases with increasing size of the donor unit, given a certain overlap

between donor and recipient unit for nearest neighbor hot deck and condi-

tional mode imputation cannot be proven. From the individual examination

of influencing parameters, no overall advice on the reactiveness of the model

lift pertaining to changes in the parameter settings can be given. A joint

9The colored version of this figure can be found online on www.springer.com under
the title of this publication. Table 7.6b only contains selected measures for illustration
purposes.
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Scatter plot

Surplus N Mean Sh.-W. p-val.

Conditional mode
0 110 0.95 0.82 <.001
7,870 22 0.98 0.73 <.001
28,440 11 0.98 0.72 <.001
Logistic regression
0 109 1.25 0.89 <.001
7,870 22 1.24 0.84 <.001
28,440 11 1.16 0.87 0.07
Nearest neighbor
0 110 1.25 0.96 <.001
7,870 22 1.31 0.85 <.001
28,440 11 1.31 0.78 0.01

Method Test F p

Cond. ANOVA 0.05 1.000
mode Levene 0.23 0.993
Log. ANOVA 0.05 1.000
reg. Levene 2.07 0.026

Welch’s 0.37 0.960
Near. ANOVA 0.94 0.497
neigh. Levene 1.42 0.170

Welch’s 0.95 0.492

Measures

Figure 7.6: Distribution of all MLchance values by surplus and applied augmen-
tation method with non-representative sources (o > 0)

analysis of the parameters is necessary in order to detect interactions and

to extract the marginal influences of the parameters on the model lift.

7.3 Overall estimation of influences

It has already been stated that the best method for each augmentation

differs. After having abandoned the sources with zero overlap, the best

methods are regarded more thoroughly. From the previous plots, it has

become clear that conditional mode imputation is generally inferior to the

other methods. In figure 7.710, the best method for the remaining source-

target combinations is shown as measured by MLchance. If the two best

methods are very close to each other, the case is marked as ”tie”. A case

10The colored version of this figure can be found online on www.springer.com under
the title of this publication.
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is considered a tie, if the model lift for the method performing best is less

than 1% better than the model lift of the second best method. The re-

spective square is blue, if nearest neighbor hot deck performs best for this

combination. It is green for logistic regression, black for conditional mode

imputation, and gray otherwise.

Figure 7.7: Best method per source-target combination as measured by
MLchance for all cases using sources with a 100% sampling rate
and o > 0

60% of the source-target combinations perform best with nearest neigh-

bor hot deck and 25% perform best with logistic regression. 12% have a tie

and only 3% perform best using conditional mode imputation. There are

sources that are best augmented using nearest neighbor hot deck, indepen-

dent of the augmented target variable, e.g. D = R (c), D = P (p), and most

sources of the form D ⊃ R (p s1, ..., p s9, except for p s7). Other sources

largely perform best using logistic regression, e.g. D⊂ R (c s1, c s4, c s9)

and D∪R (s1, s4, s9). As 3% is not a relevant portion and the distance

of the model lift of these data augmentations is on average only 2% better

than the second best method, it can safely be argued that conditional mode

imputation is not a relevant method in the data augmentation context.
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Finding: Conditional mode imputation is generally inferior to

nearest neighbor hot deck and logistic regression. It does not

need to be considered in the method question.

The database marketing analyst’s decision before approaching a data

augmentation is therefore reduced to a decision between nearest neighbor

hot deck and logistic regression. If only regarding these two methods, 65%

of the source-target combinations perform best using nearest neighbor hot

deck and 35% perform best using logistic regression.

7.3.1 Regression models estimating the model lift

The source characteristics and other influencing factors can have interac-

tions that are not captured when regarding them in an isolated way and

plotting only one dimension pertaining the model lift, as it has been done

in chapter 7.2. Therefore, a regression model is built, which includes the

source characteristics and the target variable characteristics. The overlap o,

the number of donors d, and the number of link variable classes v are consid-

ered, as well as the number of target values k, a measure for the skewness of

the target variable IQV , and a measure for the predictive power of the link

variables regarding the target variable R2. By including the target variable

characteristics, an across case analysis is possible.

MLchance = β0+β1×o+β2×d+β3×v+β4×R2+β5×k+β6×IQV (7.5)

A multiple linear regression model is built separately for every method

in order to assess the relevant influencing factors for each. Besides the

parameter estimate and the t-value, a standardized estimate is calculated

in order to assess the strength of the influence of relevant parameters in

explaining the model lift. Even if the t-value is significant, the influence of
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the beta value can be low, if the standardized estimate is much smaller than

that of other predictive variables.

Dependent variable: MLchance, N=319

Analysis of Variance

Source DF Sum of Squares Mean Square F Value Pr>F

Model 6 7.47478 1.24580 165.94 <.0001

Error 312 2.34235 0.00751

Corrected Total 318 9.81714

Root MSE 0.08665 R-Square 0.7614

Dependent Mean 1.26545 Adj R-Sq 0.7568

Coeff Var 6.84704

Parameter Estimates

Variable DF Parameter
Estimate

Standard Error t-Value Pr> |t| Standardized
Estimate

Intercept 1 −0.20868 0.08438 −2.47 0.0139 0

Overlaps 1 0.00003269 0.00000183 17.89 <.0001 0.73679

Donors 1 −0.00000238 6.487285E−7 −3.67 0.0003 −0.14778

VCs 1 −0.00001871 0.00000633 −2.96 0.0033 −0.10497

Rsqu 1 0.85589 0.06315 13.55 <.0001 0.57154

k 1 0.17438 0.00816 21.37 <.0001 0.76679

IQV 1 0.78132 0.06964 11.22 <.0001 0.52095

Table 7.6: Regression parameters for nearest neighbor hot deck for all cases using
sources with a 100% sampling rate and o > 0

Table 7.6 shows the regression parameters for nearest neighbor hot

deck11. 319 cases using nearest neighbor hot deck have been used to in-

spect the influence of the explaining parameters regarding the model lift

(all non-representative sources with o > 0). The influence can be derived

from the table of parameter estimates. The sign of the parameter estimate

shows whether the parameter has a positive or negative influence on the

model lift. If the p-value of the parameter estimate is smaller than 0.05,

the influence is significant. The standardized parameter estimate shows

the relative weight of parameters in explaining the model lift. The target

11The applicability of linear regression regarding the required assumptions for this
model is discussed and confirmed with figure 9.1 and table 9.16 on page 312 in the
appendix.
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variable characteristics and the predictive power have a significantly posi-

tive influence on the model lift, as expected. Their influence demonstrates

the necessity of including the target variable characteristics in a model for

across case analysis. The range of the model lift increases with increasing

k and IQV , so that the positive influence is obvious. The predictive power

is a condition precedent to data augmentation and has a positive influence,

too.

In the nearest neighbor hot deck model, the overlap has a significantly

positive influence on the model lift, which reinforces the proof of hypothesis

2a. It is the second most important parameter as measured by the stan-

dardized estimate. The donors have a significantly negative influence on the

model lift. Its influence is not as big as the overlap’s. However, by includ-

ing both the overlap and the number of donors in the regression model, the

isolated influence of the number of donors given the overlap is observable.

Now, the stated hypothesis can be confirmed.

Proof of hypothesis 2c: For nearest neighbor hot deck, the model

lift decreases with increasing size of the donor unit, given a cer-

tain overlap between donor and recipient unit.

The number of link variable classes has a significantly negative influ-

ence on the model lift. However, for practical applications, the influence

of the number of donors and of the number of link variable classes should

not be overestimated. As shown by the standardized estimate, their influ-

ence is relatively small in comparison to the overlap. All in all, the overall

hypothesis can be proven for the nearest neighbor hot deck method.

Proof of hypothesis 2: The augmentation results of nearest

neighbor hot deck are influenced by the source characteristics.

The overall fit of the nearest neighbor hot deck regression model is good

(R2 = 76%). We have been able to isolate the influencing factors of the

model lift for nearest neighbor hot deck to a relevant portion. By focusing
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on sources with a high overlap and low surplus, database marketing analysts

will reach good model lifts for data augmentations using nearest neighbor

hot deck methods.

Dependent variable: MLchance, N=318

Analysis of Variance

Source DF Sum of Squares Mean Square F Value Pr>F

Model 6 1.51104 0.25184 49.35 <.0001

Error 311 1.58721 0.00510

Corrected Total 317 3.09825

Root MSE 0.07144 R-Square 0.4877

Dependent Mean 1.22972 Adj R-Sq 0.4778

Coeff Var 5.80938

Parameter Estimates

Variable DF Parameter
Estimate

Standard Error t-Value Pr> |t| Standardized
Estimate

Intercept 1 0.37085 0.06957 5.33 <.0001 0

Overlaps 1 0.00001160 0.00000151 7.69 <.0001 0.46324

Donors 1 −0.00000339 5.348742E−7 −6.33 <.0001 −0.37279

VCs 1 −0.00001855 0.00000522 −3.56 0.0004 −0.18490

Rsqu 1 0.58353 0.05207 11.21 <.0001 0.69350

k 1 0.09471 0.00673 14.07 <.0001 0.74055

IQV 1 0.57043 0.05743 9.93 <.0001 0.67635

Table 7.7: Regression parameters for logistic regression for all cases using sources
with a 100% sampling rate and o > 0

Table 7.7 shows the regression parameters for logistic regression12. 318

augmentations have been used to build the model for the logistic regression

results13. The number of target values, IQV , and the predictive power

have a significant positive influence on the model lift. They account for the

greatest part of the variance as measured by the standardized estimates.

The overlap has a significantly positive influence on the model lift. How-

ever, it is not as high as in the nearest neighbor model. Likewise, the number

12The applicability of linear regression regarding the required assumptions for this
model is discussed and confirmed with figure 9.2 and table 9.17 on page 313 in the
appendix.

13The number of observations is smaller than for the nearest neighbor hot deck method
due to the quality check selection described in chapter 6.2
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of donors has a negative influence, but not as strong as for nearest neighbor

hot deck. The number of link variable classes has a weak, but significantly

negative influence on the model lift. The model lift is to the greatest part

explained by R2, k and IQV . The overall hypothesis that logistic regression

is not influenced by the source characteristics needs to be rejected.

Rejection of hypothesis 3: The augmentation results of logistic

regression are influenced by the source characteristics. However,

the influence is not as strong as for nearest neighbor hot deck.

The remark that the model lift is not as strongly influenced by the source

characteristics for logistic regression as for nearest neighbor hot deck is also

confirmed by the low fit of the regression model. Only 49% of the variance of

the model lift is explained by the source and target variable characteristics.

There seem to be other influences, which have not been captured by the

conceptual model.

7.3.2 Estimating the best method to be chosen

In order to find the influencing factors regarding the choice between logistic

regression and the nearest neighbor hot deck methods, a logit model is

built with the best method choice for each source-target combination as

its output variable. The model uses the same predictors as the previous

models (o, d, v, k, and IQV ). Only R2 is omitted, because it is not directly

observable and because its calculation involves certain obstacles, making it a

rather unstable predictor. In the following equation, NN stands for nearest

neighbor to be the best method to be used and LR for logistic regression.

Logit(YNN/LR|X) = β0+β1×o+β2×d+β3×v+β4×k+β5×IQV (7.6)

If this model is able to discriminate well between the two methods, the

influencing factors can be found for an optimal method choice. The model

262



is built upon a 50% random test sample of the augmentations. It is then

validated against the other 50% control sample in order to have a robust

test for the third hypothesis.

Model Information

Data Set TESTSAMPLE

Response Variable Method

Number of Response Levels 2

Model binary logit

Optimization Technique Fisher’s scoring

Response Profile

Ordered Value Method Total Frequency

1 Logistic regression 52

2 Nearest neighbor hot deck 108

Summary of Backward Elimination

Step Effect Removed DF Number In Wald Chi-Square Pr>ChiSq

1 VCs 1 4 0.3590 0.5490

2 Donors 1 3 1.3970 0.2372

3 IQV 1 2 2.8191 0.0931

Analysis of Maximum Likelihood Estimates

Parameter DF Estimate Stand. Error Wald ChiSq Pr>ChiSq Stand.
Estimate

Intercept 1 12.6321 2.7664 20.8513 <.0001

Overlaps 1 −0.00100 0.000191 27.6046 <.0001 −2.1516

k 1 −2.4502 0.6827 12.8825 0.0003 −1.0878

Fit Statistics for SCORE Data

Data Set Total Frequency Log Likelihood Misclassification Rate

TESTSAMPLE 160 −34.3125 0.0875

CONTROLSAMPLE 159 −53.2837 0.1132

Table 7.8: Logistic regression parameters for the best method to be used for all
cases using sources with a 100% sampling rate and o > 0

The model is built for a test sample of 160 observations, of which 52 have

performed best with logistic regression and 108 have performed best with

nearest neighbor hot deck. The probability modeled is method=’Logistic

regression’ per case, i.e. per source-target combination. A backward elim-

ination procedure is used in order to keep those parameters that have a

significant influence on the best performing method. During backward elimi-
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nation, the number of donors, the number of link variable classes, and IQV

are removed. Their p-values are shown in the summary of the backward

elimination table. Although they influence the model lift, they do not have

a share in predicting the best method to be used. Only the overlap and the

number of target values k have a significant effect on the method performing

best. They both have a negative influence in the model, which means that

nearest neighbor hot deck should be chosen when the both overlap and num-

ber of target values are high. Logistic regression should be chosen for low

levels of overlap and k. Of these effects, the influence of the overlap is twice

as high as the influence of k (as measured by the standardized estimate).

The overall model fit is good: the misclassification rate in the test sample

is 9%. The control sample is scored using the determined parameters. The

misclassification rate of 11% is only slightly higher. The model is therefore

very stable, delivering accurate decisions with a 11% level of significance.

Moreover, for the cases where observations have been misclassified, the av-

erage difference between the model lift for logistic regression and nearest

neighbor hot deck is 0.03. This shows that using the method performing

worse in these cases does not significantly lower the augmentation results.

On the contrary, the difference between the model lift for logistic regression

and nearest neighbor hot deck is 0.11 for correctly classified observations.

Effects plot for the overlap Effects plot for k

Figure 7.8: Effect plots for the best method to be used regarding the overlap
and the number of target values for all cases using sources with a
100% sampling rate and o > 0
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The effect plots in figure 7.8 show the interactions of the two effects. In

figure 7.8a, the decision of the overlap is shown when k = 2. Given this

number of target values, the inflection point of the overlap is at roughly

70% overlap rate. Sources with an overlap rate of less than 70% should be

augmented using logistic regression, sources with an overlap rate of more

than 70% should be augmented using nearest neighbor hot deck. The in-

flection point changes when changing k. For example, it would be around

50% overlap rate for k = 3. A similar plot is shown in figure 7.8b. For an

overlap rate of almost 50%, logistic regression is the best choice for k = 2

and nearest neighbor hot deck for k = 4. For k = 3, there is a tie. This can

be seen in figure 7.8b, where the plotted line has a probability of approxi-

mately 50% for each method, given k = 3. It becomes clear that the effects

interact. There is no single best solution to the method decision problem.

However, several findings can be derived that are helpful in practice.

Proof of hypothesis 4: Logistic regression is more suitable for

low levels of overlap. For high levels of overlap, nearest neighbor

hot deck is the more powerful method. Thus, there is a definable

set of source characteristics for which nearest neighbor hot deck

performs better than logistic regression in terms of model lift,

and vice versa.

This has already been shown earlier. The overlap has been extracted

to be the only relevant source characteristic in the decision between logis-

tic regression and nearest neighbor hot deck for data augmentation. The

other source characteristics influence the model lift, but they do not influ-

ence the decision for the method. Sources with a high overlap are close to

exact matching problems. For these, a nearest neighbor hot deck method

is most meaningful, because it attempts to find an exact match for every

recipient. In contrast, logistic regression detects overall correlations and

thus is suitable for sources with a low overlap to the recipient unit. For

data augmentation applications outside our case study, the exact inflection
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point can vary. It depends on the interactions with the other parameters

and the general data augmentation context.

Finding: Logistic regression is more suitable for low numbers

of target values. For high numbers of target values, nearest

neighbor hot deck is the more powerful method.

Polynomial logistic regression is able to handle various values for the ex-

plained variable. However, it works best for binary output and becomes less

stable with an increasing number of target values. This is also confirmed

by our model results. Nearest neighbor hot deck can handle more target

values better. At the same time, it should be kept in mind that the overlap

has a stronger influence on the model for the best method than k. Conse-

quently, a source with a very low overlap should always be augmented using

logistic regression, while a source with a very high overlap should always

be augmented using nearest neighbor hot deck. Only for sources with an

intermediate overlap, the target value number is relevant.

7.3.3 Conversion probability and conclusion

The model lift is a valuable measure if segmentation is the database mar-

keting goal. If a selection is supposed to be based on data augmentation

results, the ability of the augmentation results to narrow down the target

group is of interest. In the conceptual model, the model lift is a mediator

for the CPL. There is a strong correlation between MLchance and both

CLglobal and CMglobal, even if no other influencing factors are taken into

account. The Pearson correlation coefficients are 0.53 for MLchance and

CLglobal, and 0.59 for MLchance and CMglobal. The respective p-value is

below 0.0001 for each of the correlations.

It is of interest for the research question whether the data augmenta-

tion results lead to a significant CPL after applying all rules stated. The

quality check must yield at least two target parameter values after aug-

mentation, otherwise they are no longer regarded, as described in chapter
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6.2.1. Sources with o = 0 are not suitable for data augmentation, thus all

augmentations with such a source have been exited, as described in chapter

7.2.2. Conditional mode imputation methods are generally inferior to logis-

tic regression and nearest neighbor hot deck, thus all augmentations using

conditional mode imputation have been exited, as described in chapter 7.3.

Of the remaining augmentations, the methods having been classified per-

forming best with either nearest neighbor hot deck and logistic regression

are kept, as described in chapter 7.3.2. Because the decision making process

is retraced here, the method to be chosen based on the logistic regression

model is used, as opposed to the augmentation actually having performed

best (they differ in 10% of the cases). Because the 197 MAR sources are

of primary interest, the MCAR sources are not used to validate the final

hypothesis. The 122 remaining MCAR sources all have a significant CPL,

with a mean of 1.28.

Box plot

Log. Near.
Method reg. neighbor

N 89 108
Max 1.22 1.35
Q3 1.15 1.29
Median 1.12 1.24
Mean 1.11 1.24
Q1 1.08 1.21
Min 0.91 1.13
Sh.-W. 0.85 0.98
p-value <.001 0.08

Test F p

ANOVA 270.28 <.001
Levene 2.71 0.101
Welch’s ANOVA 258.87 <.001

Measures

Figure 7.9: Distribution of all CLglobal values given the best method for sources
other than MCAR with o > 0

Figure 7.9 shows the distribution of the CPL among the chosen aug-

mentations. The augmentations for which the previous model suggested

logistic regression vary between 1.08 and 1.15 for half the observations. For

nearest neighbor hot deck, it varies between 1.21 and 1.29. The nearest
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neighbor hot deck results are far better than the logistic regression results –

the mean difference as confirmed by Welch’s ANOVA is obvious. However,

after the allocation of the best method, nearest neighbor hot deck is used

for sources with a high overlap and logistic regression is used for sources

with a low overlap. The low CLglobal are not due to the applied method,

but due to the low overlap. In these cases, nearest neighbor hot deck would

have performed even worse.

All CPLs greater than 1 confirm the stated hypothesis: If all deci-

sions are made correctly, data augmentation results are able to significantly

increase conversion probabilities, compared to randomly selected target

groups. This is true for 98% of the cases. Only five augmentations us-

ing logistic regression did not reach this goal. They are marked as outliers

in the box plot. But also for logistic regression, the error rate is below 5%.

With a level of significance of 5%, the stated hypothesis can be confirmed.

Proof of hypothesis 5: If all decisions are made correctly –

• at least two augmented target parameter values

• no sources with o = 0

• no use of conditional mode imputation

• choice of the method based on overlap and number of target

values

– data augmentation results are able to significantly increase

conversion probabilities, when compared to randomly selected

target groups.

When closer analyzing the five augmentations that did not reach the

goal, it can be observed that three of these augmentations did not discrim-

inate perfectly between the target values. Of the three or four possible

target values, only two or three were augmented. This is still a valid data

augmentation as defined in chapter 6.2. However, it is evidence of an im-

perfect augmentation. From the 192 significant CPLs, 22 also fall into that

268



category (valid augmentations with not all target values reproduced). They

show a good CPL, nevertheless. Consequently, the failure to reproduce all

target values for target variables with more than two target values cannot

be introduced as an exit criterion in general. It should, however, be ap-

proached carefully, when already in doubt whether the data augmentation

will perform well.

Finding: If other criteria in the decision process are already

close to exit criteria (e.g. very low overlap or low IQV ), sources

should not be used for data augmentation, if not all parameters

are reproduced by the augmentation.

In chapter 7.1, we did not finally answer the question on whether the

source data mechanism significantly compromises the data augmentation

results. In figure 7.10, the distribution of all CLglobal values is shown per-

taining to the source data mechanism as defined by the results of the χ2

and CMH tests applied in chapter 7.1.1. After having established the rules

stated, 197 data augmentations remained of which 18 were formerly cate-

gorized as MAR, 62 as ”undecided”, and 117 as MNAR.

The means of CLglobal do not differ significantly for the three source data

mechanism categorizations. Welch’s ANOVA is used to assess the mean dif-

ferences, because the variances are not equal as measured by Levene’s test.

The F value of Welch’s ANOVA is smaller than 1, so that a significant

difference among the means cannot be observed. This means that if all de-

cisions are made correctly, the associations between source data mechanism

and target variables, given the link variables, is secondary. This is not only

noticeable from a theoretical point of view. It is also of practical interest,

because the source data mechanism is not assessable outside of a simulated

case study context. But if the source data mechanism has no practical

meaning, respecting the rules found, it does not have to be assessed in prac-

tice. This is a central finding of our study, because it conveniently solves

the problem of the unfeasible conditional independence calculation.
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Box plot

Mech. MAR undec. MNAR

N 18 62 117
Max 1.31 1.32 1.35
Q3 1.22 1.23 1.25
Median 1.16 1.19 1.19
Mean 1.17 1.19 1.18
Q1 1.12 1.14 1.12
Min 1.08 0.91 0.91
Sh.-W. 0.93 0.96 0.97
p-value 0.19 0.06 <.001

Test F p

ANOVA 0.17 0.843
Levene 1.66 0.192
Welch’s ANOVA 0.24 0.788

Measures

Figure 7.10: Distribution of all CLglobal values by assigned source data mecha-
nism based on the χ2 and CMH tests for sources other than MCAR,
with o > 0, using the best augmentation method

Finding: If all established decisions are made correctly, data

augmentation results are able to significantly increase conversion

probabilities, even if the source data mechanism is MNAR.

This can also be argued from a contextual point of view. In marketing

applications, where humans are the elements of interest, correlations be-

tween two variables are seldom very strong. The reasons why persons take

part in a survey, for instance, are manifold and cannot be explained by a

single observable variable. Likewise, there will not be a clear conditional

dependence between this source data mechanism and a target variable in

the survey, given a wide range of socio-demographic and other variables.

This lack of correlation becomes an advantage in data augmentation. If the

source data mechanism can be ignored for any source, it does not need to

be assessed upfront before approaching a data augmentation project. This

is convenient, as the source data mechanism is not observable and would

only be able to be roughly estimated with an auxiliary source.

The same is true for the ”customer data mechanism” as described in

chapter 3.1.1. Theoretically, it is possible that there is a correlation between
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the target variable values and the fact that a person is a customer of a

company, e.g. interest in shoes is related with a person being a customer of

a shoe store. Just as for the source data mechanism, it can be assumed that

a strong correlation between link variables and the target variable balances

a potential correlation between source data mechanism and target variable.

With the stated findings, a good upfront evaluation of data augmenta-

tion sources is possible. It is decidable which augmentation method should

be used. Even if no total correct classification rates, model lifts, and CPLs

can be calculated, the database marketing analyst can be sure that the

data augmentation significantly improves the data basis for segmentation

and data selection tasks.

KPI Minimum 5th Pctl Q1 Median Q3 Maximum

ML chance 1.003 1.123 1.180 1.210 1.323 1.689

ML target 0.374 1.102 1.679 2.226 2.613 6.453

ML uniform 0.727 0.929 1.007 1.052 1.105 1.248

ML source 1.168 1.207 1.291 1.417 1.666 6.259

CL global 0.913 1.031 1.120 1.187 1.248 1.354

CM global −0.185 0.047 0.250 0.407 0.510 0.848

Table 7.9: Final measures for data augmentation results complying with the
established rules for N = 197 sources other than MCAR, with o > 0,
using the best augmentation method

Table 7.9 summarizes the KPIs of all augmentations complying with

our established guidelines. The minimum and maximum values observed are

given, as well as the significance border of the 5% percentile. Lower quartile,

median, and upper quartile border the main part of the observations. It can

be seen from table 7.9, that all MLchance and MLsource values are greater

than 1 for all observations complying with the rules. MLtarget has some

outliers that lead to values below 1. However, it can be said with a 5% level

of significance that our rules lead to significant MLtarget values, too. The

strictest KPI, MLuniform, is greater than 1 for 75% of the observations

as bordered by the lower quartile. 25% of the observations did not pass

the quality check. This illustrates the fact that data augmentations usually
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only lead to a small information increase for companies. It is often not

much better in terms of hits than allocating the most frequent value to all

customers. However, the data augmentation results enable target group

selection, while a uniform allocation of target values does not.

As stated earlier, CLglobal is greater than 1 for more than 95% of the

observations. It can be said with a 5% level of significance that our rules

lead to significant CPL, which answers the research question. The CMglobal

values are positive for 95% of the observations, which is equally desirable.

Half of the observations lead to CMglobal values between 25% and 51%. It

means that the augmentation results are able to come as close as 25% to

51% to a perfect selection, as compared to a random selection. Half of the

information increase possible is reached by data augmentation based on the

established rules.

7.4 Managerial implications

The findings of the case study are used to state guidelines regarding an ex

ante suitability check for potential data augmentation sources. We were able

to prove that if all decisions are made correctly, data augmentation results

are able to significantly increase conversion probabilities, when compared

to randomly selected target groups. Our findings regarding the source data

mechanism, the overlap, and the best method to choose are summarized

here and illustrated in a one page graphical overview on page 276.

Source characteristics

The source characteristics overlap, size, and number of link variable classes

influence the augmentation results. The size is countable from the donors

contained in the source. The overlap can directly be observed, if there is a

customer indicator variable available in the source. In a survey, this would

equal the question ”Have you ever bought something from this company

or brand?” or similar. Sources which are not a subgroup of the customer
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group and which do not contain a customer indicator variable are more

challenging. In this case, like for the source data mechanism, auxiliary

information is needed if to estimate the overlap e.g. by means of expert

knowledge or otherwise.

The results of data augmentation improve with increasing overlap. For

a given overlap, however, the results can decrease with increasing size. In

this case, and if the overlapping units are identifiable, it can be reasonable

to omit the surplus donors. Both measures can be used to assess the ex-

pected quality of the data augmentation. The smaller the source, the less

information is contained and the less likely all values are reproduced. It has

been shown in our case study that an important portion of augmentations

with a zero overlap did not yield significant model lifts.

Overlap guideline: The higher the overlap between the donor

unit and the recipient unit, the better the data augmentation

results. If there is no overlap, the hit rate of the results does not

outperform a random distribution of target values. In this case,

sources should not be used for data augmentation.

If not all target values are reproduced after data augmentation, the

reasons should be reviewed carefully. If only one target value is reproduced

for all recipients, the link variables were not able to discriminate between

target values. These augmentations are invalid. They do not lead to an

increase in information. If two out of three or three out of four values are

reproduced, the results can still be reasonable. However, if already in doubt

whether the data augmentation will perform well because of other criteria,

sources should not be used for data augmentation, given not all parameters

are reproduced by the augmentation.

Methods

We made certain suppositions in order to motivate the general choice of ap-

plied data augmentation methods. The following guidelines are only valid
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in this context and cannot be transferred, if the data augmentation set up

is different. No inference is sought to be made between the augmented tar-

get variables. Accordingly, a univariate pattern approach has been chosen.

Otherwise, the values from all target variables for one recipient would have

to be augmented from the same donor in order to preserve correlations. No

inference is supposed to be made between augmented target variables and

auxiliary variables present in the customer database. Consequently, we do

not need to regard the case in which variables have never been jointly ob-

served. Otherwise, the augmented target values would have to be different

in order to contribute to the four levels of validity stated earlier. Further-

more, the target values are not known for any of the recipients. Likewise,

the overall distribution of target values in the recipient unit is not known.

If either one of the two suppositions was true, different methods would be

possible and more meaningful in the respective context.

We compared conditional mode imputation, logistic regression, and near-

est neighbor hot deck regarding their general suitability for data augmen-

tation and regarding their performance under certain circumstances. Our

goal was to make suggestions in which situation to use which method. We

found that nearest neighbor hot deck and logistic regression are generally

superior to conditional mode imputation. This is because conditional mode

imputation only uses very general rules augmenting the same value for a

broad class of recipients. This is often not sufficient concerning the data

augmentation needs. The achieved model lifts were significantly worse than

those of the other two methods applied in the same context.

MCAR sources with a small sampling rate are best augmented using

logistic regression. Logistic regression detects overall relationships among

the variables, which are stable even if only a small donor unit is available.

For MAR sources and MCAR sources with high sampling rates or complete

populations, nearest neighbor hot deck can lead to higher model lifts than

logistic regression. However, the variance of logistic regression results is
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smaller. If no overlap can be observed, logistic regression should be chosen

for its smaller general risk.

For nearest neighbor hot deck, the size has a positive influence on the

model lift. It does, however, have a negative influence on the model lift,

given a certain level of overlap. The number of link variable classes has a

negative influence on the model lift. All in all, nearest neighbor hot deck is

significantly influenced by the source characteristics. Multivariate methods

are also influenced by the source characteristics, but the influence is not as

strong as for nearest neighbor hot deck.

Method guideline: Logistic regression is best suited for

sources with a low overlap or sampling rate. Nearest neighbor

hot deck is best suited for sources with a high overlap. If the

overlap is not known, logistic regression should be used, because

it performs equally well for all levels of overlap.

There is a definable set of source characteristics for which nearest neigh-

bor methods perform better than multivariate methods, and vice versa. It

has been shown that the overlap is the only strong indicator for choosing

the best augmentation method, regarding the source characteristics. In our

case, the inflection point was generally at an overlap rate of 50%. For a

lower overlap, logistic regression is superior. For a higher overlap, nearest

neighbor hot deck should be chosen. This can also be argued from a the-

oretical point of view. The smaller the distance between observations, the

better the data augmentation results from nearest neighbor hot deck. The

overall distance decreases with increasing overlap. The perfect state for a

nearest neighbor hot deck approach is that of record linkage. Contrarily,

multivariate methods detect general relationships between variables and can

be applied to any subpopulation. They do not rely on the overlap.

Additionally, logistic regression is more suitable for low number of target

values. For a high number of target values, nearest neighbor hot deck is

the more powerful method. Logistic regression is the stronger, the more
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Figure 7.11: Practical guide for evaluating external sources
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observations can be found in each link value class. Target class occupations

of individual target values are higher, if the overall number of target values

is lower. However, this rule only applies, if the overlap rate is around 50%.

Otherwise, the overlap criterion is the stronger effect. Again, the exact

threshold depends on the data augmentation context. It can vary for other

applications and needs to be verified for other use cases. A summary of the

practical guide is shown in figure 7.11 on page 276.

Source data mechanism

There are two types of source data mechanisms valid for performing data

augmentation: sources with data missing completely at random (MCAR)

and data missing at random (MAR). If data is missing not at random

(MNAR), the fact whether a donor has been observed in a source can bias

the augmentation results. The source data mechanism of MCAR sources is

usually known from the study design of the source. Volunteer surveys, web

data, social media sources, and others are MAR or MNAR sources. These

sources usually partially overlap with the recipient unit, the source is a sub-

group of the customer database, or they do not overlap at all. A source is

MAR, if it is known from the source profile that selection was only made

based on observable variables, or if the source and the target variable are

conditionally independent given the link variables. It has been shown dur-

ing the case study, how difficult the calculation of conditional associations

is in a categorical setting.

In practice, an additional challenge is the fact that the mechanism that

leads to donors being present in a source is not observable. Moreover, a

situation in which the source mechanism indicator, the target variable, and

the link variables are present, so that the conditional association can be

calculated, is hardly ever available.

Source data mechanism guideline: An external source does

not need to be representatively sampled. If all variables are
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categorical and if the link variables are able to predict the target

variables well, and if all other rules are respected, the source data

mechanism is negligible.

Because of these findings, we recommend to assume conditional inde-

pendence, as long as there are no other substantiated reasons, e.g. expert

knowledge. Moreover, we were able to show that model lifts do not signifi-

cantly differ for different source data mechanisms, if all rules are respected.

We found that in a categorical data augmentation context, the association

of the source data mechanism and the target variable does not compromise

the data augmentation results. The source data mechanism is important in

theory, but not relevant in practice.
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Chapter 8

Limitations of data augmentation and

outlook

Data augmentation sources are manifold and oftentimes easily available.

The main question arising from these sources is whether using them for

augmentation purposes will lead to an increase in information and a better

basis for decision making. The decision for or against data augmentation is

simplified with our guidelines. However, they do not substitute a thorough

case specific examination and pretesting phase.

In order to correctly use data augmentation in database marketing, it is

necessary to consider what data augmentation is capable of and what it is

not. In this chapter, our findings are enhanced with hints on how to manage

expectations regarding data augmentation results. Data augmentation is

a tool for providing information in an area of database marketing where

existing customer data is sparse. It should always be regarded as such.

We contemplate the limitations of data augmentations and the successional

decision whether data augmentation is the right tool to answer questions in

database marketing. To understand these limitations is an important factor

in the appreciation of data augmentation results.
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We were able to answer the research question and to provide compre-

hensive findings regarding external sources in database marketing. However,

our study has also raised new questions. We have started to examine the

source data mechanism. More research should be dedicated to this topic

and how different source data mechanisms can be approached in practice.

Certain steps in our proposed data augmentation process can be enhanced

by deeper exploration. Our case study is a comprehensive example of data

augmentation settings. However, some parameters have been fixed in order

to establish comparability. These parameters vary in practice. More data

augmentation use cases should be regarded in order to support our find-

ings. Eventually, we point out the difference between predictive and uplift

models, the latter focusing on how customers are motivated and activated

through direct marketing communication.

8.1 Limitations and alternatives

When conducting a data augmentation, managing expectations is an im-

portant part of the project. Any analyst making secondary use of the data

should have a clear picture on the meaning of the available data. The aug-

mented values are directly saved in the customer database and become an

analysis basis themselves. But using it like a primary data source is danger-

ous, because it dilutes the analyst in knowing something not actually known

(Dempster & Rubin, 1983), and data might be used for conclusions not pos-

sible from augmented data. Data augmentation can enrich the existing data

in a way not possible otherwise and its results can serve as important deci-

sion criteria. However, data augmentation results are only approximations,

and decisions based on the results should be treated accordingly.

Essentially, data augmentation is only an option if no complete dataset

is available, or if it is impractical to collect all data from a single customer

(Adamek, 1994). Sometimes, there are better possibilities to reach a par-

ticular marketing goal. Much information can already be found by mining
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the donor or recipient unit only. It is not always the best solution to mix

up sources in order to receive valuable insights (Putten et al., 2002b).

First and foremost, all additional information is valuable to database

marketing analysts. In practice, targeting formulas are oftentimes not very

sophisticated. Knowledge on the majority of customers is limited and pre-

dictions of conversion probabilities are associated with great uncertainty.

The benefits of data augmentation oftentimes outweigh the risks, so that

data augmentation has become a popular tool (Adamek, 1994). There is a

trade-off between the economical contribution of the new information and

the cost related to the augmentation project. Because marketing is usu-

ally afflicted with not knowing very much on most of the customers, any

additional information is valuable and money is attributed to this cause.

Whenever target group decisions can be facilitated and direct marketing

campaigns become more efficient, a data augmentation project is worth the

effort. This should be kept in mind when comparing the usefulness of data

augmentation to the challenges and limitations to be stated below.

The knowledge achievable from data augmentation is limited. Because of

the categorical nature of variables, data augmentation information is usually

not very precise. One could even argue that it is misleading to say that data

is really augmented. It combines the already existing link variables in a way

that conversion probabilities for certain target variables can be predicted.

Not the target values are the new information, but the model combining

the link variables pointing to the target value with a certain probability.

The information has thus already inherently been present in the data. This

combination of variables is the value of the data augmentation results.

The augmented data is always only as good as the data in the source.

Data describing human behavior and preferences is volatile and may age

quickly. These facts should be considered before approaching a data aug-

mentation project and should be evaluated carefully for any source. Obsta-

cles related to the quality and usefulness of the data are:
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• Data quality: The results depend directly on the data quality of both

recipient and donor unit. Some values might be deficient or missing

and some values might not convey the intention of the person from

whom it was collected.

• Availability of link variables in the recipient unit: In order to perform

data augmentation, some existing knowledge on the customers is nec-

essary. In fact, the more information is already known, the better

more information can be augmented. This is not necessarily in ac-

cordance with the marketing strategy for data augmentation, which

often involves receiving a better picture of customers on whom not so

much information is available already.

• Comparability of link variables: Every data source contains variables

collected according to specified concepts and definitions, saved in a

specific format and scale. Link variables can only be used, if concepts

and definitions are similar, and if formats and scales can be adjusted

to be the same.

• Correlation between link and target variables: If the link variables

are not able to predict the target variables, data augmentation is not

possible.

• Meaning and interpretation of variables: Some variables might not

have the meaning that the database marketing analyst ascribes to

it. The donor unit is often a source whose data was collected for a

different purpose. There are hard facts like age or gender, which are

universally understood. When talking about interests, the situation

is not as clear. If a woman records to be interested in shoes by adding

this interest in her Facebook profile, it might mean a lot of things

to her. The database marketing analyst would interpret the interest

in shoes as the intention to buy shoes. While there certainly is a

correlation between being interested in shoes and buying them, the
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two notions have a slightly different meaning. ”Borrowing” someone

else’s data for a different project may lead to bias because of differences

in interpretation one is not aware of (Ozimek, 2010).

• Usefulness of target variables: Even if the meaning of a variable is

captured correctly, the variable might still not be a direct hint for

the conversion probability of an offer. Targeting is the application

of a mixture of variables, of which every variable is expected to have

predictive power regarding the conversion. However, this predictive

power cannot be tested upfront. It can only be observed after having

conducted a marketing campaign. If a person is interested in shoes,

and also likes to buy shoes, it might still not mean that this intention

is influenced by a campaign. The conversion probability concept is

more complex and thus manipulating it is not trivial.

It cannot be expected from data augmentation to exactly reproduce

every single value. It has been shown in the past that many statistics

judging data augmentation results were within acceptable limits of the real

values (Baker et al., 1989). Sometimes, it makes sense to illustrate the

uncertainty associated with data augmentation by introducing uncertainty

bounds (D’Orazio et al., 2006, p. 97ff). Additionally, data augmentation is

only able to identify groups of customers that can be targeted by different

marketing mix strategies. It is still far from a one-to-one marketing solution

(Hattum & Hoijtink, 2008a).

The data augmentation approach as described here is a micro approach.

The most likely target value is augmented to the customers. Only the target

value’s probability for people with the according link variable class in the

source is available. Data augmentation results are not useful for aggregated

statements, because the best value is sought for every customer, which does

not necessarily adhere to the overall macro validity. Statements like ”half of

our customers are interested in this product” are not valid. It would always

have to be put into the context of the source. The correct interpretation of
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the data might be difficult to explain to external parties, e.g. general man-

agement. Likewise, no correlations should be made between the augmented

variables and other existing variables. The augmentation results are a tool

for enabling better segmentations and target group selections. If aggregated

statements shall be made, market research is a better alternative.

Data augmentations rely on some assumptions that cannot be tested in

practice. For example, if the customer database is assumed to be MAR (as

described in chapter 3.1.2) and no auxiliary source is available to confirm or

object this assumption, the results rely on the correctness of this assump-

tion. Several theoretical, empirical, and simulation studies have shown that

there are risks associated with data augmentation (Adamek, 1994; Rodgers,

1984). As in every research model, there are several steps in the data aug-

mentation process where decisions have to be made by the researcher. Every

poor decision can compromise data augmentation results.

The data augmentation results should always be used in combination

with existing data. The uncertainty inherent in the augmentation results

is too strong for decisions to be based solely on these results. Data aug-

mentation results are only meaningful, if the current information available

for decision making is sparse. For example, when introducing new products

or cross selling other product categories, data augmentation results can

enhance the decision basis. For categories or products for which much is

already known, data augmentation results derived from an external source

might not have an additional informative value. But whenever other, more

substantiated information is available, data augmentation results can be

used to improve decisions and to have more variables to base a decision on.

They can also be used to validate preliminary decisions.

8.2 Further research opportunities

This study is a starting point in the exploration of data augmentation with

external sources in database marketing. More questions arise from our
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findings. These are delineated below. Furthermore, other use cases relevant

to the practice are given, broadening the field of data augmentation research

in database marketing.

8.2.1 Ignorability of the source data mechanism

MCAR source data mechanisms are easily differentiable, while MAR and

MNAR source data mechanisms are not observable. Whether a source is

MAR or MNAR depends on the conditional association of source and target

variable given the link variables.

It has previously been suspected that a clear distinction between con-

ditionally dependent and independent sources is difficult, because of the

categorical nature of the variables and the complexity of the association

resulting from a big number of link variables and the various classes related

to them. In a conditional independence test, partial two-way cross-sectional

tables are built and independence is tested for source and target variable for

every class. A major problem encountered has been the problem of sparse

data in many of these classes. Another problem has been the frequent dis-

agreement of the χ2 test with aggregated total measures and the CMH test

used. Because a MNAR source data mechanism did not always compromise

the augmentation results, we eventually concluded that conditional inde-

pendence can be assumed. It should be validated whether the assumption

of conditional independence, as suggested in this study, is admissible when

no auxiliary data is available. It was sufficient in our research context, but

could prove differently when validated in a different context.

The process of assessing the ignorability of the source data mechanism

is complex and hardly performable in practice. Even if we had been able to

definitely prove or disprove conditional independence, the same test cannot

be performed in practical applications, where the source data mechanisms,

as well as the elements not observed are not known. More research is nec-

essary in this field.
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8.2.2 Deeper exploration of the augmentation process

In order to get a deeper understanding of data augmentation in market-

ing, further research is suggested at three points of the data augmentation

process. The first enhancement concerns other and more complex data aug-

mentation methods. The second enhancement is related to the uncertainty

assessment of the target values, once a data augmentation has been car-

ried out. Eventually, a study researching on the external evaluation of the

augmentation results would be valuable in order to complement our study.

The methods presented here do not reflect the state of the art in statisti-

cal matching. They are hands-on ad hoc approaches to data augmentation,

as it is frequently found in companies. This choice is not only for simplifica-

tion purposes, but also because the practical application of these methods

is more likely in database marketing than other, more complex methods.

Nevertheless, the use of more complex methods is possible and their ben-

efits regarding effectiveness and efficiency should be evaluated in order to

get a more comprehensive picture of possible data augmentation methods.

Examples are likelihood-based inference methods, as for example the EM

algorithm, or Markov Chain Monte Carlo methods, as for example Gibbs

sampling or the Metropolis-Hastings algorithm (Schafer, 1997, p. 2). These

methods involve complex simulations of posterior distributions (Schafer,

1997, p. 4). It has not been feasible for us in our case study context to

apply methods which would require a simulation each. Methods of these

fields could also be useful in gaining more insight into the conditional as-

sociation assessment. To contrast the effectiveness of such methods against

our approaches would be a valuable extension to our work.

The probabilities augmented in our study are the direct observable prob-

abilities as derived from the source. Its interpretation always takes into con-

sideration the source derivation. These probabilities do not include any kind

of uncertainty assessment related to the fact that MAR sources are not iden-

tical to or representative of the customer population. If possible, it would
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be desirable to get a more comprehensive measure, including an uncertainty

part as derived from the source characteristics. It might prove difficult, be-

cause probabilities reflecting all uncertainty might easily decrease to very

low numbers not catching differences between target values anymore. Fur-

ther research is necessary in this area before such a comprehensive measure

can be developed.

Eventually, an external validation of this study in terms of actual con-

versions and return on marketing investment is desirable to complement our

conceptual model. Many factors influence the ROMI and it is not easy to

conduct a comprehensive study including various sources, like it has been

done here. To establish comparability when real sources are used is rather

difficult. The external validation is much more focused on practical appli-

cations, and several case studies can be combined in order to perform an

overall external validation of our conceptual model.

8.2.3 Further augmentation opportunities and use

cases

In this study, we have collected, specified, and structured the features of data

augmentation in database marketing for the special case of external data.

The data augmentation approach as proposed in this study is built on the

use case of optimal target group selection in direct marketing. Although

being highly relevant for database marketing practice, it has never been

comprehensively assessed in a scientific context. In order to give guidance

to database marketing analysts, basic rules, relevant aspects, and cruxes

of data augmentations are stated. These are verified with a suitable case

study. More examples are needed in order to build a comprehensive picture

for marketing in general. Other use cases are thinkable and many of them

have different properties in terms of variable scales, inference requirements,

and recency expectations. The augmentation opportunities comprise, but

are not limited to, the following use cases.
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Our conceptual model and all our methods are based on the assumption

that the typical sources for data augmentation applications contain cate-

gorical variable scales. This might be different, if branches like the financial

sector were regarded, where many variables are metric. In this case, it is

possible to reduce these variables to categories. However, this would result

in a loss of information in terms of accuracy. In these cases, it might be

reasonable to develop a conceptual model for metric variables in order to

receive more meaningful data augmentation results. Also, many sources

contain a mixture of variable scales. In our approach, we propose to har-

monize all variables to the same scale. A comparison of such methods to

the proposed standard methods would be a valuable extension to our work.

In our data augmentation proposition, we chose a univariate pattern

approach. It means that all target variables are augmented individually, so

that the most accurate results are achievable for every variable. However,

by doing so, no inference can be made between different target variables

augmented from the same source. It means that there have to be made

as many augmentations as there are target variables. This can prove time

consuming, because every model has to be established and adjusted to best

fit the respective target variable. Hence, marketing problems exist where

the advantages of a multivariate pattern approach outbalance the accuracy

advantages of the univariate pattern approach. Such multivariate pattern

approaches are more complex than univariate pattern approaches, because

different target variables have to be explained at the same time. Only meth-

ods using statistical twins, such as the nearest neighbor method, can guar-

antee that all target values are taken from the same donor. Interrelations

existing between these target variables are preserved and it is possible to

attempt to make inferences between these variables after having augmented

the data. Establishing such approaches and comparing them to univariate

pattern approaches would be a meaningful enhancement to our work.

Our approach is based on a classical database marketing structure, where

unique customers are the elements the analyses are based on. While this
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is true for most channels in the offline world and in email marketing, other

channels have different identifiers, such as cookies, online accounts being

used by multiple persons, or other structures not directly relatable to unique

persons. If it is not possible to convert these structures to a unique-person-

element structure, classical data augmentation sources cannot be properly

used. At the same time, there are possible sources in the internet world

consisting of these non-classical structures. Likewise, these sources cannot

be used for data augmentation, if no transformation is possible. Both the

identification of unique persons in these structures and the usage of other

units for data augmentation purposes (both as recipient units and donor

units) are interesting and seminal fields which can be regarded.

Eventually, all data augmentation structures should be transferred to

automatic processes in which new information is generated in real-time.

One time approaches, especially as derived from dedicated surveys, have

little information value, because the information is not valid for a long

time period. Most marketing problems as described here, regarding tar-

get group selections in direct marketing, return frequently. An automated

augmentation process has several advantages. Firstly, both the augmented

information and the link variables information is augmented on are always

up-to-date. Secondly, the ROMI increases with every reuse of a source that

has once been connected to the customer database with data augmentation.

Of course, the automation process has afflicted costs itself that need to be

evaluated in the decision process. But the maintenance effort is low when

compared to a whole new data augmentation. Finally, the data augmenta-

tion automation infrastructure can be used for new sources, again leading

to economies of scale.

8.2.4 Uplift models

Our models assume that the fact that someone has a certain characteristic,

i.e. a certain target value, is a good predictor for that customer to con-
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vert after having received a marketing communication. Uplift models reach

one step further. They try to predict for which customers the probability

of conversion is maximally increased when being contacted by a market-

ing campaign. It does not necessarily prefer those customers with a high

affinity to an offer, if these customers would have bought an offered prod-

uct anyways. Rather, it tries to identify those customers whose propensity

significantly increases through a marketing campaign.

Marketing campaigns using uplift models might not reach as high con-

version rates as those based on our approach of data augmentation. Nev-

ertheless, the delta between a potential control group and a target group

chosen by an uplift model is higher. When adding up general sales not

motivated by marketing actions, the sales leads generated by the marketing

action, and the costs of the marketing campaign, uplift models yield higher

revenues than simple conversion probability models.

Uplift models are more complex than simple conversion models. The

general conversion probability needs to be separated from the uplift in con-

version probability induced by a marketing campaign. It needs to respect

many volatile factors. However, if mastered, uplift models have a high profit,

because the marketing budgets can be directed at exactly the customers that

respond best and the overall earnings can be maximized.

Data augmentation results can also be used to specify uplift models.

This is a logical extension to our work. Uplift models need to be trained

well in order to make the separation between the general conversion proba-

bility and the uplift in conversion probability induced by a marketing cam-

paign. Such information cannot be found in an external source. This makes

it difficult to augment the probability for a significant uplift. But the aug-

mented information can be used to build an uplift model within the customer

database.

290



Chapter 9

Summary

External sources like web tracking, volunteer surveys, and social media are

rarely used for data augmentation in database marketing yet, even though

such information can lead to significant conversion probability lifts when

used for targeting and personalization. Many external sources are suspected

to lead to biased augmentation results, because the available data is not

representative for the customer group to which it is augmented. With our

study, we deliver insights on which sources can be used beneficially for data

augmentation and which augmentation methods should be used for different

kinds of sources.

Introduction

An increasing amount of data is needed in order to segment and select cus-

tomers for personalized and targeted marketing activities. But the data

basis for targeting customers is often sparse, so that the customers with the

highest propensity cannot be identified. At the same time, data has never

been easier available externally, e.g. from website click behavior, volunteer

surveys, or social media. Data augmentation is a beneficial tool for har-

nessing this information. But it is used hesitantly, because no validation of

the augmentation results is possible. Moreover, it cannot be assessed up-
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front whether the augmentation is effective and efficient in a way that using

the results increases the conversion rates of direct marketing campaigns.

With our study, we establish guidelines for evaluating external augmenta-

tion sources.

External sources are beneficial, because they contain information types

not available from the customer database. It is usually not possible to

acquire the same information in an easier, cheaper, and more up-to-date

way. External sources are defined by not being technically connected to the

customer database, with a unique customer identifier missing. In order to

acquire the same information otherwise, companies would have to ask the

customers – which is unfeasible in most cases – or entrust external agencies

with market research. The objective of data augmentation is to augment the

external information to the customer database instead based on similarities.

In order to perform data augmentation, no unique identifier is needed in

the external source. As long as there is a set of link variables present both

in the customer database (recipient unit) and the source (donor unit), the

target variables can be augmented. Link and target variables are categorical

in a marketing approach. The most likely value is augmented for every sin-

gle customer, given a certain link variable class, along with a probability for

this value to be accurate. These values can be used to manage direct mar-

keting campaigns and to improve the basis for decision making. We favor a

univariate pattern approach, in which one target variable is augmented at

a time. Thereby, the link variables are combined differently for every target

variable in a way that each target variable is predicted best.

It is desirable to be able to evaluate the external sources ex ante and

to make a decision whether they will increase conversion probabilities. The

main question regarding external sources is: Are the target values observed

in the source transferable to the customers? For example, let there be an

internet volunteer survey that asked for computer literacy. If computer

literacy is to be augmented, it is possible that the results will be biased,

because most people who take part in an internet volunteer survey are
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computer literate. The results would indicate that there are more people

computer literate than there really are in the customer database. Such a

source is not feasible for data augmentation. In a feasible source, the target

variable is not correlated to the fact whether somebody has been observed

in the source or not.

Literature review

The potential of data augmentation using external sources in marketing

has already been realized in contemporary literature (Breur, 2011; Jiang et

al., 2007; Ratner, 2001b). Data augmentations in marketing have been per-

formed by Kamakura and Wedel (1997, 2000), Putten et al. (2002a, 2002b),

and Gilula et al. (2006). Our paper contributes to Hattum and Hoijtink’s

(2008a, 2008b) idea of data fusion for direct marketing and extends it to

a broader range of possible applications. The methods used for data aug-

mentation have been developed in the contexts of missing data imputation

(Little & Rubin, 2002; Rubin, 1976; Schafer, 1997). Some have also been

developed for statistical matching in official statistics (D’Orazio et al., 2006;

Okner, 1972) and media planning (Rässler, 2002; Wendt, 1977).

Related data augmentation approaches are also referred to as data fu-

sion (Breur, 2011; Gilula et al., 2006; Hattum & Hoijtink, 2008b), statistical

matching (D’Orazio et al., 2006; Rässler, 2002), or deterministic data inte-

gration (Jiang et al., 2007). Data augmentation suits the use of external

information in database marketing best, because it focuses on supplement-

ing information already available. It is different from record linkage, where

recipient unit and donor unit contain identical elements, with a missing

unique identifier. It also differs from exact matching, where a unique iden-

tifier is present. In contrast to exact matching, the statistical augmentation

of external data is always legally sound (Plath & Frey, 2009).

Available external sources are seldom properly sampled like representa-

tive surveys. Previous data augmentation studies in marketing have only

regarded sources with a random sampling mechanism. External sources
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usually partially overlap with the customer database. The reasons why a

person is observed in a source are manifold. We refer to the mechanism

that leads to a person being observed in a source as source data mechanism,

derived from the missing data mechanism in missing data theory (Little &

Rubin, 2002; Rubin, 1976). The source data mechanism is a nonprobabil-

ity sample (Powell, 1997, p. 67), if the observed persons are not randomly

chosen.

Little and Rubin (2002) differentiate three stages of sampling types for

missing data. These describe the relationship between which elements of the

overall population have been observed and the values of the target variable.

Data is missing completely at random (MCAR), if the availability or miss-

ingness of data is not dependent on any factors. A randomly sampled survey

is MCAR. Data is missing at random (MAR), if the availability or missing-

ness of data is only dependent on observable variables. If the information

on credit card ownership is particularly missing for older people, but the

age has been observed, then data is MAR. Data is missing not at random

(MNAR), if the availability or missingness of data depends also on variables

not observed. If information on the income volume is particularly missing

for people with a high income, then data is MNAR. If data is MCAR or

MAR, the missing data mechanism can be ignored when augmenting data

from these sources.

The augmentation process consists of data screening, preparation, aug-

mentation, and evaluation steps. It has been described by Putten et al.

(2002b) and D’Orazio et al. (2006, chapter 6). The link variables must be

present in both donor and recipient unit. Relevant target variables are cho-

sen, given that the link variables are able to predict these target variables.

A suitable augmentation method needs to be chosen. In the existing litera-

ture, there are no general rules on which method to use best in marketing.

We deliver insight into how to choose the best method. Eventually, the

augmentation results are evaluated by their ability to increase conversion

rates in targeting applications.
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Theory and model

The three stages of missing data can be transferred to the source data mech-

anisms of external sources. It refers to whether a person has been observed

in a source. The target variable can have each of the three relationships

to the source data mechanism. The source can be randomly sampled, so

that it is MCAR. If a source is MAR, the target values depend only on the

variables observed for the customers, i.e. the link variables. Tthe source

data mechanism can be ignored, because data is augmented based on the

link variables. If a source is MNAR, the fact whether a person has been ob-

served in a source is correlated with the target values. Such a source should

not be used for data augmentation, because the results can be biased.

In our study, we are particularly interested in the quality of augmenta-

tion results of sources with a MAR and MNAR source data mechanism. A

source is MAR, if the source data mechanism is conditionally independent

from the augmented target variable, given the link variables. In our previous

example, the participants in the volunteer survey are particularly computer

literate. Augmentation results are suspected to be biased towards high

computer literacy levels. However, maybe target variables are augmented

based on the link variable age. If a high number of young people have taken

part in the survey, having a higher share of computer literates than older

segments, the tendency to being computer literate can be attributed to the

age. In that case, the source is MAR, because the age is observable.

The conversion probability lift (CPL) is an indicator showing how much

the ability to select prospective customers for a direct marketing campaign

increases when using augmentation results. If the true target values are

known for the customers, a total correct classification rate (TCCR) can be

calculated describing how many true target values were hit by the results.

The model lift of the augmentation is calculated by comparing the TCCR of

the model to the TCCR achievable, if target values were allocated randomly

among the recipients (Hattum & Hoijtink, 2008b; Ratner, 2003, p. 182).
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The database marketing analyst has to choose an appropriate augmen-

tation method, which influences the model lift. In our conceptual model as

shown in figure 5.1 on page 142 in chapter 5.1.1, the main effect of the model

lift is the chosen method. All other parameters are moderators and the ap-

propriate source data mechanism is an antecedent. The model lift shows

how many customers more would be correctly assigned to a target group,

if segmentation is the targeting goal. If selection is the targeting goal, the

CPL is influenced by the number of customers to be selected. In that case,

the model lift is a mediator for the CPL. Only the internal evaluation is in

the scope of this study. In an external evaluation in a business setting, a

lift of return on investment is calculated to finally assess the utility of the

augmented data.

Three common data augmentation methods are compared: conditional

mode imputation, nearest neighbor hot deck, and logistic regression. For

conditional mode imputation, the most frequent value of a link variable

class is augmented. Classes are iteratively collapsed to broader ranges, if

the mode cannot explicitly be determined. The nearest neighbor hot deck

method uses the target value from the donor closest to the recipient in terms

of a distance measure regarding all link variables. In logistic regression, the

most likely target value is predicted based on a maximum likelihood func-

tion using the link variables as predictors. The choice of the best method

is expected to be dependent on the moderators. Conditional mode impu-

tation and nearest neighbor hot deck are expected to be influenced by the

source characteristics. They work best, if recipient unit and donor unit

contain identical elements. Every deviation from this optimum results in

higher uncertainty and lower model lifts. Contrarily, logistic regression de-

tects general correlations between link and target variables. These can be

transferred to different subgroups.

The model lift is expected to be influenced by the source characteris-

tics. Sources are characterized by its size (number of donors), the overlap

between recipient unit and donor unit (in terms of identical elements), and
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whether the donors were representatively sampled or not. The model lift

is dependent on the target variable characteristics. The range of the model

lift differs, depending on the number of target values and the skewness

of the target variable distribution as measured by the index of qualitative

variation. Finally, it depends on the predictive power of the link variables

regarding the target variables.

We test the hypothesis that there is a definable set of source characteris-

tics influencing which method to use best for data augmentation. A logistic

regression model describes the parameters that lead to the method with

the best model lift. The output variable is a categorical variable indicating

which method yielded the best augmentation results in the respective set-

ting. The models give insight into factors leading to good model lifts and

methods to choose in particular settings. Our goal is to provide a set of

rules leading to significant CPLs. If all decisions are made correctly based

on our findings, augmentation results are expected to be significantly better

than randomly selected target groups.

Methodology and results

A model lift can only be calculated in a simulated setting, where target

values are augmented, although the true values are known. This is not fea-

sible in a business setting, because the true values are not known for the

customers. For this purpose, an existing customer dataset from a renowned

German company is used as a case study object. It already contains tar-

get values for all elements and serves as overall population. A subgroup

of the elements in the dataset is chosen to be the customer group. For

this subgroup, all target values are removed. After the augmentations, the

augmented target values can be compared to the true values. In order to

compare the influencing factors, different sources are simulated and used for

augmentation. The sources are sampled based on an information-oriented

sampling approach. We have varied the following factors in the case study:
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• 49 Sources: size, overlap, and representation

• 11 Target variables: number of target values in the domain and skew-

ness

• 3 Methods: conditional mode imputation, nearest neighbor hot deck,

and logistic regression

1,617 augmentations have been performed, each producing a set of mea-

surement data describing the input parameters and results. For example,

a source is sampled based on a feasible variable which functions as source

data mechanism. The source contains twice as many donors as the recipient

unit, but has only 50% overlap to the recipient unit. 33 augmentations are

performed with this source: 11 target variables are augmented individually,

each using one of the three methods.

A case study approach is necessary, because augmentation results can

only be evaluated in a simulated setting where the true target values are

known. Likewise, the source data mechanism is not observable in a practical

application. A high number of different sources with different levels of source

characteristics must be given in order to give general advice on which source

characteristics have an influence of the augmentation results and which

should not be used. This is not possible in a real-world setting. However,

the results of a case study always need to be regarded in the context of the

study and are limited to this frame. Some parameters like the link variables

to be used and the recipient unit have been fixed. The observed results

give insight on the relationships of influencing parameters in this setting.

Therefore, the frame is broadened in our study as much as possible. In order

to overcome the problem of a lack of generalizability inherent in case study

approaches, the data is especially realistic, so that correlations observable

with humans relating to the purchase behavior are available, qualitatively

rich, so that many different variables and categories are represented, and

quantitatively rich, so that many different permutations can be performed

with each resulting in an reasonably sized subset of the data. From the case
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study, insights for an ex-ante assessment of data augmentation sources in

practice can be derived not otherwise attainable.

If the source data mechanism is MNAR, using it can lead to biased

augmentation results. In the original dataset, a source data mechanism

indicator variable marks whether a person has been observed (S = 1) in

a source or not (S = 0). Therefrom, the conditional association between

the target variable and the source data mechanism indicator variable, given

the link variables, is calculated. We performed a χ2 test with aggregated

total measures and a Cochran-Mantel-Haenszel test in order to assess the

conditional association. We then assessed whether the augmentation results

of these sources are biased by comparing the data augmentation results with

or without incorporating the source data mechanism in the model. Although

MNAR sources have a higher tendency to lead to biased results than MAR

sources, a decisive recommendation could not be given. Particularly, if there

is a strong correlation between the link variables and the target variable,

the source data mechanism cannot be so strong that it compromises the

data augmentation results. We later found that if all other rules in our

practical guide based on observable source characteristics are respected,

data augmentations do not lead to biased results, even if the sources are

MNAR.

Target variables need to be sufficiently even distributed and can only

have a moderate number of target values. Then the methods are able to

discriminate between them. The discriminability depends on the predictive

power of the link variables regarding the target variables. A quality check

after each augmentation shows whether all target values have been repro-

duced. Each target value should appear sufficiently often in the donor unit,

with a class occupation of at least 20%. The average model lift decreases

with an increasing number of target values and increasing skewness. Like-

wise, the variance of the model lift increases, leading to less stable results.

In a good augmentation, all target values are reproduced. Augmenta-

tions can also lead to significant model lifts, if only some values are re-
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produced (in cases with target variables with at least three target values).

However, augmentations in which not all values have been reproduced do

not reliably lead to significant CPLs. If other criteria in the decision process

are already close to exit criteria (e.g. low overlap), sources should not be

used for data augmentation, if not all parameter values are reproduced by

the augmentation.

The best method to be used depends on the overlap. Nearest neighbor

hot deck is better suited for high levels of overlap. It works best at a 100%

overlap rate, where there is a match for every recipient. Logistic regression is

better suited for low levels of overlap, because the model lift is not influenced

by the overlap. Logistic regression is able to detect general relationships

in the data and to transfer them to partially different subgroups of the

overall population. Conditional mode imputation is inferior to the other

two methods and does not lead to significant model lifts.

Sources should only be used, if there is a significant overlap to the recip-

ient unit. The uncertainty involved in an augmentation with zero overlap is

high. On average, no significant model lift can be observed. In practice, it

is rather unlikely to acquire a source that has nothing in common with the

customer database. We have only included such sources in order to show

that distinct sources cannot be used, if the source data mechanism is MAR

or MNAR.

The overlap is the only relevant source characteristic influencing the best

method to be used. We have used a backward elimination procedure in the

method model to isolate the parameters with a significant influence. Only

the overlap and the number of target values have remained. Of these, the

effect of the overlap has been twice as strong as the number of target values.

The number of target values is only relevant at medium levels of overlap.

In that case, logistic regression should be used for binary target variables

and nearest neighbor hot deck for variables with more target values. After

having chosen the best method based on the logistic regression results, 98%

of the augmentations show a significant CPL.
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Conclusions

The hesitation regarding data augmentation in database marketing is cause-

less. The source data mechanism is negligible in a categorical setting, where

the predictability of link variables regarding the target variables is strong.

Sources need to comply with certain minimum criteria, so that the bene-

fits of data augmentation outweigh the risks associated with nonprobability

sampling mechanisms of the source. From our study, the following guide-

lines are derived regarding data augmentation in database marketing.

• Target variable: A categorical target variable should have at most

five possible target values. The distribution of these values should be

sufficiently even in order for methods to discriminate between them

(IQV > 0.8).

• Link variables: The link variables need to have predictive power re-

garding the target variable. They should be able to discriminate be-

tween all possible values of the target variable domain. Link variables

have to be independent.

• Source data mechanism: An external source does not need to be rep-

resentatively sampled. If all variables are categorical and if the link

variables are able to predict the target variables well, the source data

mechanism is negligible.

• Overlap: The higher the overlap between the donor unit and the re-

cipient unit, the better the data augmentation results. If there is

no overlap, the hit rate of the results does not outperform a random

distribution of target values.

• Method: Logistic regression is best suited for sources with a low over-

lap or sampling rate. Nearest neighbor hot deck is best suited for

sources with a high overlap. If the overlap is not known, logistic re-

gression should be used, because it performs equally well for all levels

of overlap.
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Simple methods like nearest neighbor hot deck and logistic regression

lead to significant model lifts. But data augmentation is not limited to

these methods. The literature on missing data imputation comprises more

complex methods, including multiple imputation and Bayes approaches. To

contrast the effectiveness of such methods against our approach would be a

valuable extension to our work.

More questions arise from our study regarding the augmentation process.

The ignorability of the source data mechanism requires more inspection. For

the application in business, a measure describing the uncertainty related to a

data augmentation project is desirable. Our approach is a univariate pattern

augmentation, augmenting one target variable at a time. A multivariate

pattern augmentation is also thinkable, preserving the interrelations of the

augmented variables. While our case study is an application in a specific

context, the theory is generalizable and can be applied in other contexts.

We encourage its extension to more use cases. Furthermore, the results of

our study need to be evaluated externally in order to assess the financial

contribution of augmentation results on marketing profits.

It is important to manage the expectations regarding data augmenta-

tion results. Data augmentation is a tool for acquiring information that

is not available in any other (better) way. Data augmentation results are

never definite, but always only probabilities pointing to a certain value.

The results should be used in combination with existing data, because the

uncertainty inherent in the augmentation results is too strong for decisions

to be based solely on these values. Stakeholders and analysts making use of

the augmentation results should never use the data like a primary source.

Before conducting an augmentation, the possible benefit needs to be con-

trasted against the effort of the augmentation. We support this process

with our findings. Database marketing analysts are now able to evaluate

external augmentation sources upfront. We have been able to show that

feasible sources lead to significant CPLs and encourage their use for data

augmentation in database marketing.
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Appendix

Table complementing chapter 5

Table 9.1 shows the distribution of observations, i.e. persons, among the

link variable classes in the population, as described in chapter 5.2.2.

Obs. > 200 150<=200 100<=150 50<=100 5<=10 10<=50 <=5
Classes 5 22 62 133 550 484 1,549

Table 9.1: Number of link variable classes by numbers of observations

Figures and tables complementing chapter 6

Table 9.2 contains the full list of measures for the distribution of all

CCRtarget values by number of target values k, from which the selected

measures in table 6.5 on page 195 in chapter 6.3.2 were taken.
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ntarget N Max Q3 Median Mean Q1 Min Sh.-W. p-value

3,849 129 0.44 0.25 0.14 0.17 0.10 0.00 0.94 <.001
4,093 146 0.81 0.55 0.44 0.41 0.31 0.00 0.95 <.001
4,871 143 0.86 0.40 0.20 0.27 0.13 0.00 0.93 <.001
5,005 137 0.66 0.41 0.31 0.29 0.19 0.00 0.98 0.020
5,044 137 0.64 0.51 0.39 0.37 0.27 0.01 0.95 <.001
6,006 142 0.74 0.58 0.47 0.43 0.37 0.00 0.89 <.001
6,137 147 0.91 0.68 0.57 0.44 0.16 0.00 0.88 <.001
6,468 138 0.82 0.65 0.52 0.49 0.43 0.00 0.90 <.001
7,070 147 1.00 0.80 0.53 0.43 0.00 0.00 0.83 <.001
7,140 146 0.98 0.79 0.73 0.70 0.61 0.12 0.96 <.001
8,543 147 0.99 0.80 0.66 0.50 0.00 0.00 0.81 <.001

Table 9.2: Full table of measures for the distribution of all CCRtarget values by
number of observations with the target value ntarget

Table 9.3 contains the parameter estimates for the ANOVA model solu-

tion describing the distribution of MLchance by method, as shown in figure

6.9 on page 205 in chapter 6.4.1. The parameter estimates of conditional

mode imputation and logistic regression are contrasted to nearest neigh-

bor hot deck by solving the normal equations of the ANOVA model (SAS

Institute Inc., 2014d).

Parameter Estimate Standard Error t Value p-value

Intercept 1.184 0.011 109.36 <.001
Method Conditional mode −0.258 0.015 −16.82 <.001
Method Logistic regression −0.0115 0.016 −0.73 0.463
Method Nearest neighbor 0.000

Table 9.3: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by method

Table 9.4 contains the full list of measures for the distribution of all

MLtarget values by number of target values k, from which the selected

measures in table 6.10 on page 209 in chapter 6.4.2 were taken.

Table 9.5 contains the parameter estimates for the ANOVA model solu-

tion describing the distribution of MLtarget by method, as shown in figure

6.11 on page 210 in chapter 6.4.2.

Table 9.6 contains the parameter estimates for the ANOVA model so-

lution describing the distribution of MLuniform by method, as shown in

figure 6.12 on page 214 in chapter 6.4.3.
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ntarget N Max Q3 Median Mean Q1 Min Sh.-W. p-value

3,849 129 3.97 2.27 1.24 1.50 0.88 0.01 0.94 <.001
4,093 146 6.45 4.40 3.54 3.30 2.46 0.00 0.95 <.001
4,871 143 4.82 2.24 1.14 1.50 0.72 0.01 0.93 <.001
5,005 137 3.52 2.20 1.65 1.57 1.00 0.00 0.98 0.020
5,044 137 3.34 2.70 2.03 1.95 1.41 0.07 0.95 <.001
6,006 142 2.73 2.14 1.74 1.59 1.36 0.00 0.89 <.001
6,137 147 3.24 2.41 2.03 1.55 0.56 0.00 0.88 <.001
6,468 138 2.61 2.09 1.66 1.56 1.38 0.01 0.90 <.001
7,070 147 2.67 2.14 1.43 1.14 0.01 0.00 0.83 <.001
7,140 146 2.56 2.08 1.90 1.83 1.59 0.31 0.96 <.001
8,543 147 1.81 1.47 1.21 0.91 0.00 0.00 0.81 <.001

Table 9.4: Full table of measures for the distribution of all MLtarget values by
number of observations with the target value ntarget

Parameter Estimate Standard Error t Value p-value

Intercept 1.990 0.045 44.23 <.001
Method Conditional mode −0.881 0.064 −13.81 <.001
Method Logistic regression −0.048 0.065 −0.74 0.461
Method Nearest neighbor 0.000

Table 9.5: Parameter estimates for the ANOVA model solution describing the
distribution of MLtarget by method

Parameter Estimate Standard Error t Value p-value

Intercept 0.993 0.010 103.69 <.001
Method Conditional mode −0.199 0.014 −14.66 <.001
Method Logistic regression −0.009 0.014 −0.64 0.524
Method Nearest neighbor 0.000

Table 9.6: Parameter estimates for the ANOVA model solution describing the
distribution of MLuniform by method

Table 9.7 contains the parameter estimates for the ANOVA model solu-

tion describing the distribution of MLsource by method, as shown in figure

6.14 on page 210 in chapter 6.4.4.

Parameter Estimate Standard Error t Value p-value

Intercept 2.016 0.057 35.32 <.001
Method Conditional mode −0.699 0.081 −8.63 <.001
Method Logistic regression −0.081 0.083 −0.97 0.330
Method Nearest neighbor 0.000

Table 9.7: Parameter estimates for the ANOVA model solution describing the
distribution of MLsource by method
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Table 9.8 contains the parameter estimates for the ANOVA model solu-

tion describing the distribution of CLglobal by method, as shown in figure

6.19 on page 232 in chapter 6.5.

Parameter Estimate Standard Error t Value p-value

Intercept 1.173 0.004 309.12 <.001
Method Conditional mode −0.117 0.005 −21.80 <.001
Method Logistic regression −0.081 0.006 −14.79 <.001
Method Nearest neighbor 0.000

Table 9.8: Parameter estimates for the ANOVA model solution describing the
distribution of CLglobal by method

Figures and tables complementing chapter 7

Table 9.9 contains the parameter estimates for the ANOVA model solu-

tion describing the distribution of MLchance by the source data mechanism

as derived from the test based calculation of conditional dependencies, as

shown in figure 7.1 on page 240 in chapter 7.1.1. The parameter estimates

of MCAR, MAR, and undecided sources are contrasted to MNAR sources

by solving the normal equations of the ANOVA model.

Parameter Estimate Standard Error t Value p-value

Intercept 1.027 B 0.011 92.02 <.001
Mechanism 1) MCAR 0.123 0.015 8.07 <.001
Mechanism 2) MAR 0.074 0.038 1.96 0.050
Mechanism 3) undecided 0.057 0.022 2.64 0.008
Mechanism 4) MNAR 0.000

Table 9.9: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by the source data mechanism as derived
from the test based calculation of conditional dependencies

Table 9.10 contains the parameter estimates for the ANOVA model solu-

tion describing the distribution of MLchance by the source data mechanism

as derived from the model based calculation of conditional dependencies, as

shown in figure 7.2 on page 244 in chapter 7.1.2. The parameter estimates
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of MCAR, insignificant, and undecided sources are contrasted to significant

sources by solving the normal equations of the ANOVA model.

Parameter Estimate Standard Error t Value p-value

Intercept 1.025 0.014 75.36 <.001
Mechanism 1) MCAR 0.125 0.017 7.32 <.001
Mechanism 2) insignificant 0.043 0.019 2.22 0.027
Mechanism 3) undecided 0.023 0.034 0.67 0.503
Mechanism 4) significant 0.000

Table 9.10: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by the categorization as derived from the
model based calculation of conditional dependencies

Table 9.11 contains the parameter estimates for the ANOVA model so-

lutions describing the distribution of MLchance by overlap for every method

used, as shown in figure 7.4 on page 251 in chapter 7.2.2. The parameter es-

timates of every overlap level observed are contrasted to the highest overlap

level possible (o = 11, 560) by solving the normal equations of the ANOVA

model.

Table 9.12 contains the table ANOVA statistics for the distribution of

all MLchance values by overlap and applied augmentation method with non-

representative sources (o > 0), as described in chapter 7.2.2.

Tables 9.13, 9.14, and 9.15 contain the parameter estimates for the

ANOVA model solutions describing the distribution of MLchance by num-

ber of donors for every method used, as shown in figure 7.5 on page 254 in

chapter 7.2.3. The parameter estimates of every donor level observed are

contrasted to the highest donor level possible (d = 40, 000) by solving the

normal equations of the ANOVA model.

Figure 9.1 contains the fit diagnostics for the regression model applied

for nearest neighbor hot deck augmentations as described in chapter 7.3.1.

In a linear regression model, both the independent and dependent variables

are continuous. Some assumptions must be met in order to apply a linear

regression model to the descriptive data. In particular, the predicted value

must follow linearity and the errors terms need to be independent, have
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Parameter Estimate Standard Error t Value p-value

Conditional mode imputation
Intercept 0.992 0.030 33.11 <.001
Overlaps 0 −.184 0.044 −4.18 <.001
Overlaps 585 −.099 0.076 −1.30 0.196
Overlaps 882 −.082 0.076 −1.08 0.281
Overlaps 1,624 −.088 0.076 −1.15 0.249
Overlaps 6,168 −.034 0.076 −0.44 0.659
Overlaps 6,387 −.070 0.076 −0.92 0.359
Overlaps 7,829 −.026 0.076 −0.34 0.737
Overlaps 7,956 −.027 0.076 −0.36 0.720
Overlaps 8,944 −.018 0.076 −0.23 0.816
Overlaps 10,005 −.011 0.076 −0.14 0.887
Overlaps 11,560 0.000
Logistic regression
Intercept 1.239 0.014 86.63 <.001
Overlaps 0 −.406 0.024 −16.78 <.001
Overlaps 585 −.036 0.036 −1.00 0.318
Overlaps 882 −.051 0.037 −1.37 0.171
Overlaps 1,624 0.003 0.036 0.10 0.924
Overlaps 6,168 −.012 0.036 −0.34 0.735
Overlaps 6,387 −.007 0.036 −0.20 0.843
Overlaps 7,829 −.015 0.036 −0.41 0.679
Overlaps 7,956 0.002 0.036 0.05 0.964
Overlaps 8,944 0.001 0.036 0.04 0.970
Overlaps 10,005 −.019 0.036 −0.52 0.602
Overlaps 11,560 0.000
Nearest neighbor hot deck
Intercept 1.352 0.013 106.39 <.001
Overlaps 0 −.386 0.018 −20.94 <.001
Overlaps 585 −.290 0.032 −8.97 <.001
Overlaps 882 −.273 0.032 −8.43 <.001
Overlaps 1,624 −.247 0.032 −7.61 <.001
Overlaps 6,168 −.104 0.032 −3.22 0.001
Overlaps 6,387 −.130 0.032 −4.01 <.001
Overlaps 7,829 −.069 0.032 −2.13 0.034
Overlaps 7,956 −.065 0.032 −2.01 0.045
Overlaps 8,944 −.042 0.032 −1.29 0.197
Overlaps 10,005 −.028 0.032 −0.87 0.386
Overlaps 11,560 0.000

Table 9.11: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by overlap and method

Conditional mode Logistic regression Nearest neighbor
Test N F p-value N F p-value N F p-value

ANOVA 319 0.41 0.930 318 0.85 0.572 319 17.64 <.001
Levene 319 0.16 0.997 318 0.23 0.990 319 0.38 0.942

Table 9.12: Full table of ANOVA statistics for the distribution of MLchance by
o and method excluding sources with o > 0

constant variances, and be normally distributed with a mean of 0 (Backhaus

et al., 2008, p. 79ff).
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Parameter Estimate Standard Error t Value p-value

Conditional mode imputation
Intercept 0.981 0.102 9.62 <.001
Donors 585 −.078 0.144 −0.54 0.590
Donors 882 −.051 0.144 −0.36 0.723
Donors 1,604 −.098 0.144 −0.68 0.498
Donors 1,624 −.078 0.144 −0.54 0.587
Donors 2,469 −.091 0.144 −0.63 0.526
Donors 3,583 −.076 0.144 −0.52 0.600
Donors 6,168 −.020 0.144 −0.14 0.892
Donors 6,387 −.061 0.144 −0.42 0.671
Donors 7,829 −.011 0.144 −0.08 0.939
Donors 7,956 −.018 0.144 −0.12 0.902
Donors 8,944 −.004 0.144 −0.03 0.977
Donors 10,005 0.007 0.144 0.05 0.962
Donors 11,388 −.057 0.144 −0.39 0.694
Donors 11,560 0.018 0.144 0.13 0.899
Donors 12,579 0.017 0.144 0.12 0.907
Donors 13,147 0.019 0.144 0.13 0.894
Donors 13,519 0.016 0.144 0.11 0.914
Donors 15,826 −.015 0.144 −0.10 0.918
Donors 16,561 0.024 0.144 0.16 0.869
Donors 18,633 −.026 0.144 −0.18 0.858
Donors 19,430 0.007 0.144 0.05 0.964
Donors 24,025 0.008 0.144 0.05 0.957
Donors 24,387 −.009 0.144 −0.06 0.950
Donors 25,693 −.018 0.144 −0.13 0.900
Donors 27,003 0.008 0.144 0.05 0.956
Donors 29,424 0.005 0.144 0.04 0.970
Donors 33,303 −.006 0.144 −0.04 0.964
Donors 34,858 0.000 0.144 0.00 0.999
Donors 40,000 0.000

Table 9.13: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by number of donors for conditional mode
imputation

The linearity assumption can be evaluated by the R2 measure. With

0.7614, MLchance is not perfectly linear with regards to the predictors, but

close. The equality of variances can be assed using the White test of first

and second moment specification (UCLA, 2014). It yields a significant χ2

value, indicating heteroscedasticity. However, the first plot for the residuals

by predicted values of MLchance shows no apparent patterns in the scat-

tering around the 0 line, so that the residuals are assumed to be randomly

distributed. The heteroscedasticity does not seem to be very strong. The

errors follow normality, as the points in the residual by quantile plot largely

follow the diagonal line. This is also confirmed by the histogram of the resid-
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Parameter Estimate Standard Error t Value p-value

Logistic regression
Intercept 1.159 0.029 39.63 <.001
Donors 585 0.067 0.041 1.63 0.105
Donors 882 0.060 0.042 1.42 0.156
Donors 1,604 0.020 0.041 0.47 0.637
Donors 1,624 0.086 0.041 2.07 0.040
Donors 2,469 0.000 0.041 0.01 0.993
Donors 3,583 0.081 0.041 1.96 0.051
Donors 6,168 0.100 0.041 2.43 0.016
Donors 6,387 0.096 0.041 2.33 0.020
Donors 7,829 0.102 0.041 2.46 0.015
Donors 7,956 0.096 0.041 2.31 0.022
Donors 8,944 0.106 0.041 2.56 0.011
Donors 10,005 0.106 0.041 2.56 0.011
Donors 11,388 0.049 0.041 1.18 0.239
Donors 11,560 0.108 0.041 2.60 0.010
Donors 12,579 0.112 0.041 2.70 0.007
Donors 13,147 0.109 0.041 2.65 0.009
Donors 13,519 0.110 0.041 2.65 0.008
Donors 15,826 0.067 0.041 1.63 0.104
Donors 16,561 0.089 0.041 2.14 0.033
Donors 18,633 0.035 0.041 0.84 0.404
Donors 19,430 0.089 0.041 2.16 0.032
Donors 24,025 0.094 0.041 2.26 0.024
Donors 24,387 0.057 0.041 1.37 0.172
Donors 25,693 0.028 0.041 0.67 0.502
Donors 27,003 0.078 0.041 1.88 0.061
Donors 29,424 0.059 0.041 1.44 0.152
Donors 33,303 0.016 0.041 0.38 0.705
Donors 34,858 0.031 0.041 0.76 0.450
Donors 40,000 0.000

Table 9.14: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by number of donors for logistic regression

ual in the lower left corner. In a polynomial regression, the predictors must

not be correlated (collinearity). If the variance inflation factor as shown

in table 9.16 is lower than 10 for all variables, no variables are as strongly

correlated as to disturb the regression results. This applies for all variables

in the nearest neighbor hot deck model. All in all, the regression model can

be applied with caution. The results should not be over-interpreted, but

general findings can be derived, as it is done in chapter 7.3.1.

Figure 9.2 contains the fit diagnostics for the regression model applied

for logistic regression augmentations as described in chapter 7.3.1. The

R2 = 0.488 reveals that only half of the variance of MLchance is explained

by the predictors, indicating that the regression model is only a mediocre
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Parameter Estimate Standard Error t Value p-value

Nearest neighbor hot deck
Intercept 1.312 0.044 29.48 <.001
Donors 585 −.249 0.063 −3.96 <.001
Donors 882 −.230 0.063 −3.65 <.001
Donors 1,604 −.252 0.063 −4.01 <.001
Donors 1,624 −.201 0.063 −3.20 0.002
Donors 2,469 −.236 0.063 −3.76 <.001
Donors 3,583 −.212 0.063 −3.37 0.001
Donors 6,168 −.047 0.063 −0.75 0.457
Donors 6,387 −.066 0.063 −1.04 0.299
Donors 7,829 −.002 0.063 −0.03 0.978
Donors 7,956 −.001 0.063 −0.02 0.985
Donors 8,944 0.017 0.063 0.28 0.783
Donors 10,005 0.042 0.063 0.67 0.506
Donors 11,388 −.115 0.063 −1.82 0.070
Donors 11,560 0.077 0.063 1.22 0.223
Donors 12,579 0.073 0.063 1.16 0.248
Donors 13,147 0.071 0.063 1.13 0.261
Donors 13,519 0.070 0.063 1.11 0.267
Donors 15,826 −.049 0.063 −0.78 0.435
Donors 16,561 0.041 0.063 0.65 0.516
Donors 18,633 −.082 0.063 −1.31 0.192
Donors 19,430 0.038 0.063 0.60 0.550
Donors 24,025 0.030 0.063 0.47 0.638
Donors 24,387 −.021 0.063 −0.34 0.735
Donors 25,693 −.057 0.063 −0.90 0.368
Donors 27,003 0.019 0.063 0.30 0.761
Donors 29,424 0.015 0.063 0.23 0.816
Donors 33,303 −.018 0.063 −0.29 0.770
Donors 34,858 0.005 0.063 0.08 0.934
Donors 40,000 0.000

Table 9.15: Parameter estimates for the ANOVA model solution describing the
distribution of MLchance by number of donors for nearest neighbor
hot deck

Variable DF Parameter
Estimate

Stand. Err. t-Value Pr> |t| Tolerance Variance
Inflation

Intercept 1 −0.20868 0.08438 −2.47 0.0139
Overlaps 1 0.000033 0.000002 17.89 <.0001 0.45100 2.21729
Donors 1 −0.000002 6.487E−7 −3.67 0.0003 0.47291 2.11459
VCs 1 −0.000019 0.000006 −2.96 0.0033 0.60719 1.64694
Rsqu 1 0.85589 0.06315 13.55 <.0001 0.43007 2.32522
k 1 0.17438 0.00816 21.37 <.0001 0.59408 1.68328
IQV 1 0.78132 0.06964 11.22 <.0001 0.35470 2.81929

Table 9.16: Parameter estimates for the regression model explaining MLchance

by the descriptive data for nearest neighbor hot deck augmentations,
including tolerance and variance inflation

choice. Like for the nearest neighbor hot deck model, the White test yields a

significant χ2 value, indicating heteroscedasticity, while the scattered marks
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Figure 9.1: Fit diagnostics for the regression model applied for nearest neighbor
hot deck augmentations

in the plot for the residuals by predicted values of MLchance has no par-

ticular pattern. The points in the residual by quantile plot largely follow

the diagonal line and the histogram of the residual shows an approximate

normal distribution, so that it can be assumed that the residuals are largely

normally distributed. The variance inflation factor as shown in table 9.17

is lower than 10 for all variables, so that no collinearity is found. All in all,

to apply a regression model to this data is disputable, which is one of the

312



findings in chapter 7.3.1. However, because minimum criteria apply, general

findings can be derived for comparison purposes.

Figure 9.2: Fit diagnostics for the regression model applied for logistic regression
augmentations
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Variable DF Parameter
Estimate

Stand. Err. t-Value Pr> |t| Tolerance Variance
Inflation

Intercept 1 0.37085 0.06957 5.33 <.0001
Overlaps 1 0.000012 0.000002 7.69 <.0001 0.45362 2.20448
Donors 1 −0.000003 5.349E−7 −6.33 <.0001 0.47536 2.10369
VCs 1 −0.000019 0.000005 −3.56 0.0004 0.60939 1.64098
Rsqu 1 0.58353 0.05207 11.21 <.0001 0.43022 2.32440
k 1 0.09471 0.00673 14.07 <.0001 0.59500 1.68066
IQV 1 0.57043 0.05743 9.93 <.0001 0.35529 2.81458

Table 9.17: Parameter estimates for the regression model explaining MLchance

by the descriptive data for logistic regression augmentations, includ-
ing tolerance and variance inflation
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Glossary

Across case analysis the overall analysis of augmentation results from

the case study, including all cases, target variables, and methods

Augmentation frame describes all possible sets of elements, link vari-

ables, and target variables relevant to the augmentation process. All

samples are drawn therefrom.

Below the line media all channels through which customers can directly

and individually be reached and where access is limited, e.g. email,

letter, SMS, or promoters at the point of sale

Between case analysis the analysis of augmentation results with differ-

ent sources, but using the same target variable

Conversion the reaction to a marketing communication, e.g. a sale, a

response, the participation in a raffle, or any other specified desired

customer activity

Conversion probability lift indicates the increase of correctly selected

customers when using augmentation results for target group selection

as compared to the number of correctly selected customers when not

using augmentation results

Conversion rate the number of conversions, divided by the number of

recipients of a marketing campaign
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Customer a person who has already had a contact with a company, e.g.

bought a product or service, has taken interest in doing so, or sub-

scribed for promotional communication

Data augmentation adding supplemental data to the customer database

based on similarities of elements instead of a unique identifier

Data utility assesses how useful data is in a simple comparison between

the cost of acquiring and retaining (up-to-date) data and their asso-

ciated value for the company

Donor unit contains customers and possibly other persons available from

the source

Elements rows in a database table. They are used synonymously here

with customers, persons, or observations.

Even missing data pattern observations and variables can be grouped

or sorted in a way that a rule can be established describing the pattern

External evaluation assessing the utility of the results in terms of return

on marketing investment

(External) source every data source that is not directly collected and

saved on a personal level with the existing customer data. It is defined

by not having unique identifiers for the customers.

Haphazard missing data pattern data is randomly missing for obser-

vations or variables, so that no rule can be established as to which

data is missing

Hit the augmented value is equal to the true, but unobserved value

Intentionally missing data a decision has been made at some point that

data is missing, either by systematically omitting observations or vari-

ables from data collection (e.g. sub-sampling or split questionnaire
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survey design) or by acquiring a source from which it is known that

it does not contain all observations or variables of the recipient unit

Internal evaluation validating the augmentation results and derived

KPIs in comparison to the true values

Link variables variables present in both the customer database and the

external source

Link variable class a unique combination of link variable values similar

for all elements contained in this class

Model lift indicates the increase of correct hits resulting from augmenta-

tion as compared to the achievable hit rate by a random allocation of

target values within the recipient unit

Overlap the number of elements that donor unit and recipient unit have

in common

Population a unit of elements, i.e. people, conforming to a set of defined

criteria

Recipient unit contains all customers relevant to the augmentation frame

Relevance attracting the positive attention of the recipient to the content

or offer

Segmenting customers allocating customers to several target segments

in order to distinguish them, usually in terms of offers, prices, or

creative appeal

Selecting customers choosing the best target group for a given offer or

communication, often given certain constraints like target group size,

budget, or required conversion rate

Size the total number of elements in the donor unit
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Source data mechanism refers to the mechanism describing whether a

person has been observed in an external source or not

Targeting the ability to differentiate customers based on data in order to

provide them individual and personalized offers

Target group a selected group of prospective customers for which the

cost-benefit ratio of marketing is highest

Target variables variables of interest in the external source, which are

not available from the customer database

Unit (case study) the unit that is measured and analyzed

Within case analysis the analysis of augmentation results within a case

of the case study, e.g. the analysis of augmentation results using

different methods, but using the same target variable and source
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Höhl, M. (1999). One-to-One-Marketing. Wirtschaftsinformatik , 41 (1),

74-76.

Hipperson, T. (2010). The changing face of data insight and its relation-

ship to brand marketing. Journal of Database Marketing & Customer

Strategy Management , 17 , 262-266.

Hippner, H., Leber, M., & Wilde, K. D. (2002). Kundendatenbanken als

strategischer Erfolgsfaktor. In K. D. Wilde (Ed.), Marketing Informa-

tion Provider: Professionelle Qualifizierung Ihrer Kundendaten (p. 9-

31). Düsseldorf: Verlagsgruppe Handelsblatt.

Hippner, H., Rentzmann, R., & Wilde, K. D. (2002). Marketing Infor-

mation Providing: der gekaufte Erfolg. In K. D. Wilde, H. Hippner,

& P. Hanser (Eds.), Marketing Information Provider: Professionelle

327



Qualifizierung Ihrer Kundendaten (p. 73-82). Düsseldorf: Verlags-

gruppe Handelsblatt.

Hippner, H., & Wilde, K. D. (2001). Der Prozess des Data Mining im
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Bundesbeauftragte für den Datenschutz und die Informationsfreiheit.

Retrieved February 8, 2013, from http://www.bfdi.bund.de/

SharedDocs/Publikationen/Infobroschueren/INFO1 Januar 2011

.pdf? blob=publicationFile

Schafer, J. L. (1997). Analysis of incomplete multivariate data. London:

Chapman & Hall.

Schiff, M. (2010). Data augmentation and enhancement: Thinking out-

side the organization. www.tdwi.org. Retrieved August 13, 2013,

from http://tdwi.org/articles/2010/03/11/data-augmentation

.aspx

Schmidberger, M., & Babiuch-Schulze, A. (2009). Optimierung von Di-

rektmarketing durch systematische Kundendaten-Analyse. In S. Dut-
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Abstract

An increasing amount of data is needed in order to segment and select cus-

tomers for personalized and targeted marketing activities. But the internal

data basis of companies is often not sufficient for targeting purposes. At

the same time, data has never been easier available externally, e.g. from

website click behavior, surveys, or social media. Data augmentation is a

beneficial tool for harnessing this information. The results can be used to

manage direct marketing campaigns. But external sources are used hesi-

tantly, because no validation of augmentation results is possible. Moreover,

it cannot be assessed upfront whether the augmentation results lead to an

increase of conversion rates. We conduct a case study approach in order

to test the suitability of different external sources for data augmentation.

The result of our case studies is a set of guidelines for database marketing

analysts approaching data augmentation projects with external sources. It

gives guidance on how to identify relevant variables. It comprises a check-

list of suitable source characteristics and advice on which augmentation

method to use. We further analyze the fact that external sources of real

world marketing data are not representatively sampled. In this context we

could show, that the source data mechanism is negligible in a categorical

setting, where the predictability of link variables regarding target variables

is strong. In general we have been able to show that feasible sources lead to

significant conversion probability lifts. As a result, the hesitation regarding

data augmentation in database marketing is unfounded.
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