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PTCP Aim and Scope

Progress in Theoretical Chemistry and Physics

A series reporting advances in theoretical molecular and material sciences, including
theoretical, mathematical and computational chemistry, physical chemistry and chemical
physics and biophysics.

Aim and Scope

Science progresses by a symbiotic interaction between theory and experiment:
theory is used to interpret experimental results and may suggest new experiments;
experiment helps to test theoretical predictions and may lead to improved theories.
Theoretical Chemistry (including Physical Chemistry and Chemical Physics) pro-
vides the conceptual and technical background and apparatus for the rationalization
of phenomena in the chemical sciences. It is, therefore, a wide ranging subject,
reflecting the diversity of molecular and related species and processes arising in
chemical systems. The book series Progress in Theoretical Chemistry and Physics
aims to report advances in methods and applications in this extended domain. It will
comprise monographs as well as collections of papers on particular themes, which
may arise from proceedings of symposia or invited papers on specific topics as well
as from initiatives from authors or translations.

The basic theories of physics—classical mechanics and electromagnetism, rela-
tivity theory, quantummechanics, statistical mechanics, quantum electrodynamics—
support the theoretical apparatus which is used in molecular sciences. Quantum
mechanics plays a particular role in theoretical chemistry, providing the basis for the
valence theories, which allow to interpret the structure of molecules, and for the
spectroscopic models, employed in the determination of structural information from
spectral patterns. Indeed, Quantum Chemistry often appears synonymous with
Theoretical Chemistry; it will, therefore, constitute a major part of this book series.
However, the scope of the series will also include other areas of theoretical chemistry,
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such as mathematical chemistry (which involves the use of algebra and topology in
the analysis of molecular structures and reactions); molecular mechanics, molecular
dynamics, and chemical thermodynamics, which play an important role in rational-
izing the geometric and electronic structures of molecular assemblies and polymers,
clusters, and crystals; surface, interface, solvent, and solid state effects; excited-state
dynamics, reactive collisions, and chemical reactions.

Recent decades have seen the emergence of a novel approach to scientific research,
based on the exploitation of fast electronic digital computers. Computation provides a
method of investigation which transcends the traditional division between theory and
experiment. Computer-assisted simulation and design may afford a solution to
complex problems which would otherwise be intractable to theoretical analysis, and
may also provide a viable alternative to difficult or costly laboratory experiments.
Though stemming from Theoretical Chemistry, Computational Chemistry is a field of
research in its own right, which can help to test theoretical predictions and may also
suggest improved theories.

The field of theoretical molecular sciences ranges from fundamental physical
questions relevant to the molecular concept, through the statics and dynamics of
isolated molecules, aggregates and materials, molecular properties and interactions,
to the role of molecules in the biological sciences. Therefore, it involves the physical
basis for geometric and electronic structure, states of aggregation, physical and
chemical transformations, thermodynamic and kinetic properties, as well as unusual
properties such as extreme flexibility or strong relativistic or quantum-field effects,
extreme conditions such as intense radiation fields or interaction with the continuum,
and the specificity of biochemical reactions.

Theoretical Chemistry has an applied branch (a part of molecular engineering),
which involves the investigation of structure-property relationships aiming at the
design, synthesis and application of molecules and materials endowed with specific
functions, now in demand in such areas as molecular electronics, drug design or
genetic engineering. Relevant properties include conductivity (normal, semi- and
super-), magnetism (ferro- and ferri-), optoelectronic effects (involving nonlinear
response), photochromism and photoreactivity, radiation and thermal resistance,
molecular recognition and information processing, biological and pharmaceutical
activities, as well as properties favouring self-assembling mechanisms and combi-
nation properties needed in multifunctional systems.

Progress in Theoretical Chemistry and Physics is made at different rates in these
various research fields. The aim of this book series is to provide timely and in-depth
coverage of selected topics and broad-ranging yet detailed analysis of contemporary
theories and their applications. The series will be of primary interest to those whose
research is directly concerned with the development and application of theoretical
approaches in the chemical sciences. It will provide up-to-date reports on theoretical
methods for the chemist, thermodynamician or spectroscopist, the atomic, molecular
or cluster physicist, and the biochemist or molecular biologist who wish to employ
techniques developed in theoretical, mathematical and computational chemistry in
their research programs. It is also intended to provide the graduate student with a
readily accessible documentation on various branches of theoretical chemistry,
physical chemistry, and chemical physics.
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Preface

According to the Roman poet Ovid, the Ages of Man are four: Gold, Silver, Bronze
and Iron. In his book ‘Metamorphoses’, he tells about the myth of the four Ages.
While the Golden Age and the Silver Age are symbolic and represent spirituality,
justice and peace, in the Bronze Age men actually used bronze and during the Iron
Age they used iron. These two metals played a cardinal role in the development of
mankind. Their importance was evident upon their discovery and their use was
immediate.

Saint Jerome gave the chronology of these Ages, placing the Bronze Age
between the seventeenth and fifteenth centuries B.C. and the Iron Age from the
fifteenth century B.C. to his days, around 400 A.D. In modern history, the Bronze
Age started around 5000 B.C. and lasted until about 1000 B.C., when the Iron Age
began. It lasted until 1 B.C.

Two millennia later, the twentieth century has witnessed a new “Metallic Age”:
the Rare-Earth Age. It is named after a group of metals that, unlike bronze and iron,
had to wait 2000 years to be discovered. Unlike the two ancient metals, their
importance was not evident upon their discovery and their use was not immediate.
Had they been discovered a millennium ago they would probably have been
doomed to oblivion. Even after their modern discovery they were considered as an
oddity and, like another discovery of the twentieth century—the laser—one could
say they were a solution waiting for a problem.

However, they had one big advantage over the ancient metals: They aroused
curiosity. And curiosity is the driving force of mankind and of research. They
presented a challenge: first, to geologists, who found their ores just by chance, on
very rare regions on the earth—hence their name: rare-earths. Then to chemists,
who laboured hard to separate them, because they are all so similar chemically.
Then to physicists, and in particular to spectroscopists, who found their spectra so
difficult to analyze that they called them “complex spectra”.

But the twentieth century was ready for them. The scientists rose to the challenge
and the mystery has started to lift. The realization of their importance—exactly due
to their exotic characteristics—started to dawn both on the scientific community
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and on the industry. Their applications became a plethora. We are now in the
middle of a fascinating period of an interplay between theoretical and applied
research. The rare-earths attracted the interest of the industry that found them
indispensably useful in many areas. Exactly this usefulness incited the researchers
to delve even deeper into the structure of the rare-earths and explain the origin
of their extraordinary properties. They have also extended their attention to the
Actinides—the Rare-Earths heavier, man-made (except thorium and uranium)
homologues in the Periodic Table. As a result there has recently been accumulated a
vast amount of knowledge and insight into the physical mechanisms that are at the
basis of these properties. This book tries to present an up-to-date review of the
achievements in this subject, that may inspire future accomplishments.
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Introduction

The rare-earths and the actinides form two series of elements characterized by the
filling of the 4f and 5f sub shells. By reference to their place in the periodic table,
the rare-earths are the 15 metallic elements from lanthanum (Z = 57) to lutetium
(Z = 71). They are also known as the lanthanides. However, lanthanum metal has no
4f electron in the ground state. Moreover, ytterbium (70) is the first metal for which
the 4f sub shell is full and it is generally considered as the last member of the series.
Among them, promethium is radioactive and is not present in nature, but it might be
prepared artificially. The rare-earths were discovered and isolated between 1796
and 1947. The first works were made in France by L.-N. Vauquelin around 1790. In
1907, G. Urbain realized the first separation method of these elements by frac-
tionized crystallization. Their abundance is a controversial subject. They are nat-
urally present in the form of compounds of several rare-earths. The elements with
even Z are more abundant. Their treatment and their purification are difficult and
that makes the pure metals very dear.

By analogy, the actinides could be considered as the 15 metallic elements from
actinium (Z = 89) to lawrencium (Z = 103). However, actinium, discovered by A.L.
Debierne in 1899, does not have 5f electrons and the element with equivalent
properties to lanthanum is thorium (90). The series of the actinides is thus con-
sidered as having 14 elements from 90 to 103. Uranium (92), the first recognized
element of the series, was discovered in 1789 by M.H. Klaproth in pitchblende. The
extracted material was in reality the oxide UO2; the pure metal was obtained by
E.M. Péligot only half a century later. Thorium was identified by J. J. Berzelius in
1828. Protactinium was discovered by O. Hahn and L. Meitner in 1917. In the
beginning of the twentieth century, uranium was yet considered as the heaviest
of the elements. Only from 1940 neptunium, plutonium, then successively the other
actinides were discovered. The last two members of the series, nobelium and
lawrencium, were identified in 1959 and 1961.

The rare-earths are characterized by the filling of the 4f sub shell from one for
cerium up to fourteen for ytterbium. They form two groups, the light ones,
lanthanum-europium, and the heavy ones, gadolinium-lutecium. The electronic
configurations of the rare-earths are generally not the same in the free atom and in
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the solid. The free atoms are divalent with the ground configuration 4fm6s2 except
for lanthanum, cerium, gadolinium and lutecium, which have the ground configu-
ration 4fm−15d16s2. In the solid, the rare-earths become trivalent, of electronic
configuration 4fm−1(5d6s)3, except for europium with a half-filled 4f sub shell and
ytterbium with a completely full 4f shell. They remain divalent with configurations
4fm(5d6s)2 in the metal but can become trivalent in various compounds. Exceptions
exist also for cerium, samarium, terbium and thulium, which are tetravalent in some
compounds. The valence 5d and 6s electrons form the bond and the metals exhibit
some d-like character.

From a chemical point of view, the trivalent rare-earth metals are very similar
due to an almost identical outer electron arrangement. Indeed, the number of the 5d
and 6s valence electrons is practically constant. These electrons are strongly cou-
pled to each other. They are the electrons that interact with the ligand electrons in
the compounds and participate in the chemical bond formation. In contrast, the
electrons in the partially occupied 4f shell have a small radial extension. They are
shielded by the 5s and 5p electrons from interacting with the other valence electrons
of the rare-earth and with the ligands. Therefore, they hardly participate in the
chemical bond formation. However, because the occupation numbers of the 4f shell
changes from 0 to 14 through the series, the rare-earth elements and their com-
pounds have a wide range of electronic structures and magnetic properties.

The interest in the rare-earths is connected with their particular properties that
have found numerous industrial applications. Their optic as well as magnetic
properties are characteristic of the presence of very narrow energy levels among the
distribution of the valence levels. One of their peculiarities is their optical spectra of
very narrow and intense lines, leading to very well-defined luminescence emissions
of energies measurable with precision, which can be used in numerous applications
such as laser sources, television screens, electronic industries, solar cells. The
rare-earth compounds are also magnetic materials, which can be used as magnets or
for magneto-calorific applications. They are present in hybrid car engines and wind
turbines. In the 1960s, the development in the study of rare-earth compounds was
mainly motivated by a search for new ferromagnetic semiconductors. At present,
one of the purposes is to obtain materials with novel properties, such as spintronic
and multiferroic materials, superconductors at high temperature, materials with
giant magnetoresistance. The use of rare-earth compounds is in such development
that it has been asserted that “the life in the twenty first century would not be the
same without rare-earths”.

These particular properties result from the specific characteristics of the 4f
electrons. The predominant role played by the 4f electrons in those particular
physical properties of the rare-earths has been widely discussed. A large part of the
important work made on the rare-earths has been to investigate the “character”
of the 4f electrons in the various rare-earths and their influence on the environment
and physico-chemical properties of the solid. The problem is to know what model
must be used to treat the 4f electrons in the metals, what are the interactions of the
4f electrons with the other valence electrons and what changes occur when the
rare-earth is in a compound of particular properties.
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It appears clearly that the 4f electrons are relatively insensitive to external
perturbations because, as already underlined, they were well shielded from the
electronic distribution of the neighbouring ion, due to their small radial distribution
and the presence of the outer 5s and 5p electrons. Moreover the f–f laser transitions
are narrow as compared to transitions, which involve the fm−15d configuration. The
4f electrons could then be considered as core electrons. However, in some cases, a
strong connection exists between the 4f distribution and the crystalline structure
revealing the presence of a partial delocalization of the 4f electrons.

Concerning the actinides, they hold a special position because of their techno-
logical importance due to their radioactive properties. All the actinides are
radioactive, their half-life varying from a few thousand years for thorium and
uranium to a few days for actinium down to several minutes or less for the elements
beyond americium. The actinides are metals; they are soft, of silvery colour and
have high plasticity. In air they tarnish and then spontaneously ignite. In addition
they undergo eventual electronic changes due to the accumulation of damage by
self-irradiation. As an example, helium atoms, vacancies and interstitials are
introduced into the lattice due to the decay of plutonium by α-emission. The
introduction of these defects produces an expansion of the lattice.

The number of the 5f electrons increases progressively from one for protac-
tinium up to fourteen for nobelium. The electronic ground configuration of the
actinides in the solid also differs from that of the free atoms. From plutonium on, all
the atoms have the 5fm7s2 configuration, except for at the half-full shell where
curium, as gadolinium, has the 5f76d17s2 configuration. The light actinides have the
5fm6d17s2 or 5fm−16d27s2 ground configurations in the free atom. In solids, several
oxidation states coexist and this denotes the presence of several possible configu-
rations for the valence electrons. In the rare-earths, important characteristics are
connected with the elements having almost half-filled 5f shell. Characteristics
analogous to those of the rare-earths appear in the heavy actinides, from americium
and beyond. For the light actinides from thorium to plutonium, it was initially
supposed that the 5f and 6d electrons had similar characteristics. This had suggested
that the actinide series could bridge a gap between transition metals and rare-earth
metals. Indeed, the 5f electrons in the light actinides have peculiar characteristics,
which are different from those of the other materials. Properties of actinides, as for
example structural, electric and magnetic properties, unconventional supercon-
ductivity, raise interesting fundamental questions, which are all related to their
particular electronic structures (Table 1).

The study of the characteristics of the nf electrons is needed to understand the
properties of the lanthanides and actinides. Indeed, physical and chemical properties
of the solids depend on the electron distribution of the elements present. For the
rare-earths and the actinides, the number of the valence electrons intervening in the
chemical bonds and the structure of the solid depends upon whether the f electrons
are localized or mixed with the valence electrons. This valence electron distribution
conditions all the physico-chemical properties and various parameters such as
crystal structure, melting point, phase transition, response to pressure, cohesive
energy, electrical resistance, magnetic susceptibility. Consequently, it is essential to
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study the electron interactions and spectroscopy is an indispensable tool to use in
this aim.

Optical spectroscopy supplies a large number of analyzes of electronic transi-
tions of the type 4fm-4fm−15dm′+1 involving 4f electrons. These transitions have
been observed both in atoms and in numerous inorganic compounds. Ground state,
energy between the ground state and the first excited levels and crystal field
splitting were deduced from these observations. However, these data can describe
neither the valence electron distributions nor that of conduction levels while these
characteristics can be deduced for any solid from high energy spectroscopy. These
methods enable the measurements of both large and small energy transfers and this
is an advantage over the thermodynamic and magnetic probes. Another advantage
is the extremely short time characteristic of the measurement because this allows a
direct observation of the states between which the electron system can fluctuate.
Radiative and electronic spectroscopies are widely used as well in the X-ray as in
X-UV ranges to determine the electronic configuration in the solids. Applications to
rare-earth and actinide compounds are numerous. This type of information varies
according to the method used and a good knowledge of the various methods is
necessary to obtain the maximum of data on the studied material.

One important question is to know the characteristics of the nf electrons and the
interplay between them and the valence electrons. A variety of phenomena such as
the simultaneous presence of two different valences involving changes of the nf
states make the problem complex and in spite of numerous studies describing the
characteristics of the 5f electrons in the light actinides there remains actually a

Table 1 Atomic number and ground configuration for rare-earth and actinide atoms

Lanthanum (La) 57 5d16s2 Actinium (Ac) 89 6d17s2

Cerium (Ce) 58 4f15d16s2 Thorium (Th) 90 6d27s2

Praseodymium (Pr) 59 4f36s2 Protactinium (Pa) 91 5f26d17s2

5f16d27s2

Neodymium (Nd) 60 4f46s2 Uranium (U) 92 5f36d17s2

Promethium (Pm) 61 4f56s2 Neptunium (Np) 93 5f46d17s2

5f57s2

Samarium (Sm) 62 4f66s2 Plutonium (Pu) 94 5f67s2

Europium (Eu) 63 4f76s2 Americium (Am) 95 5f77s2

Gadolinium (Gd) 64 4f75d16s2 Curium (Cm) 96 5f76d17s2

Terbium (Tb) 65 4f96s2 Berkelium (Bk) 97 5f97s2

5f86d17s2

Dysprosium (Dy) 66 4f106s2 Californium (Cf) 98 5f107s2

Holmium (Ho) 67 4f116s2 Einsteinium(Es) 99 5f117s2

Erbium (Er) 68 4f126s2 Fermium (Fm) 100 5f127s2

Thulium (Tm) 69 4f136s2 Mendelevium (Md) 101 5f137s2

Ytterbium (Yb) 70 4f146s2 Nobelium (No) 102 5f147s2

Lutetium (Lu) 71 4f145d16s2 Lawrencium (Lw) 103 5f146d17s2
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challenge. The same difficulties are also present for various rare-earth compounds.
The electronic characteristics of these materials need to be well understood in order
to obtain progress and future perspective. Since the first Conferences in the field
(First Rare-Earth Research Conference, E.V. Kleber, ed., Macmillan, New York,
1961) (The Actinides: Electronic Structure and Related Properties, edited by
A.J. Freeman and J.B. Darby, Jr., Academic Press, New York, 1974), numerous
reviews have been published separately on the rare-earths and actinides or together.
The Handbook on the Physics and Chemistry of the Rare-Earths has been pub-
lished since 1978 and on the Physics and Chemistry of the Actinides since 1984.
Numerous international conferences take place regularly on these subjects.

To realize these researches it is necessary to obtain impurity-free single crystals
of the rare-earths and actinides. The same difficulties exist both for rare-earths and
actinides compounds and this may be responsible for some of the long-standing
controversies concerning their electronic structure and their transport and magnetic
properties.

In Chap. 1 of this book, a survey of the electronic structure of the metal
rare-earths and actinides is given along with a description of their crystal
arrangements. In Chap. 2, the same is presented for various compounds among the
more studied actually. Resonant processes characteristic of the rare-earth and
actinide spectra are presented in Chap. 3 and widely discussed for lanthanum as an
example. Remarkable results concerning the intensities of the radiative and
non-radiative transitions in the X-ray range appear in these spectra and reveal
unexpected characteristics of these resonant states. Description of the various
spectroscopies among the more used is given. All the methods are presented for
lanthanum because its excited configuration has only one 4f electron, which makes
its calculations and the interpretation a good model for the rest. Chapters 4 and 5
describe the results obtained from these various spectroscopies for the rare-earths
and the actinides and for several of their compounds among the more representative
of the particularities of these materials. An important point is to discuss the
localization of the f electrons and an eventual interplay between the delocalized
valence electrons and the strongly localized f electrons, which are responsible for
the particular properties of these materials. Indeed, novel phenomena and new
understanding are yet to be found in the field.
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Chapter 1
Electron Distributions and Crystalline
Structures

Abstract Theoretical models to describe the electron distributions are mentioned
with attention to the specific case of the nf distributions and their characteristics in
relation with the physical properties of rare-earths and actinides. The crystalline
structures of these metallic elements are discussed in connection with pressure
effect.

Keywords Electron distribution � Valence states � Electron correlation � Heavy
fermion � Pressure effect

1.1 Introduction

Valence electron distributions and spatial arrangements of atoms are two interde-
pendent characteristics, which are responsible for the physical and chemical
properties in the solids. The electron distributions determine the size of the atoms
and their magnetic and optical properties. The atomic arrangements govern the
interactions between atoms, their cohesion and the response to pressure or to
temperature. The two electronic and atomic structures together are responsible for
the bonds between atoms. All these characteristics depend on the mobility of the
valence electrons, which, in turn, depends on the extension of their wave functions
and the electron–electron interactions. Indeed, the characteristics of the valence
electrons are responsible for the large diversity of metals and their partition into
good metals, transition metals, rare-earths and actinides. After a brief review
concerning the free atoms and the good and transition metals, the observed par-
ticularities resulting from the presence of 4f and 5f electrons are discussed along
with the existing theoretical models for the rare-earths and the actinides.

© Springer Science+Business Media Dordrecht 2015
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1.2 The Electrons in Atoms

1.2.1 Energy Levels and Wavefunctions

Each electron in the atom, called a “bound” electron, moves in the central field of
the positive nucleus and in the field of all the other negative electrons. The possible
energetic positions of the electrons in the atom are called “energy levels”. They are
the eigenvalues of the Hamiltonian matrix that contains all the interactions within
the atom. As such they have discrete values, that is, they are quantized. The level
with the lowest energy in this system is called the “ground level” or the “ground
state”. The others—with higher energy—are named “excited levels”. An electron
can make transitions (“jump”) between levels, following “selection rules” that
govern the allowed transitions. Upon a transition from a higher level to a lower
level, a photon is emitted whose energy is equal to the energy difference between
the initial and final levels. The ensemble of the photons emitted in such transitions
is the spectrum of the atom. “The electrons in the atom see each other in two ways:
(a) through Coulomb’s law, (b) through the Pauli principle” [1]. Coulomb’s law
controls the arrangement of the energy levels while the Pauli principle determines
the grouping of the electrons in the atom.

The spatial arrangement of the electrons in the atom is determined by their
eigenfunctions that are the solutions of the Schrodinger equation of the atomic
system. The eigenfunctions themselves can be expressed as a product of a radial
part and an angular part. The radial part of the equation cannot be solved analyt-
ically and therefore its solutions are expressed in terms of radial parameters called
the Slater integrals or Slater parameters. The angular part, on the contrary, has an
exact solution in terms of Legendre polynomials that are characterized mainly by
two integers, n and l. n is the degree of the polynomial and is related to the total
energy of the atom, which is a scalar. l is related to the quantified movement of the
electron around the nucleus, i.e. to the orbital momentum of the electron which is a
vector. Another orbital momentum connected with the electron is its spin s, related
to the quantified movement of rotation of the electron around itself, also a vector.

1.2.2 Quantum Numbers and Configurations

In addition to its inherent spin, it is possible to assign unequivocally to each
electron four numbers, n, l, ml and ms, called “quantum numbers”. n is called the
principal quantum number. It can take any integral value from 1 and up. l is called
the orbital quantum number and can go from zero to n − 1. s is always equal to 1/2.
ml and ms are the projections of l and s on an arbitrary z axis and are called magnetic
moments or magnetic quantum numbers. For example, an electron may have the
quartet of its quantum numbers as follows: 3, 2, 1, 1/2. For each electron, the vector
sum of its orbital angular momentum l and its spin angular momentum s gives its
total angular momentum j.

2 1 Electron Distributions and Crystalline Structures



The electrons with the same n form a “shell”. A shell can contain electrons with
different l’s. Those with the same l are called “equivalent electrons”. They form a
“sub shell”. According to the Pauli principle, no two electrons can have the same
four quantum numbers. This limits the number of electrons in a sub shell. The
maximum number of electrons in a sub shell of a given l is 2(2l + 1). Thus, in a
shell with l = 3 there can be 14 electrons. A shell with the maximum possible
number of electrons in it allowed by the Pauli principle is called a “closed shell” or
a “core”. The electrons in closed shells are called “core electrons”. They do not
participate in chemical bonds. However, under certain conditions an electron can
jump out of the core and leave behind a “core hole”. In such cases both the jumping
electron and the hole it left behind play an important role in various interactions
both inside and outside the atom. The electrons of a sub shell that participate in
chemical bonds are called “valence electrons”.

Traditionally electrons were assigned “names” according to their l values. Those
with l = 0 are called s-electrons. Those with l = 1 are called p electrons; with l = 2
they are called d electrons and with l = 3 f electrons. An electron whose l value is
even is called an “even” electron. When its l value is odd it is called an “odd”
electron. As mentioned above there can be only 14 f electrons. However, we have
not mentioned the principal quantum number n yet. If l = 3 it means that n is equal
to 4 or more. Therefore there can be 14 4f-electrons, 14 5f-electrons, etc. The
ensemble of all the nl electrons in an atom is called a “configuration”. The con-
figuration that contains the ground level is called the “ground configuration”. Since,
depending on their excitation, the electrons can change their n and l values, there
can be a number of configurations in the excited atom. They are called “excited
configurations”. A configuration is called “even” when the sum of all the l’s of its
electrons is even; similarly for an odd configuration. Thus the configuration ds and
fp are even. This notion of parity is very important, since in the case of electric
dipole radiation only transitions of electrons between even and odd configurations
are allowed. Since the electrons that are in closed shells are not involved in optical
transitions, nor do they participate in chemical bonds, the term “configuration” may
be used to designate those partial groups of electrons that participate actively in the
transitions or reactions. The term “subconfiguration” may also apply under such
conditions.

1.2.3 Electrostatic and Spin–Orbit Interactions, Couplings

For a single electron with l and s, there can be only two possible j values: l + 1/2
and l − 1/2. For a many-electron configuration the resultant angular momentum J is
the vector sum of all the j’s. It should be noted that the total S, L, and J of closed
sub shells are zero. Therefore they do not contribute to the total angular momentum.
The number of energy levels in each configuration is equal to the number of
possible values of the different J’s obtainable from the above vector addition.
However, the arrangement of the levels, and consequently the characteristics of the
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spectra, depend on two main interactions: the Coulomb interaction between the
electrons, called the electrostatic interaction, which is a multielectron interaction
represented by the sum over all the pairs (eiej/rij), and the spin–orbit interaction
which is a single-electron interaction represented by (si · li) summed over all the
single electrons. For an s electron the spin–orbit term vanishes because li = 0. The
resultant J values can be obtained in two different ways: In the first case all the
orbital angular momenta are added together (addition here is vectorially) to form a
resultant L, all the spin angular momenta add to a resultant S and then L and S add
to a resultant J. Alternatively, all the j’s can add up to give the resultant J. The
outcome, as far as number of levels and of different J values, is the same. The first
addition is called Russell Saunders coupling and the second j–j coupling. In the
Russell Saunders case a group of levels with the same S and L is called a “term”.
According to the previous example for orbital momenta l, the different L values of
the terms are given traditionally the following designations: Terms whose L = 0 are
called S terms. L = 1 are P terms. L = 2 are D, L = 3 are F, L = 4 are G, etc. The
expression 2S + 1 for each term is called its “multiplicity”. Thus a term with S = 0 is
called a singlet. S = 1/2 is a doublet. S = 1 is a triplet. S = 3 is a septet, etc. or, in
general, a multiplet. The designation of a level is (2S+1)LJ. When the spin–orbit
interaction vanishes all levels of the same term have the same energy.
A non-vanishing spin–orbit interaction “splits” the term into a multiplet. The order
of the levels in a term is normally such that the lowest energy level has the lowest
J. Sometimes it is the other way round and in this case the term is called “inverted”.

The Hamiltonian is diagonal with respect to J meaning that there are no off
diagonal matrix elements connecting different J’s. Therefore J is called good
quantum number. In Russell Saunders coupling S and L are also good quantum
numbers. The part in the Hamiltonian of the electrostatic interaction is divided into
two expressions called direct and exchange interactions, with radial direct and
exchange parameters designated as Fk and Gk, respectively. For equivalent electrons
only Fk are used. The spin–orbit part is represented, for each electron l, by a single
parameter called zeta l. The spin–orbit interaction of the various electrons can be
strong as opposed to a weak electrostatic interaction among them. Or those two can
be of similar strength. The first case is called j–j coupling since, owing to the strong
spin–orbit interaction the l’s and s’s of each electron couple together to give a total
j and only then the different j’s couple together to give a final resultant J. In this case
the j’s are good quantum numbers and can be used to designate the energy levels. In
the second case, often named intermediate coupling, neither the j’s nor the L’s and
S’s are good quantum numbers and they cannot be clearly assigned to the energy
levels. The latter can, therefore, be identified by their energy and their total J.

As already mentioned the lowest level of the set of the energy levels of an atom
is called the ground level. The configuration to which it belongs is called the ground
configuration. Given the ground configuration, it is interesting to know which,
among all its levels, has the lowest energy. For this there is an empirical rule called
“Hund’s rule” that predicts this level. It is valid mostly in multielectron configu-
rations, and in Russell Saunders coupling. According to Hund’s rules: (1) among all
the terms of the ground configuration the one with the highest multiplicity will be
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the lowest; (2) if there are several terms with the highest multiplicity the one with
the highest L value will be the lowest; (3) among the levels of this term the one with
the lowest J will have the lowest energy, unless the term is inverted; in this case the
level with the highest J will have the lowest energy.

1.2.4 The 4f and 5f Shells-Lanthanides and Actinides

The 4f sub shell can have 14 electrons. This sub shell starts filling up at atomic
number 57-Lanthanum. It becomes a closed sub shell 14 elements later—at atomic
number 71-Ytterbium. The 14 elements of this group are called rare-earths or
lanthanides despite the fact that Lanthanum does not have a 4f electron in its ground
configuration. The 4f electrons start to show up in the ground configuration only in
Cerium. Then their number increases by one for each successive element until, for
Ytterbium, there are 14 4f electrons in the ground configuration. Only 7 4f electrons
are in the ground configuration of Gadolinium (the eighth element in the series). As
for the 5f electrons, the 5f sub shell starts filling up at atomic number 89-Actinium,
and ends up being full at atomic number 102-Nobelium. The 14 elements of this
group are called actinides despite the fact that Actinium does not have a 5f electron
in its ground configuration. The filling of the 4f shell in the rare-earths results in an
increasing number of terms followed by a growing complexity of their level
structure and consequently of their spectra. In Table 1.1 [2], we give a list of all the
possible terms for the 4fn configurations. From this table it can be seen that while in
the nd shell the maximum possible value for L is 6, this value reaches 12 for the nf
shell. In addition, the 5d electrons can join the 4f core to form configurations of the
type 4fn5d to increase even more the total number N of levels. The number of
allowed transitions increases as N2 and a rare-earth spectrum in the optical as well
as in the X-ray regions can easily consist of 50,000 lines.

1.2.5 “Collapse” of the 4f Shell Wave functions

All the above is related to the quantitative fact of the existence of up to 14 4-f
electrons in a single shell. The most important qualitative characteristic of this shell
is its “collapse” inside the more external shells of the rare-earth. One calls the
“collapse” of the 4f shell the fact that the main node of the 4f radial wave function
approaches the nucleus and is inside the centrifugal potential well associated with
the high angular momentum l. It should be noted that the wave functions them-
selves are not observable and their shapes and nodes are derived from quantum
theoretical calculations solving the Schrodinger equation.

It turns out that the radii of the 4f orbitals are small—even smaller than those of
the 5s and 5p ones. The result is that the 4f electrons are shielded from outside
influence by the valence electrons like 6s and 5d and they do not take part in
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combinations with other atoms or ions. The small radius of the 4f shell orbitals
decreases the distance between the 4f electrons leading to an increase of the
Coulomb electrostatic interaction among them. As mentioned above the electro-
static interaction is at the basis of the arrangement of the energy levels in the atom.
A strong electrostatic interaction, expressed by large values of the Slater direct and
exchange parameters Fk and Gk, spreads out the configurations involving 4f elec-
trons. Since the 4f shell is found inside the outer shells of 5d and 6s electrons, it
screens them from the nucleus. The combined effect of this is twofold: on the one
hand, it reduces the binding energy of the outer electrons thereby rendering their
ionization easy. A typical value for the first ionization potential of a rare-earth is
6 eV. On the other hand, it increases the energy spread of the configurations of the
type 4fn5d up to twice this value. Thus, some of the levels of these configurations
can be found in the first continuum of the atom.

In the case of the actinides, the collapse of the 5f wave functions is not as clear as
in the case of the lanthanides. The 5f orbitals are more diffuse, the relativistic effects
are stronger due to the higher Z. Consequently, the various theoretical calculations
do not agree about the onset of the collapse. Most of them place it around element
Z = 90, namely thorium. This means that actinium is not an actinide.

1.3 Electrons in Solids

In a solid, one considers with a good approximation that no overlap exists between
the wave functions of the electrons of the closed shells, or core electrons, that
belong to neighbouring ions; those are localized electrons. Consequently, they can
be described by using the same wave functions of the electrons in the free atoms.
However, the presence of the crystal potential, i.e. the static electric field produced
by the charge distribution due to ions and electrons in a crystalline solid, modifies
the energy levels with respect to those of the free atom. All the core levels of the
same atom are reduced by approximately the same amount whose value can vary
from a few electronvolts up to 10 eV according to the atomic number.

For the electrons of the open shells, or valence electrons, shifts of their energy
levels and changes of their distribution occur simultaneously. These changes
involve modifications of the charge state, level hybridizations, more generally
modifications of the electronic interactions. The valence electrons ensure the co-
hesion between the atoms and contribute to chemical bonds. They are responsible
for the electrical and thermal conductivity and the magnetic properties. They are
considered as moving in the solid. The movement of each electron depends on the
potential in the solid, i.e. on the arrangement of the atoms and on the movement of
all the other electrons.

From a general point of view, the s, p, d valence electron distributions in solids
are considered as characteristic of itinerant electrons more or less strongly corre-
lated [3]. The first description of the valence electrons in solids was the nearly free
electron gas approximation. In this approximation, used only for a few cases of s
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and p valence electrons, several basic definitions were introduced; they are given in
the next paragraph. Numerous other theoretical models have been developed. Their
complexities increase along with the magnitude of the electron–electron interac-
tions that need to be taken into account. These models had initially for purpose to
study the behaviour of the d electrons because these electrons are responsible for
characteristic properties of the transition metal solids.

The 4f electrons of the rare-earths make only a small contribution to bonding and
most of them may be considered as non-bonding. However, they have often been
treated by the same models as the d electrons. An important question to be dis-
cussed is whether the 4f electrons in the lanthanides are well described as strongly
correlated itinerant electrons or as localized electrons, given that localized valence
electrons should have behaviour analogous to that of core electrons. The same
question was posed for the 5f electrons in the actinides. This question necessitates a
comparison between the theoretical electron distributions deduced from various
models and the corresponding experimental data. Rapid glance of the main models
used to treat the electron distributions will be presented.

1.3.1 Energy Distributions of the Valence Electrons

In a first approximation, the valence electrons are considered as delocalized in the
entire solid and viewed as a uniform distribution of non-interacting charges moving
in a zero external field. This model is the free electron gas approximation. Each
valence electron is characterized by an energy ε, a wave number k and an associated
wavelength λ. Its wave function is a plane wave wk(r) = eik·r where r is the electron
position, k the wave vector and (ħ)2k2/2m the energy.

From a more general point of view, the valence electrons are considered as
moving in a uniform potential of positive charges that represents the crystal ions.
This is the nearly free electron gas approximation. The calculations are made in the
Born–Oppenheimer approximation that neglects the movements of the nucleus and
assumes the crystal to be a rigid lattice. The crystalline structure is considered
perfect, infinite and at 0 K. The wave functions of the electrons are Bloch functions,
wk(r) = uk(r) · e

ik·r, i.e. plane waves multiplied by a function uk(r) that has the
periodicity of the crystal, uk(r) = uk(r + Rn) where Rn is a vector of the lattice. The
periodic potential energy V(x) has small amplitude and is treated as a perturbation
applied to a free electron gas. The wave functions are normalized in the length of
the lattice; they are degenerate and wk(r) = w−k(r). In this model, the movements of
the electrons are treated as independent. It has been used to treat the solids having s
and p valence electrons, as, for example, alkaline metals, magnesium and alu-
minium, called good metals. If s and p valence electrons are present simultaneously,
their number in each sub shell is fractional.

In the nearly free electron approximation, the dispersion relation of the electronic
waves, relating energy ε and wave vector k, is ε(k) = ε(k + 2πn/R) where R is the
period in the considered direction and n is an integer. The wave vector and the
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energy are quantized and the interval between consecutive values of k in the
considered space direction is 2π/NAR where NA is the number of atoms per unity
volume. To each value of k corresponds an energy level ε(k). For a macroscopic
solid, the interval between the k values is negligible and the electron energy is a
quasi-continuous periodic function of k.

The energy levels of the valence electrons are thus distributed in a continuous
energy band, labelled valence band, of width W. This width increases with the
number of the valence electrons in the atom; it varies from 3 eV for sodium to
10 eV for aluminium. The good metals are wide-band materials. The top of the
valence band is the limit of the occupied levels; its energy position is the Fermi
level EF. The limit of the valence band is abrupt at 0 K. At temperature T, this limit
is a function of the Fermi–Dirac distribution, which varies in a narrow region about
4 kT wide around EF; k is the Boltzmann constant. Since kT is equal to 0.026 eV at
room temperature, the effect on the valence band is negligible at this temperature.
The valence is defined as the number of electrons per atom available for band
formation. The unoccupied energy levels are distributed continuously above the
Fermi level. This distribution is named conduction band. The electrical and thermal
conductivities depend on the electron density in the vicinity of the Fermi level.

The number of energy levels in the valence and conduction bands per unit
interval of energy is named density of valence, or conduction, states, n(ε). For free
electrons, this density of states is uniform and follows a quadratic equation of the
energy. The densities of states n(ε) are represented in the k-space, which is the
Fourier space of the real crystal. For each atom present in the unit cell of the crystal
there is associated one electronic level of wave vector k in the unit cell of the k-
space, named first Brillouin zone (cf. Sect. 1.4). The density of the states n(ε) is the
number of states between the surfaces of energy ε and ε + dε of the k-space. This is
a continuous function of the energy ε given by

nðeÞ ¼ 1=8p3
Z

dVk

The integral is calculated in the volume Vk of the k-space situated between the
surfaces of energy ε and ε + dε. For free electrons, the surfaces of constant energy
are spheres. In a periodic lattice, ε is a discontinuous function of k and energy gaps
are present at the Brillouin zone limits. Maxima of n(ε) are formed when the energy
surfaces reach the zone limits. The increase of n(ε) is due to a deformation of the
constant energy surfaces. The surface that corresponds to the Fermi energy EF is
named Fermi surface. Generally, the Fermi surfaces are not spherical. They can
touch the zone in certain directions. The distortions of the Fermi surface are chiefly
noticeable when they are near a plane of energy discontinuity. There is no exact
analytical solution for a real solid. However, quite accurate results can be obtained
for particular points of the k-space by numerical methods.

In a crystal, an electron cannot be displaced in the directions for which its
wavelength λ satisfies the Bragg relation. Consequently, energy gaps are present in
some directions depending on the crystalline structure. In such a k direction, the
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energy distribution is spread out in quasi-continuous bands separated by forbidden
energy regions. In a three-dimensional space, the positions of the forbidden bands
are different for each direction k and an overlap of the allowed bands is possible.
This is verified in metals for which the bands of allowed energies overlap in space.
The k vectors of equal value determine surfaces of equal energy, or constant energy
surfaces, in all directions. These surfaces are the places of the corresponding
electronic levels. In a non-conductor, no overlap exists between the allowed energy
bands. The valence band is separated from the conduction band by a forbidden
energy band, named band gap and the Fermi level of a perfect insulator crystal is
positioned in the middle of the gap.

In the nearly free electron gas approximation, the valence electrons are con-
sidered as independent itinerant particles. A model assuming a random distribution
of the non-interacting electrons is a one-particle picture. All the electrons are
considered as moving in the same potential; they have thus the same energy band
system. The band structure expected from this model is in agreement with that
observed for the alkaline metals, named also s metals.

1.3.2 Models for Weakly Correlated Electrons

A significant characteristic of the electrons in a solid is the extended character of
their wave functions. Among the calculation methods of the density of states, those
using plane waves in a Hartree scheme are convenient if the interactions between the
electrons, i.e. electron correlations, are weak. These methods are one-electron
approximations, valid in treating the s and p valence electrons. The general equation,
representing the movement of NE electrons, is split into NE equations, each repre-
senting the movement of a single electron. Each electron is in the same potential and
has the same wave function wk(r) as the others, the total wave function being the
product of the NE one-electron wave functions. Each wave function wk(r) is, thus, a
solution of a one-electron Schrödinger equation having as Hamiltonian

HH ¼ T þV

where HH is the Hartree Hamiltonian, T is the kinetic energy term, (ħ)2k2/2m. V is
the potential energy term and represents the average interaction of one electron with
the crystal. It consists of two contributions, the potential energy of the electron
moving in the nuclei field, Vn, and the direct Coulomb energy Ve, i.e. the repulsion
energy acting on one electron in the average-field of the other N − 1 electrons,
named Hartree potential. The Hamiltonian is of the form

HH ¼ T þVn þVe

¼ T þ
X
n

Zne
2=ðri � RnÞþ 1=2

X
j 6¼i

Zne
2=ðri � rjÞ
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Rn designates the nucleus coordinates, ri the coordinates of the i electron and Zn the
atomic number of nucleus n. Several representations using plane waves as wave
functions have been developed to describe the valence electrons. Among the rep-
resentations using plane waves in a Hartree scheme, the orthogonalized plane waves
(OPW) method and the augmented plane waves (APW) method are the most widely
used. The OPW method [4] uses a non-local potential. It is a Hartree self-consistent
field method in which the valence electrons wave functions are plane waves
orthogonal to the wave functions of the core electrons. A linear combination of
atomic orbitals of the ion is added to represent the wave function in the vicinity of
each ion and to make the convergence more rapid. The total wave function is
orthogonalized with respect to core orbitals. This assumes that the core electrons are
localized and their wave functions do not overlap, and that the variation of the plane
wave in the vicinity of the ion can be neglected. The potential energy is the sum of
the potentials due to the ions and to a homogeneous distribution of free electrons.
The potential is the same for all the electronic states because these are all
eigen-states of the same Hamiltonian.

The APW method is a local potential method [5–7]. In contrast to the previous
method, the crystal potential is approximated by a muffin-tin potential. It has the
spherical symmetry inside the sphere centred on each atom, named atomic sphere,
of radius equal to the half-distance between nearest neighbours, and it is constant
outside the sphere. Continuity of the potential is assumed at the surface of each
sphere. The spheres are distinctive for each type of atoms and the potential at the
interior is equal to the atomic potential. For a system of N interacting electrons, the
wave function of the ground state is approximated by a Slater determinant of
N mono-electronic functions. The wave equation can be solved exactly for each
sphere; each wave function is the product of a radial function and spherical har-
monics. To facilitate the convergence, the total wave function is taken as a linear
combination of wave functions, each being a series of functions with the spherical
symmetry inside the spheres and a plane wave outside the spheres. To obtain the
continuity, the plane wave is developed in spherical coordinates.

Other one-electron methods have been developed, among them theKKR, orGreen
functionmethod [8, 9]. As in the APWmethod, the potential is of muffin-tin type but
the inverse process is used to obtain the wave functions. A function taking exactly
into account the atom arrangement periodicity, i.e. the lattice periodicity, is deter-
mined and is constrained to satisfy the Schrödinger equation around the atoms. The
wave function is thus expanded in a series of lattice harmonics, solutions of the radial
part of the Schrödinger equation. This method is an application to electronic waves of
the dynamical theory, which was developed by P.P. Ewald in order to treat the
interferences of the electromagnetic waves with an atomic lattice. The complexity of
the KKR equations is due, for a large part, to the energy dependence of the parameters
characteristic of the structure. An approximate form of the KKR method using
energy-independent structure parameters has been developed. Then the calculations
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become several orders of magnitude faster than by the standard KKR method while
the deviations from the previous calculations are at most a few percent [10].

The analogy between the band structure of the s and p valence electrons
materials and that expected from the approximation of the nearly free electrons had
led to the introduction of the pseudo-potential model, where the interaction between
the electrons is described by an average potential. As the potential depends on the
occupied states and the occupied states depend on the potential, a self-consistent
calculation is performed by successive iterations. Moreover, when a plane wave is
orthogonalized to a core function, the spherical symmetry is lost. All these calcu-
lations are long and complex. In order to achieve simplification, the notion of
pseudo-potentials was introduced to the OPW method [11]. The pseudo-potential is
equal to a non-local repulsive potential VR which adds on to the crystal attractive
potential V and tends to cancel it. The wave equation of the pseudo-potential is

T þVR þVð Þ/ ¼ E/:

The pseudo wave function ϕ is developable in plane waves and represents the
quasi-monotone part of the total wave function w situated at the exterior of the
cores. Since the pseudo-potential is small, ϕ varies only slightly and a small number
of plane waves are sufficient to describe the s electron distributions. The conver-
gence is slower for p electrons. Calculations, using not the OPW method but that of
the quantum defect, have also been developed [12] see also [13].

The one-electron models result in correct energy distributions for metals with s
and p valence electrons and semi-conductors such as Si and Ge, or generally, for
systems with weak electron–electron interactions as, for example, the noble metals
[14]. Indeed, for the s and p valence electrons, the Hartree models, which neglect all
the correlations and consider the electrons to move independently of each other,
seem more adequate than models that include only a part of the correlations.

The number of d electrons in a transition element in metallic state is fractional.
However, the d electrons are not completely free to move in the material and they
cannot be treated by a free or a quasi-free electron model. This is because, when
two, or more, d electrons are present on the same site, a strong Coulomb repulsion
exists between them. Calculations that do not treat the atomic potential as a per-
turbation have been developed in the Hartree–Fock approximation, i.e. by taking
into account the exchange interactions. In this approximation, each electron is
considered as surrounded by an “exchange hole”, i.e. a sphere with no parallel spin
electron density and a positive charge +e. Each hole is associated with a negative
potential energy, the “exchange energy”, which depends on the density of the
electrons with parallel spins. The Hamiltonian is

HH�F ¼ T þVn þVe þVx

where the Hartree-Fock exchange potential Vx is a non-local potential implying the
anti-symmetrization of the wave function. The Hartree–Fock model is an
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independent particle scheme, ignoring the many-body nature of the problem.
Among the treatments using this model, the tight binding method [15] was widely
used. In this method, the periodic potential is the sum of the atomic potentials
centred on each atomic site in the crystal. One determines Bloch sums. Each Bloch
sum wl;k rð Þ ¼ P

n vl r � Rnð Þ � eik�Rn corresponds to the sum of the atomic orbital χl
on all the n atoms at an equivalent position in the crystal and it fulfils the Bloch
condition wk rþRnð Þ ¼ wk rð Þ � eik�Rn . There is a Bloch sum for each atomic orbital
present in the unit cell of the crystal. The wave functions are linear combinations of
the Bloch sums and, therefore, are linear combinations of atomic orbitals (LCAO),
which are eigenfunctions of the atomic potentials. They are slightly different from
the atomic functions in the vicinity of each ion. The exchange potential can be
treated analytically; it is associated with all the ions of the lattice. The tight binding
method was used for the transition metals [16]. It gives a suitable description of the
d electronic distributions only if their interaction with other distributions is weak.

The previous model was simplified by introducing an effective mean potential
that is an average on all the potentials of occupied states [15]. This potential is the
same for all the states. It is obtained by using a model of interacting electron gas
and by neglecting the influence of the periodic field. The exchange and correlation
interactions are taken into account by introducing the Slater exchange potential,
which is proportional to n1/3, where n is the electronic density. Values of the
splitting due to spin are in agreement with those obtained from more sophisticated
methods. This one-electron picture, known as Xα method, tends to average the
effects due to the electron–electron interactions and it has given suitable results for
several correlated systems.

Among the preceding methods, APW and KKR self-consistent calculations have
been used with success for a wide class of materials but an important computational
effort is needed and no simplifications are possible. In contrast, the OPW and
LCAO methods have led, respectively, to the pseudo-potential and tight binding
approximations. Combining some features of these various methods, in particular
tight binding and APW, an efficient band structure method was developed [17]. It
uses a muffin-tin potential and energy-independent muffin-tin orbitals. The use of
energy-independent basis functions is advantageous because the secular equations
are linear in energy. The basis functions are constructed from linear combinations
of muffin-tin orbitals (LMTO); these are Bloch sums. The structural parameters,
characterizing the crystal structure, do not depend on the energy or on the atomic
volume. They can be tabulated once and for all for a given structure throughout the
Brillouin zone. The LMTO method was simplified by using the atomic sphere
approximation (ASA). This approximation supposes the potential to vanish in the
interstitial region, located between the atomic polyhedron and the sphere. The
introduced error is very small; it is proportional to the volume between the atomic
spheres. In order to reduce this volume, overlapping spheres are generally used. The
ASA-LMTO formalism establishes a compromise between accuracy and efficiency;
it is computationally fast and particularly suited for closely packed structures.
Relativistic effects may be included.
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After the construction of appropriate one-electron potentials was achieved and
band structure self-consistent calculations were widely developed, it became nec-
essary to introduce systematically the exchange and correlation effects to compute
in a realistic manner the solid properties. The exchange interactions are important in
the treatment of atomic properties, such as the mechanical properties, but less so in
treating electronic properties, such as the conductivity. Indeed, the Hartree–Fock
model makes possible a good description of the core electrons and is well adapted
to treat localized electrons. However, concerning the valence electrons, this model
neglects the correlation effects, which may be as important as the exchange inter-
actions. In atomic and molecular systems, configuration interaction corrections are
introduced instead of correlation effects. In solids, unrealistic features can be pre-
sent in the Hartree–Fock energy eigenvalues, such as vanishing density of states at
the Fermi level in metals or unphysically large band gaps in insulators. The com-
plexity of the corrections to Hartree-Fock model has incited the development of
other theories.

1.3.3 The Electron Correlations

If the correlations between electrons are neglected, as in the Hartree approximation,
the average electron density is obtained from the wave functions w�w and the
electrostatic potential is computed from the charge distribution. In reality, the
electrons interact among themselves via the Coulomb’s law

Vee ¼ 1=2
X
i

X
j 6¼1

e2=ri � rj

and repel each other. Their movements are correlated. The Coulomb interaction is a
long-range interaction. One names correlation hole the depletion of electron charge
around each electron owing to the Coulomb repulsion, which is spin independent.
Each electron moves with a correlation hole around it and the potential seen by the
electron will be lower than in the absence of correlation. The average electron
density varies with the position and so does the average potential arising from the
correlations. The true potential is a function of the coordinates of all the electrons
and of the spatial fluctuations in the electron density. Numerous formalisms have
been developed to describe a gas of interacting electrons.

Electron correlations were computed for the first time by Bohm and Pines by
considering the Coulomb interaction with screening between electron pairs and by
taking into account the correlation and exchange holes moving with the electrons
[18, 19]. The random phase approximation (RPA) was developed for describing the
dynamic behaviour of electron systems. According to this approximation, the
movement of the electrons includes a short-distance term, corresponding to weakly
screened Coulomb interactions between low-energy electrons, and also, at long

14 1 Electron Distributions and Crystalline Structures



distance, one corresponding to the movement of the electron ensemble, giving rise
to plasma oscillations.

Independently, a calculation of the correlation energy for an electron gas in a
uniform background of positive charges has been performed in second-order per-
turbation theory and in the limit of high electron densities [20]. The electron density
n is defined from the inter-electron spacing rs by the relation

4pa30r
3
s =3 ¼ n�1

where a0 is the electron radius. In the high-density limit, the Coulomb interaction
perturbs only slightly the movement of the electrons, making the treatment of the
electron gas simple. It has been remarked that also at very low densities (rs ≫10 a0),
the Coulomb interaction has a little influence. The electrons may be expected to
become quasi-localized [21] and the correlation energy can be expanded as a power
series of (1/rs)

1/2. For metals, the electron densities are in an intermediate domain
and the kinetic and potential energies play comparable roles in their determination.
As indicated above, the correlation energies were calculated [18, 19] and satis-
factory agreement with experiment had been obtained for the simple metals.
However, this model did not give exact results in the high-density and low-density
regimes. The validity range of the calculations has then been estimated and all the
results obtained in both extreme regimes widely discussed [22, 23]. Numerous
studies have been made in order to describe better the physical behaviour of an
electron gas and to calculate metallic properties such as conductivity, specific heats,
etc. Correlation effects have been included in the treatment of the dielectric constant
[12, 24, 25]. In parallel, calculations have been developed from models adapted to
treat the case of the nearly free electrons. Among these, we mention the develop-
ment of a scheme specifically designed for use with the OPW method [26].

A phenomenological theory of interacting particles obeying Fermi–Dirac
statistics was proposed by Landau [27]. In this model, the system was described as
a gas of quasi-particles, i.e. electrons with a large effective mass m*, due to their
interaction with the other electrons and inducing a change of their mobility. This
system was designated as a Fermi liquid, probably because of Landau’s interest in
describing liquid He3. Only short-distance forces were considered in this model. In
the case of propagating electrons in interaction with their surrounding, each electron
was “dressed”, altering its mass and its dynamic properties. The ground state of the
valence electrons in a normal metal at sufficiently low temperature can be described
as a Fermi liquid. A Fermi liquid is in fact a quantum state of the matter observed at
very low temperature for the majority of crystalline solids. A formalism based on
the Landau model of the Fermi liquid was developed by considering simultaneously
the short and long-distance forces [28]. The long-range Coulomb interactions have
indeed an important role in the case of electrons in metals.

The correlation effects for d electrons are different from those of quasi-free
electrons owing to the differences in their wave functions, and therefore their
movements. Indeed, contrary to the Coulomb repulsion, which is at long range, the
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other electronic interactions are at very short range. The density of the d electrons is
concentrated in the vicinity of the nucleus and is sparse between the atoms, making
it possible, in principle, to attach a d electron to a specific atom. Consequently, each
d electron interacts strongly with other d electrons present in the same atom and
only weakly with the d electrons of the neighbouring atoms. It was shown exper-
imentally that in the transition metals, the d electrons have simultaneously char-
acteristics of the band model and of the quasi-atomic model. For example, the
magnetic moments per atom are non-integral multiples of Bohr magneton while the
spin-wave processes in the ferromagnetic metals are quasi-atomic. Consequently,
the d electrons do not move freely in the entire solid. Exchange and correlation
interactions must be taken into account to determine their movements and
many-electron wave functions must be used. Several effects are to be considered:
d–d intra-atomic correlations, d–d inter-atomic transitions and d–sp excitations.

Models taking into account the correlations between d electrons have been
developed to describe the behaviour of the transition metals and compounds. A few
among these models have been adapted to the case of very strongly correlated
electrons such as the f electrons in the lanthanides and actinides. Among them, we
consider in the first place the Hubbard model. Only the intra-atomic interactions
were taken into account [29]. The Hubbard Hamiltonian is

H ¼ H0 þ
X

U ni;r � ni;�r

where H0 is the Hamiltonian in the absence of correlations and ni,σ is the density
operator of d electrons of spin σ on the atom i. U is the Coulomb interaction energy
between two electrons present on the same atomic site, i.e. the energy needed to put
two electrons at the same site; it is

U ¼ ii 1=rj jiið Þ

where i is the wave function of a d electron present on the atomic site i. Terms of
the type ij 1=rj jijð Þ are neglected. In spite of these approximations, the Hubbard
Hamiltonian cannot be solved analytically and, initially, exact solutions were only
obtained in a one-dimensional space. More recently, exact solutions have been
obtained for the case of infinite number of dimensions and it was shown that these
results were very close to those for the three-dimensional case and, therefore, could
be considered as a reliable approximation [30].

In the Hubbard model, the aim was to take into account the screening effects due
to internal atomic sub shells. These internal sub shells reduce the range of the
effective interactions among valence electrons. The model was equivalent to
treating the electron interactions as quasi-atomic interactions. In this model, a
potential term allows for the one-site interaction and a kinetic term represents the
hopping of electrons between sites of the lattice. Indeed, the d electrons are
described as being simultaneously atomic and quasi-free, meaning they can hop
from one site to another. In order to account for the occurrence of a non-integral
number of d electrons per atom, it was supposed that a transition metal could be a
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collection of atoms in different configurations, i.e. having different numbers of d
electrons. The atoms then should change rapidly their configurations because of
their interactions with each other [31]. This is a good approximation as long as the
long-range electronic interactions can be ignored. It was suggested that this model
of hopping could be applied to d bands in transition metals and their compounds.

In the early works, only the correlations of the intra-atomic type were taken into
account. Improvements were attempted by considering solid-state effects, such as s–
d hybridization and the Coulomb repulsion between electrons present on neigh-
bouring atoms. The energy corresponding to the sum of the electron correlation
terms was named U parameter, independently of the various terms intervening the
calculation. A large number of works were done in the Hubbard model by using
improved calculation methods, various wave functions like free-quasi-particle
(Fermi gas) Green functions, various values of the interaction parameter U, etc. The
more important ones will be mentioned in the course of this paragraph.

Another formalism, the density functional theory (DFT), was developed inde-
pendently as an alternative approach to the treatment of many-body effects. The
energy of an electron system was expressed, for the first time, as a function of
electron density by Thomas and Fermi in the late 1920s. This concept has been
widely developed after that Hohenberg and Kohn [32] had demonstrated that all the
ground state properties of an electron system are completely defined in terms of its
electron charge density n(r). Consequently, there exists a functional relating the
ground state energy of an electron gas to n(r), i.e. a one to one correspondence
between the energy and the density. This model includes all correlation effects; it is,
in principle, exact for a constant or slowly varying electronic density. It makes
possible the description of the perturbations due to a change in the charge
distribution.

The development of the DFT by Kohn and Sham [33] had as aim to treat the case
of interacting inhomogeneous electron gas. Since such system cannot be solved
analytically, Kohn–Sham proposed to treat the interacting electrons as a virtual
ensemble of independent electrons whose ground state density is that of the real
system. The functional of the total energy is

EK�S nð Þ ¼ TS þVK�S

where TS is the kinetic energy operator of the non-interacting electrons and VK-S is
defined as

VK�S ¼ Vn þVe þVXC

Vn is the external potential due to nuclei, Ve is the Hartree potential, VXC is the sum
of two terms, the exchange-correlation potential per electron of the interacting
electron gas and the correction to the kinetic energy term accounting for the
electron–electron interaction. Thus, the term VXC contains all effects beyond the

1.3 Electrons in Solids 17



Hartree model. VK-S is an effective mono-electron potential. In this formulation the
Kohn–Sham mono-electronic equations

TS þVK�Sf g/i rð Þ ¼ ei/i rð Þ

can be resolved analytically. The N-particle problem was reduced to N one-particle
problems and the electron density was given by

n rð Þ ¼
X
i¼1toN

/i rð Þð Þ2

where N is the number of electrons. The Kohn–Sham DFT consists of replacing
VK-S by

V ¼ Vn þ
Z

n rð Þn r0ð Þ=r � r0f g � d3r0 þVXC n rð Þð Þ

The many-body effects are included in the potential VXC, which is local, in
contrast to the Hartree–Fock potential. The functional relating the density n(r) and
the energy is not known exactly because of the presence of the exchange-correlation
term. It is necessary to select a functional as a model of approximation. A treatment
of self-consistent field type makes, then, possible the determination of the wave
functions and electron densities and that of the electron energy.

The quality of the DFT arises from characteristics of the exchange-correlation
functional. Among the representations of the latter, the simplest and the most used
has been the local density approximation (LDA). In this approximation, the electron
density is that of a homogeneous gas, the exchange-correlation energies are treated
together and the exchange-correlation energy at any point is assumed to depend only
on the electron density at that point. However, LDA is an approximation even for the
extended s and p orbitals. It improves with the increasing size of the system. In spite
of its simplicity, LDA gives relatively good results for the d electrons because of the
presence of a compensation effect: indeed, it underestimates the exchange energy
and overestimates the correlation energy. It was extended to spin interaction in an
electron gas [33]. Spin dependence was introduced into the functional in order to
treat systems present in an external magnetic field, homogeneous spin-polarized
Fermi liquids or systems with important relativistic effects. This approximation,
named local-spin-density approximation (LSDA), was applied to magnetic transi-
tion materials [34]. LDA and LSDA contain no adjustable parameters.

The DFT differs from the other methods by the fact that the quantum mechanic
effects enter in the electronic density rather than through the many-body wave
functions [35, 36]. The calculations are more rapid because n(r) depends only on
three coordinates, independently of the number of electrons, while the wave
function of a system with N electrons depends on three coordinates for each
electron. As already underlined, this model is valid for a slowly varying density as
well as for high densities. Owing to its simple applicability, the Kohn–Sham density

18 1 Electron Distributions and Crystalline Structures



functional formalism was very widely applied to valence electrons in solids in the
ground state. Physical properties associated with crystalline stability of the ground
state were calculated, such as cohesive energy, compressibility and elastic con-
stants. These studies explained in a qualitative way the respective effects of
exchange and correlation on each particular property. As an example, for the
compressibility of transition elements compounds, the results with both exchange
and correlation are very near those obtained from a Hartree model because the
correlation effects practically compensate the exchange effects [37].

For over a decade, the DFT-LDA had been considered as the adequate method for
realistic solid-state calculations. Its success was astonishing because, in the LDA,
every electron ri moves independently within the local potential VLDA(ρ(ri)) asso-
ciated with the time-averaged density of the other electrons at point ri, ρ(ri). The
potential is a one-electron potential, orbital momentum independent and in which the
Coulomb interactions between electrons are taken into account in an averaged way.
The many-body problem is thus reduced to a single-electron calculation in a local
potential and the method is reliable only for materials for which the Coulomb
interactions remain smaller than the kinetic energy of the electrons, i.e. U is smaller
than the bandwidth W. The LDA and LSDA failed, however, to describe materials
with highly localized electrons. Moreover, these approximations have an intrinsic
deficiency because the self-interaction term is not correctly taken into account. In the
Hartree–Fock theory, it is completely cancelled while in LDA and LSDA, only a
partial cancellation is achieved. A partial self-interaction remains and vanishes only
for a one-electron system. It is negligible for orbitals delocalized over extended
systems. In contrast, this term leads to systematic errors for finite systems exhibiting
strong electron–electron interactions. The presence of this term can explain why the
LDA gives large deviations from experiment for quasi-localized orbitals. A model of
self-interaction correction (SIC) was proposed [38] to remove the interaction of each
electron with itself that is present in LDA. In this model, a term representing the
sum of the self-interaction of each orbital is subtracted from the VXC(n(r))
exchange-correlation potential. The correction vanishes for extended orbitals; it
improves the agreement between theory and experiment for a number of physical
problems where the LDA approach produces systematic errors. We mention as an
example the variation of the band gaps of the alkali halides: the self-interaction
correction is larger for the localized orbitals than for the delocalized ones; conse-
quently, it predicts for the gap energy a bigger value than the one obtained from
LDA, in better agreement with the experiment. In the case of the rare-earths, the SIC
was applied only to 4f electrons and not to delocalized s, p and d electrons.

Other density functionals are now available [39]. Their performances vary with
the studied property. Among those, we mention the generalized gradient approx-
imation (GGA) [40–42]. It was developed to treat spatially inhomogeneous sys-
tems, i.e. closer to the real systems. In this approximation, the exchange-correlation
energies depend directly on the electronic density and its gradient. Other functionals
have been proposed, the differences between them is of the order of the differences
between GGA and LDA calculations. New approximations are now being devel-
oped for higher order density gradient.
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The d electrons of the transition metals were often described in an orthonormal
atomic-like basis, for example the basis of local orthonormal LMTOs of Andersen
in their recent formulation [43], or other orbital basis sets, by including the cor-
relation effects in LSDA [44]. The success of this formalism was due to the use of
the SIC-LSDA scheme. The ability of this model to describe the characteristics of
the transition metals was proved by the agreement between experimental and cal-
culated data concerning, among others, the spin splittings of the Fe, Co and Ni
ferromagnetic metals and the cohesive energies of the 3d and 4d metals [38]. In
addition, self-consistent ab initio SIC-LSDA calculations had correctly predicted
the metal transition oxides to be insulators [45]. This was due to a calculated
downward shift of the valence levels with respect to the conduction levels.
However, this shift implies a redistribution of valence orbitals in disagreement with
the experimental results. Moreover, only the characteristics of the ground state are
correctly described by this approximation while the predictions of the excited
energy levels may be erroneous. It was thus difficult to determine the energy gaps in
insulators from this method because the band gap is not a ground state property. It
must also be recalled that the approach used in the various DFT schemes, including
the SIC-LSDA, is an independent particle approximation that ignores the
many-body nature of the wave functions. Despite their impressive successes, the
LDA and LSDA failed to predict the insulating and magnetic properties of tran-
sition metal compounds and to describe the characteristics of the heavy fermion
systems, i.e. of materials with open 4f or 5f sub shells. Indeed, LDA predicts the
presence of f electrons at the Fermi level for the rare-earth metals. Owing to the
highly localized nature of the f electrons, strong on-site Coulomb repulsions exist
between them and calculations beyond LSDA are necessary.

This failure of the SIC-LSD and GG approximations of the density functional
theory to describe solids characterized by strong correlation effects has stimulated
further theoretical activity. It was suggested that the conventional homogeneous
electron gas framework used in the LSDA was not a good starting point to treat the
correlations of the entire system of the electronic levels in these compounds and
that it was necessary to use an orbital-dependent potential. The electron gas model
was, thus, abandoned as a means to describe strongly correlated electrons and these
were represented in an atomic-like basis identifiable with the single-particle basis of
orthonormal LMT orbitals. A Hubbard-like term was added to the LSDA func-
tional, forming a scheme called the LSDA + U method [46]. The Hubbard term
described the localized d or f electrons while the delocalized s or p electrons are
described by the usual LSDA calculation. A correction term corresponding to
correlations included in the LSDA term for the localized electrons is subtracted and
the energy functional is

ELSDAþU ¼ ELSDA� 1=2ð ÞUN N � 1ð Þþ 1=2ð ÞU
X

ninj:

where ni (or j) is the localized orbital occupancy. The on-site Coulomb repulsion
U splits the LDA bands into two sets of bands of width W < U and only the lower
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band is occupied with an integral number of electrons as Mott insulator. If the
average number of localized electrons is one per lattice site, U is the energy nec-
essary to have two electrons on the same lattice site. The Coulomb interaction
energy of localized electrons, identified with the Slater integral Fk, is calculated
self-consistently but this energy is strongly reduced by the screening due to the
other valence electrons and consequently U is difficult to determine theoretically.
The essential assumption in this model is that the strongly correlated electrons are
subject to on-site quasi-atomic interactions and, consequently, the number of
electrons per site is an integer. This implicitly introduces a separation of the electron
orbitals into localized and itinerant. The LSDA + U method was initially used to
reproduce the ground state of 3d transition metal oxides and good values were
obtained for the splitting between the occupied and unoccupied d bands and for the
magnetic moments. As an example of application of the method to rare-earths, we
cite the study of gadolinium nitride GdN [47]. However, this method cannot
describe electronic transitions because it does not take into account many-body
interactions.

Self-consistent electronic structure calculations of strongly correlated systems
have also been developed by putting U = ∞ [48] or using the slave-boson method
[49]. These works aim to study the high-Tc superconducting materials, designated
as “extremely correlated Fermi liquids”. In these systems, various excited particles,
electrons and holes, are present, the latter considered as bosons carrying a charge
−e. Coupling exists between the boson field and the fermion operators and the
neutral fermion excitation spectrum was derived from a fermion-boson field theory
[50, 51]. As an example, it was shown by the slave-boson method in the scheme of
the LMTO-ASA [52] that the on-site Coulomb repulsion is responsible for the
existence of Cu 3d levels at the top of the valence band of YBa2Cu3O7, as seen
experimentally, but in contrast with calculations not considering correlation effects.

Another approach to the problem of strong correlations was developed [53–56]
by taking the LDA + U calculation as starting point and by using a quantum
impurity Anderson model subject to a self-consistency condition. In this model, the
lattice with many degrees of freedom was replaced by a single-site impurity having
a small number of quantum degrees of freedom and embedded in an effective
medium determined self-consistently. The Hamiltonian associated with the impurity
model is [57]

H ¼ Hov þHol þHcorr þHvl

Hov and Hol are the unperturbed energies of the quasi-free valence electron system
and of the levels of the impurity atom, Hcorr is the on-site Coulomb repulsion term
of the Hubbard model associated with the localized levels of the impurity atom and
Hvl is the valence-localized electron interaction term. This interaction is of the type
ΣVvl(cv * cl + cl * cv), where Vvl is a hybridization term, allowing the localized
electron l to become mobile despite the fact the electrons v and l are separated. The
physical idea was that the dynamics at a given site might be determined by taking
into account simultaneously the degrees of freedom at this site and the external
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milieu created by all other degrees of freedom on other sites. This impurity model
gives a picture of the local dynamics of a quantum many-body system. A large
number of techniques already developed for treating the single-impurity Anderson
model could, then, be used to obtain a picture of the local dynamics of the quantum
many-body systems, thus to study the electronic correlations in the solid. The
calculations were performed in the frame of a mean field theory by replacing the
many-body system by a one-body system in a suitably chosen mean external field,
representative of the mean configuration of the system.1 This approach, called the
dynamical mean-field theory (DMFT), extends to the quantum many-body prob-
lems the mean-field theory used in classical statistical mechanics. The main dif-
ference from the classical case is that the on-site quantum problem remains a
many-body problem. This non-perturbative model was also named local impurity
self-consistent approximation (LISA) [48] and many calculation methods have been
developed to solve the dynamical mean-field equations.

In the DMFT, applied to quantum many-body problems, only the spatial fluc-
tuations are frozen, contrary to the Hartree–Fock approximation, where both spatial
and temporal fluctuations are frozen. The DMFT is dynamical because it takes into
account the Coulomb interactions, considered as local quantum fluctuations, i.e. the
temporal fluctuations between quantum states at a given lattice site. They govern
the frequency dependence of the self-energy, which is the operator representing the
effects of exchange and correlation. The general importance of the frequency
dependence of the Coulomb interaction, also for low-energy physics, has been
emphasized [58]. Fluctuations around the mean value of the field represent fluc-
tuations among configurations, the various parameters being determined from
self-consistent calculations. This makes it possible to find the self-consistent
changes in both charge densities and local Green functions associated with the
removal of one electron. It becomes, thus, possible to treat the excitation processes
and to describe the corresponding spectra.

The above-mentioned impurity approximation was, then, considered as a starting
point to investigate the finite-dimensional strongly correlated electron systems. The
potential applications of the DMFT have been widely used [48, 59–61] to study the
physics of these systems, in particular their phase diagrams, thermodynamic
properties and their electronic characteristics. The model was used with the help of
a variety of analytical and numerical techniques, such LDA, quantum Monte Carlo
or numerical renormalization group. In its association with LDA, the regime of
large correlations is treated within the Hubbard approximation, i.e. by supple-
menting the one-particle LDA Hamiltonian with the local Coulomb repulsion U and
Hund’s rule exchange term. By taking into account the specific lattice structure and
the density of states as obtained from LDA calculations, the LDA-DMFT describes
strongly correlated metals as well as Mott insulators in a single framework. It has

1A mean field calculation is as follow: from the Schrödinger equation for a mean-field V(r), one
calculates a set of single-particle wave functions w. From w, one obtains the density of particles.
After the density is computed, the potential is re-calculated. One stops when there is no more
change from one iteration to the next.
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been used to treat the dynamics of heavy fermion systems, i.e. systems with local
electronic correlations between f electrons [62].

However, because they are dependent on the LDA, both LDA + U and LDA +
DMFT add non-local potentials to certain localized configurations, leaving some
ambiguity about how a localized configuration is to be defined. In the aim to
remove the failures due to the LDA, the GWA model (G designs the Green function
and W the screened Coulomb interaction) [63], was associated with the impurity
model by introducing the GWA + DMFT approach [64, 65]. The GWA was
developed with the aim to characterize the excited levels of stable solid systems,
contrary to previous methods designed to obtain the ground state properties. GWA
is a perturbative treatment based on the random phase approximation and on an
electron self-energy, obtained by the Green’s function method by calculating the
lowest order diagram in the dynamically screened Coulomb interaction [66]. Such a
fully self-consistent GW + DMFT scheme is a formidable task and a simplified
implementation of the calculations is generally used. Progress has been made by
employing LDA eigenfunctions to generate the self-energy. The quality of the
GWA is then closely tied to the quality of LDA starting point. The GWA is
successful for weakly correlated systems and improves the description of excita-
tions with respect to the LDA but both confront the same difficulties concerning the
treatment of the open f sub shells [67]. A new method, the quasi-particle self-
consistent GW approximation, QSGW, has been developed in the aim to replace the
conventional self-consistent GWA [68, 69]. The QSGW approximation is a
self-consistent perturbation theory, parameter-free, independent of the basic set of
eigenfunctions, where the self-consistency is used to optimize the effective
Hamiltonian by minimizing the perturbation. The self-consistency is an essential
requirement because it improves the agreement with the experimental results.
The QSGW approximation has given accurate predictions of ground and excited
state properties for a large number of weakly and moderately correlated spd
materials, both metals and wide band gap insulators. The errors are larger for f
solids; however, it has been found that the method can reasonably describe local-
ized f electron systems [67]. The advantage of the QSGWA is to due to the fact that
no special treatment of the f electrons is necessary; both valence and f electrons are
treated in the same unified framework, without introduction of parameters depen-
dent on the material.

In parallel to these various methods, another theoretical model, initially devel-
oped to treat the Kondo effect, has been used to interpret specific properties of
inter-metallic heavy fermions compounds, especially those involving rare-earths
and actinides. The Kondo effect corresponds to the unusual temperature-dependent
behaviour of the thermal, electrical and magnetic properties of non-magnetic metals
containing very small quantities of magnetic impurities. Initially, the Kondo effect
was observed in a wide variety of magnetic alloys, named Kondo alloys. An
example is the anomalous logarithmic increase of the electrical resistivity with
decreasing temperature. Properties, such as heat capacity, magnetic susceptibility,
thermoelectric power, also display this anomalous temperature dependence. At low
temperature, the Kondo effect can induce the opening of a narrow band gap of a few
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hundredths of electronvolt, leading to the formation of a Kondo insulator. From a
fundamental point of view, the Kondo effect corresponds to many-body scattering
processes of the itinerant electrons by magnetic impurities in a metallic solid.
A magnetic impurity having at least one unpaired electron is coupled to the itinerant
electrons of the metal valence band and the strength of this coupling varies as a
function of the temperature. At high temperatures, the coupling between the
impurity magnetic moment and the magnetic moments of itinerant electrons is
weak, resulting in a small anti-ferromagnetic correlation in the vicinity of the
impurity. In contrast, at low temperatures, this coupling becomes strong. The
scattering cross section of the itinerant electrons off the magnetic impurity diverges
as the temperature approaches 0 K, while the impurity spin moment is gradually
screened off by the valence electrons. The magnetic moments of the impurity and
one itinerant electron couple very strongly to form a non-magnetic state. The
system can be described as a Fermi liquid, i.e. in terms of quasi-particles. The
density of states associated with these quasi-particles is expected to have a narrow
peak at the Fermi level. This peak, which is a many-body effect, is known as
Abrikosov-Suhl resonance, or Kondo resonance. Its presence is due to an unusual
scattering mechanism of the valence electrons by the local moments associated with
the impurities, inducing a resonant effect in the scattering amplitude. This resonance
is observed at temperatures smaller than the Kondo temperature TK and its width is
equal to the Kondo energy kTK, i.e. of the order of only a few meV. This anomalous
scattering from the magnetic impurities leads to the enhanced contribution to the
specific heat coefficient observed at low temperatures, i.e. at T ≪ TK. The same
temperature dependence is observed for the resistivity. The Kondo temperature
defines the limit of the validity of the Kondo results.

The Kondo effect concerns, in principle, an example of very simple magnetic
system, a single magnetic atom or ion in a non-magnetic environment. The
impurities are supposed to be so dilute that the interaction between them can be
ignored. However, this effect requires very sophisticated mathematical techniques.
The treatment of the Kondo effect uses renormalization field theory techniques. The
exact solution permits a systematic calculation of all properties, resistivity, thermal
conductivity, thermoelectric power, specific heat, magnetic susceptibility, and so
forth, and provides a physical understanding of these properties. The theoretical
works on the Kondo effect have been connected with a large variety of subjects,
such as heavy fermion physics, quantum dots, quantum tunnelling in metals,
metallic glasses.

In summary, to describe the valence electron behaviour in solids, three energy
terms are to be taken into account, the kinetic energy, the lattice potential and the
Coulomb interactions among the electrons. The treatments vary widely from the case
where the electron–electron interaction is neglected to the case where this interaction
is considered as strong. It was generally thought that the existence of a quasi-atomic
behaviour of the valence electrons was due to the presence of strong correlations
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between them. This has led to a development of models, such as the Hubbard model,
in which the movement of the electrons is described by Fermi gas wave functions,
supplemented by the introduction in the Hamiltonian of a correlation term U that can
take very large arbitrary values, enhancing the charge fluctuations. Various other
models were used to approximate exchange and correlation, e.g. the Slater n1/3

approximation, the Hedin–Lundquist potential. Developed in parallel, the Kohn–
Sham formalism presents a double interest, the inclusion of all the correlation effects
and the simplicity of an independent particle model, its basic equations being
one-electron Schrödinger equations with local potentials, in analogy with the
molecular orbital model. But the success of this formalism depends on the
exchange-correlation functional. The most commonly used functional gives a good
description of the weakly correlated systems but fails to describe the strongly cor-
related ones. Indeed, LDA can yield an uncorrelated metal instead of strongly cor-
related metals or insulators while LSDA + U method can result in an insulator even
for metallic materials. Other functional representations like the Gutzwiller approach,
the slave-boson formulation, gave equivalent results.

DMFT is a non-perturbative many-body model based on the representation of
the lattice onto the Anderson impurity model, recently developed and specially
designed to investigate systems strongly correlated with local Coulomb interac-
tions. Associated with the conventional LDA or GWA, it has succeeded in
describing the insulating states for which the self-energy effects are crucial. The
LDA-DMFT and GWA-DMFT are linear response many-body methods whose
advantage lies in their ability to reproduce the results in the limit of small and large
U and to account for the main contribution of electron correlations. However, the
use of these fully self-consistent schemes is cumbersome. Consequently, simplified
implementations are employed. Moreover, although these models were successful
in the case of several complex systems, they have their weak points. Firstly, the
interacting orbitals are judicially selected, casting doubt on the determination of the
Coulomb interaction. Secondly, DMFT does not take into account the non-local
correlations, even though many important phenomena stem from long-range cor-
relations. The fit obtained from these approximations is better for strongly localized
orbitals than for moderately localized orbitals, making DMFT more suitable for
dealing with strongly correlated electron systems. In the LDA + DMFT, the
Coulomb interaction is used as a free parameter or chosen ad hoc, as opposed to
ab initio calculations, which are parameter-free. In the case of GW + DMFT, the
Coulomb interaction is inherently obtained from GW and the challenging problem
should be calculations that take into account the interaction dependence on the
excitation frequency because the prediction of the excitation spectra is important for
the control of the theoretical models. Other specific models have been developed,
each adapted to describe the physical properties of a specific system. However, it
appears that at present none of the above-mentioned theoretical methods can be
considered universal and parameter-free.
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1.3.4 The s, p, d Densities of States

The distributions of the s and p valence electrons in solids are generally well
described by assuming a random distribution of electrons moving in a
self-consistent field. The electrons are represented by plane waves in a Hartree
scheme and the extended character of the wave functions is considered as a sig-
nificant property of the electrons in a solid. The densities of states associated with
such quasi-free valence electrons are wide energy bands and good agreement exists
between the observed band structures for the s and p materials and those calculated
by the above method.

However, it must be mentioned that energy levels associated with localized s and
p valence electrons can be present in solids. The first ones to be observed were due
to the presence of atomic defects in non-conducting solids. These discrete “defect”
levels are present in the band gap. The number of defects being small in a crys-
talline solid, no interaction exists between them and they are considered as local-
ized. If the number of the defects increases sufficiently, electron transfer between
the defect levels becomes possible and these levels are present within a narrow
defect band. From a general point of view, localization of the valence electrons is
possible if no overlap exists between their orbitals, i.e. if the atoms are widely
spaced and do not interact with their neighbours. Consequently, if impurity atoms
are present in a solid, metallic or not, localized levels are present. Their existence in
the alloys in the presence of a small concentration of one of the constituents or of
magnetic impurities [70, 71] has been widely discussed. The same effect of
localization is observed in the case of defects present on the surface of a solid. It is
also observed for aggregates with a number of atoms sufficiently small so that the
valence orbitals are well separated.2

The mobility of the valence electrons decreases with the increasing strength of
the electron–electron correlations, thus with the increasing number of the valence
electrons per atom. This change of mobility can be taken into account by the
introduction of an effective mass, which increases with the correlations. As a
consequence of the reduced mobility, the valence band becomes narrower than that
expected for a free electron gas and the observed density of the states at the Fermi
level is clearly higher than that given by a quasi-free electron model. This is verified
for the materials with d electrons. Let us note that for each atomic electron l there
corresponds in a solid a number (2l + 1) of energy bands. Since the d atomic levels
are five times degenerate, one expects the presence of five d bands. These bands
partially overlap in the solid, making the density of d states considerably higher
than that of the s states. Moreover, the d electrons of each atom are intra-correlated

2In a metal aggregate with N atoms of valence v, the average interval between the energy levels of
valence electrons is of the order of 2EF/Nv. A continuous energy band is present at room tem-
perature only if this interval is smaller than kBT, of the order of 0.025 eV. For a monovalent metal,
this condition is satisfied for N < 2EF/kBT ≈ 240 atoms, that is for spherical aggregates of diameter
about 20 Å.
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and only weakly inter-correlated with the d electrons of the neighbouring atoms in
the solid. Owing to the d–d electronic correlations of the intra-atomic, or intra-site,
type, the d electron density is concentrated mostly near the ions and is small
elsewhere. These correlations increase with the number of the electrons present in
the d sub shell. At the same time, the bandwidths decrease and the corresponding
metals are designated as narrow energy band materials.

While a single-particle approach can be used for wide-band materials, a
many-body description is necessary to treat the narrow band materials. According
to the Hubbard model, the term of electrostatic repulsion between the d electrons
present in the same atom, ii 1=rj jiið Þ, calculated by using the free atom wave
functions, resulted in a value for U of the order of 15–20 eV. The terms of the type
ij 1=rj jijð Þ were about one order of magnitude smaller. This value of U is much
larger than that expected for a solid. From U/W ≥ √3 · (1/2), with the same wave
functions, the valence band should divide into sub-bands, the electrons would be
localized, thus unable to carry current and the system should behave as an insulator.
Moreover, if the separation between the sub-bands is large enough, i.e. U is suf-
ficiently large, each atom can have an integral number of electrons.

For the transition metals, the number of d electrons is non-integral and the
sub-bands overlap. The d electrons move from one atom to another as in a band
model but their motions are correlated. Evaluations of the Coulomb repulsion
energy U, including the intra- and inter-atomic interactions and the d–s interaction,
indicate for these metals values of U of about 2–3 eV. The bandwidth W is then
larger than U, except for the metals at the end of the first transition series, for which
W is of the order of U. If, however, a transition element is present as an impurity in
a solid, U becomes larger than W. Local perturbation is created and it induces the
long-range charge oscillations [72], which can be described by the density func-
tional theory including all correlation effects [33]. This underlines the totally dif-
ferent behaviour of an atom according to whether or not its interaction with its
neighbouring atoms in the solid is taken into account. Numerous calculations have
been performed to determine the energy distribution of the d levels by introducing
as a parameter the electronic correlation energy U, which corresponds to the
Coulomb repulsion energy between electrons localized on one site; U is then named
on-site Coulomb interaction energy or intra-atomic Coulomb term. The five
valence d orbitals are generally assumed to have the same interaction term U,
making the correlations equal for all the d electrons.

As already underlined, the d–d correlations increase with the number of d
electrons in the sub shell. They increase also with a decreasing of the sub shell
radius. This radius is shorter for the 3d sub shell than for the other nd series. Thus,
among the s, p, d valence electrons, the more strongly correlated are the d electrons
in elements belonging to the end of the 3d transition series. For all the transition
metals, the s and d wave functions partly overlap. This causes a mixing of the
different sub-bands, resulting in a continuum of d levels. However, structures
characteristic of the presence of the various occupied d sub-bands appear in some
curves of density of states observed by high-resolution spectroscopy. The d–d
correlations are large in the metals with an almost closed d shell, such as Fe, Co, Ni,
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which are ferromagnetic at ordinary temperature.3 In contrast, all other transition
metals have a Pauli paramagnetism. Let us recall that in metals, ferromagnetism is
due almost entirely to the spin magnetic moment while the orbital magnetic
moment, much weaker, is responsible of the Pauli paramagnetism.4

Theoretical methods described in the precedent paragraph, like APW, tight
binding, have been used to determine the densities of d states in the metals
obtaining satisfactory agreement between the band calculations and the spectro-
scopic results. Alloys have also been described by these methods or with the help of
the Fermi liquid model which considers, in the first approximation, the system as a
free electron gas with an effective electron mass m* heavier than the mass of a free
electron.

When the wave functions of the valence electrons have an extended character,
the number of electrons present in the valence band fluctuates continuously around
an average, for all the cells of the solid. Conversely, if, for a transition group
element, the 3d electron number is integral on each site, the d orbitals must be
considered as being of atomic-like type. The 3d electrons present in these orbitals
have a localized character by opposition to the delocalized character of the 3d
electrons present in bands.

Initially the rare-earth metals were considered as consisting of a core of the type
4fN and three 6s–5d valence electrons per atom, except for europium and ytterbium
with only two 6s–5d valence electrons. The 6s–5d electrons were assumed to
occupy free electron bands, their number in each one of the s and d sub shells being
fractional. However, the rare-earth metal electronic properties indicated the pres-
ence of a density of states at the Fermi surface clearly higher than predicted by the
nearly free electron model. One of the first calculations of the energy bands in a
rare-earth metal used the APW method [73]; it concerned gadolinium. This metal is
a natural choice because of the simplifications resulting from its half-filled 4f shell
and the amount of accurate experimental data available. It was shown that the
valence band resembles that of the beginning of the shell transition metal owing to
the mixed s–d character of the valence electrons, the small number of the d elec-
trons and the absence of 4f electrons in the band. The presence of valence levels
with d character at the Fermi level accounts for the high state density and the high
electronic specific heat of the rare-earth metals. This first calculation was
non-self-consistent, non-relativistic, non-spin-polarized. The general shape of the
bands was hardly affected by improved approximations. However, relativistic
effects must be taken into account for rare-earths and relativistic APW (RAPW)
calculations have been developed [74, 75]. They take into account the spin–orbit
coupling and induce a modification of the band crossings. These calculations
indicate a shift of the relativistic bands from the non-relativistic ones, depending on
the s or d symmetry. Thus, the energy of the d bands increased relatively to that of

3The Curie temperature is of the order of several hundreds of degrees Celsius for Fe, Co, Ni.
4In the transition metals, below the Curie temperature, the ferromagnetism results from the dif-
ference between the number of electrons with spin parallel or antiparallel in the d shell.
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the s–p band as one moves along the 4f series [76]. It has been shown that the
energy bands of the metal rare-earths were similar to those of hexagonal transition
metals such as yttrium and scandium. The 5d valence orbitals are widely spread out
spatially. The presence of 5d electrons explains some of the rare-earth metals
properties, such as their conductivity.

1.3.5 4f Distributions in Rare-Earths

As indicated above, the 4f electrons of the rare-earth metals were initially treated as
core electrons, i.e. as localized on each ion. In this atomic-like model, the ions were
considered as separate and without interaction between them. This treatment was
equivalent to ignoring the influence of the 4f electrons on the solid electronic
properties since these properties depend on the characteristics of extended elec-
tronic wave functions [77]. Indeed, a very narrow 4f band, 0.05 eV wide, was
predicted about 10 eV below the bottom of the 6s–5d bands for gadolinium metal
[73], indicating that the 4f electrons are highly localized. Consequently, a big
difference was expected between the magnetic properties of the rare-earths and
those of the transition elements. It was due to the presence of the strongly localized
4f electrons in an open shell, carrying large magnetic moments whose magnitude is
approximated by atomic Russell-Saunders coupling (Table 1.1). The five light
rare-earths from cerium to europium (radioactive Pm is not considered) are anti-
ferromagnetic at very low temperatures.5 The five heavy rare-earths from terbium to
thulium are ferromagnetic at low temperatures; they become antiferromagnetic
before getting to the paramagnetic phase at temperatures that decrease from 230 K
for terbium to 60 K for thulium. Gadolinium alone is magnetic at the standard
temperature with a Tcurie = 16 °C.

In the rare-earth metals, the 4f electrons appeared then to be absent from the
valence band and to be present in a narrow energy range, locatedwell below the Fermi
level EF [78], whose width depends only on the direct f–f overlap. The unoccupied 4f
levels are located well above EF at the beginning of the 4f series. They approach it as
Z increases. It was shown that, under standard temperature and pressure
(STP) conditions, the trivalent 4fn configuration was stable in all the rare-earths,
except in divalent europium and ytterbium. Consequently, the gradual addition of 4f
electrons along the series does not modify the valence electron distribution and the
atomic volume varies a little, with two exceptions for the divalent metals, whose
atomic volumes are clearly larger. The direct f–f interactions between neighbouring
rare-earth atoms can be considered as negligible and the behaviour of the 4f electrons
appears significantly different from that of the s, p, d electrons. A model of very
narrow bands has, then, been used to describe the 4f electrons. In this model,

5Antiferromagnetism is described as the coupling between spin magnetic moments belonging to
neighbouring ions in the solid.
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the distance between 4f electrons present on a same lattice site was small and the
electron correlations strong. Thus, two electronic sub-systems coexisted, one formed
by the itinerant s, p, d electrons, the other by the localized f electrons. The levels near
EF consisted of wide bands dominated by s, p, d orbitals while very narrow “4f bands”
were present far below. The single contribution of the 4f electrons was to polarize the
spd sub-system through an indirect exchange mechanism.

Nevertheless, calculations treating the 4f electrons like the other valence elec-
trons of the solid have been developed for the rare-earth metals and their com-
pounds. These developments were justified by the fact that, in some compounds, the
4f bands were found to contribute to the cohesive energy. The LDA, or LSDA, of
the density functional theory was used. In these calculations, all the electrons, 6s, 6p,
5d and 4f, were described by extended Bloch functions and the electron correlations
were treated assuming a homogeneous electron gas; the electrostatic exchange
interaction was, then, stronger than the spin–orbit interaction. A relativistic tech-
nique was developed that used the LSDA for exchange and correlation and included
the spin–orbit interaction as a perturbation, thus keeping the spin as a good quantum
number. The band structure of the metals was calculated from this model.
Application to gadolinium was made [76, 79]. Disagreement was found between the
experimental values of the cohesion factors and those obtained from self-consistent
relativistic calculations using the LMTO method and the LSDA [80]. Too small
equilibrium lattice constants and too large cohesive contributions were found,
making it seem that the 4f electrons participated in the cohesion. In fact, these results
showed that the LSDA was not adapted to describe systems having electrons of a
truly localized nature.

The difficulties of the traditional band methods in treating the 4f electrons of the
rare-earths were evident. The independent particle approximation was no longer
valid and calculations based on the LSDA failed completely to describe the open 4f
shell systems because it left 4f electrons at EF. This inability of the LSA and LSDA
to treat properly the correlations within the 4f shell was due, for a large part, to the
presence of the self-interaction terms. As the self-interaction increases with electron
localization, its contribution has a substantial effect on the 4f electrons while the
effect on the 6s and 5d delocalized valence electrons is negligible. Consequently,
the results depend on the considered sub shells. For cerium, for example, the
unphysical interaction of the 4f electron with itself in the LDA would reduce the
attractive potential, resulting in an extended 4f orbital and increasing the calculated
hybridization. A big improvement was obtained by using the SIC-LSD approxi-
mation, introduced by Perdew [38]. Let us recall that in this model, a negative
potential term is added, arising from the SIC contribution. Ab initio SIC-LSDA,
and SIC-LDA, calculations of the density functional theory have been widely used
to describe both the 4f electrons and the bonding 6s-5d electrons in the rare-earths
[81]. The agreement between the SIC-LSDA or SIC-GGA calculations and
experimental data obtained for some properties of the rare-earths justified the use of
this theoretical treatment, initially developed to treat solid systems such as the
transition compounds.
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As an example of calculations with the help of both SIC-LSD and SIC-GG
approximations, the energy difference between divalent and trivalent configurations
is presented in Fig. 1.1 [82].

Positive values were obtained for all the rare-earths except for europium and
ytterbium, confirming the bivalence of these two elements in the metal and the
trivalence for all the other rare-earths. The divalent-trivalent energy difference
increases strongly between europium and gadolinium, revealing a large stability of
the trivalent gadolinium; then it decreases progressively going to ytterbium. Lattice
sizes were also calculated as a function of the atomic number Z. The SIC-LSDA,
known to give different results depending on the presence of band-like or core-like
electrons, has been used to determine the number of the localized 4f electrons. In
this aim, the total energy over all possible configurations of the localized or itinerant
4f electrons was minimized in the considered solid [84]. These calculations con-
firmed the rare-earth valences indicated above. The SIC-LSDA has also provided an
accurate description of the cohesive properties throughout the lanthanide series but
these properties are known to depend essentially on the s, p, d electrons while their
dependence on the 4f electrons remains weak. Moreover, it must be underlined that
SIC-LSDA overestimated the separation between the occupied and unoccupied 4f
levels and that the success of the calculations clearly depended on the type of
studied properties.

The discrete or extended character of 4f levels in the rare-earth metals and
compounds remained, therefore, an open problem and the question was to know
whether to treat the 4f levels in a core-like model or in a strongly correlated band
model. Another question was: to what extent does the behaviour of the 4f electrons
depend on their interactions with the s–d hybridized valence electrons, or con-
versely, what was the influence of the 4f electrons on the valence bands, particularly
near the Fermi level? These interactions depend on the overlap between the various
orbitals. The radial densities of valence electrons are shown in Fig. 1.2 for
gadolinium [85].

Fig. 1.1 Di-trivalent energy difference E at zero pressure for the elements 58–70, Pm excepted
[82]. The experimental points are taken from Ref. [83]. Calculated results are obtained from the
LDA and GGA approximations
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From this figure, both 4f–5d and 4f–6s overlaps are very small, making the 4f–
5d6s interactions very weak. It has been suggested that the 4f–6s interaction was
probably stronger than the 4f–5d interaction because the 4f sub shell is concentrated
near the nucleus, in a region where the 5d wave functions are small. However, the
4f–5d exchange interaction is larger than the 4f–6s one.

The shape and the spatial extension of the electron wave functions have, then,
been studied for the entire rare-earth series. They permitted to determine the
electron characteristics and their degree of localization. The spatial extension of the
valence 6s, 6p, 5d, 4f orbitals within the Wigner–Seitz atomic cell was calculated
from the radial wave functions at the Fermi level. The calculations used the
semi-relativistic Dirac equation for the ground state charge density [86]. The radial
distances of the s, p, d and f orbitals at the ground state, normalized to the
experimental Wigner–Seitz radius, are plotted in Fig. 1.3.

The s, p and d valence orbitals vary slightly with Z and are of the order of 0.7–
0.8 times the Wigner–Seitz radius. The extension of the 4f orbital is much smaller
and decreases rapidly between lanthanum and γ-cerium, then progressively along
the series, being 0.2 times the Wigner–Seitz radius for lutecium. The small devi-
ation for europium should be due to the clearly larger Wigner–Seitz radius asso-
ciated with the bcc crystalline structure of this element (cf. Sect. 1.4). From these
results, the overlap of the 4f distributions between neighbouring atoms in the solid
is small. This is an evidence of the localization of the 4f orbitals and its increase
with the increasing atomic number. Confirmation follows from the fact that the
mean radii of the 4f orbitals are smaller than the radii of the 5p core orbitals.
Consequently, the 4f electrons are well shielded from the effects of the surrounding
atoms. The 4f wave functions are localized in the nuclear potential well and are

Fig. 1.2 Radial densities in
gadolinium [85]
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strongly dependent on the Coulomb attraction of the inner sub shells. Owing to the
considerable overlap of the 4f and 4d radial wave functions of the rare-earths the
direct and exchange Slater parameters of the electrostatic interaction between their
sub shells are large and the 4f–4d interaction is strong. It is stronger than the 4f
spin–orbit interaction in these elements. In contrast, it must be recalled that since
the d wave functions of the transition elements are external the d valence electrons
interact essentially with other d electrons.

The 4f electrons of the metal rare-earths in their ground state could not be treated
by the same methods as the d electrons of the transition metals because of the
differences in the shape and the extension of their wave functions. Since the 4f
wave functions are concentrated in a range of strongly negative potential, the 4f
electrons are expected to be quasi-localized on each rare-earth ion and to keep some
atomic character in the solid. Unlike the d electrons, in the metallic state, the 4f
electrons do not contribute to the conductivity and give rise to a well-defined
localized magnetic moment. The open 4f shell should retain an integral occupation
number and no 4f electron should contribute to the cohesion. There exists, however,
an apparent anomaly between the limited spatial extent of the 4f electrons and the
reduced value of their energy levels: these electrons are confined to the region close
to the nuclei while their energy is in the vicinity of the energy of valence electrons,
at about an energy of the order of U below the Fermi level, i.e. at only a few

Fig. 1.3 Radial distances of
the s, p, d and f orbitals at the
ground state, normalized to
the experimental Wigner–
Seitz radius [86]
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electronvolts. That explains why the electronic properties of the rare-earths are
more strongly dependent on the energy level overlap than on the wave function
hybridization. The f-level position relative to the valence band cannot be deter-
mined in a one-particle picture. It results from the total energy difference between
the system with or without one f electron in the valence band. All the above
differences between f and d electrons and the particularities of the f electrons
required adapted theoretical models for treating the f electrons. A special technique
taking into account the l-dependence of the potential seemed necessary in order to
improve the agreement with the experimental results. This type of treatment,
analogous to a Hartree–Fock-type one and similar to the relativistic core-like
model, was used with success to describe the excited levels observed in the high
energy spectra (cf. Chap. 2). But it did not allow the description of the 4f electrons
for the ensemble of the rare-earth metals and compounds.

Indeed, it was known that in some particular cases, as for example in the
tetravalent cerium compounds, a small number of 4f electrons could behave as band
electrons [87], and not as core electrons, A model suggesting that the 4f electrons
should have a dual character has then been proposed [84, 88, 89]. In this model, an
f band should be present, split into two narrow sub-bands: one, occupied, lying well
below EF; the other, above it, is virtual and unoccupied. In the trivalent metals, the
unoccupied f sub-band should lie just at the Fermi level. It should hybridize with
the partially occupied s–d bands and should make the valence band acquire some f
character, thus “creating a different type of f electrons which can participate in
electronic bonding”. In this model, among the electrons occupying the valence
band, a few should be f electrons having the characters of valence electrons, i.e.
participating in chemical bonding and contributing to the Fermi surfaces. Their
number should be fractional. It should be small for the first rare-earths, should
increase up to about 0.6 for samarium; the same variation should occur between
gadolinium and thulium. In this model, the virtual unoccupied f sub-band of the
trivalent rare-earths is supposed to acquire electrons from the s–d valence band.
This initially unoccupied f sub-band should, then, be shifted just at the Fermi level
and occupied levels of f symmetry, widely separated in energy from the other
occupied core-like f levels, should be present. In the divalent metals, in the
unoccupied f sub-band located well above the Fermi level, no valence-like f
electron could be present.

It appears thus that two types of 4f electrons, “pure” and hybridized with the
other valence electrons, could be present in the solid. The pure 4f electrons are
localized core-like electrons with an integral number present on each ion. The
hybridized 4f electrons should be delocalized band-like electrons, mixed with the
s–d electrons, participating in the bonding and contributing to the Fermi surfaces.
These latter should be present only if the valence of the rare-earth is superior to the
number of the electrons present in the external s, d sub shells of the free atom. Then,
for the rare-earths of 4fn6s2 configuration in the atom and divalent in the metal,
europium and ytterbium, the two 6s electrons of each free atom are in the valence
band and each ion has the 4fn configuration. All the f electrons are localized in the
solid and there are the s–f exchange interactions between the ions and the valence
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electrons, which intervene to explain the physico-chemical properties. In contrast,
for a rare-earth of 4fn6s2 configuration in the free atom but trivalent in the metal, the
ions have the 4fn−1 configuration and only (n − 1)4f electrons are localized. The
trivalence of the metal induces a decrease in the number of the 4f-localized elec-
trons by a transfer of a 4f electron into the valence band [87]. Two rare-earths,
cerium and gadolinium, have the 4fn5d6s2 configuration in the free atom and are
trivalent in the metal. In both cases, the three s, d electrons form the valence band
and the n 4f electrons do not participate in the bonding and are localized. Indeed,
each gadolinium ion is known as having the 4f7 configuration in the metal and all its
compounds, the seven 4f electrons being pure atomic-like electrons. Nevertheless,
when submitted to particular conditions of temperature or pressure, cerium metal
can undergo a valence change with a transfer of 4f electron into the valence band. In
this particular case, it becomes possible to speak of 4f band. Under high pressure,
an increase of valence has also been observed for ytterbium [90, 91] and europium
[92] and both become trivalent rare-earths when they are sufficiently compressed.

An important point must then be considered: the behaviour of delocalized 4f
electrons in the rare-earth metals. Their presence is due to a valence change with
respect to that of the metal in the STP conditions, which can be accompanied by a
structural transition. The most widely studied element is cerium, often considered as
an emblematic representative of the rare-earth series because the metal undergoes a
valence increase under a change of the pressure-temperature conditions. Studies
concerning this metal are summarized in the next paragraph.

1.3.5.1 Cerium Metal

Cerium is a highly reactive metal, making its experimental research difficult. Its
ground configuration in the free atom is 4f15d6s2. Under the STP conditions, the
metal is trivalent and the ion Ce3+ has the ground configuration 4f1 outside closed
shells. From the spectroscopic data, this 4f electron is known to be of the
atomic-type in the metal and the trivalent compounds (cf. Chap. 4) while the three
hybridized 5d–6s electrons form the valence band. The Ce3+ trivalent ion may
easily lose its f electron because of the instability of the almost empty shell. Cerium
becomes then tetravalent. This valence change is known to take place in numerous
compounds (cf. Chap. 2) [93]. The pressure–temperature phase diagram of cerium
metal is complex (cf. Sect. 1.4). Only the γ ⇒ α iso-structural transition observed
under high pressure is considered in this paragraph because it is accompanied by a
widely discussed electronic change. Upon increased pressure, the face-centred
cubic phase γ undergoes an unusually large volume contraction of about 15 %. This
contraction is accompanied by a change of most of the physical parameters,
inter-atomic distances, energies of the levels, charge density, magnetic properties.

Several models have been developed to explain the electronic change accom-
panying the first-order γ⇒ α structural transition in metal cerium. These models are
independent of the temperature because they considered the transition as entirely
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due to electronic processes. In the face-centred cubic phase γ, stable in STP con-
ditions, large on-site Coulomb interaction exists, causing one 4f electron to be
localized on each Ce3+ ion. This localization is in agreement with the presence of a
well-defined magnetic moment close to the value expected for a singly occupied 4f
shell, with J = 5/2 [94, 95]. The size decrease of the cerium ions, which accom-
panies the contraction of the atomic volume, induces a partial delocalization of the
4f electron, which, in turn, changes the cohesion. But this cohesion variation is too
small to produce a discontinuous phase transition. The γ ⇒ α structural change is
accompanies by a change of the valence and of the electronic properties and a
diminishing of the intrinsic 4f magnetic moment. Thus, the γ phase has a
temperature-dependent Curie–Weiss susceptibility while a temperature-independent
paramagnetic susceptibility is present in the α phase. Various models have been
developed to describe the 4f electron in the non-magnetic α phase. Initially, it had
been proposed independently by W.H. Zachariasen and by L. Pauling that this
change corresponded to the passage of the 4f electron into the 5d valence band, 4f1

trivalent cerium being transformed to 4f0 tetravalent cerium. In this model, the 4f
electron moved from a localized orbital to a level of the valence band and the total
magnetic moment was quenched during the transition [94]. The 4f electron lost its
own orbital characters and acquired the orbital characteristics of the other valence
electrons [96]. The mechanism leading to the γ ⇒ α phase transition could, then, be
explained from the electron–electron interaction matrix element between 4f elec-
trons and valence band electrons. But positron annihilation measurements [97] and
various properties such as cohesion [98], Compton scattering [99, 100], can be
explained only by the presence of 4f electrons in the α phase [93].

It has, thus, been considered that the average number of 4f electrons did not
decrease significantly during the phase transition and remained close to one [101].
The localized 4f electrons of the γ phase were assumed to become itinerant 4f
electrons in the α phase, in agreement with the fact that 〈rf〉 is more extended for α-
Ce than for γ-Ce and that the 4f electrons contribute to the cohesive energy in the α
phase. It was suggested that this transition arose from a reduction of 4f electron
correlations following the decrease of the lattice spacing. In fact, the correlation
reduction follows the decrease of the ratio between Coulomb energy and kinetic
energy under pressure. Interpretation of the γ-α transition with the help of a Mott
metal-insulator transition-like scheme had been proposed [98, 102]. But initially,
the contribution of the 4f band to the cohesive energy was overestimated. Based on
this scheme, LDA calculations of the s, d, p, f electron distribution in the α phase
and of the spd bands in the γ phase have been made by decoupling the localized 4f
electron of γ-Ce and treating it as a core-electron [103]. The pressure–temperature
phase diagram of the γ-α transition has been calculated and this model correctly
described the linear variation of the transition temperature with the pressure and the
location of the critical point [104].

Independently, the Kondo model has been adapted to treat the specific properties
resulting from the scattering of itinerant electrons by localized electrons. The
electron–electron coupling induced by the scattering process is considered as
producing a delocalization of the localized electrons by hybridization with the
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itinerant electrons. The coupling strength is characterized by the Kondo temperature
TK and by the presence of a scattering resonance near the Fermi level at temper-
atures less than TK. By applying this model to the rare-earths, the scattering between
the valence electrons and the localized f electrons, which are immersed in the
valence electron distribution, is predicted to lead to a hybridization of the f and
valence electrons. For cerium, it was shown that the γ-α structural transition resulted
from an increase of the hybridization between the f and valence electrons in the α
phase [105, 106]. Strengthening of the bound character of the 4f electrons was thus
expected [107, 108]. However, the change was predicted to be small and the 4f
electron was considered as remaining rather localized in the α phase. The
pressure-temperature phase diagram was calculated with the Kondo model [109].
Good agreement was obtained between theory and experiment for the critical point
but the model predicted a nonlinear variation of the transition temperature with the
pressure, in contrast with the experimental observations [93].

Contrary to what was expected for a localized electron, a weak peak was
observed at the Fermi level in the valence state density of the α-cerium phase [110,
111]. This peak, observed by high-resolution photoemission spectroscopy (cf.
Chap. 4), at temperatures between 10 and 15 K, was identified as the Kondo
resonance expected in the valence level distribution around the Fermi level at
temperatures inferior to the Kondo temperature; indeed, it is in agreement with the
4f spectral function calculated by LDA + DMFT with increasing atomic volume
[112]. This peak is characteristic of a Fermi liquid behaviour [113]. It corresponds
to the many-body singlet ground state formed at T close to 0 K by a gradual
screening of the 4f magnetic moment. The presence of this peak showed that cerium
presents the unconventional properties of the heavy fermion systems in its α phase.
The Kondo model is suitable to describe the peculiar properties resulting from the
interplay between localized f electrons and the ones that tend to delocalize by
hybridization with the valence band [114]. However, the observation of the Kondo
resonance has been a controversial subject. Another interpretation of the variation
of the spectra with the temperature, based on the role of phonon broadening, has
been proposed [115] based on experiments with resolution lower than that obtained
by Garnier et al. [111], which appears to obtain better experimental results in the
field. Indeed, the phonon contribution must be taken into account when an electron
moves from a localized level to an extended level if the localized and extended
levels are not mixed. Consequently, if the localized 4f levels are located below the
valence band, phonons intervene in the scattering process. Other processes can take
place like the excitation of levels split by the crystal field and the excitation of
electron–hole pairs. These various processes are usually very weak but in some
particular cases, they intervene and make the interpretations difficult. The obser-
vation of a Kondo resonance in α-cerium has been widely discussed [61, 116].
Several experimental aspects connected with these observations will be reported in
Chap. 4.

LDA-DMFT model has also been used to describe the cerium γ-α transition. As
previously underlined, the DMFT self-consistency condition agrees with the
Anderson impurity model, which is known to be a local representation of the
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Hubbard model, thus of the Mott transition model. By considering an spd band and
an f band, the position of the f band and the Coulomb repulsion energy U were
calculated along with the Kondo temperatures [117–121]. Temperatures of the
order of 1000 and 30 K have been estimated for α- and γ-cerium, respectively.
Values of U equal to 5.72 eV for α-Ce and 5.98 eV for γ-Ce were calculated in
reference [119] while value of U ≈ 6 eV was generally introduced in the other
calculations. The difference between these numerical values is due to differences in
the calculation procedures used. The ratio of Coulomb interaction to the bandwidth
energy was found to decrease from 3.8 to 2.5 across the γ-α transition. The large
values of U are characteristic of the presence of strong correlations among the
localized f electrons as well as between the f electrons and the delocalized spd
electrons. The variation of the energy U between α- and γ-Ce is small and this
indicates that the correlations remain the same for the two phases and that they are
stronger than initially expected for the “delocalized” phase α-Ce. This result is in
disagreement with the initial suggestion that the structural transition in cerium arose
from a rapid change of f–f correlations of the Mott transition-type. In contrast, it is
supported by the Kondo model, according to which the change remains small
because of the weak f–s, d hybridization, that remains limited due to the small
overlap of the f and s, d wave functions. Moreover, it is important to note that the
calculated values of U are clearly larger than those estimated from spectroscopic
data, which are around 4 eV. However, it was mentioned [119] that the γ-α tran-
sition could be explained by the Mott model with a reduced value of U.

Infrared and optical spectroscopy experiments showed that the γ-α transition in
metal cerium was accompanied by an electronic structure change. Indeed, a peak
was observed at 1 eV in the real part of the optical conductivity for the α phase and
was absent in the γ phase [113]. It was concluded that the two phases had different
electronic structures on an energy scale widely exceeding the Kondo energy, all the
four fsd electrons forming the valence band in the α phase. However, it was not
clear how differences in electronic properties could result from small variations in
pressure. It was suggested that such a structural change required taking into account
the lattice field. Research of an eventual modification in the thermodynamic
properties at the γ-α transition was then undertaken. The dependence of the total
energy on the volume was calculated from the LDA-DMFT model (cf. Fig. 1.4)
[119].

At T = 0.054 eV (≈600 K), the calculation revealed a thermodynamic instability
region, indicating the presence of a first-order phase transition, whose minimum
corresponds to the atomic volume of the α phase. The total energy is related to the
volume. The volume reduction associated with the γ-α transition induces then a
reduction of the total energy, which could be attributed to a drop in the entropy due
to the phonons. This interesting result has hardly been exploited.

Actually, it is generally admitted that a localization-delocalization process of the
4f electron accompanies the γ-α volume collapse and makes observable the change
of the electronic and physical properties. As has already been underlined, two
alternative models are used to explain the variation in the hybridization between the
f orbitals and the band-like s–d orbitals, the Mott transition model and the Kondo
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model. New determination of the p-V isotherms in a large range of temperature
(300–800 K) from accurate X-ray diffraction measurements was presented as
revealing the existence of the Kondo effect [122]. However, it was remarked that
these experimental results could also be explained in the Mott transition model
[104]. Recently, measurements of the intensity variation of an X-ray satellite
emission have shown a decrease of the correlations between valence and 4f elec-
trons in α-cerium [123]. The authors have concluded that the γ-α cerium transition
is not due to intrinsic changes in the 4f localization but to the screening of a valence
electron as predicted in the Kondo picture and to a decrease in the number of the f
electrons. It should be noted that the same type of X-ray satellite had been observed
in the transition metals. The characteristics of this satellite have been explained
theoretically from spectroscopic considerations, without the need to invoke a
change of the localization of the d electrons [124].

Consequently, while in the γ phase the f electron is known to be localized, it
seems difficult to know exactly what is the average occupation number of the f level
in α-cerium. Because of the spatially confined nature of the f wave functions, one
cannot expect the f-sd hybridization to differ much between both phases [125]. That
appears as being in agreement with the Kondo volume collapse model. Among the
various experiments interpreted by this model, photoemission studies at low tem-
perature have shown the presence of a structure at the Fermi level, identified as an
Abrikosov-Suhl, or Kondo, resonance [111]. However, the presence of a quantum

Fig. 1.4 Comparison of the
total energy calculated in
LDA-DMFT and polarized
Hartree–Fock approximations
as a function of volume at
three temperatures. The
LDA-DMFT calculation at
0.054 eV shows a
shallowness, in agreement
with the experimental results
within the error bars [118]
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decoherence process could prevent the observation of the Kondo resonance [126].
On the other hand, the 4f electrons have low energies near the Fermi level, in spite
of the fact that they remain localized near the cores and splitting of the levels can
take place. The energies of the f orbitals and those of the s–d valence band are then
similar and vary by only a few percent during the γ-α transition. However, the 4f
electron energy needs to change by almost an order of magnitude to justify a strong
change in the f electron behaviour. Some self-interfering terms could bring close the
energies associated with each of two phases. Thus, it has been suggested that the
energy invested in eliminating the local f moment in γ-Ce could be counterbalanced
by the energy gained by forming an f band resulting in no change in the
f-occupation number. Lastly, it should be mentioned that not all these models
generally take into account the temperature. However, the electronic energy levels
in solids depend on temperature and pressure, i.e. of electron–phonon interactions.
A decrease in pressure is associated with an increase of the entropy, and therefore
an increase of the electron–phonon interactions. Inversely, during the γ-α transition,
the decrease of the entropy causes the decrease of the electron–phonon interactions,
which favours the delocalization of the electrons and the hybridization between 4f
and valence electrons. Indeed, hybridization can take place if the 4f band width is
greater than the crystal field splitting.

1.3.5.2 Other Rare-Earth Metals

The 4f electrons of the rare-earth metals have recently been treated by using a new
calculation technique, named HIA model, considered as suitable for strongly cor-
related systems [127, 128]. This model is a multi-band generalization of the
Hubbard approximation combining an atomic description of the 4f electrons,
considered as subjected to on-site quasi-atomic interactions, with a band description
of the delocalized spd electrons. Indeed, multiplet structures related to the localized
nature of the 4f electrons have been observed spectroscopically. An atomic-type
term, which takes into account the multiplet effects within the open 4f shell of a
single ion, has been introduced in the Hubbard Hamiltonian. This atomic term
describes the two-body part of the f–f interaction and is not included in the cal-
culations concerning the spd electrons. In this model, the open 4f shell is treated in
a simplified manner and is subsequently embedded in a bath of itinerant electrons.
The appearance of multiplet structures is notoriously known as a many-electron
phenomenon observed in the excited levels while theoretical LDA + U treatment
resorts to a one-electron picture and leads to various degrees of success for the
ground state properties of the rare-earth elements. Consequently, due to the limited
spatial extent of the f orbitals, to their strong intra-shell correlation effects and to
the appearance of multiplet structures, the HIA treatment of the 4f shell as a part of
the core seems to be an approach that describes correctly most of the properties of
the rare-earth metals in their ground state. In this case, the spin–orbit interaction
of the 4f electrons plays an important role.
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The treatment of the open 4f shell using an atomic model had been proposed
already a long time ago [129, 130]. Atomic calculations were made for all the
rare-earths, without taking into account interaction with the delocalized spd electrons,
i.e. by considering the various ions as separate and non-interacting, but by using an
ab initio method, in contrast with the previous calculations which simulate multiplet
structures with parameters adjusted to reproduce the experimental results. Since the
hybridization between the 4f and delocalized electrons, i.e. the direct influence of the
valence electrons on the 4f electrons, is negligible, these ab initio calculations are
able to predict with success the behaviour of the 4f electrons. According to their
predictions, discrete energy levels are associated with the 4f electrons of the rare-earth
metals in their STP state and they enable the determination of the number of the 4f
electrons present in each rare-earth at the ground state (cf. Chap. 4).

As already mentioned, the magnetic properties of the rare-earth metals are
essentially determined by the strongly localized 4f electrons whose number can be
deduced from magnetic measurements. Thus, for cerium, a Curie–Weiss-like
magnetism is present in the γ phase under low pressure revealing the presence of
one localized f electron whereas a Pauli-like paramagnetism is observed in the α
phase under high pressure. However, it is necessary to take into account the
additional moment arising from the polarization of the valence electrons. Indeed,
the valence electrons are spin-polarized by an exchange interaction with the
localized 4f electrons. For example, for gadolinium with seven f electrons, a sat-
uration magnetization of 7.6 μB per atom is obtained in the metal from LDA + U
calculations [131], in good agreement with the experimental value of 7.63 μB [132].
This value is higher than that expected for an 8S ion. The remaining magnetization
of about 0.6 μB is due to the polarization of the s and d valence electrons.
Gadolinium is the single ferromagnetic rare-earth at the ambient temperature. That
is due to the large stability of the full spin-up 4f7 shell, which is close to the core.
The magnetization carried by the 4f electrons plays no further direct role in
inter-atomic exchange but only by the intermediary of the interactions between
4f-valence electrons. The magnetic interactions lead to the formation of a wide
variety of magnetic structures, whose periodicities are often incommensurate with
the crystal lattice. For the heavy rare-earth elements, of hexagonal structure, the
magnetic structures are known to depend on the ratio of the inter-planar distances c
and a (cf. Sect. 1.4), but the theoretical understanding of this fact is not clear. In a
general point of view, the magnetic properties are a consequence of the electronic
and structural characteristics; they confirm their interpretations but evidently
without being responsible for them.

In summary, in a first approximation, the core-like 4f electrons of the rare-earths
are responsible for their magnetism and s, d electrons as responsible for the other
electronic properties, such as transport properties, Fermi surfaces. This approach is
insufficient to describe the totality of the electronic properties of these materials. In a
general point of view, it is necessary to consider the 4f electrons as being either
localized with a core-like character or partially hybridized with the valence electrons.
Each rare-earth ion has an integral number of f electrons depending on the valence
and must be described in a 4f core-like framework. Other 4f electrons have energy
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close to that of the valence electrons but while preserving their ground state orbital
characters, they can be present in a fractional number and should be treated in a
4f-band framework. These electrons remain partially localized because most of their
wave functions are concentrated around the ion core. An important problem was to
determine the number of localized 4f electrons in solids. Spectroscopic methods
specially designed have been developed to measure this number showing that it is
equivalent to what can be expected from the valence. Thus, an increase of the
valence results from decreasing by one unity the number of the localized 4f elec-
trons. However, this delocalized 4f electron is expected to remain strongly correlated
with the other 4f electrons and consequently specific treatments must be used to
explain its characteristics. The ratio of the Coulomb interaction energy U to the
bandwidth energy is considered as an important factor in the treatment of
quasi-delocalized 4f electrons because it depends on the 4f–4f interactions and
4f-valence hybridization. In spite of its importance, U is not known in a definitive
manner. Its experimental values are about two thirds of their theoretical predictions,
indicating that the role of the correlations in the quasi-delocalized 4f electrons is
smaller than generally expected. Up to now, the interactions of the electrons with the
crystal field and the phonons were regarded as negligible and the electron–electron
interactions were considered as governing all the properties of the rare-earth metals
and compounds. Indeed, the particular characteristics of the 4f open shell are
responsible for the existence of unusual properties of numerous materials, such as
the compounds at intermediate valence and the heavy fermions compounds, whose
understanding remains a challenging problem in solid-state physics.

1.3.6 The 5f Distributions in Actinides

The electronic properties of the light actinides and their compounds are generally
only slightly affected by the ageing of the sample. However, irreproducibility of the
data due to self-damage mechanisms can exist for radioactive elements. The
majority of self-induced radiation damages disappear upon annealing at standard
temperature. This explains why a determination of the electronic structure of
actinides can be obtained at ambient temperature. Changes due to self-induced
radiation damages are studied at low temperatures. They are smaller in americium
as compared to the lighter actinides and this was explained by the lack of 5f
bonding. Beyond americium, little is known about metals and compounds because
the high radioactivity of the actinides complicates the experimental work and
requires cumbersome infrastructures.

The degree of localization of the 5f electrons in the actinides is a crucial
parameter for the understanding of the complex physical properties of these ele-
ments. Indeed, the electronic structure of the actinides is the dominant factor in the
determination of their crystalline and magnetic properties. From the theoretical
value of the ratio U/W, the 5f electrons were considered initially as being an
intermediate stage between that of the localized 4f electrons of the rare-earths and
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the itinerant d electrons of the transition metals [133, 134]. The actinide metals are
separated into two groups, the light actinides from thorium to plutonium and the
heavy actinides starting from americium. In the first group, the 5f electrons were
supposed to populate conducting levels while in the second, they occupy
non-conducting levels [86]. The valence bands of the light actinides are composed
of levels involving the 5f, 6d and 7s electrons. But it was necessary to explain the
very low symmetry of crystalline structures in the metals (cf. Sect. 4.3). Indeed, the
light actinide metals have very particular structural properties, which do not exist in
the elements whose metallic bond is characterized by a classical band model with
delocalized s–d valence electrons.

Among the conventional experimental parameters, the atomic radii of the ele-
ments in the condensed phase provide interesting data because they vary along each
series according to the filling of the sub shells (Fig. 1.5) [135].

For the rare-earths, weak monotonous decrease of the radius with the increasing
number of the 4f electrons is observed except for the presence of the two maxima
corresponding to the two divalent metals, europium and ytterbium. In contrast, for
the transition series, the atomic radius variation is quasi-parabolic; initially, the
atomic volume decreases because the d electrons enter the valence band and con-
tribute to increase the cohesion. Beyond the half filling of the d sub shell, the
cohesion energy decreases progressively and the atomic volume increases.
The variation is regular for the 5d series (not indicated in the Fig. 1.5) where all the
elements crystallize in compact crystal structures. For the 3d series, magnetism
disrupts this variation and a weak irregularity exists for manganese, which has a
complex structure instead of the expected hexagonal close packed structure. All the
same, iron is bcc instead of h.c.p and cobalt is h.c.p instead of f.c.c. For the first
actinides, strong anomalies are observed. The atomic volume of americium is

Fig. 1.5 Atomic volumes of
the 3d, 4f and 5f elements as a
function of the increasing
number of electrons. For the
3d series, the variation is
parabolic. For the rare-earths,
it is linear and decreases
slowly, except for the two
divalent metals. For the
actinides, an unusual variation
is observed [135]
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almost 50 % larger than that of the preceding element plutonium in its stable α
phase and a difference of 25 % exists between the α- and δ-Pu phases. But, for the
elements following americium, namely curium, berkelium, californium, the atomic
volume decreases slowly and varies as that of the lanthanide series. The actinides
heavier than plutonium, often named transplutonium elements, can be considered as
forming a second rare-earth series. This view is strongly supported by the fact that
all these elements adopt the structure typical of the lanthanides, i.e. the dhcp
structure. This situation of the heavy actinides results from the characteristics of the
5f electrons, that are very similar to those of the rare-earth 4f electrons. Atomic
volume and compressibility of the heavy actinides are close to values typical for the
lanthanides and localization of the 5f electrons is effective starting from americium.
In contrast, in the beginning of the actinide series, the atomic radius starts to
decrease rapidly with the increasing atomic number. This decrease is similar to that
observed for the transition metals. All the electrons contribute to increase the
cohesive energy of the solid thus reducing the atomic volume. The 5f spin–orbit
interaction is not always large enough to separate the 5f5/2 and 5f7/2 levels and the
effect of the spin–orbit on the atomic volumes is expected to be weak. Indeed, the
5f5/2 sub shell fills in first. But this sub shell could be half filled at uranium and the
atomic volume could increase beyond. This is not observed. However, the atomic
radius begins to increase beyond neptunium and abrupt jumps are observed for δ-
plutonium, then for americium. The experimental equilibrium volumes are 20.8 Å3

for uranium and approximately 20.5 Å3 for α-plutonium, 25 Å3 for δ-plutonium and
29.2 Å3 for americium. These volume variations are characteristic of a change in the
5f electron behaviour.

A parameter, named critical spacing, depending on the atomic radius, was
introduced to characterize the itinerant versus localized character of the electrons in
solids [136, 137]. This parameter was defined as the ratio between the abscissa of
the maximum of the relevant atomic wave function and the metallic radius of the
element in the considered solid. It was suggested that if the inter-atomic distance
between actinide ions in metal, alloy or compound is larger than the critical spacing,
the 5f electrons would be localized and the material would be ferromagnetic or
antiferromagnetic at low temperature. Otherwise, it would be superconductor.
Partial delocalization is necessary to justify the presence of superconductivity but
this delocalization must remain sufficiently weak in order to allow for strong
electronic interactions. This is the case of thorium, protactinium and uranium,
which are superconductors at very low temperature. From this model, the distinc-
tion between light and heavy actinides was confirmed. Another parameter is the 5f
spin–orbit splitting. It is of the order of 1–2 eV, that is to say larger than for the
other valence electrons. As a consequence, one considered generally that only 5f5/2
electrons are present below EF for the first actinides up to the 5f6 configuration.
Indeed, this holds only for cases where the distance of the 5f5/2 below EF is smaller
than 5f spin–orbit splitting. Generally, the hybridization between the 5f and s–d
valence electrons brings the 5f5/2 far below the Fermi level. In this case the 5f7/2
level which is 1–2 eV apart moves also below the Fermi level and levels of both
spin directions are occupied.
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An important characteristic of the light actinides is the absence of magnetic
order. The theoretical models such as the density functional theory (DFT) in local
density approximation (LDA) or generalized gradient approximations (GGA) used
to compute ground state properties predict a long-range magnetic order in the light
actinides. This order is not observed experimentally, contrary to that which is seen
for most of the rare-earths systems. The tendency of the light actinides to form a
magnetic state is also weaker than for the 3d elements like nickel. The presence of
long-range order of magnetic moments is associated with a decrease of the wave
function overlap between neighbouring atoms. It is consistent with a localized
behaviour of the electrons. Indeed, as is well known, bonding and magnetism are
incompatible for the same electron and the magnetic moments disappear when the
orbitals overlap and bond. The presence or absence of a magnetic order reveals,
therefore, the localized or non-localized character of the electrons. The observed
absence of localized magnetic moment for the early actinide metals was conse-
quently interpreted as characteristic of the itinerant character of the 5f electrons.

One expects the 5f electrons to have characteristics different from those of the
other valence electrons because of the particularities of their wave functions. Due to
the shape of the 5f electronic wave functions, fairly similar to that of p electrons,
highly directional bonds are present and give rise to low-symmetry crystalline
structures and low melting points. Moreover, a large fraction of the 5f wave
functions is contained inside the radon core. Their extension decreases with the
increasing atomic number more rapidly than that of the radon core and the local-
ization process becomes completed in americium. Consequently, the 5f electrons in
the light actinides were supposed to be somewhere between being localized elec-
trons characterized by magnetic moments and being itinerant electrons contributing
to the metallic bonds. These latter are considered as being in narrow bands,
interacting with the valence sd band. The interaction terms, which contribute to the
total energy, depend on the characteristics of the 5f electrons. Consequently,
according to whether the 5f electrons are more or less delocalized, the formation
energy of 5f bands surpasses or not the polarization energy gained when the 5f
levels form a localized multiplet.

Another model was envisaged to treat the light actinides, that of a duality of the
character of the 5f electron. Some 5f electrons could partially be localized and the
others could form bands and contribute to the bonding. The 5f electrons could
oscillate between these two different situations and this dual character could exist in
the metal, as well as in metallic compounds [138]. Localized and itinerant 5f
electrons could, therefore, be present simultaneously [139]. Many unusual prop-
erties of the actinide materials, in particular their complex crystalline structures,
could be explained with the help of this model, which explains the absence of
localized magnetic moment for these metals. Moreover, unlike the rare-earths, that
are trivalent in most solids, the light actinides have several valences. They can be
trivalent, tetravalent or even pentavalent. Since, on the average, only two s and one
d valence electrons are present, it means that one, or eventually two, f electrons
participate in the band valence. However, as already underlined, the movements of
the 5f electrons do not have the same extension as that of the other valence electrons
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because of the characteristics of the 5f wave functions. These delocalized 5f
electrons would be present in a relatively narrow band located just below the Fermi
level. Another model has been proposed to justify such an energy position of the 5f
band. It supposes that this narrow band, initially pinned at the Fermi energy, drops
below the Fermi level by the symmetry breaking distortion, which is responsible for
the low symmetry of the crystalline structure [140].

Lastly, let us mention that, in order to explain the absence of magnetism in the
light actinides as well as the unconventional superconductivity of rare-earth and
actinide materials, it has been suggested recently that pairing of itinerant f electrons
due to spin–orbit interaction could be formed [141].

The ground configuration of thorium in the free atom is (Rn)6d27s2 and thorium
is tetravalent in the solid. The presence of some delocalized and bonding 5f elec-
trons was expected [142–146]. The 5f electrons are hybridized with the 6d-7s
electrons of the valence band. One can suggest that analogy exists between thorium
metal and cerium in the high pressure phase, both for electronic structure and
crystalline arrangement. Indeed, both thorium and α-cerium are f.c.c. Moreover,
they are superconductor at very low temperatures. The transition temperature of
thorium, TC, is 1.4 K and decreases under pressure. For protactinium of ground
configuration 5f26d17s2 in the free atom, delocalized 5f electrons are also expected
in the solid and TC is 1.4 K. Very few works have been done on this element.

Several models have been proposed to describe the uranium, of ground con-
figuration 5f36d17s2 in the free atom. According to one model, two localized 5f
electrons are present and this number remains fixed. The extra 5f electron is found
in levels that are mixed with the valence band. In a second model, all the 5f
electrons are in narrow bands and strongly coupled with the s–d valence electrons.
Another possibility would be the presence of fluctuations between the two con-
figurations U3+(5f3) and U4+(5f2). Uranium is superconductor with TC varying with
the crystalline structure and the pressure; it is 0.7 K for high quality single crystal
orthorhombic α-uranium at standard pressure and 2.3 K at 10 kbar. The variation of
TC with the pressure is different for thorium and for the other actinides. This is due
to the difference in the 5f electron occupation number, which is around three in
uranium while it is very small in thorium. Uranium is considered as the first element
of the series for which correlations become noticeable. Nevertheless, their effect is
expected to be relatively moderate for the pure metal. It becomes noticeable when
uranium is present in compounds. The uranium atoms are then pushed apart by the
presence of the other elements and localization of the 5f electrons increases. When
strong correlations are expected, theoretical tools such as DFT-LDA or DFT-GGA
are insufficient for determining the ground state electronic properties. The results
deduced from these two computation modes have been compared to those obtained
from the quasi-particle self-consistent GW, or QSGW, method [147]. This is the
first use of the QSGW method in the treatment of the 5f-orbital electron–electron
interactions. Differences between the results obtained from these two types of
methods remain rather small for the occupied levels and around the Fermi energy.
The number of the 5f electrons is equal to 3.19 in QSGW while it is 3.57 in the
LDA calculation. Some differences are expected for the unoccupied levels above
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the Fermi level. It was concluded that the correlation effects remain moderate in α-
uranium because of the low occupation of the 5f levels. They can be observed
experimentally from transitions involving excited levels (cf. Chap. 5).

Neptunium is considered as the first element for which 5f electron partial
localization starts to appear. Next to α-plutonium, neptunium is among the actinides
which have the highest electronic specific heat (Fig. 1.6).

The same applies for the resistivity as a function of the temperature. The
decrease of the atomic volume with the atomic number is strongly reduced in the
vicinity of neptunium before the spectacular rise of the plutonium δ phase. All the
properties of neptunium indicate that the character of these 5f electrons is inter-
mediate between that of the uranium and plutonium 5f electrons. The change of
properties is due to the presence of more than three electrons in the j = 5/2 level.
Indeed, the number of the 5f electrons is about four. No superconductivity was
observed. From these characteristics, it was suggested that localization of the 5f
electrons appears in neptunium. However, neptunium, as well as plutonium and
americium, is paramagnetic.

Plutonium, of configuration 5f67s2 in the free atom, is located just between the
light and heavy actinides in a range where itinerant versus localized duality is
important. This makes it one of the most complex materials known. Its reactivity and
radioactivity and also the complexity of its phase diagram make it difficult to obtain
reliable experimental data. Among its anomalous properties, both resistivity and
Pauli-like magnetic susceptibility are an order of magnitude larger than those of the
simple metals. All these particular properties of plutonium result from the presence of
six 5f electrons in the free atom. Because the plutoniummetal has not more than three
non-f electrons [148], approximately five 5f electrons are expected in the solid. The
localization of these electrons depends strongly on temperature, dimensionality,
atomic arrangement and doping. The energy separation between the 5f5/2 and 5f7/2
electrons, due to the 5f spin–orbit interaction, is much larger than the crystal field
splitting. The 5f electrons are known as responsible for the low-symmetrymonoclinic

Fig. 1.6 Experimental
electronic specific heat γ for
the light actinides [135]
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structure of α-plutonium. The electronic properties of the f.c.c δ phase are most
controversial and are discussed in parallel to the electronic properties of the α phase in
this paragraph. As for neptunium, partial localization inhibits superconductivity.

The two α and δ phases are energetically very close. However, the δ phase has the
largest low-temperature specific heat of any pure element. The substantial volume
expansion that occurs between them was explained by an increase of the 5f electron
localization, involving a change in the electron–electron interactions. A change from
a band-like to an atomic-like behaviour was expected. Numerous theoretical studies
employing the usual theoretical methods, LDA, LDA + U, LDA + U combined with
DFT, aimed at explaining the volume difference between α- and δ-plutonium.
Generally, these calculations predicted a magnetically ordered ground state for δ-
plutonium, in contradiction with the observations. In fact, no experimental evidence
of magnetic moments is noticed in the δ phase, either ordered or disordered, nor is it
noticed in the other phases. Other parameters, like the volume of the δ phase, were
also predicted in large error. These results confirmed the inability of the above
theoretical methods to treat such a system. Indeed, heavy fermion-type model, i.e.
electrons dramatically slowed by the interactions, is necessary to understand the
unusual metallic δ-plutonium.

Overlap between two or more configurations was considered possible in the
metal. Initially, both Pu3+ 5f5 configuration and Pu4+ 5f4 configuration with one 5f
electron in the valence band were predicted to be present. The 5f electrons of the
Pu3+ and Pu4+ ions were expected to have spin and orbital contribution to the
angular momentum and an associated magnetic moment. Anomalies observed in δ-
plutonium were then attributed to ordered magnetism. But other explanations were
found later. As an example, anomalies observed in the specific heat were attributed
to structural effects. At low temperature, structural effects due to a stabilization of
the δ-plutonium phase were identified whereas initially the presence of intra-atomic
magnetization had been advanced [149]. Compensation of the spin and orbital
moments was also considered in order to explain the absence of magnetism. More
recently, an important review of experimental data including magnetic suscepti-
bility, specific heat, electrical resistivity, nuclear magnetic resonance and inelastic
neutron scattering for plutonium has been published [135]. It was concluded that no
ordered or unordered magnetism involving the 5f electrons exists in plutonium
metal in either the α or δ phases above a temperature of about 4 K. The same
conclusion was obtained from muon spin rotation spectroscopy [150]. A possibility
that plutonium is magnetic only at very low temperature, as observed in alloys,
could perhaps be considered. Indeed, the Néel temperature of samarium having the
same external configuration, in its normal phase, is only 14.8 K and the samarium
4f electrons are clearly more localized than the plutonium 5f electrons. Therefore,
one could expect for plutonium a phase transition close to 0 K. This has not been
observed due to experimental difficulties caused by its radioactivity. However, this
hypothesis was not followed and other theoretical models were sought to explain
the absence of magnetism in plutonium. One possibility was that plutonium has the
5f6 configuration with a J = 0 level formed out of six localized f electrons but no
experimental result has supported this hypothesis.
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Several theoretical studies showed that non-magnetic δ-plutonium could be
derived from the LDA + U method, reformulated in a spin and orbital rotationally
invariant form [151]. This type of formulation was appropriate for metallic phases
with Coulomb energy U comparable to the bandwidth W. Non-magnetic δ-pluto-
nium was obtained for values of U from 3 to 5 eV. The number of 5f electrons also
depends on U and was ≈5.4 for U = 4 eV. Calculated atomic volume was in good
agreement with the experimental value. In this model, the non-magnetic character is
not due to a cancellation of non-zero spin and orbital parts of the moment but to
S = 0 and L = 0. This approach had a limitation because it did not take into account
the dynamical effects, which, independently, had been considered as important. But
another study has also predicted the absence of dynamical and static magnetic
moments in δ-plutonium in agreement with the experiment [152].

Several complex phase transitions involving changes in the lattice structure and
also in the wave functions of the plutonium 5f electrons are associated with rela-
tively small changes in temperature and pressure. It, then, appeared probable that
the 5f electrons in plutonium could have several different degrees of localization
with nearly degenerate energies. The origin of the volume expansion between the α
and δ phases could be explained by a competition between itinerancy and local-
ization of the 5f electrons caused by strong electron–electron interactions, meaning
a competition between band-like or atomic-like character of these electrons. The
ground state should, then, be a quantum superposition of distinct valences that
could wash out the magnetic order by dynamical fluctuation of moments.

A theoretical study using a mixed-level state model was developed to follow the
evolution of the atomic volume of plutonium and the next elements [153]. In a first
calculation, the 5f shell was constrained to have an integral occupation number and
to remain un-hybridized with the rest of the valence electrons. The total energy of
the ground state of the solid calculated with the localized 5f electrons according to
Hund’s rule was compared to the energy obtained with all the delocalized 5f
electrons. In the ground state, the 5f electrons were found itinerant for uranium and
localized for americium. The atomic volume of plutonium with all the 5f electrons
localized is larger than the arrangement where they are delocalized. However, the
two arrangements have approximately the same energy. Consequently, it was
suggested that fluctuations could exist between the two configurations. Another
possibility was that the wave function of the ground state contains two components,
one from delocalized states and the other from localized states. Using this model of
mixed-level state, the atomic volume obtained with only four localized electrons is
in agreement with the experimental value observed for δ-plutonium (cf. Sect. 1.4).
The atomic volume associated with five fully localized electrons is near that
observed for americium while the volume associated with itinerant 5f electrons in
fcc structure is close to the α-plutonium volume. It was noted that these values
could depend on the temperature.

All the experimental results underline the particular character of the 5f electrons
in the light actinides, which is intermediate between that in a solid and in an atom.
Consequently, the standard approximations cannot be used because they do not
allow ground states of systems with energy levels partially populated by localized
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5f electrons. A model has been developed specially to make evident the difference
in the behaviour of the plutonium 5f electrons between the two α- and δ phases.
Incorporation of an atomic 5f shell in a solid-state environment was necessary to
treat the real material. Adaptation of the dynamical mean-field theory (DMFT) was
made in this aim [154]. Many-body 5f atomic states, hybridized with each other and
with the s–d itinerant electrons were introduced as impurities and their Green
function and self-energy determined. Simultaneously, a 5f band was introduced.
Relativistic the spin–orbit coupling effects were included. The ground state total
energy and the phase diagram were determined. When a value equal to 4 eV was
used for the Coulomb interaction U among 5f electrons, a double energy minimum
was obtained. By assigning one minimum to the α phase, the other to the δ phase,
the α-δ phase transition was found to correspond to an increase of volume by 25 %,
in agreement with the experiment. The 5f electrons of the α phase are found more
bonding than those of the δ phase. However, they must not to be considered as
equivalent to other valence electrons. As shown from a series of anomalous
transport properties, the α phase is a correlated phase reminiscent of heavy electron
systems. For example, the resistivity of α-plutonium around room temperature is
temperature independent and anomalously high, its value being higher than the
limit obtainable from conventional metals.

According to the same theoretical approach, which treats simultaneously Kondo
and magnetic systems and takes into account the atomic multiplet structure and the
crystal field splitting, the ground state of metal plutonium was found to be a
superposition of multiple valences [155]. This treatment calculates fluctuations in
time between atomic configurations with different numbers of 5f electrons, f4, f5

and f6, and exchange of electrons with the surrounding medium. Plutonium was
found to be in a mixed valence state with an average 5f occupation of 5.2 electrons.
This result shows that a dynamical treatment is needed for plutonium. Indeed,
partially delocalized 5f electrons forming narrow bands could be present simulta-
neously with 5f electrons that keep their atomic character for a very short period.
The local moments could disappear over short time scales and their observation
would depend on the observational frequency window of the probe used. They
could not be observed with the help of static methods such as nuclear magnetic
resonance or neutron inelastic scattering. The width of the narrow bands was found
to depend on the multiplet splitting rather than on band effects of the type expected
in the Hubbard model or seen in the standard model of solids. However, 5f-sd
hybridization and f–f hopping are present. Interdependence exists between the
degree of itinerancy, the spread of atomic multiplets and the spin–orbit coupling
while the absence of magnetism was confirmed theoretically.

In summary, there is no experimental evidence for any ordering of electronic
moments in plutonium above 4 K. This is difficult to explain, particularly in the
case of the fcc δ phase, which is known to be much less metallic than the α phase.
From a theoretical model, named BCN expansion [156, 157], it was shown that
taking into account the relativistic effects induces an enhancement of various
parameters, among them the spin–orbit interaction parameter. This enhancement
could lead to the suppression of magnetism in plutonium, and also in neptunium
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and americium. However, actually, the preferred interpretation explaining the
absence of magnetism is the presence of dynamical fluctuations that suppress the
magnetic moments. Another important property of the plutonium is the high sen-
sitivity of its volume to small changes in temperature, pressure or doping. That is
explained by considering plutonium as a mixed valence metal. The 5f electrons are
considered as fluctuating between different degrees of localization nearly degen-
erate in energy. Character close to itinerant could also be detected for some 5f
electrons present in narrow bands weakly hybridized with the d–s bands close in
energy. However, even these quasi-bonding electrons are strongly correlated. The
ability of the plutonium ions to change their electronic configurations and adjust
their size as their lattice environment changes is the essential characteristic
underlying the great diversity of properties of plutonium compounds.

Americium, of 5f77s2 configuration in the free atom, is the first heavy actinide.
In the metal, the configuration is 5f6 with an almost complete j = 5/2 arrangement.
The 5f electrons are localized, similar to the 4f electrons in the lanthanide series,
and contribute no longer to the cohesion. They are present on each lattice site and
are chemically inert. Bonding results only from the s–d valence electrons. Physical
properties such as atomic volume, crystal structure, cohesive energy, electronic
specific heat, resistivity, change considerably from plutonium to americium. Thus
an atomic volume expansion of 40 % exists between the two metals. An increase of
the symmetry of the crystal occurs in americium, which has the double hexagonal
closest packed structure. Reduction of the electronic specific heat and the resistivity
is also observed. All these changes are explained by the localization of the 5f
electrons. Americium is the actinide analogue of europium. However, it is trivalent
in the metal and of configuration 5f6. The total angular momentum J of the ground
state is zero both in LS and jj coupling and trivalent americium has no localized
magnetic moment. Because the well-localized six 5f electrons form a non-magnetic
configuration, americium metal is superconducting. The transition temperature TC is
0.8 K in standard pressure. The americium 5f electrons can be delocalized under a
sufficiently large pressure and several phase transitions have been observed between
0 and 100 GPa. A low-symmetry phase appears at 111 kbar, which marks the onset
of 5f electron bonding in Am. Consequently, a complex dependence of TC, which
can increase up to 2.2 K, has been observed in this pressure range [158, 159]. On
the other hand, if the levels are broadened by inter-atomic interactions then some
hint of magnetism should appear and depress TC. The compounds and alloys where
americium has a valence superior to three exhibit a magnetic moment.

The elements beyond americium are chemically inert, have 5f electrons localized
on each lattice site, symmetric crystal structures and local magnetic moments.
Curium has the configuration f76d17s2 in the free atom and is trivalent. It is ana-
logue to gadolinium and has very similar properties. Its electronic configuration is
obtained by adding an electron to the 5f6 sub shell of the americium. The 5f7

configuration with all the seven spins parallel in the half-filled 5f shell is more
stable than the one with six electrons in the f5/2 sub shell and one electron in the f7/2
sub shell. Curium orders antiferromagnetically with TN around 60 K. At lower
temperatures, it has a large magnetic moment, in contrast with the previous metals
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that are not magnetic. It is highly resistive like gadolinium and α-plutonium. Its
resistivity keeps increasing due to self-damage by α radiation. Starting from
berkelium, the metals in the series are divalent and show a behaviour similar to that
of europium and ytterbium in standard conditions. The divalence of the heavy
actinides results from the high bonding energies of the 5f electrons as was shown
experimentally for mendelevium, nobelium, fermium and einsteinium.

1.3.7 Conclusion

Among the theoretical works on the rare-earths, SIC-LSDA has been a prevalent
model. It has provided a description of the cohesive properties throughout the
series. LDA + U and LDA + DMFT are actually widely employed because concepts
like the Hubbard energy U are commonly accepted. The LDA + DMFT model was
tested for the cerium γ⇒ α transition. DMFT enables the study of the excited states;
it is helpful in explaining spectroscopic observations but still rarely utilized.
However, these three methods are dependent on LDA and, consequently, have the
same formal problems. Thus, the non-local correlations are neglected. That has
been partially resolved by adding non-local potentials to treat the localized electron
states. However, no improvement exists in the treatment of the electrons considered
as itinerant. Another standard model, the GWA, presents the same defects as the
LDA for the open f shell. Many-body effects must be taken into account. The
combination of many-body and density functional theories could give a better
picture. From the recent QSGW approach [160], the filling of 4f states follows
rather closely Hund’s rule for the atom, in agreement with the atomic model, but the
position of unoccupied f levels is predicted systematically too high. Consequently,
in spite of the success of these theoretical models, it can be considered that each is
marked by some deficiencies.

Concerning the 4f electrons, two different situations can coexist in solids and,
consequently, two initially opposite points of view can be unified: the one treats the
4f electrons as core electrons, the other considers the 4f electrons as weakly
hybridized with the valence electrons in narrow energy bands. In the latter case,
however, the on-site f–f interactions are considered to be strong, pushing the 4f
electrons back toward localization. The hybridization of the 4f orbitals with the s–d
valence band generally remains very weak, except in some particular cases as α-
cerium. One speaks of “strongly correlated 4f electrons”. Thus, for the metals in the
STP conditions, the 4f electrons are highly localized, the 4f shell retains an integral
occupation number verified by spectroscopy. The characteristics of the 4f electrons
are related to the small 4f orbital radius. This small radius is associated with a high
Coulomb correlation energy U. Let us recall that U is the minimum energy required
within the metal to transfer a 4f electron from one atom to the 4f shell of the
neighbouring atom. For the rare-earth metals, U is expected to be superior to
the width W of the distribution of the 4f levels and the relation U > W prevents the
formation of a 4f band. The 4f open shell is known as playing an important role in
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the magnetic properties while its role in the bonding remains very weak. It is
responsible for the very particular properties of the rare-earth compounds that will
be discussed in the next chapters. Consequently, suitable experimental techniques
are indispensable for clearing up the difficult problem of the localization or not of
the 4f electrons and its effects on material properties.

Extension to the case of the actinides is one of the reasons for the intensive
development of novel theoretical studies of f electrons. Indeed, the light actinides,
particularly plutonium, are characterized by many unusual properties: the presence
of crystalline structures of low symmetry, the complete absence of long-range
magnetic order, a very high resistivity. Superconductivity is observed in thorium,
protactinium, uranium and americium and not in the case of plutonium. Plutonium,
considered as the last member of the series where 5f electrons are involved in the
metallic bonding in standard conditions, is characterized by an overlap of electronic
configurations and by fluctuations of the number of the 5f electrons, which induce
spatial and temporal instabilities. These fluctuations between two or more config-
urations and the screening of the 5f shell moments by the valence electrons were
proposed to explain the absence of magnetic moments in plutonium, despite the
presence of localized 5f electrons. All these electronic and structural properties as
well as their dependence on temperature, pressure and doping, result from the
behaviour of the 5f electrons.

In summary, in the light actinides, a distinction exists between itinerant or
strongly correlated 5f electrons. The itinerant electrons participate in the bonding
whereas the other electrons, present in narrow bands, interact strongly among
themselves and determine the crystal symmetry. Localized 5f electrons can also be
present in discrete atomic levels. The competition between localization and itin-
erancy of the 5f electrons and the strong correlation between 5f and valence
electrons appear as the major source of the peculiarities of these materials. The
same competition exists in α-cerium. The presence of localized f electrons is thus a
decisive factor in the knowledge of the physical, chemical as well as structural
properties of these materials. This presence can be determined by spectroscopy, by
choosing methods that make possible the characterization of the excited states in a
time scale compatible with the temporal evolution of the system.

1.4 Crystalline Structures

A crystal lattice is defined by its unit cell (cf Sect. 1.3.1) and the properties of the
crystal are identical for any two equivalent points of two unit cells. The geometrical
characters of the unit cell, length of the arêtes, angles, number and coordinates of the
atoms, are the lattice parameters. Crystalline structure and electronic structure are
two narrowly interdependent systems andmany physical properties such as cohesion,
diffusion, elastic and mechanical properties directly depend on the crystal structure.

At the Brillouin zone of the reciprocal lattice corresponds the cell of Wigner–
Seitz in the real space. This cell is defined by drawing the plane bisectors of the
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lines connecting an atom to its nearest neighbours; it has the same symmetry as the
unit cell of the crystal. Let us note by ai the unit vector of the real space, or crystal
space, along the axis i and by Ni the number of atoms along this axis, with i = 1, 2,
3. In the nearly free electron gas approximation, the Bloch wave functions are

wk rð Þ ¼ wk rþ aiNið Þ ¼ uk rð Þ � eik�r ¼ wk rð Þ eik�aiNi

with eik�a1N1 ¼ eik�a2N2 ¼ eik�a3N3 ¼ 1

k � a1 ¼ 2pn1=N1 k � a2 ¼ 2pn2=N2 k � a3 ¼ 2pn3=N3

n1, n2, n3 are integers
The reciprocal lattice, named the reciprocal space of the crystal, is defined by a

set of unite vectors bj perpendicular to planes defined by the axis ai of the real
space. The vectors bj satisfy the relations

ai : bj ¼ 2pdij

δij is the Kronecker delta. From the previous relations, the wave vector k is

k ¼ b1n1=N1 þ b2n2=N2 þ b3n3=N3

The unit cell of the reciprocal space of the crystal, or k-space, is defined by b1/N1,
b2/N2, b3/N3. Let Km = m1b1 + m2b2 + m3b3 be one of the vectors of the reciprocal
lattice connecting the origin k = 0 to one of its nearest neighbouring atoms. Let us
consider the planes perpendicular to the vectors Km at their middle. The first
Brillouin zone is the smallest region of the reciprocal space, located around the
origin and limited by such planes. The second Brillouin zone is the region between
the first zone and the planes perpendicular to the vectors Km connecting the origin
to the second nearest neighbouring, and so on. Whatever the shape of the basic cell
of the reciprocal lattice, the volume of each Brillouin zone is equal to
b1 · b2 · b3 = 8π3/a1 · a2 · a3 where a1 · a2 · a3 is the volume of the Wigner–Seitz
cell of the crystal. For a cubic lattice of side a, the extension of the first Brillouin
zone along one of the reciprocal space axe is thus b = 2π/a and it is convenient to
study k in an elementary domain of extension −π/a, +π/a. In this domain, there is a
series of energy levels, one level for each value of k. The number of electronic
levels present in one Brillouin zone is equal to the number of atoms present in the
unit cell of the crystal. For a simple cubic crystal, this number is equal to one. The
k vectors describe a lattice of unit cell b1/N1, b2/N2, b3/N3. The number of k vectors
in a volume dk of the k-space is

N1N2N3 � a1 � a2 � a3 � dk=8p3 ¼ V dk=8p3
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where V is the volume of the crystal in the real space and the number of k vectors in
one Brillouin zone is N1N2N3. Conversely, for each atom in the unit cell of the
crystal there is associated one electronic level in the first Brillouin zone. This brief
recall underlines the interdependence which exists between the valence electron
distribution and the crystalline structure.

Each atom in the real space has a number of first neighbouring atoms, charac-
teristic of the crystal structure. The metals crystallize generally in three structures,
face-centred cubic (fcc), body-centred cubic (bcc) or hexagonal close-packed (hcp).
For an fcc crystal, the unit cell is a cube with one atom in each corner and one in the
centre of each face, i.e. a total of 4 atoms per cell. The distance between an atom
and its 12 nearest neighbours is √2 · a/2 where a is the length of the arête of the
cube. For a bcc crystal, the unit cell is a cube with one atom in each corner and one
in the centre, i.e. a total of two atoms per cell. The distance between an atom and its
8 nearest neighbours is √3 · a/2. For an hcp crystal, the unit cell is a hexahedron
with two arêtes of length a, the third c being defined by c/a = 2√2/3 = 1.633. One
atom is present in each corner and one atom is on a diagonal, at a position such that
each atom has 12 nearest neighbours at the distance a, if c/a is exactly equal to
1.633. This is the ideal hcp structure. If c/a differs from this value, each atom has
six neighbours at the distance a and six neighbours at the distance

p
(a2/3 + c2/4).

There are two atoms per unit cell.
The fcc and hcp structures are the two common possibilities to arrange hard

spheres in the most compact manner. The packing efficiency of the fcc structure is
equal to the ratio of the volume of atoms to the volume of the cell, i.e.

4:4=3 � pr3=16p2r3 ¼ p=ð3p2Þ ¼ 0:7405

It is the same for hcp. Two other close-packed structures exist, the double
hexagonal close-packed (dhpc) and the α-Sm structure. The number of equidistant
nearest neighbours is equal to 12 for the four close-packed structures, only the
arrangement of the successive atom layers differs. Thus, in fcc, every third layer is
positioned directly above the layer A, giving A,B,C,A,B,C arrangement. In hpc, it
is A,B,A,B; in dhpc, A,B,A,C,A,B,A,C and the ratio c/a is 3.266; in α-Sm structure,
the period is of nine layers A,B,A,B,C,B,C,A,C. In contrast, for the
non-close-packed bcc, the packing efficiency is only equal to 0.68. For the so-called
Sm-type crystal structure, the unit cell is rhombohedral but can also be viewed as
hexagonal, the atoms being placed in the cell according to a mixture of fcc and hcp
positions.

1.4.1 Crystal Structure of Rare-Earths

The rare-earth metals crystallize into close-packed structures, except europium,
which has the body-centre structure (Table 1.2).
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The light rare-earths crystallize into either fcc or dhcp structures while the heavy
rare-earth metals crystallize only into the hcp structure and differ solely in the
number of 4f electrons. Structural change is thus present along the series from fcc→
dhcp → Sm-type → hcp. The highest theoretically possible c/a ratio is 1.633. This
value is obtained for the compact stacking. This ratio decreases from 1.62 and 1.61
for praseodymium and neodymium respectively to 1.57 for thulium. Empirical
relation exists between the crystal structure of the rare-earths metals and the volume
of the ion core. Thus, for the crystal structure varying from fcc → dhcp →
Sm-type→ hcp, the increase of the core volume does not follow the increase of the f
electron number, on the contrary the core volume decreases along the series.

In a solid, each ion is defined by its radius, or ionic radius. This radius decreases
with increasing ion charge; in fact, when the ion has lost several electrons, which
shielded the charge of the nucleus, the other electrons are much strongly attracted
by the nucleus and the ion volume decreases. The atomic radius, or Wigner–Seitz
radius, is defined as the radius of the atomic sphere, i.e. of the sphere having the
average volume occupied by an atom, 4πr3/3 = V/N, where N is the number of the
atoms present in the volume V. The experimental atomic radii of all the rare-earth
metals including γ and α cerium are compared to the theoretical values in Fig. 1.7.

The model of hard spheres, used to define the atomic radius, does not reproduce
the distance between ions to the accuracy with which it can be measured in crystals.
In fact, the radii of the metal ions are smaller than the radius of the neutral atom while
the negative ions having acquired of electrons, have radii larger than that of the
neutral atom. The ionic radii depend on the crystalline structure. Along a column of
the periodic table, they increase with the atomic number and with the increasing
coordination number. They are larger for ions having a high-spin ground state than
for those with a low-spin ground state. The ionic radii vary with the covalence of the
binding. If the covalence increases, the length of the bond decreases and the apparent
ionic radius increases. A covalent radius is defined as the radius of the atom engaged
in a pure covalent bond; it is slightly superior to the atomic radius.

Table 1.2 Crystalline
structures of rare-earths

La α dhcp, β fcc

Ce α fcc, β dhcp, γ fcc

Pr α dhcp, β fcc

Nd dhcp

Sm Rhomb

Eu bcc

Gd α hcp, β bcc

Tb hcp c/a = 1.580

Dy hcp c/a = 1.573

Ho hcp c/a = 1.570

Er hcp c/a = 1.569

Tm hcp c/a = 1.570

Yb fcc, hcp
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The ionic radii of the rare-earth metals decrease almost linearly along the series
with the exception of the bivalent elements, europium and ytterbium, which have an
ionic radius about ten percents larger than their neighbours. The same variation is
observed for the lattice parameters. The rare-earth ionic radii are relatively small by
comparison with the other metals, essentially as compared to metals of groups I and
II; they decrease from 1.02 Å for lanthanum to 0.86 Å for ytterbium (Table 1.3).

Various models have been suggested to explain the variation of the core volume
along the rare-earth series. This variation was explained by the fact that the
screening effect of the 4f sub shell on the more external shell electrons is smaller
than the screening effect of the s, p or d internal electrons. Then, when the atomic
number increases, the electrons of the sub shells external to the 4f sub shell are
more strongly attracted to the nucleus and therefore less easily removed, resulting in
higher first ionization energies and a smaller ionic radius [161]. Thus, the ion size is
reduced by 15 % from Ce3+ to Lu3+. This size decrease is reflected on the unit cell
volume of the metals and compounds. The decreasing of all lattice parameters
through the series is called the lanthanide contraction. This contraction increases

Fig. 1.7 Experimental
(circle) and theoretical
(triangle) values of the atomic
radii for the rare-earth
metals [86]

Table 1.3 Ionic radius
(angstroms) of rare-earths
in their various oxidation
degrees

2+ 3+ 4+

La 1.172

Ce 1.15 1.01

Pr 1.13 0.99

Nd 1.43 1.123

Pm 1.11

Sm 1.38 1.098

Eu 1.31 1.087

Gd 1.075

Tb 1.063 0.90

Dy 1.21 1.052

Ho 1.041

Er 1.03

Tm 1.17 1.02

Yb 1.16 1.008
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the localization and the stability of the poorly shielded 4f sub shell across the series.
The 4f electrons are located closer to the nucleus. The electron–electron interactions
increase, as also the electron density associated with the filled 4f orbitals. However,
the light rare-earths, praseodymium and neodymium, preserve characteristics
analogous to those of trivalent cerium. Indeed, although localized magnetic
moments are associated with the 4f orbitals of these two rare-earths, they are
sufficiently spatially extended to be influenced by the surrounding crystal field.

The hcp structure with c/a changing from 1.59 for gadolinium to 1.57 for thu-
lium was associated with the s–d character of the valence band, in analogy with the
hcp structure of the trivalent transition elements, scandium and yttrium. The
decreasing of the c/a ratio along the rare-earth series was correlated with a change
in d band occupancy. It appears that the d-band occupancy is very sensitive to
variations of atomic volume and decreases with the ion core size [162]. Indeed, the
contraction of the atomic volume increases the Coulomb repulsion between elec-
trons because they are confined to a smaller region of space. For lanthanum, the
core size is relatively large and the d band broadens with respect to the bands of the
next rare-earths, leading to an increase of the occupied part of the band. The large
size of the lanthanum ion core is responsible for the flow of electrons from the
almost free electron s band to the d band. The number of d-like electrons was found
to be decreasing through the sequence fcc → dhcp → Sm-type → hcp, from about
2.5 in lanthanum to 1.9 in lutecium, in agreement with the experimental observa-
tions [162]. The presence of the d electrons is considered as governing the crys-
talline structures of the trivalent rare-earths, which can, therefore, be considered as
independent on the 4f electrons. Concerning europium, its bivalence favours the bcc
structure. Indeed, since a bivalent ion is larger than a trivalent one, it has a smaller
number of neighbours than in the compact hcp and fcc structures. Divalent euro-
pium and ytterbium ions have a larger lattice constant than their trivalent coun-
terparts because their additional localized 4f electron brings about an increase of the
ionic radius. The crystal arrangement, thus, depends strongly on the valence.
Consequently, a conductor, metal or alloy, has the crystal arrangement whose
number of valence electrons corresponds to the most stable state, i.e. to the state of
thelowest energy.

The structural arrangements change at the surface of solids since the number of
first neighbouring atoms is smaller than in the volume. This changes the atomic
distances and the density of states and increases the localization. Concerning the
surface of the trivalent rare-earth metals, valence change has been suggested for
samarium, which becomes divalent or partially divalent [163]. The increase of the
number of the 4f electrons increases the electron localization. Changes of the
crystalline structure and of the electronic characteristics occur in rare-earth aggre-
gates and increase of the 4f localization is expected. As an example, a discontinuous
reduction of the inter-atomic distance was observed when the size of europium and
ytterbium aggregates decreased [164, 165]. This reduction is accompanied by a
decrease of the localized 4f electron number in ytterbium. Band structure and
density of states depend on the atomic arrangement and a close relation exists
between these two electronic parameters and the crystalline structure.
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Along the series, due to the incomplete screening of the increased nuclear charge
by the additional f electron, the structural parameters of the rare-earths decrease.
Their values have been correctly described from LDA + U calculations while LDA
or GGA calculations generally lead to too small lattice parameters. As an example,
for gadolinium, the LDA + U yields structural parameters for the hcp phase in good
agreement with the experimental values (cf. Table 1.4). The calculations reproduce
the correct magnetic order, which is ferromagnetic, [131, 166, 167] while from
LDA, the anti-ferromagnetism order was found more stable.

The cohesive energy is the energy necessary to dissociate a solid into free atoms
at 0 K. This is a macroscopic quantity, expressed in kcal/mol. On the curve giving
the potential energy of a solid as a function of the inter-nuclear distance, the
cohesive energy is the ordinate of the minimum with respect to the energy of the
separated atoms. That is the energy of the system in its equilibrium state. The
cohesion is an essential parameter because it determines the conditions of optimum
stability in the solid. In the rare-earths, the ions in the solid can be considered as
equivalent to free ions if they have the same charge. The overlap between the wave
functions of neighbouring ions can be neglected and the interaction between the
ions is equivalent to that of spheres of positive charge. The contribution of the 4f
electrons to the cohesive energy is thus small. The cohesion is due to the redis-
tribution of the d–s valence electrons in the solid and increases with their number.
Consequently, one expects it to be approximately the same in all the rare-earth
metals, except in the divalent metals, europium and ytterbium. Cohesive energies of
the order of 40, 100 or 145 kcal/mole are expected, respectively, for divalent
elements as barium, trivalent as lanthanum or tetravalent ones.6 However, the co-
hesive energy of the rare-earths has the particularity to vary irregularly along the
series (Table 1.5).

This is due to the existence of two different configurations for the free atom,
4fn6s2 and 4fn−15d16s2, while most of the rare-earths are trivalent in the metal. The
change of valence from ions of configuration 4fn6s2 to a trivalent metallic state
induces a gain of binding energy of about 60 kcal/mol while the energy required to
excite the f electron to the s–d states is smaller. This favours the valence three in the
metal, except for europium and ytterbium. Indeed, for these two rare-earths, the
excitation energy is larger than the gain in the binding energy because of the high
stability of the divalent configurations, 4f7 and 4f14. The cohesive energy of
samarium is also relatively small with respect to that of the former elements.
Indeed, samarium is trivalent in the bulk metal but it has a divalent or partially

Table 1.4 Lattice parameter
of gadolinium [131]

LDA + U LDA Experimental

c/a FM 1.595 1.606 1.547

AFM 1.610 1.588

6The cohesive energy is the difference between the average energy of atoms in the solid and that of
the free atoms.
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divalent surface and the valence two in some compounds. This is because the 4f6

configuration becomes more stable than 4f5 when the localization increases, i.e.
when the number of closest neighbouring atoms decreases, as is the case at the
surface or in some compounds. Inversely, samarium metal escapes the divalent
crystal state in favour of the trivalent one because the energy required to promote a
localized electron from the 4f level to an extended 5d band state is small. Indeed,
the energy difference between the trivalent and divalent metallic state is only about
6 kcal/mol [170]. The same is expected for thulium. In a general manner, the
stability of the 4fn−1 sub shell depends on the initial atomic configuration. Thus, the
binding energy of the nth 4f electron is small for Ce3+ (4f1) and Tb3+ (4f8) while it
is large for the half filled and filled 4f sub shells of Gd3+ (4f7) and Lu3+ (4f14). The
observed cohesive energies of the rare-earth metals (Fig. 1.8) [86] are compared
with their calculated values from LMTO method within LDA and LSD functional
approximation.

Table 1.5 Cohesive energy (Kcal/mol) (eV/atom)

(1) (2) (3)

La 103.0 4.47

Ce 101.0 101.0 4.32

Pr 85.0 85.2 3.70

Nd 78.3 76.0 3.40

Sm 49.4 51.1 2.14

Eu 42.4 24.0 1.86

Gd 95.0 95.0 4.14

Tb 92.9 92.1 4.05

Dy 69.4 72.9 3.04

Ho 71.9 72.8 3.14

Er 75.8 75.9 3.29

Tm 55.0 55.0 2.42

Yb 36.4 24.3 1.60

(1) Experimental values; (2) [168]; (3) [169]

Fig. 1.8 Experimental
(circle) and theoretical
(triangle) values of the
cohesive energies (in eV) for
the rare-earth metals [86]
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The agreement is better for the light than for the heavy rare-earths, probably due
to the theoretical model used. Calculation of cohesive properties taking into account
many-body corrections have been made for the light rare-earths [171]. A large part
of the 4f electrons are described as localized and separated by the Hubbard energy
U from a fraction of 4f electrons hybridized with the valence electrons and located
near the Fermi level. Values in better agreement with the experiment have been
obtained for the bulk modulus of praseodymium and neodymium.

As already underlined, the crystal potential influences the movement of the
valence electrons, changing the valence state density according to whether the
structure is crystalline or amorphous. A conductor, metal or alloy, has the structure
with the lowest energy, associated with the number of valence electrons in the
considered solid. In the presence of “quasi-localized” valence electrons, the elec-
tron–lattice interactions can become important, breaking the atomic orbital sym-
metry in the solid and giving rise to crystal field splitting. The crystal field splits the
energy levels occupied by these quasi-localized electrons. The splitting increases
with the symmetry of the crystal and the localization of the electrons. Crystal field
splittings of 3d energy levels have been observed and largely studied in the tran-
sition element compounds. In the lanthanides, the 4f electrons are well shielded
from the crystal field by filled 5p and 5s sub shells and the energy needed to remove
a 4f electron from the 4fn sub shell is relatively independent of the crystalline
environment. The splitting of 4f energy levels is mostly due to spin–orbit inter-
action, which is clearly larger than the crystal field splitting. Then, because the
small overlap between the 4f distributions of neighbouring atoms, these distribu-
tions are only slightly perturbed by the environment and the f orbitals are generally
not quenched by the crystal field.

A generalized pressure–temperature phase diagram was constructed for the
trivalent rare-earths and widely discussed. It is shown in Fig. 1.9 [90].

In this figure, the structural phase diagrams of the trivalent rare-earths, except
cerium, are assembled in a single pressure–temperature diagram, on the same scale.
This presentation clearly shows the close similarity of these elements. It shows also
the various possible phase transitions with increasing pressure. It is known that
materials with strongly correlated electrons have generally complex phase dia-
grams. They are very sensitive to small changes in external parameters that bring
about many unusual properties. Indeed, the rare-earth and actinide metals exhibit a
large variety of structural transitions caused by pressure and temperature changes.

1.4.2 Pressure Effect on the Rare-Earths

The increase of pressure confines partially the valence electrons into a smaller
region of space and reduces the Wigner–Seitz radius. The ionic radius is also
reduced but it is only slightly sensitive to the pressure. Consequently, the ratio
R between the Wigner–Seitz radius and the ionic radius decreases with increasing
pressure.
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For the rare-earths, as already mentioned, the Wigner–Seitz and ionic radii
decrease along the series but, under increased pressure, the ionic radius decreases
more rapidly, causing the ratio R to increase along the series. Then, under pressure,
a rare-earth reacts in a similar way to the preceding element in the series. This
explains why, under high pressure, the heavier rare-earths of hcp structure show the
samarium-type structure [172]. It was shown experimentally that for the trivalent
rare-earths a bcc phase is observed for temperatures below the melting point. The
temperature range of this phase increases with the pressure for the heavy rare-earths
while it decreases for the light ones.

Pressure variations can induce changes in the electronic properties. Indeed,
increasing of pressure induces a decrease of the crystalline parameters and of the
atomic volume, increasing the overlap of electronic wave functions and thereby the
electron interactions. As a result, the energy distributions of the valence electrons are
broadened. At the same time, the extent of the 4f orbitals increases and the 4f
electrons become less localized. The binding energy of the 4f electrons generally
decreases with respect to that of the 5d band. Consequently, the number of localized
electrons decreases while that of the valence electrons increases. In agreement with
[162], one then expects the reverse sequence of that observed when the number of the
localized 4f electrons increases, i.e. the sequence hcp → Sm-type → dhcp → fcc.
These structural transitions can be accompanied by an s→ d transition. At very high
pressure, complex lower symmetry phases can be formed and are accompanied by
volume collapse. The variation in the localized character of the 4f electrons, which
accompanies the modification of the crystalline structure, can induce a valence
change. Such a change can therefore occur by varying the external parameters, such

Fig. 1.9 Phase diagram of the rare-earths from [90]
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as the pressure, and this shows how electronic and crystalline properties are strongly
related in solids.

Several rare-earth metals undergo phase transitions as a function of pressure
characterized by a first-order volume decrease. These structural transitions are
accompanied by changes of physical properties [61]. Among the rare-earths, special
attention was given to cerium because this metal is unique among elemental solids
by its very complex pressure-temperature phase diagram and by its electronic
transformation, which accompanies one of these phase transitions. Other com-
pressed rare-earths have been studied, praseodymium [173–175], neodymium
[175], investigated by taking into account the effect of the spin–orbit interaction
[176], and europium [177, 178] but this list is not exhaustive and practically all the
rare-earths have been studied.

The case of the γ-α cerium transition has already been discussed in the Sect. 1.3.
Indeed, cerium occupies a special position in the RE series because of the presence
of a single 4f electron in its ground state resulting in exceptional properties, as
superconductivity in the high-pressure phases. Its behaviour illustrates well the
influence of the relations between crystalline arrangement and electron properties.
Five distinct solid phases of cerium are known to exist, of which three, α, β and γ,
are present in the low pressure and low temperature domain (Fig. 1.10) [93].

At room temperature and atmospheric pressure, cerium is in the γ phase. The
first-order iso-structural phase transition fcc γ⇒ α takes place at a pressure of 7 kbar
at room temperature [179], or at about 120 K at atmospheric pressure. In the pres-
sure–temperature diagram, it is possible to go continuously from the large-spacing
magnetic γ phase to the more dense non-magnetic α phase. One of the peculiarities of
this phase transition is that it ends in a critical point7 at T = 600 ± 50 K, similar to a
liquid–gas phase transition. The existence of a second-order phase transition was

Fig. 1.10 Phase diagram of
cerium metal [93]

7A critical point exists only for phases which do not differ in internal symmetry.
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proposed to explain the γ-α transition [180]. But that would imply a symmetry
difference between the two phases while they are crystallographically identical. The
γ phase has a localized magnetic moment of about 2.5μB while in the low atomic
volume phase α, the magnetic moment is quenched and this phase is characterized by
a Pauli-type paramagnetism. The cerium γ ⇒ α transition is associated with a
decrease of the inter-atomic distances, which induces a valence change, i.e. a
reduction of the number of the localized 4f electrons. This change is possible
because the localized and itinerant state distributions are energetically very close. In
the α phase, high density of 4f states is present at the Fermi surface, inducing a large
electronic heat capacity coefficient. The low-pressure β phase is dhcp and the γ→ β
transition takes place at −16 °C. The atomic volumes of the γ and β phases are found
to be similar because the two structures are compact. Like the γ phase, the β phase
has a localized magnetic moment; it is anti-ferromagnetically ordered and is
described correctly by LSDA-U calculations [131]. The presence of a local moment
shows that the f electrons are localized in both these phases. The α′ phase, fcc or hcp,
stable above 50 kbar, is superconducting with a critical temperature Tc of about 1.7 K
at 50 kar. Cerium becomes orthorhombic at high pressure and this transition is also
accompanied by a volume collapse. Cerium has the longest liquid range from 795 to
3443 °C (2648 °C). Its fusion curve is also unique among elemental solids because it
exhibits a broad minimum [181].

The lattice parameter of γ-cerium was determined by standard LDA, GGA and
LDA + U, GGA + U calculations [131]. Results are compared in Table 1.6 with
experimental value a.

LDA and GGA calculations underestimate considerably the volume by 22 % for
γ-cerium while LDA calculations with the f electron treated as a core electron and
LDA + U are able to describe well both γ- and β-cerium phases. In LDA + U, a
magnetic order is imposed. Ferromagnetic order was chosen. Spin–orbit splitting is
not taken into account because its effect is negligible. The U energy is 6.1 eV but
the lattice parameter is rather insensitive to the precise value of U. A variation of
1 eV induces a variation of 0.04ua in the lattice parameter. The calculated volume
for the γ phase is 32.1 Å3, compared to the experimental value of 34.4 Å3 and the
value calculated by LDA of 23.2 Å3. Consequently, DFT calculations with either
LDA or GGA exchange and correlation functions fail to describe the γ phase.
From LDA + U, the equilibrium volume increases because the electrons are
localized and no longer participate in the binding. The calculations with the 4f
electron in the core underestimate only slightly the lattice parameter.

Table 1.6 Experimental and calculated lattice parameters of γ-cerium

Exp. LDA GGA LDA + 4f core LDA + U GGA + U

aÄ 5.16a 4.49b 4.70b 5.12e 5.20f 5.27d

4.52c 4.69c 5.09d 5.04d

4.52d

a[182]; b[183]; c[184]; d[131]; e[103]; f[185]
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Along with the collapse of 15 % of the atomic volume, the ionic radius decreases
by approximately 5 %. This is less than the decrease of the radius with the ion-
ization degree, which is of the order of 12 % between Ce3+ and Ce4+. The existence
of a valence change seems then to depend critically on the orbital degeneracy of the
f states and on the hybridization between the 4f orbitals and the s–d valence band.
On the other hand, calculation of the phase diagram of the α-γ cerium transition
gives the entropy as the driving force in this transition and the finite temperature
studies incorporate thermal fluctuations. Since the variation of external parameters,
as temperature and pressure, can induce a change in the localization of the 4f
electrons, it appears that phonons must be taken into account in the treatment of the
localized electrons.

Under high pressure, cerium is in the phase α′, analogous to the α-uranium
phase, and at still higher pressures it transforms into a monoclinic body-centred
structure. These unusual metal structures are present in the phase diagrams of
actinides. This suggests a close similarity between the behaviour of the 4f electron
of cerium and the 5f electrons of the actinides.

Other rare-earth metals undergo phase changes with atomic volume changes as
observed for cerium [186]. The next element, praseodymium, undergoes several
phase transitions with increasing pressure: at first, without a volume change, a
transition from dhcp to fcc structure at about 40 kbar, then to d-fcc structure at
62 kbar followed by a possible transition to a monoclinic cell at about 100 kbar,
finally a transition to an orthorhombic phase, of α-U type, above 200 kbar asso-
ciated with a volume collapse of about 10 % [172, 187]. Neodymium undergoes
under pressure the same phase changes, dhcp to fcc, then to orthorhombic at about
390 kbar with a substantial volume collapse. In both cases, the collapse is
accompanied by a crystallographic change, in contrast with cerium. The trivalent
heavy rare-earth metals under pressure undergo a structure sequence
hcp → Sm-type → dhcp → fcc. This transition is observed in gadolinium.
A volume reduction occurs at increasing pressure across the series. This reduction
of the volume can cause a delocalization of the 4f electrons as well as a change of
the magnetic properties from paramagnetic to non-magnetic. Inversely, an increase
of the volume induces a localization of the 4f electrons.

The two divalent rare-earth metals become trivalent at very high pressures. For
europium, a phase transition was expected theoretically to occur at about 180 kbar.
Between 180 and 350 kbar, europium is an alloy formed of randomized divalent
and trivalent ions. From about 350 kbar, the transition is complete and europium is
trivalent, like the other rare-earth metals [176]. For ytterbium, the transition occurs
at about 140 kbar and is of the same type as for europium [188]. The valence
change is accompanied by a decrease of the atomic volume of about 15 %, along
with a decrease of the 4f localization. A model was proposed to calculate the
volume–pressure equation of state and the electronic structure of such an alloy of
the divalent and trivalent ions [189]. This model was applied with success to
ytterbium under pressure and good agreement was obtained with the experimental
results for both properties.
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In summary, the inter-atomic distances vary with pressure and with temperature,
and the crystalline arrangements can thus be modified. The energies associated with
the localized and itinerant electrons are altered differently. The energy separation
between the 4f orbitals and the Fermi level can vary and eventually vanish. The
number of the localized 4f electrons can decrease owing to the increase of the
interactions between them and the itinerant s–d electrons, thus leading to a valence
change.

1.4.3 Crystal Structure of the Actinides

In standard conditions, simple metals, transition metals and lanthanides condense in
close-packed high-symmetry structures, such as face-centred cubic, hexagonal close
packing or body-centred cubic, while the light actinides have low-symmetry
structures, tetragonal, orthorhombic or monoclinic. The actinides and the lan-
thanides have nf electrons. In the lanthanides, however, the 4f electrons are
localized. The binding is determined by the d bands and the crystal structures
correspond to those of the transition metals. Similarly in the heavy actinides, from
americium, the 5f electrons are localized and close similarity to the lanthanides is
observed. These metals have close-packed crystal structures. The same structure is
observed in the two first elements of the series, actinium and thorium, which do not
have 5f electrons. In the two following elements, the 5f electrons have still little
influence and one finds typical metallic crystal structures, few allotropes, and high
melting points. As more 5f electrons are added and participate in bonding, the
crystal structures become less symmetric, the number of the allotropes increases and
the melting points decrease. This continues up to metallic plutonium, which has
very specific structural properties associated with unusual mechanical properties,
equilibrium volume, thermal expansion, elastic constants, all have values in dis-
agreement with the theoretical predictions. From americium on, simple crystal
structures typical of usual metals return, the number of allotropes decreases and the
melting points rise, indicating that the 5f electrons become localized or inert. Except
for actinium, the actinides have several crystalline phases and the crystal structures
of light actinides have little analogy with the lanthanides. The melting point of
actinides does not have a clear dependence on the number of 5f electrons. The
unusually low melting point of Np and Pu (about 640 °C) is explained by hy-
bridization of 5f and 6d orbitals and the formation of directional bonds in these
metals.

From metallic protactinium to plutonium, many low-symmetry crystal structures
are present, which have no counterpart among the other metallic elements. This
decrease of symmetry is accompanied by an increase of the electron density with
respect to the density in the traditional close-packed structures. These features are
unique to metals that have an f electron energy band and result from particular
characteristics of the 5f valence electron wave functions. Indeed, the symmetry of
the f electron bonds is similar to that of the p bonds. It works against
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high-symmetry structures and brings about higher density obtained in more per-
turbed structures or liquids. However, if the 5f electron distributions become suf-
ficiently narrow, crystal structures of the same type are expected for all metals—
simple, transition or actinide. This change appears abruptly just past plutonium,
starting with americium, indicating the transition from the 5f band to localized
levels. Transitions to structures of higher symmetry are also observed for the light
actinides under pressure.

Strong differences exist between the light actinides and the other metals. The 5f
bands are narrow compared to the d bands and especially to the wide sp bands in
the metals. However, the light actinides show a weaker tendency to form a magnetic
state than do the 3d elements. This is explained by the fact that the exchange
integral of the f electrons is only about half of the exchange integral of the d
electrons, see in nickel for example. The stability of compact and non compact
crystal structures was calculated as a function of the band width for various metals,
aluminium, iron, niobium and uranium [140]. It was shown that for the three first
metals a high-symmetry structure was stable when the bandwidth used was of the
order of the experimental value characteristic of each metal. On the other hand, for
uranium a low-symmetry structure is associated with its narrow 5f band. The
predominant parameter is not the angular distribution of the valence electron
orbitals, but the 5f bandwidth, which is a function of the mobility of the 5f elec-
trons. Indeed, crystal structures of the same type are predicted for all metals having
narrow bands. In summary, the parameters that control the crystal structures are
essentially the same for all the metals. The important parameter is the spatial
distribution of the valence electrons that determines both the crystalline structure
and the chemical bonding. The interpretation of the complexity of the structures is
therefore one of the major challenges of the actinides. The transformation under
pressure of a low-symmetry phase to a high-symmetry phase is considered as due to
a broadening of the valence bands. Indeed, if the initially narrow 5f bands become
broad enough high-symmetry fcc, bcc and hcp structures can be obtained.

The crystal structural stability is determined by the balance between electrostatic
interactions, which induce high symmetry and a Peierls distortion, which induces
low symmetry. By means of a crystal structure distortion, the one-particle energy
contribution to the total energy, which is the sum of all the occupied valence energy
levels, can be reduced. This mechanism is efficient if there are many degenerate
energy levels around EF. Some energy levels are pushed above, whereas others are
pushed down and energy is gained. This mechanism is particularly efficient in the
case of narrow bands because many energy levels are present in a narrow energy
range and it was called upon to explain the structural characteristics of the light
actinides.

Thorium crystallizes in the fcc phase, which is stable up to 63 GPa. Above this
pressure, it transforms into a body-centred tetragonal structure by a simple distor-
sion, adopting a low-symmetry crystal structure. Protactinium has a body-centred
tetragonal structure like the one seen in thorium under pressure. The decrease of the
crystal symmetry is expected to bring about the presence of bonding 5f valence
electrons in protactinium and in the high-pressure phase of thorium. Above 77 GPa,

1.4 Crystalline Structures 67



protactinium transforms into the orthorhombic α-U structure. A volume collapse
of ≈30 % is associated with this phase transition.

Uranium metal has three allotropes. The orthorhombic α-form has 4 atoms per
unit cell. It is stable up to 935 K. Between 935 and 1045 K, the β-form is present; it
is tetragonal with 30 atoms per unit cell [190]. At 1045 K, uranium transforms into
the γ form, which is bcc with two atoms per unit cell. Uranium melts at 1405 K. At
temperatures under 43 K the α phase exhibits at least one, and possibly two,
charge-density-wave distorsions [191]. The superconducting transition temperature
of bcc γ-U is TC = 1.8 K, i.e. higher than that of the α phase. For uranium under
pressure, the predicted crystal structure sequence is α-U (orthorhom-
bic) → body-centred tetragonal → body-centred cubic (bcc). The first transition
takes place at 0.8 Mbar. It should be noted that the α-U crystal structure appears
often in rare-earth and actinide metals under pressure. It seems be the typical
structure for 5f electron bonding. The distance uranium–uranium, equal to 3.50 Å,
is close to the limit generally associated with the direct overlap of 5f wave function.
Consequently, U metal could be used as a model system in calculations involving
strongly bonding f electrons.

Neptunium has three allotropic phases. The orthorhombic α-Np phase is stable
up to 52 GPa. Upon further compression, the transition α-Np → β-Np is observed
in the case of a 19 % compression and the transition β-Np → bcc γ-Np for a 26 %
compression. In a general point of view, the transformation of low-symmetry to
high-symmetry structures could be due to a modification of the valence states with
pressure.

Plutonium has the most complex phase diagram of all metals (Fig. 1.11) [192].

Fig. 1.11 Phase diagram of
plutonium metal [194]
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It has six allotropes between absolute zero and its melting point temperature at
ambient pressure, some of them of very low symmetry [193]. It is the only metal to
have such a large number of allotropic crystal structures. These phases have very
different atomic volumes. The physics of the localization-delocalization phenomena
was believed to be important for their understanding [103, 154]. The low tem-
perature α phase, stable under 400 K, has a monoclinic structure with 16 atoms per
unit cell. This phase, not observed for any other metal, has one of the largest
thermal expansion coefficients of all the metals. Other unusual property is the
negative coefficient of the resistivity above about 100 K (Fig. 1.12) [194], which
reveals the effect of the electron–phonon interactions and structure defects.

The β and γ-Pu phases have unique distorted crystal structures, body-centred
monoclinic and face-centred orthorhombic, respectively. The high-temperature fcc
δ phase is stable between 592 and 724 K. It has the lowest density in spite of having
the only close-packed crystal structure. Its experimental equilibrium volume is
approximately 25 Å3 while it is 20 Å3 for α-Pu and 29 Å3 for α-Am. The atomic
volume of the δ phase is then 25 % greater than that of the α phase. An agreement
with the experimental value was obtained from LDA + U calculation [195]. Such a
large thermal expansion is unusual. The δ and δ′ phases have negative coefficients
of thermal expansion. The δ phase has the largest low-temperature specific heat of
any pure element (cf. Fig. 1.6). The δ′ and ε phases are body-centred tetragonal and
body-centred cubic respectively and are characterized by a small contraction vol-
ume. Plutonium in the liquid phase is denser than in the high-temperature solid
phases. Therefore it contracts upon melting. One problem is the difficulty to pro-
duce large single crystals of plutonium. Generally the experiments use very small
samples. This limits the type of possible observations. Specific theoretical treat-
ments are used to study the defects [196].

The monoclinic Pu α phase was known as resulting from the metallic bonds
associated with the 5f orbitals. However, it was important to understand why such
structural anomalies accompany the presence of 5f orbitals. The low symmetry of
the α phase was initially attributed to directional or covalent-like bonding resulting

Fig. 1.12 Resistivity as a
function of temperature for
the α phase of the light
actinide metals [194]
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from the angular characteristics of 5f wave functions, somewhat analogous to
molecular bonding. Other possibility can explain the complexity of the α phase.
Indeed, plutonium exhibits several electron configurations of comparable energy in
the metal. Consequently, plutonium ions of different sizes coexist. The strain energy
required to accommodate different size ions into structures such as bcc and fcc with
equivalent atom sites destabilizes these structures. These conditions cause lattice
distorsions, which are responsible for the existence of the α phase at the stable
ground state. The presence of four or more configurations having nearly equal
energy leads also to multiple allotropes.

The Pu fcc δ phase can be stabilized down to temperatures near 0 K by the
addition of only a few percent of a trivalent element, Al, Ga, In or Tl [197].
Extremely small deviations from the fcc structure are present. Contraction of the
lattice is then observed. It results, for a large part, from the reduction in size of the
plutonium host atoms, which accompanies a change of their electronic structure.
The number of the localized 5f electrons, expected to be superior to five in the metal
δ phase, decreases in the presence of trivalent impurities. In contrast, the presence
of gallium expands the lattice of the plutonium α phase. In this case, the localization
of the 5f electrons increases. A small region of fcc structure can also occur in pure
plutonium.

A pressure of 1 kbar is already sufficient to make the plutonium large volume fcc
δ phase disappear. This implies that the total energies of α and δ phases are close.
However, these two phases with very similar energies have very different densities,
structural properties, thermal expansion coefficients and mechanical properties.
Consequently, small pressure or composition changes cause large changes in the
physical properties of plutonium. The properties of plutonium in the fcc phase do
not fit those of the light actinides. Indeed, from calculations treating the 5f electrons
as itinerant, the fcc structure is predicted to be unstable and a lower symmetry
structure is expected. Alternatively, for fcc structure, as for hcp or dhcp structure,
localized 5f electrons and the presence of a magnetic order are expected [195, 198].
However, the equilibrium atomic volume of δ-Pu is inconsistent with either purely
localized or delocalized 5f states. Moreover, the observation of negative thermal
expansion is indicative of competing configurations with different associated
equilibrium volumes. The electronic properties of δ-Pu involve the presence of
strong electron correlations, i.e. a regime of narrow 5f bandwidths, in disagreement
with the predictions deduced from the structural properties.

The very different structural and mechanical properties of the α and δ phases
reveal their electronic structure to be very different. Stabilization of the two different
types of such structures can be obtained. Indeed, the total energy can be lowered,
either through bonding energy gained from a structural distortion or through cor-
relation energy gained by localization of the electrons. Many theoretical studies
have been made using the different approximations, LDA + U, LDA + U combined
with DMFT, GGA. It was predicted that in the α phase the 5f electrons are delo-
calized, of band-like and responsible for the low-symmetry monoclinic structure.
As already underlined, the LDA + DMFT was applied with success to calculate the
volume increase in the δ phase of plutonium [154]. Strong electronic correlations
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and Coulomb interaction value of U ≈ 4 eV were used to describe the δ phase;
magnetic moments were predicted. However, the magnetic susceptibility is inde-
pendent of the temperature and no evidence of magnetic moments is observed in the
various phases.

While the light actinide metals have low-symmetry crystal structures, which are
found only for the light lanthanides under pressure, i.e. for elements with itinerant
4f electrons, the heavy actinides have simple structures, double hexagonal packed
or cubic close-packed, analogous to those of the rare-earths, i.e. to those of metals
with localized f electrons. Thus, americium, curium and berkelium, have a dhcp
phase and an axial ratio of about 1.62, both found for the light lanthanides.
Evidence has also been found for a high temperature bcc phase in americium and its
phase diagram is close of that of praseodymium.

The variation curve of the cohesive energies of the actinides in the beginning of
the series follows that of the rare-earths. However, beyond the mid-sub shell the two
curves are parallel but the cohesion energy of the actinides is lower (Fig. 1.13) [168].

1.4.4 Pressure Effect on the Actinides

The actinide metals undergo phase transitions as a function of pressure characterized
by a first-order volume decrease. Rich phase diagrams already mentioned in part in
the previous paragraph, accompany the volume collapse. Unlike the γ-α transition in
cerium, which is iso-structural, the transitions with change of volume in actinides are
accompanied by changes in the structure. Thus, in plutonium, as in cerium, the
higher temperature phases have atomic volumes 15–20 % higher than in the zero
temperature phase. However, distorted structures are present in plutonium and not in
cerium, which has only one f electron. It was interesting to compress strongly the
transplutonium elements, thereby forcing the individual 5f electrons wave functions
into strong contact with each other, in order to observe eventual structural changes.
Recently high pressure experiments have been performed for Am [199] and Cm with
this aim. Contraction of the many-body wave functions accompanies decrease of
lattice spacing and dramatic crystal structure changes were observed. These results
and other high pressure data have been widely discussed [200].

As for the rare-earths, volume changes under pressure induce differences in the
nature of bonding and can cause changes in the electronic structure. Decreasing of
the inter-atomic distances induces an increase of the f-orbital overlap. Delocalization
of the 5f electrons and their hybridization with the valence electrons can then occur.
Thus, in uranium, the α-U structure is stable up to 100 GPa. Consequently, it was
deduced that itinerant 5f electrons were present. Indeed, localized and itinerant
electrons are simultaneously present.

For Am, as the pressure increases, the 5f electrons are pushed from a localized to
an itinerant state. For pressure going from standard up to 100 GPa, americium metal
undergoes three phase transitions between four crystal structures: AmI (dhcp), AmII
(fcc), AmIII and AmIV (orthorhombic). AmIII has the same crystal structure as
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γ-Pu and AmIV is very close to α-Np. The low symmetry phases are present above
110 kbar. These complex structures, similar to those of lighter actinides, mark the
onset of 5f electron bonding in Am. The α-U orthorhombic structure was observed
in americium at 152 kbar and standard temperature. This structure is typical for the
presence of delocalized 5f electrons. No dramatic volume change accompanies the
delocalization, conforming to what has already been discussed for the γ-α cerium
transition. The atomic volume variation of the metal, which accompanies these
structural transitions, is shown in Fig. 1.14 [199] as a function of pressure.

It is indicative of variations in the physical properties of americium metal under
high pressure. It suggests a change of the electronic structure and the presence of 5f
bonding. These observations shed a light on the relation between volume collapse
and 5f electron delocalization under pressure.

Fig. 1.13 Comparison of the cohesive energy for the rare-earths (full curve) and for the actinides
(dashed curve) [168]
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The effect of the pressure is analogous for curium metal. When the pressure is
varied from normal to 90 GPa, phase transitions take place between the crystal
structures CmI (dhcp), CmII (fcc), CmIII (monoclinic), CmIV and CmV
(orthorhombic). CmIV has the same structure as AmIII and CmV as AmIV. In
contrast, the structure of CmIII is not observed in any other actinide. This structure
together with α-Pu and β-Pu are the only monoclinic phases observed for the
metals. The standard dhcp phase of berkelium (BkI) is also transformed to the fcc
phase under pressure at 8 GPa, then probably to α-U crystal structure at 22 GPa. As
for the previous elements, several phase transformations with small volume
reductions take place, rather than a single large one. These volume reductions
accompany a change of the 5f electrons from localized to delocalized.

Finally, in these materials, the applied pressure may affect properties such as
superconductivity, heavy fermion behaviour, mixed valence, which accompany the
delocalization. As an example, americium is superconductor under pressure.

1.4.5 Conclusion

The progressive decrease of the crystalline parameters through the lanthanide series
reflects the contraction of the 4f wave functions, located closer to the nucleus, the
decrease of the ionic radii and also the increase of the electron–electron interactions.
The presence of localized f electrons stabilizes high-symmetry phases associated
with large atomic volumes as well in the rare-earths as in the actinides.
Consequently, the number of localized f electrons can stay the same or be reduced
by lowering the equilibrium volume, for example by pressure application. On the
other hand, the presence of 5f electrons in narrow bands, i.e. electrons highly
sensitive to small perturbations, enhances polymorphism and causes instability of
the atomic arrangement in the solid. Structural anomalies are present in the actinide
series as, for example, the very large increase of atomic volume between plutonium

Fig. 1.14 Relative volume of
americium metal as a function
of pressure up to 100 GPa
[199]
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and americium. The great structural complexity of the allotropes of the lighter
actinide metals up to plutonium and the presence of low symmetry phases is rec-
ognized to be due to the participation of the 5f electrons in the metallic bonding.
High density of 5f states is present in narrow bands at or very near the Fermi
energy. In the absence of these special conditions high-symmetry structures appear.
Similar to the case of the 4f electron of cerium, the localized character of the 5f
electrons decreases under pressure but the 5f electrons remain strongly correlated.
Conversely, alloying disturbs the distribution inside the 5f bands, thus reducing the
bonding energy and leading to at least partial localization of the 5f electrons. The
role of defects is important since defects are generated in radioactive materials by
radiation-induced self-damage.

In summary, electronic structure, crystalline arrangement and structural prop-
erties are closely related. Thus, the narrow bands characteristic of 5f bonds bring
about lower symmetry structures and can explain the structural properties of plu-
tonium and neptunium. However, understanding of the structure/property rela-
tionship remains a challenge for the light actinides, which have still numerous
unexplained properties, as, for example, their magnetic characteristics.
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Chapter 2
Electron Distributions
and Physicochemical Properties

Abstract Electron distributions in the main compounds of rare-earths and actinides
are described in relation with the valence of these elements. Their changes as a
function of the physical conditions, temperature, pressure and some potential
applications of these materials are discussed. Cerium compounds are particularly
considered.

Keywords Chemical binding � Valence fluctuation � Rare-earth compounds �
Actinide compounds

2.1 Rare-Earth Compounds

Densities of valence states are strongly modified in the compounds with respect to
those in the elements and all the electronic levels are shifted. The shifts are a
consequence of the chemical binding. Valence electrons of the metal and the ligand
are present in bond orbitals, forming the valence band. The bonds are often
described as a “charge transfer” from metal to ligand orbitals. This terminology can
suggest the transfer of one or eventually more electrons and the existence of ionic
bonding. However, the compounds having an ionic bonding are rare and concern
mostly alkaline metal compounds. The chemical bondings result from the overlap
of the relevant wave functions and their strength depends on the inter-atomic
spacing of elements in the solid. Thus, in the oxides, the reduction of the number of
valence electrons in the atomic sphere around each metal ion is small for the
elements having s and p valence electrons like magnesium and this reduction
concerns essentially the s valence electrons [1]. These results can be generalized to
the transition elements, which have a fractional number of s, d electrons con-
tributing to the cohesion and to the chemical bonding. All the same, in lanthanides
and actinides, the s, d electrons contribute to bonds, which are due to electron
redistribution rather than a transfer. This feature of the charge redistribution has
been discussed by Slater [2]. This redistribution increases with the covalent char-
acter of the bond.
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Despite frequent coincidence of the 4f energy levels with the broad s, p, d bands,
the interaction of the 4f electrons with the valence electrons of the ligand is neg-
ligible and the 4f electrons remain localized as in the metal. In some cases, one of
the localized 4f electrons of the metal delocalizes and becomes similar to a valence
electron. This is the case of tetravalent cerium compounds.

For an element in a solid state, the valence is defined as the number of electrons
per atom contributing to the valence band formation. As previously mentioned, the
rare-earth metals are trivalent and have the configuration 4fn(5d6s)3 under SPT
conditions, except for europium and ytterbium, which are divalent and have the
configuration 4fn(5d6s)2. In a chemical compound, the valence of an element is
equal to the number of its bonds with the neighbouring atoms. It was initially
suggested that the rare-earth valence was equal to the number of their 6s–5d
electrons in the compound and the 4f electrons were not taken into account in the
bonding. In the case of oxidation, for example, all the rare-earth elements oxidize
readily [3] and, including the two divalent europium and ytterbium, form
sesquioxides RE2O3 [4]. The rare-earths are trivalent in these compounds. Each
rare-earth atom donates three 5d–6s electrons to the bonds with oxygen and has the
configuration RE3+; its oxidation state is equal to three. The oxidation state char-
acterizes the number of electrons, which participate in the bonding, but not the ionic
or covalent character of the bonding. As is well known, the bond is partially
covalent in the oxides, it is often defined as having an intermediate character.

Lanthanum, gadolinium and lutetium, having a configuration 4fn5d16s2 in the
free atom with n = 0, 7 and 14, are considered as forming very stable trivalent
compounds. Thus, gadolinium is designated as the archetypal trivalent rare-earth
owing to the stability of the half-full 4f sub shell, which remains the same in the
free atom and the metal. Other rare-earths, which precede, or follow, these ele-
ments, can be, respectively, divalent or tetravalent. Thus samarium, europium,
thulium and ytterbium have the +2 oxidation state in numerous compounds [5];
whereas, cerium, praseodymium and terbium can have the +4 oxidation state. In
numerous rare-earth compounds, the valence varies with external parameters like
pressure, temperature and alloying and this variation is accompanied by changes in
the physical properties such as resistivity, optical reflectivity and scattering
phenomena.

In the metals and compounds of trivalent rare-earths, whose free atom config-
uration is 4fn6s2, the integral number of localized 4f electrons is (n − 1) and the
three valence electrons are of the s–d type. The electronic configuration changes are
induced by the need to obtain an energetically stable solid. Indeed, the cohesion
energy increases with the number of the valence electrons. It varies also with their
character and is higher for the 5d than for the 4f electrons. In the light rare-earths,
the electron configurations are less stable than in the heavy rare-earths and the
number of the valence electrons can change. Thus, the number of the 5d electrons is
higher in light rare-earth compounds and that increases the cohesion. Concurrently,
the number of the 6s electrons decreases to maintain the trivalence. The valence
state of the metallic elements is determined theoretically from the difference of the
total energies calculated for the divalent and trivalent configurations [6].
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If the rare-earths have the same valence in the metal and in its compounds, so is
the number of their 4f electrons. These 4f electrons are localized and of atomic-like
character and their interactions with the valence electrons are negligible. However,
an increase of the valence or a variation of the temperature–pressure conditions can
bring about a change in the character of the 4f electrons owing to the interactions
between the strongly correlated 4f electrons and the delocalized valence electrons in
the solid. Such a change occurs in the light rare-earths because their 4f electrons are
less tightly bound and in terbium because the single 4f electron outside the
half-filled shell is also weakly bound. In a valence change from a trivalent to a
tetravalent rare-earth, the number of the localized 4f electrons decreases while the
number of the valence electrons increases. Because the number of the localized
electrons is integral, it is reduced by one unit while the number of 4f electrons that
participate in the chemical bonding is unspecified. When a localized electron makes
a transition to a delocalized state, this delocalization increases the valence as well as
the cohesive energy. Thus increase of the cohesive energy following the arrival of a
4f electron into a bonding orbital is supplied by the delocalization process.

Compounds with a non-integral number of 4f electrons were considered as
formed from a rare-earth with two different valences and were designated as mixed,
or intermediate, valence compounds [7, 8]. Among the 4f-electron materials with
atypical properties, compounds and alloys in which the rare-earth is a mixing of
divalent and trivalent ions have been particularly studied [9–11]. In the notion of
mixed valence, the number of 4f electrons in each ion is integral and a non-integral
number of 4f electrons results from the mixing of ions having n 4f electrons with
those having (n − 1) 4f electrons. The presence of ions with only (n − 1) 4f
electrons is explained by the transfer of one 4f electron into the 5d6s band. The ions
fluctuate between the two pure configurations of very close energies. Such coex-
istence of two different configurations was considered possible only if the energy
difference between their two lowest levels is smaller than energy of the order of Δ,
which is the width of the Friedel virtual bound state. Δ is around 10−2 eV for
rare-earth metals [12]. Systems fluctuating between two configurations of very
close energies are also named valence fluctuation compounds. Initially limited to a
few monochalcogenides, this representation now concerns many compounds of
cerium, samarium, europium, thulium and ytterbium, that exhibit non-integral
valence at ambient conditions.

Various models have been developed to treat this type of compounds. It was
initially suggested that if the 4f levels were sufficiently close to the valence band,
transfer of a non-integral number of 4f electrons/ion could take place to this band
[13]. In this case, 4f electrons would be present in the chemical bonds and a
covalent ligand nl-4f mixing would exist. A strongly correlated band model has
then to be used to treat such a system. More generally, some of the 4f electrons
arrive into the 5d6s band and fluctuations between the 4fn and 4fn−1 configurations
render the distribution homogeneous. For this transition to take place, the 4fn

localized levels are expected to be very close to the Fermi level. The 4fn−1 levels are
localized and only a non-integral number of the 4f electrons, equal to the number of
rare-earth ions having the 4fn−1 configuration, are delocalized. The time of valence
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fluctuations is inversely proportional to the energy width of the configurations.
Spectroscopic observations of the compound on a time scale shorter than the
fluctuation time can analyze each configuration. Generally, a mixing of configu-
rations is observed.

The existence of intermediate valence phases depends on the lattice constant,
whose values can vary between those expected for pure divalent and trivalent
compounds. It also depends on the cohesive energy and the chemical bonding,
which vary according to the rare-earth valence, hence the contribution of the 4f
electrons to the valence. Particular properties of the mixed valence phases are the
high electronic specific heat and, in some cases, the absence of magnetic ordering.
The delocalization of a non-integral number of 4f electrons per ion accompanies a
decrease of atomic volume and compressibility. When atomic volume and com-
pressibility change in a continuous way, the electronic transition takes place
gradually. When they change discontinuously, an f → d discrete transition is
expected. Collapse in the atomic volume is thus characteristic of a change in the
electronic structure of the rare-earth ions (cf. Sect. 1.4.1).

The ground state of systems exhibiting valence fluctuations was difficult to treat
because the interaction energies between electrons in open shells are not known
with precision. A theoretical method was developed to obtain the energy differences
between the two configurations with an accuracy better than a few tenths of elec-
tronvolt [6]. Initially, it was applied to divalent–trivalent systems and tested for the
rare-earth metals. In this method, the energy difference between the divalent and
trivalent compounds is calculated from energy differences between a solid and an
atom having the same valence because many interaction energies cancel between
the atom and the solid. Indeed, the interaction energies within the 4f shell are
essentially the same in the solid and the atom having the same valence and cancel.
The 4f–5d inter-shell interactions can be considered as being the same for the
divalent and trivalent configurations in the solid above the magnetic ordering
temperature. The coupling between 4f electron and the electrons in the valence band
is weak in the solids and can be neglected. No coupling is present in the divalent
atom because only the 4f shell is open. In contrast, the 4f–5d inter-shell interaction
is to be taken into account in the trivalent atom. Its energy is to be added to terms
calculated without interaction. Thus, the energy difference between the divalent and
trivalent atoms is only the 4f–5d excitation energy. The energies of the two valence
states in the solid have been calculated using the LMTO method with either the
SIC-LDA or GGA density functional. This original calculation method was tested
by comparison between the theoretical and experimental energy differences. The
valence state is correctly predicted for all the trivalent metals and difference of only
some percents is obtained between the GGA calculations and the experimental data.
This method, suitably tested for the metals, has been used to predict the rare-earth
valence in various series of compounds.

In the heavy rare-earths, the 4f electrons are chemically inert and set up localized
magnetic moments. The total magnetic moments have both orbital and spin com-
ponents and spin–orbit interactions are strong for the rare-earth elements and
compounds, in comparison with the Pauli paramagnetism of the itinerant electrons.

82 2 Electron Distributions and Physicochemical Properties

http://dx.doi.org/10.1007/978-90-481-2879-2_1


As one proceeds along the series adding electrons to the localized 4f ones, the 4f
electrons become more tightly bound in the ions, reducing the inter-ion overlap of
the 4f wave functions, whose spatial extension remains inside the 5s and 5p core
sub shells. Then, despite the fact that the ionization energies of the 4f sub shell are
comparable to those of the 5d and 6s valence electrons, the 4f electrons retain an
atomic character in the solid and do not participate in the chemical bonding.
Therefore, as already underlined for the valence band in the metals, those are the 5d
and 6s valence electrons, hybridized with the ligand orbitals, that form the valence
band in a series of trivalent compounds. They are responsible for the chemical
bonding and their densities of states remain practically unchanged along the series.
Thus, the trend toward bivalence of the rare-earths, associated with divalent ligands,
is due to the localized nature of the 4f electrons and their well-known lanthanide
contraction.

In compounds, the charge distribution due to anions surrounding the metal ion
induces a static electric field, named ligand-field, or crystal field, which produces a
splitting of the energy levels occupied by localized electrons. The angular part of
the crystal field parameters reflects the influence of the topological arrangement of
the anions. The crystal field splitting tends to decrease with increasing size of the
coordination polyhedron. The rare-earth 5d electron interacts strongly with the
surrounding anions, making the 4f–5d excitation energy depend on the ligands.
Owing to the crystal field, the energy difference between d orbitals varies; it
increases with oxidation number. Inversely, the energies of the 4f orbitals are barely
sensitive to the crystal field and the 4f orbital moments are not quenched by it. In
regard to 4f energy levels in rare-earth ions, their crystal field splitting is generally
not taken into account because it is much smaller than the splitting due to the spin–
orbit interaction, which is strong for many of the rare-earth compounds. Indeed,
partly filled 4f orbitals behave like localized magnetic moments. However, in order
to estimate the electron distributions with sufficient accuracy, it appears necessary,
in some cases, to take into account the interaction of the 4f orbitals with the crystal
field.

Owing to the localization of the 4f electrons, the overlap between 4f orbitals
centered on adjacent atoms is very small or negligible. Thus, the dipole–dipole and
exchange interactions between these 4f orbitals constitute a negligible portion of
interactions between rare-earth ions. An exchange mechanism due to interactions
between localized electrons via the other valence electrons, called indirect
exchange, was developed by Ruderman and Kittel for transition metal alloys.
Kasuya has shown the validity of this indirect exchange model as a basis for
describing the interactions in gadolinium metal and more generally in the
rare-earths. Consequently, the dominant interaction in the rare-earths is a coupling
between the localized 4f electrons and the itinerant valence electrons, named RKKY
(Ruderman–Kittel–Kasuya–Yoshida) interaction. This interaction increases with a
decrease of the direct interactions between 4f electrons, i.e. when U decreases.
Initially developed for metallic materials, it varies with a change in the bonds and
the presence of ligands introduces more complicated interaction mechanisms such
as super-exchange interactions [14, 15]. Thus, in rare-earth compounds, both
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super-exchange interaction and indirect RKKY-type interaction coexist and their
relative contribution varies with the ligand radius, the super-exchange increasing
with it. In contrast, the RKKY interactions increase considerably with the density of
the charge carriers. They increase when the lattice constant decreases and the
metallic character of the compounds increases. The RKKY interactions are
responsible for the existence of half-metallic ferromagnets in intermetallic com-
pounds [16]. In this particular class of materials, an energy gap exists between the
valence and conduction bands for electrons of one spin polarization, while this gap
is absent for electrons of the other spin polarization. A remarkable consequence is
that the electrons at the Fermi level are 100 % spin-polarized in these materials.
Half-metallic materials are rare because they require a large exchange splitting and
a small band gap.

Theoretical models based on one-electron theories have been used to describe
the cohesive properties, such as lattice constant, crystal structure, elastic constant
enthalpy. Valence configurations as well as electronic configurations of the ground
state can be deduced by minimizing the total energy. Strong on-site Coulomb
repulsions exist among the 4f electrons and the independent particle approximation
is no longer valid. Essentially, three models have been largely used. In first, the
valence spd electrons are treated in the LDA using the LMTO method in the atomic
sphere approximation and the 4f electrons are considered as core electrons. Another
model, the SIC-LSDA, that has the advantage of being parameter free, introduces a
self-correction term to take into account the 4f electron localization. An alternative
model is LDA + U. It corresponds to a Hartree–Fock treatment of the 4f electron
configuration with a screened effective U parameter. The essential feature of this
model is that the energy functional is orbital-dependent rather than
density-dependent. SIC-LSDA has been used to predict the valence of numerous
rare-earth compounds [17]. In contrast, densities of states and spectral analysis of
electron transitions involving the localized 4f electrons must be described by the-
oretical models taking into account the many-body effects due to localization of 4f
electrons. An approximation has been used in which the energy bands are treated
with LDA and additional atomic multiplets are included to describe the localized
4fn configurations. The use of multiplets to describe the 4f levels underlines their
atomic character. Agreement was found between this description and photoemis-
sion spectra. Further theoretical developments were needed to explain the entire
spectroscopic observations. They are discussed in Chap. 3.

When the 4f electrons are treated as core electrons and the valence electrons by
LDA, both electron systems are considered as independent. The 4f electrons do not
interact directly with the valence electrons because they are concentrated on the
core but they contribute to the ion field with which the valence electrons interact.
Consequently, interactions exist between them. A model has been developed in
which the 4f shell retains its atomic-like character but is coupled to the surrounding
solid. This approach is based on the LDA + DMFT method in the LMTO basis set
[18]. Taking into account intra-atomic Coulomb interactions, spin–orbit coupling
and crystal field effects, a many-body self-energy is computed within the Hubbard
approximation and inserted into the function describing the solid. That is equivalent
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to treating the quasi-localized 4f electrons as quantum impurities. Physical prop-
erties for only a few compounds have been calculated up to now with this model.
The agreement with the observations is improved compared to the LDA + U
approach, where interactions in the 4f shell are described by a self-consistent,
orbital- and spin-dependent, one-electron potential. In a one-electron description,
either Coulomb interactions or lattice symmetry are minimized while both
requirements are satisfied in a many-body treatment of the electron correlations.
A usual treatment of the interaction effects in the 4f shell improves the description
of the quasi-free valence electrons and thus of the electronic properties.

As already mentioned, a particularity of the rare-earths is that they form mixed
valence, or intermediate valence, compounds, in which the rare-earth is considered
as having two distinct configurations, 4fn and 4fn−1. In these compounds, an inte-
gral number of 4f electrons are present on each ion while the number of ions
containing each configuration appears to be a fractional number and the two
electron configurations have nearly the same energy. The valence of a divalent
metal rare-earth present in a mixed valence compound is equal to 2 + nf where nf is
the participation number of the trivalent configuration. In a mixed valence com-
pound of a trivalent rare-earth, the valence is 3 + nf where nf is the participation
number of the tetravalent configuration.

Initially, the presence of mixed valence was associated with the relation
RE2+ → RE3+ + e−5d [9]. All the same, Yuan and others have considered the
cerium valence as fluctuating between 3 and 4, with the cerium configuration
varying between 4f1 and 4f0 + (5d6s) electrons. This model predicts a large energy
shift of the 4f levels from well below to above the Fermi level and a shift in the
opposite direction for the 5d bands. These changes have not been confirmed. The
presence of an integral number of 4f electrons reveals a strong 4f localization and
only very weak interactions between the 4f and the valence electrons.

In a general point of view, a valence change does not correspond to an excitation
or ionization but to a partial delocalization of a bound electron by transfer into the
valence band. This delocalized electron thus interacts with the other valence elec-
trons. This description is in agreement with the characteristics exhibited at low
temperature by some intermetallic compounds where two different regimes exist,
one where the 4f electrons are all localized and another where one 4f electron per
atom is delocalized and interacts with the valence electrons. Cerium clearly illus-
trates the double character of the 4f electrons, which can be localized and treated as
core electrons or strongly correlated with the valence electrons. Trivalent Ce3+ ions
of 4f1 configuration associated with three 5d6s valence electrons are present in the
metal and in a large number of compounds. However, in numerous other solids,
tetravalent Ce4+ ions are associated with four valence electrons having a partial 4f
character. The 4f electron is then partially mixed with the 5d6s valence electrons of
cerium. The 4f electrons are localized or not as a function of their level positions
with respect to the 5d–6s valence band. Nevertheless, the cerium 4f electron always
remains relatively near the ion, due to the characteristics of its wave function. Its
mobility is not equivalent to that of the other valence electrons. The dual character
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of the 4f electrons is an important factor, that influences the valence, and thereby
the physicochemical properties of the cerium compounds.

Many rare-earth compounds are mixed valence compounds and show numerous
anomalous physical properties [10, 19]. In these compounds, two local electron
configurations are present with nearly the same energy. Thus, a valence change can
occur between the divalent and trivalent states for samarium, europium, thulium
and ytterbium. As an example of such compounds, let us mention here SmS, SmB6

and TmSe. A change from insulating to metallic conduction occurs at a low tem-
perature when nf ≈ 0.8. In the divalent phase, the ground state is an insulator.
Through a first-order transition, its valence changes to a mixed valence phase,
which is still insulating. Under pressure, a valence change from divalent to trivalent
metallic ions can be induced in the monochalcogenides, SmS and TmSe. This
change takes place gradually and stable non-integral valences are observed for a
large range of pressures. Discontinuous jumps from one mixed state to another have
also been reported. Metallic conduction appears for nf ≈ 0.8 at a volume that is
rather larger than the volume calculated for a pure trivalent configuration.

The hexaborure SmB6 is mixed valence type in STP conditions, of the same type
as that of SmS [20, 21]. The electronic properties of samarium with valence v < 2.8,
are characteristic of a divalent rare-earth insulator compound. For v ≥ 2.8, the
physical properties become characteristic of a trivalent metallic compound. The
pressure-induced insulator–conductor transition appears around 4–6 GPa while the
changes in the magnetic properties appear at a higher pressure. That is because each
samarium ion is surrounded by a cage of boron ions and the Sm–Sm exchange
interactions remain weak. Differences between SmS and SmB6 are due to the
difference of their crystalline structures, thereby also of their band structures. In
SmB6 [22], the resistivity increases strongly with decreasing temperature up to 4 K
but below it, a residual low temperature conductivity still exists. Recent interest has
been raised by the observation of metallic surface states [23] (cf. Sect. 4.3).

Change in the atomic environment, in the bonds, or in the cohesive properties
can cause a valence change. Under pressure, transformation from a divalent ion
semiconductor to trivalent ion metal is generally possible. It depends on the energy
gap between the 4f levels and the conduction band and on the rate at which this gap
decreases with the pressure. The ionic radius of the trivalent ion is much smaller
than that of the corresponding divalent ion and such a volume decrease can induce
the delocalization of a 4f electron into the valence band. The analysis of the
pressure–volume relationship gives a direct measure of the 4f delocalization, i.e. of
the valence change. The theoretical treatment is that of the transfer of a localized
electron into the valence band where important relaxation effects must be suitably
treated. Conversely, the 4f electrons are pushed toward localization when the dis-
tances between rare-earth ions increase, i.e. when the on-site f–f interactions are the
strongest. These electronic changes induce large changes in the electrical, optical
and magnetic properties. Because of the varied and complex structures of many of
the rare-earth compounds, there is no complete theory concerning the 4fn electrons
that gives theoretical good predictions of the valence.
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2.1.1 Oxides

Oxides are the most wide-spread rare-earth compounds. They form a contamination
layer at the surface of the metals resulting from the reaction with the atmosphere.
They have important applications in catalysis and in electronics, where they are
associated with silicon and semiconductors. All the rare-earths form a sesquioxide,
[4] the most stable oxygen compound except for cerium, praseodymium and ter-
bium (Table 2.1). In these compounds, each rare-earth donates three electrons to the
bonds with oxygen and the 4f electrons stay strongly localized at the rare-earth site.
Three different structures exist, hexagonal for the light rare-earths, cubic or mon-
oclinic distortion of the cubic for middle rare-earths and cubic of bixbyite-type for
heavy rare-earths. In the first case, each rare-earth ion is surrounded by seven
oxygen ions, of which four are closer. In the cubic or distorted structures, only six
oxygen first neighbours are present. Following the well-known lanthanide con-
traction, the lattice parameters decrease along the series. The crystal lattices of the
oxides have low symmetry, for which ab initio electronic structure calculations are
not adequate.

Stable oxides with an oxidation number superior to three exist in the light
rare-earths and terbium (Table 2.2) [24]. Thus, for cerium, praseodymium and
terbium, the stable oxides are, respectively, CeO2, Pr6O11 and Tb4O7. Metastable
NdO2 is also predicted to exist. The number of the rare-earth valence electrons is
larger in these compounds than in the metal and, consequently, the number of the
localized 4f electrons smaller.

Cerium oxide has a well-known particular property: a continuously ongoing
transformation exists between the two oxides, the oxygen-rich CeO2, or ceria and
the oxygen-poor Ce2O3, depending on the external oxygen concentration [25].
Indeed, cerium that oxidized completely to (IV) oxide in the presence of

Table 2.1 All the rare-earths
form a sesquioxide, the most
stable oxygen compound
except for cerium,
praseodymium and terbium

Metal Oxides

Ground configuration

La (6s5d)3 La2O3

Ce 4f1 (6s5d)3 Ce2O3, CeO2

Pr 4f2 (6s5d)3 Pr2O3, Pr6O11, PrO2

Nd 4f3 (6s5d)3 Nd2O3, NdO2

Sm 4f5 (6s5d)3 SmO, Sm2O3

Eu 4f7 (6s5d)2 EuO, Eu2O3

Gd 4f7 (6s5d)3 Gd2O3

Tb 4f8 (6s5d)3 Tb2O3, Tb4O7, Tb6O11, TbO2

Dy 4f9 (6s5d)3 Dy2O3

Ho 4f10 (6s5d)3 Ho2O3

Er 4f11 (6s5d)3 Er2O3

Tm 4f12 (6s5d)3 TmO, Tm2O3

Yb 4f14 (6s5d)2 Yb2O3
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atmosphere, can release oxygen by forming various reduced oxides up to the
(III) oxide. Inversely, the stoichiometric oxide, Ce2O3, can take up oxygen and
return to the (IV) oxide. This reversibility is used for the storage and the transport of
oxygen and makes ceria interesting as a catalytic converter.

Concerning the structural properties, one expects that such a reversible addition
or removal of oxygen atoms should involve a minimal rearrangement of the cerium
ions during the transition. This suggests the presence of a common unit cell for both
oxides. Ce2O3 has a hexagonal lattice with a c/a ratio equal to 1.55. Stoichiometric
CeO2 has the cubic fluorite structure characteristic of compounds such as CaF2.

Table 2.2 a Sesquioxide data. b Dioxide data

a
Compound EIV – EIII (eV) Vhexag (Å

3) Vcubic (Å
3)

Hexagonal Theory Expt. Theory Expt.

Ce2O3 0.38 76.4 79.4 88.18 87.0

Pr2O3 0.78 75.6 77.5 86.77 86.7

Nd2O3 0.94 74.0 76.0 85.28 85.0

Pm2O3 0.97 72.9 74.5 83.89 83.0

Sm2O3 1.09 72.0 82.50 81.7

Eu2O3 1.13 70.5 82.14 80.2

Gd2O3 1.29 68.8 80.70 79.0

Tb2O3 1.12 67.6 79.49 77.2

Dy2O3 1.21 66.3 78.62 75.9

Ho2O3 1.36 65.2 77.30 74.7

b
Compound EIV – EIII (eV) Vtheo (Å

3) Vexp (Å
3)

CeO2 −2.40 39.61 39.6

PrO2 −1.44 39.22 39.4

NdO2 −0.65 39.37 –

PmO2 −0.18 39.15 –

SmO2 0.49 42.19 –

EuO2 2.31 41.87 –

GdO2 1.22 41.08 –

TbO2 −0.27 36.50 35.6

DyO2 0.05 39.65 –

HoO2 0.46 39.06 –

Sesquioxide data EIV – EIII is the energy difference between tetravalent and trivalent ground
configurations in electron volts. Vhexagonal is the calculated volume in (Å)3 for this structure and the
corresponding experimental volume in (Å)3. Vcubic is the calculated volume in (Å)3 for the cubic
structure and the corresponding experimental volume in (Å)3 (from [24])
Dioxide data EIV – EIII is the energy difference between tetravalent and trivalent ground
configurations in electron volts. Vtheo is the volume calculated for the cubic fluorite structure and
Vexp the corresponding experimental volume. A negative energy difference indicates that the
tetravalent configuration is the more stable one (from [24])
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However, it was possible to construct a unit cell of the type Ce2O3 from eight unit
cells of CeO2 by increasing their volume by 3 % and removing 25 % oxygen ions
along four (111) diagonals [26]. The reversibility of the reduction or oxidation
processes is thus established and the reduction–oxidation transition can be descri-
bed as an almost isostructural transition with a 10 % volume contraction,
by analogy with the γ-α transition in pure metal with a volume reduction of
about 16 %.

A proper description of the Ce2O3 4f electron characteristic is difficult with
standard band methods. A good estimate of the magnetic and electronic ground
state properties of Ce2O3 was obtained using the full-potential LMTO method in the
framework of the DFT and by treating simply the 4f electron as localized on the
cerium ion [27]. Cerium is therefore close to the trivalent state in this oxide. Ce2O3

is antiferromagnetic insulator with a magnetic moment of 2.17μB by unit cell [28].1

As two cerium ions are present in the unit cell, one expects a magnetic moment of
1μB from each 4f electron, the difference resulting from the polarization due to the
valence electrons. This value of the magnetic moment confirms the localized
character of the 4f electron, which, therefore, does not contribute to the bond in the
Ce2O3 oxide.

Various opposite points of view have been formulated to treat the 4f orbital of
cerium in CeO2. In a first model, the dioxide at the ground state was described as a
mixed valence compound with a 4f occupation of about 0.5. A specific mechanism
was introduced to explain the coexistence of this model with the fact that CeO2 is
insulator [29–31]. Another model considered cerium as having four valence elec-
trons and the 4f orbital as unoccupied [32]. Other pictures were introduced
depending on the occupation of the 4f orbital. From an electronic structure calcu-
lation by the LAPW method, the 4f and 5d orbitals in tetravalent cerium were
described as hybridized with the oxygen 2p band [33]. The magnetic and electronic
properties of CeO2 were found correctly described when the 4f electron was treated
as a valence electron. By opposition to the localized character of the 4f electron in
cerium metal at room temperature, the 4f electron becomes delocalized in cerium
tetravalent compounds. This characteristic had been observed from spectroscopy
experiments, specially designed to determine the localization of the valence elec-
trons (cf. Chap. 4). Some cerium orbitals of 5d and 4f character are mixed with the
2p band of oxygen and form the valence states (Fig. 2.1) [27]. This shows that
cerium 4f levels are partially occupied. A very narrow empty band of a 4f character
is present just above the Fermi level.

The CeO2–Ce2O3 transition involves a localization–delocalization process of the
cerium 4f electron. The reduction of CeO2 was described as due to the formation of
an oxygen vacancy and the localization of 4f electrons on the neighbouring cerium
ions. In CeO2, every oxygen atom is surrounded by four cerium ions. A vacancy of

1Antiferromagnetism is due to coupling between spin moments carried by near ions in the solid
and it is present below the Néel temperature, i.e. at low temperatures. This atomic description is
well adapted to rare-earth compounds because of the presence of incomplete 4f sub shell localized
on each rare-earth ion.
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oxygen is created when an oxygen atom quits the lattice and leaves other electrons
in the vicinity of the vacancy in the lattice. These electrons fill the empty levels of
lowest energy, which are the 4f empty ones. Indeed, in CeO2, narrow empty 4f
levels are present in the band gap between the valence and conduction band [34].
Then, electrons are localized on cerium ions in the immediate surrounding of the
vacancy and, conversely, a vacancy may be created. The energy for the formation
of a vacancy was calculated and it was shown that a minimum energy situation
corresponds to two ions Ce3+ surrounding an oxygen vacancy [26]. The oxygen
vacancy formation depends on the localization–delocalization of the 4f electron in
cerium. The localization of the 4f electrons in Ce2O3 leads to a volume increase. By
analogy with a treatment used for the γ and α phases of the metal, calculations of
the electronic, structural and magnetic properties were made for Ce2O3 and CeO2

by considering the 4f electron either as a localized core electron or as being in the
valence band [27]. The method used was the full-potential LMTO method in the
framework of the LDA–GGA for exchange and correlation. An improved agree-
ment with the experimental data was obtained using the localized model for Ce2O3

and the band model for CeO2. The 4f electron behaves, then, differently according
to the different valences of cerium in the compound.

Praseodymium and terbium are also naturally present in several oxidation forms.
Praseodymium occurs naturally as Pr6O11, exhibiting a slightly oxygen-deficient
fluorite structure. The stoichiometric fluorite structure PrO2 exists under oxygen
pressure. Terbium behaves as praseodymium: it exhibits an oxygen-deficient
fluorite structure Tb4O7 and oxidizes, giving the dioxide TbO2 under oxygen

Fig. 2.1 Density of states for
CeO2: upper part shows
cerium contribution; lower
part oxygen contribution [27]
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pressure. Praseodymium and terbium were considered as tetravalent [32, 35] or of
mixed valence in these compounds [36, 37]. The REO2 dioxides have a cubic
fluorite structure; each rare-earth has eight first neighbours at a distance a little
shorter than the one between first neighbours in the sesquioxides. Consequently, all
the rare-earth ions have the same surrounding and their ionic volume is smaller in
the dioxides than in the sesquioxides. From this decrease of the ionic volume, one
deduces that the number of localized electrons associated with each ion decreases
too. It is usual to consider that in all tetravalent rare-earth compounds, the ion RE4+

lost one 4f electron with respect to the trivalent ion RE3+. Then, in Pr6O11 and
Tb4O7, one quasi-delocalized 4f electron is present in the valence band, hybridized
with the s–d electrons, while the rest of the 4f electrons of Pr and Tb stay strongly
localized at the rare-earth site and their number is integral [24, 38]. In contrast, the
number of delocalized electrons is non-integral and these electrons participate in the
bonding. The valence band acquires some f character, creating a type of 4f electron
that can participate in electron bonding. Theoretically, 4f levels move down into the
oxygen 2p band. To conclude, for elements as praseodymium or terbium, which
have several 4f electrons, coexistence of localized and partially delocalized f
electrons occurs in the dioxide, and more generally, in the tetravalent configuration.
This was confirmed by high energy spectroscopy experiments [32, 39].

The two divalent rare-earth metals, europium and ytterbium, maintain their
divalent character in some compounds, in particular in the mono-oxides. In YbO,
the two Yb valence electrons are transferred into the anion 2p band, which is
separated from the conduction band by several electronvolts. The localized 4f
orbitals fall in the gap between the valence and conduction bands. YbO is stable
under STP conditions. The same is valid for EuO mono-oxide. However, owing to
its half-filled 4f shell, EuO is ferromagnetic with a practically complete electron
spin polarization. That makes EuO interesting for spin electronic devices [40].
Under pressure, the energy difference between divalent and trivalent ground states
of Yb and Eu decreases. Overlap between the 4f and 5d energies induces the
formation of a ground state designated as having a mixed valence, obtained from
the 4fn and 4fn−15d configurations. High pressures are necessary to induce the 4f–
5d energy overlap and transform the divalent rare-earth oxide into a trivalent
compound. The transformation takes place gradually and the change is observed
through a wide range of pressures. For YbO, the pressure–volume variation shows
an anomalous behaviour from about 100 kbar. The volume reaches a lower limit
value near 350 kbar for an ytterbium mean valence of the order of 2.6 [41].

Samarium and thulium have also stable divalent oxides. Both metals are trivalent
in the bulk because the energy required to displace a localized electron from the 4f
level to an extended 5d band state is small. The energy difference between the
trivalent and divalent metallic states is only about 6 kcal/mol for samarium. This
makes the two valences nearly degenerate and facilitates a valence change for this
metal [42]. Thus, at the surface, due to the decrease of the coordination number,
samarium has a divalent or partially divalent character. The bonding energy is
smaller than in the bulk and the 4f electrons are more strongly bound.
Consequently, samarium and thulium frequently appear as divalent in compounds
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and SmO and TbO are stable under the SPT conditions. Some other monoxides
have been synthesized under high pressure, CeO, PrO and NdO [43].

All the oxides are insulators. This results also from the calculated density of
states. They are not ionic compounds and, therefore, the charge density and the
valence cannot be directly connected. The densities of states and band structures are
similar for all the sesquioxides.

As an example, the densities of states calculated for Nd2O3 is presented Fig. 2.2
[24]. The valence band originating from the O-2p and rare-earth 5d–6s electrons is
completely filled. An unoccupied 4f level is situated in the band gap above the
Fermi level between the valence and conduction band. The latter corresponds
essentially to the unoccupied rare-earth d–s levels. The position of the occupied and
unoccupied 4fn and 4fn+1 levels with respect to the band edges is important because
they can contribute to the evaluation of the band gap width. If the 4f electrons are
more strongly bound than the low-energy valence electrons, the band gap takes
place between the valence and conduction bands. However, if unoccupied 4f levels
are present in the forbidden band, the band gap is between the valence band and
these 4f levels. Finally, if occupied 4f levels are situated above the valence band,
the band gap is between these 4f levels and the lower unoccupied levels. According
to the position of the 4f levels, the band gap takes place either between the valence
and conduction bands or between the valence band and empty 4f levels or between
occupied 4f levels and the conduction band. The band gap widths vary with the 4f
level positions with respect to the valence and conduction band and, consequently,
they vary with the atomic number. For the sesquioxides, the largest band gaps,
about 5.5 eV, are associated with the rare-earths having more stable electronic
configuration, lanthanum, gadolinium and lutecium. The lowest band gaps, between
2.3 and 4 eV, belong to rare-earths immediately following the two previous ones,
namely cerium, praseodymium and terbium. For the rare-earths immediately pre-
ceding the more stable, samarium, europium, thullium and ytterbium, the band gaps
are slightly bigger than 4 eV while for dysprosium, holmium and erbium, they are
of the order of 5 eV. For the rare-earths with a small or medium gap, the 4f levels

Fig. 2.2 Density of states for Nd2O3 in the hexagonal structure: Neodymium is in the trivalent f3

configuration. The zero of the energies corresponds to the midgap position [24]
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are located in the band gap while for a large gap the 4f levels are in the same energy
region as the bands. The variation of the band gap value along the series was
calculated by considering only the valence and conduction bands and not the 4f
levels. Such a calculation is relatively simple, whereas it is complicated to calculate
simultaneously the energies of the 4f levels because it necessitates taking into
account all the screening and relaxation effects and the use of quasi-atomic model.
It should be noticed that the band gap in a thin film is different from the one in the
bulk.

Among the applications in microelectronics, there is the possibility to use the
dielectric properties of the rare-earth oxides instead of those of SiO2 in the
metal-oxide semiconductor (MOS) electronic devices. In order to increase the per-
formance of these devices, it is necessary to decrease the dielectric thickness of the
insulating layer, d/ε, where d is the mechanical thickness and ε the dielectric constant.
A high dielectric constant is then a significant condition to be a good candidate for
microelectronics, in particular for memory applications [44]. Several rare-earth
oxides have a high dielectric constant. Thus, ε is about ten times larger for some
sesquioxides, in particular for Sm2O3, than for SiO2. This constant depends on the
infrared vibrations, i.e. the crystalline structure [45]. It is higher for structures with the
main absorption band at lower energies. Consequently, the light RE oxides of
hexagonal structure have higher dielectric constants than the heavy RE oxides
crystallized in cubic and monoclinic structures. However, the dielectric constant
depends strongly on the conditions of preparation of the sample. Another property,
important for an oxide to be usable in MOS electronic devices, is that there should be
no interfacial layer between the RE oxide and the semiconductor. As an example,
such a well defined interface exists for Pr2O3 on Si(111) [46] and Gd2O3 on GaAs
(100) [47] but generally an interfacial layer cannot be completely avoided.

2.1.2 Chalcogenides

These are, in principle, compounds formed with elements X of the sixth column of the
periodic table, X =O, S, Se, Te. However, the term chalcogenide is commonly reserved
for the compounds with X = sulphur, selenium and tellurium. Among these, the most
studied are the monochalcogenides, of formula RE-X. The electronegativity of the
ligand decreases with increasing size, i.e. from oxygen to tellurium. Consequently the
ligand p bands move towards lower binding energies. These compounds are semi-
conductors and have interesting optical, electronic and magnetic properties. In addition
to the twodivalent rare-earths, europiumandytterbium, twoother rare-earths, samarium
and thulium, appear in a divalent state in the monochalcogenides. But samarium and
europium undergo isostructural transition to intermediate valence state with the pres-
sure.All the rare-earths formmono-sulphides,RE-S andhave then a divalent behaviour.
The other compounds are expected to be trivalent.

Europium and ytterbium monochalcogenides are stable under STP conditions
because divalent rare-earth ions lead to exact charge compensation with divalent
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anions. Two valence electrons of the rare-earth, having the s–d character, hybridize
with the S 3p electrons and form the valence band. These compounds crystallize in
the cubic rock-salt, or NaCl-type, structure. The 4f levels lie in the energy gap
between the valence band and the conduction band. The conduction band consists
of the rare-earth 5d levels, which are split by the cubic crystal field into lower
energy t2g and higher energy eg levels. From optical absorption, the energy sepa-
ration between the 4f levels and the conduction band increases in going from the
oxide to the telluride.

A NaCl-CsCl-type crystalline transition observed under pressure for the three
compounds, EuS, EuSe and EuTe, did not involve a change of the valence, contrary
to what is observed for EuO [48]. Valence change is due to the delocalization of one
4f electron per ion into the conduction band and it induces a semiconductor to metal
transition. A striking change in the reflectivity has been observed for EuO but not
for EuS, EuSe and EuTe. Thus a semiconductor-metal transition occurs only in EuO
in the pressure ranges studied. However, from LSDA total energy calculations,
europium and samarium chalcogenides showed isostructural transitions into an
intermediate valence state with the pressure [49].

YbS, YbSe and YbTe undergo an electronic transition under pressure. Thus, for
YbS, near 400 kbar, the mean value of the valence was estimated to be 2.5 [50].
These results are deduced from the experimental pressure-volume data and from
optical absorption. The compression curves (Fig. 2.3) [41, 50, 51], show that
electronic collapse due to a gradual change in the valence state of ytterbium from
two towards three is a continuous function of the pressure in all the ytterbium
monochalcogenides. Striking changes in the optical reflectivity are observed above
the 200 kbar. YbS, YbSe and YbTe usually of black colour become, respectively,
golden yellow, copper-like and purple. These observations confirm the presence of
a semiconductor to metal transition at high pressure.

Increase of the valence is easier for divalent samarium and thulium than for eu-
ropium and ytterbium because the ionization potentials of Sm2+ and Tm2+ are smaller
than those of Eu2+ and Yb2+ respectively. Thus, all the samariummonochalcogenides
can undergo a valence change from divalent semiconductor to trivalent metallic ions.
This change is induced by a reduction of the lattice constant under pressure at room
temperature [52, 53] or by chemical alloying under SPT conditions [9, 10]. Generally,
no change of the crystalline structure accompanies the contraction of the lattice. The
valence change observed in the samarium monochalcogenides is associated with a
semiconductor to metal transition. This transition is manifested experimentally by the
rapid decrease of resistivity with the increase of the pressure. Metallic conductivity is
reached under pressure. It is accompanied by a metal-like reflectivity, observed for
photons of energy lower than 2 eV [54, 55].

A specially well-known case is the sharp decrease in volume observed in
samarium sulphide SmS at 0.65 GPa, due to a first-order phase change. This abrupt
change is isostructural and reversible when the pressure decreases below 0.1–
0.15 GPa. The crystalline arrangement remains NaCl-type up to very high pres-
sures. At 1 GPa, the volume decrease is about 15 %. Compressibility also decreases
with decreasing lattice constant and shows an abrupt reduction at 0.65 GPa. This
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large volume decrease under pressure triggers a valence change of samarium ions
from Sm2+ to Sm3+. Under SPT conditions, SmS is a mixed valence-type com-
pound. Abrupt decrease in resistivity by a factor of 5 is observed at 0.65 GPa and
transition to the metallic state takes place above 2 GPa. From spectroscopy
experiments divalent f6 ions are present in the ground state and mixed f5–f6 ions in
the high-pressure metallic phase [56, 57]. The pressure-induced semiconductor to
metal transition has been observed from measurement of the optical reflectivity
[58]. SmS was found to be opaque to photon radiation of energy higher than
0.37 eV under pressure. Semiconductor to metal transition has also been observed
after polishing of the surface of a SmS semiconductor crystal. This treatment is
considered as the first phase of a pressure effect. The valence transition is evident
from the change of the surface. Black semiconductor at STP conditions, SmS

Fig. 2.3 Comparison of the
volume-pressure relations:
a for fcc Yb metal:
experiment (full line),
isothermal equation of states
for divalent (dotted line) and
trivalent (dashed line) [51];
b for YbO: experiment with
or without medium pressure
(point), calculated (solid line)
[41]; c for YbS: experiment
(closed circles and triangles),
pressure-volume relations
(dashed lines). Near 400 kbar,
the mean value of the valence
was estimated to be 2.5 [50]
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exhibits after polishing or under pressure a golden yellow metallic coloration [59].
The valence transition takes place at relatively low pressure in this compound
because the levels of Sm2+ associated with the 4f6 ground configuration are located
only 0.2 eV below the conduction band [60] whereas this distance is about 1.6 eV
for EuS. Valence transitions can also be obtained by alloying with trivalent ions
such as Y, La, Ce and Gd.

For SmTe and SmSe, the resistivity decreases by about seven orders of mag-
nitude between 0 and 6 GPa and the 4fn–4fn−1 transition takes place in a continuous
manner over a broad pressure range at room temperature. Strong reduction of the
volume is observed. For SmTe, as for SmSe, a crystallographic transition from
NaCl-type to a tetragonal structure, equivalent to a distorted CsCl structure was also
observed around 11 GPa and for PrTe around 9 GPa. Volume discontinuities
accompany these transitions and both phases are present over a large pressure range
[61]. There is complete delocalization of one 4f electron and conversion of Sm2+ to
Sm3+. This behaviour is contrary to that seen for europium because the 4f6 sub shell
of Sm2+ is weakly bound whereas the half-filled 4f7 shell of Eu2+ is very stable.
SmSe and SmTe exhibit under pressure the same changes of coloration as YbSe and
YbTe, i.e. a copper-like metallic coloration for SmSe and a deep purple one for
SmTe. The energy gap between the 4f levels and the conduction band decreases in
going from SmTe to SmSe then to SmS. This variation of the energy gap is in the
same direction as the variation observed in the Eu chalcogenides. In contrast, the
valence transition of samarium is abrupt in SmS while it is gradual in SmSe and
SmTe. This is related to the decrease of the lattice constant with pressure, which is
much more pronounced in SmS than in SmSe and SmTe, leading to a discontinuous
adjustment and to first-order structural transition. There exists, therefore, a critical
inter-atomic distance between the Sm ions which governs the process.

Theoretical studies of the samarium monochalcogenides have been made by
using models described in Chap. 1. Conventional band structure calculations cannot
be used because they describe the 4f levels as narrow bands. Only models treating
the 4f electrons as localized can be considered. Total energy calculations have been
made with the help of the SIC-LSD approximation associated with the LMTO
method in ASA. The spin–orbit interaction is included in the Hamiltonian [62]. In
this scheme the s–d electrons are described as delocalized and either 5 or 6 localized
4f electrons are considered on each samarium ion, corresponding to a trivalent or
divalent samarium ion, respectively. From total energies per unit cell volume cal-
culated for the 4f6 and 4f5 configurations of SmS, it is seen that a configuration of
mixed character appears with increasing pressure (Fig. 2.4) [62]. At high pressure,
the 4f5 configuration is stable. As shown from calculated densities of states, this f6

to f5 valence transition is made possible because the 4f6 energy levels are ener-
getically very near to the conduction band in the SPT conditions.

In summary, in the samarium chalcogenides, reduction of the lattice constant
induces a gradual diminishing of the energy gap until it vanishes, an energy
decrease of the 4f level energies and a delocalization of one 4f electron into the
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conduction band, leading to a transition from semiconductor to metal. The proba-
bility of the ensuing valence change depends on the matrix elements connecting the
localized and extended states. Except for SmS, these transitions are continuous.
Stable non-integral valence values are observed over a large pressure range [63].
For SmS, the valence change is abrupt and the reverse metal to semiconductor
transition thermally induced is also observed, for example in thin films [64]. In this
case, the number of the 4f localized electrons increases. A significant charge
transfer is imposed on the system, its energetic cost being balanced by the gain in
the localization energy. When SmS becomes metallic, its magnetic properties
change from paramagnetic to magnetic. This transformation also is reversible. The
above variations are due to the Sm–Sm exchange interactions.

The properties of thulium monochalcogenides vary with the ligand. TmS appears
to be a metallic compound at ambient pressure where thulium is trivalent [65]. Its
resistivity shows a Kondo-like behaviour [66]. TmSe is a mixed valence compound,
with a valence between 2.5 and 2.7. TmTe is a divalent semiconductor [67]. The
experimental values of the lattice constants confirm that the valence is 3 for TmS,
2.75 for TmSe and 2 for TmTe, showing a trend towards a greater 4f localization
with the increase of the ligand size. Agreement between the lattice constant value
calculated in the SIC-LSD approximation and its experimental value was obtained
by describing TmS and TmSe with the help of a localized 4f12 configuration while
TmTe is characterized by a localized f13 configuration (Fig. 2.5) [68]. The level
distribution calculated for the localized 4f12 configuration consists, in addition to
the twelve localized 4f electrons, of a narrow band partly occupied having a 4f
character, located just at the Fermi level. This description fits well TmSe, which is
known as a mixed valence-type compound. But, this one-electron theoretical model
does not give a correct value for the total energy of the f13 configuration. Agreement
with the valence values has also been obtained from spectroscopic experimental
results (cf. Chap. 4). The valence variation reveals an increase of the localization
with the increase of the lattice constant, i.e. with the increase of the ligand size. In
TmTe under pressure at room temperature, semiconductor to metal transition takes

Fig. 2.4 SmS: SIC-LSDA total energy calculated as function of unit cell volume; the position of
the minimum of the f6 curve gives an equilibrium lattice constant in STP conditions, 11.25 a.u., in
agreement with the experimental value [62]
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place [69]. This transition is ascribed to the gap decrease and the transfer of 4f
electrons into the valence band as this band moves to lower energies and crosses the
4f levels. Finally the gap vanishes above 6GPa and one 4f electron per Tm ion is
delocalized into the 5d–6s band. This change of Tm2+ to Tm3+ results from the
decrease of the atomic volume under pressure. In addition, a crystallographic
transition from the NaCl-type structure to a tetragonal phase was observed at
8GPa [70].

One of the very first LDA + DMFT calculations was for the mixed valence 4f
material TmSe [71]. Energy difference between divalent and trivalent configura-
tions was calculated for the metals [6]. The same method was used to calculate the
energy differences between the di- and trivalent samarium and thulium chalco-
genides as a function of the pressure [60]. An analogous curve was also obtained for
the rare-earth sulphides, showing its universal character (Fig. 2.6) [72].

Fig. 2.5 Calculated and
experimental lattice constants
for Tm chalcogenides [68]

Fig. 2.6 Energy difference in eV between the divalent and trivalent states: experimental values for
the rare-earth metals (dashed line); calculated values for the metals (open circles) and for the
sulphides (crosses) [72]
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From this curve, the divalent to trivalent energy difference is large and positive
in the beginning of the series and the trivalent state is predominant. The energy
difference drops and becomes negative for Eu and for SmS and EuS. A large jump
to positive value occurs at Gd and GdS, which are trivalent. Then the difference
gradually falls and becomes negative again for Yb metal and sulphide. Thus a trend
to a divalent configuration exists for the heavy chalcogenides under SPT conditions.
However, the trivalent ground configuration prevails in a large number of com-
pounds. Calculations of energies as a function of lattice parameters for relevant
valence configurations were generalized for numerous materials by using the
SIC-LSDA. The calculated values of the lattice parameters in the ground state
configuration are within about 1.5 % of the experimental values.

The sulphides constitute a special category of the chalcogenides. Thus, the
mono-sulphides RE-S exist for all the rare-earths. They are the monochalcogenides
for which the bond between the rare-earth and ligand is strong. Then, the bond
strength decreases with the increasing volume of the X element, i.e. down column
VI of the periodic table. The valence band is composed of the S 3p electrons
hybridized with two valence electrons of the rare-earth. The divalent phase pre-
dominates. The rare-earths are divalent and the number of the localized 4f electrons
increases. The calculated lattice parameters are compared to their experimental
values in Fig. 2.7 [17]. The agreement is good and the calculations reproduce well
the sudden increase of the lattice parameter at SmS, EuS and YbS, which
accompanies the increasing of the 4f electron localization. It was shown that the

Fig. 2.7 Lattice parameters of the rare-earth sulphides: comparison between values calculated in
the ground state configuration and experimental data [17]
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energy difference between the valence band and the conduction band is constant
throughout the series but that the position of the 4fn energy levels with respect to the
conduction band changes along the series. From LaS to NdS and GdS to ErS, the
transfer of a 4f electron into the conduction band leads to metallic behaviour, while
for EuS and YbS, the 4fn levels are well below the conduction band, resulting in
semiconductor-like behaviour. For SmS, the 4fn levels are situated very close to the
conduction band and the material can vary between metallic and semiconducting
phase under critical perturbation. Thus, under pressure, the bottom of the con-
duction band overlaps the 4f levels, causing each Sm2+ ion to yield one electron to
the conduction band and become Sm3+. The material undergoes a discontinuous
isostructural transition to a metallic phase. This transition has also been observed in
thin films, the pressure effect being replaced by a polishing effect. Reverse metal to
semiconductor transition can be induced by relaxing the perturbation. This has been
realized by heating, i.e. by thermal lattice expansion of the metallic phase, for films
whose thickness varies between 50 and 800 nm [64]. This thermal expansion
decreases the crystal field splitting until the bottom of the 5d conduction band rises
above the 4f levels.

The rare-earth sulphides, unlike the other chalcogenides, are refractory solids.
They are thermally stable with high melting points and are mechanically strong
with moderate expansion coefficients. Their electronic properties and infrared
transmission characteristics made them good candidates for numerous applications.
Changes in the structural and electronic properties induce changes in the electrical
conductivity. When the material undergoes a high-pressure structural change, it
displays a higher conduction state. This change of the conductivity can be of several
orders of magnitude. Thus, the high-pressure phases of SmS exhibit electrical
resistivities of about 10−4 Ω cm, i.e. smaller by two orders of magnitude than in the
SPT conditions. The sulphides can be used as switching circuit devices. If they
undergo an irreversible structural change, they can be used as memory switching
devices. Owing to their high thermal stability and the existence of compound series
of the form RE3−xS4 with optimal thermo-electrical parameters, the rare-earth sul-
phides can be used as efficient high-temperature materials for thermoelectric energy
converters [73]. Among these sulphides, GdS1+x has the highest thermo-electrical
efficiency [74].

The optical properties of sulphides originate from the weak RE-S bonds, giving
rise to characteristic low vibrational frequencies and resulting in an infrared
absorption cut-off. Consequently, the cubic sulphides are transparent in the long
wavelength spectral region, in contrast to the oxides. The excellent far-infrared
transmission of the rare-earth sulphides together with their glass-forming ability
make these materials very good candidate for far-infrared glasses. Mixed with other
glass-forming materials, such as gallium, germanium or arsenic sulphides,
rare-earth sulphides form systems that are more thermally stable than the other
chalcogenides glasses, with transition temperatures higher than 500 °C. Their
optimal thermal and mechanical properties, high melting points, high hardness,
make them useful in harsh environmental conditions, in particular aerodynamic
heating, thermal shock and rain erosion. Associated with their high transmission in
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the far-infrared region (3–5 μm), these glass sulphides can play a major role in
equipments deployed on aircraft and guided weapons, such as optical windows for
heat-seeking missiles, surveillance equipment alerting devices, sensing low tem-
perature objects. Doped with Nd3+, the rare-earth sulphide glasses show fluorescent
properties and are good candidates for laser applications. The crystallization of
amorphous glasses requires high temperatures and leads to sulphide ceramics that
are mechanically and thermally resistant materials with good optical transmission.
Chemical processing of the rare-earth sulphides is complex and their extreme
affinity for oxygen makes their production difficult. However, because of their
useful properties both in the amorphous and crystalline state, rare-earth sulphides
emerge as promising optical systems.

2.1.3 Pnictides

These are the compounds formed with the elements of the fifth column of the
periodic table, X = N, P, As, Sb, Bi. The X atoms have three unoccupied p-orbitals
and can accommodate three electrons from the rare-earth, resulting in a filled
hybridized valence band. The rare-earths are in a trivalent state in these compounds,
with the exception of cerium, which is tetravalent in CeN. The difference of
rare-earth valence between pnictides and chalcogenides is due to the difference in
the occupation of the ligand p-orbitals. Pnictides, as chalcogenides, crystallize in
the simple rock-salt, or NaCl-type, structure, except EuAs, EuSb and EuBi. The
lattice constants of the monopnictides increase from N to Bi and decrease from La
to Yb. This variation is explained simply by the increase of anion sizes and the
decrease of cation sizes with the increase of atomic number. Pressure can induce
structural phase transition of the monopnictides from NaCl structure to a tetragonal
structure, which may be considered as a distorted CsCl structure. Change in the
lattice parameter can be accompanied by a valence change. Consequently electronic
structures and physical properties of these compounds are sensitive to external
pressure, strain, impurities. Pnictides, as chalcogenides, have been very widely
studied because they offer a wide range of applications and they crystallize in a
simple cubic structure, facilitating the theoretical studies [75].

The rare-earth pnictides are semiconductors or semimetallic. The energy gap is
between the valence band and the rare-earth unoccupied 5d levels. Overlap between
these distributions can give rise to a small density of states. The light rare-earth
pnictides tend to have a larger energy gap than the heavy pnictogen compounds
because the metallic behaviour increases with decreasing ligand electronegativity.
The variation of the energy gap along the rare-earth series is not well defined.
However, the energy gap appears to decrease with increasing rare-earth contraction
[17]. High values of the dielectric constant are associated with these small values of
the gap. These compounds have a large variety of electronic and magnetic prop-
erties. The magnetic interactions gradually increase from lanthanum to gadolinium,
then decrease from gadolinium to lutecium. Strong exchange interactions exist

2.1 Rare-Earth Compounds 101



between localized 4f electrons and valence electrons and can lead to possible
changes of the electronic properties in the presence of an external magnetic field.
Most monopnictides are antiferromagnetic in the ground state with some exceptions
among the phosphides and especially the nitrides, which are ferromagnetic.
A combination of ferromagnetic and antiferromagnetic configuration is also present.
Some monopnictides are expected to be half-metallic ferromagnets.

Initially, the 4f electrons were treated as part of the core and the other valence
electrons in a band model. Gadolinium monopnictides have been particularly
investigated because gadolinium is situated in the middle of the rare-earth group
and the Gd 4f orbitals are exactly half-filled. The ground state of Gd3+ is 8S7/2,
where the orbital angular momentum is zero. Under such symmetric conditions the
contribution of the spin–orbit interaction and that of the f–p and f–d electrostatic
interactions to the Hamiltonian are small, greatly simplifying the problems asso-
ciated with the electronic structure. The energy distribution of the valence electrons
has been calculated by using an APW method with Slater Xα exchange potential
[76]. GdN was found to be a semiconductor and the other Gd monopnictides
semimetallic. However, it was remarked that by taking into account the exchange
interaction, the characteristics of GdN could be different. A model that treats the 4f
electrons as core electrons but uses the LMTO method within the LSDA for the
valence electrons was applied to cerium, praseodymium and neodymium anti-
monides [77], then to the gadolinium and erbium pnictides [78, 79]. Concerning
these compounds, it was expected that a narrow set of occupied 4f levels would be
present several eV below the Fermi level with a narrow set of unoccupied 4f levels
several eV above it. Interactions between the 4f multiplets and the bands located in
the neighbourhood of the Fermi level were expected to be weak and were neglected.
In this model, large overlap exists between valence levels of the rare-earth and
pnictogen and the valence band is formed from three pnictogen np orbitals bonding
with a rare-earth sd-like band. The conduction band is formed from five bands
mainly rare-earth 5d-like, antibonding with pnictogen np orbitals. Gradual increase
of the metallic character from N to Bi appears in all the compounds. From the
calculated bands, the nitrides have a small gap while the phosphides and arsenides
are semimetals, i.e. have “holes” in a region of the Fermi surface and electrons in
another. This situation is due to fact that the lowest rare-earth 5d band dips below
one of the pnictogen np orbital. These calculations concern the non-magnetic case
and the perfect solid.

Treatment considering the 4f electrons as core-like electrons was found to be
valid for numerous purposes. It provides lattice constants in good agreement with
experimental values confirming that the 4f electrons are not significantly involved
in the bonding in these compounds (Table 2.3) [79]. It accounts well for the major
features of the electronic structure and magnetic properties of this family of
materials. In particular, it leads to a semimetallic band structure of the pnictides,
accompanied by a possible transition to semiconductors for the nitrides, in agree-
ment with the experiment.

From calculations treating the 4f electrons as localized and not as valence
electrons, the praseodymium monopnictides are predicted from LDA + U
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calculation to be semimetals with the occupied 4f levels situated about 4 eV below
the Fermi level [80], in agreement with spectroscopic results. The effects of pres-
sure on the stability of the NaCl and CsCl phases of praseodymium pnictides and
chalcogenides were investigated by using SIC-LSD method and by treating the 4f
electrons as localized or itinerant [81]. Under SPT conditions, all the compounds
have the NaCl structure. The lattice constants calculated by considering two
localized 4f electrons in praseodymium are in good agreement with experimental
values (Table 2.4). PrP reveals a crystallographic transition from NaCl-type to
distorted CsCl around 26 GPa with a volume collapse of 12.1 % [82]. Similar
structural transitions were observed in PrAs, PrSb and PrBi at pressures of 27, 13
and 14 GPa, respectively. These experimental observations are in agreement with
the structural transitions expected at 16, 12, 8 and 8 GPa, respectively, for PrP,
PrAs, PrSb and PrBi. The pressures predicted to induce the change of the lattice
constants are lower than the experimental ones but the experimental and calculated
volume reductions are similar. The praseodymium ion remains in the trivalent
configuration through the transition and the calculated lattice constants are in
agreement with the experimental data.

Calculation for NdSb, and also PrSb, treating also the ions as trivalent and the 4f
orbitals as localized, gave good agreement with experiment both for the specific
heat and for the photoemission spectrum [77]. Europium and ytterbium, generally
divalent, undergo a valence change and are trivalent in the monopnictides.
Samarium ion is 4f5 in the monopnictides, which are antiferromagnetic with very
low Néel temperatures (Table 2.5) [62] while the 4f6 ion or mixed valence is present
in the chalcogenides, which are non magnetic. The interval 4f5–4f6 decreases
strongly for the heavier pnictide ligands. From total energies calculated by the

Table 2.3 Theoretical and
experimental equilibrium
lattice constants in (Å) [79]

Compound a (Å), theor. a (Å), exp.

GdN 4.977 4.999

GdP 5.704 5.729

GdAs 5.843 5.854

ErN 4.789 4.839

ErP 5.557 5.595

ErAs 5.700 5.732

Table 2.4 Experimental
lattice constants in (Å)
compared to values calculated
in the NaCl-type phase for
pentavalent (f0) and trivalent
(f2) praseodymium (from
[81])

Compound a(f0) (a.u.) a(f2) (a.u.) a (Expt.) (a.u.)

PrP 10.87 11.13 11.15 [17]

PrAs 11.06 11.43 11.34 [18]

PrSb 11.79 11.99 12.00 [19]

PrBi 11.99 12.14 12.21 [28]

PrS 10.66 10.86 10.83 [28]

PrSe 11.10 11.26 11.23 [28]

PrTe 11.75 11.92 11.93 [28]

2.1 Rare-Earth Compounds 103



SIC-LDA method for the trivalent rare-earth ions, the equilibrium lattice constants
have been deduced for all the monopicnides except the cerium compounds and they
agree within one percent with experimental values. A comparison between the
experimental and calculated lattice parameters is presented in Fig. 2.8 [17] for all
the rare-earth monochalcogenides and monopnictides.

The experimental values are plotted along the x-axis and the calculated values
from SIC-LSDA along the y-axis. All the data are approximately on the x = y line
and that is a measure of the agreement between theory and experiment in the
determination of crystalline data. The difference between calculated and experi-
mental values is ≤1.5 % except for CeN and DyTe. Concerning CeN, this anomaly
can be explained by the unusual behaviour of the 4f electrons, described below.

Table 2.5 Experimental
lattice constants in (a.u.)
compared to values calculated
in the NaCl structure with
ground state configuration of
f5 for the pnictides and SmO
and of f6 for the other
chalcogenides (from [62])

Compound Lattice constant (a.u.)

Calc. Expt.

SmN 9.46 9.52

SmP 10.99 10.88

SmAs 11.18 11.16

SmSb 11.90 11.84

SmBi 12.14 12.01

SmO 9.41 9.34

SmS 11.25 11.25

SmSe 11.70 11.66

SmTe 12.43 12.46

SmPo 12.64 12.71

Fig. 2.8 Experimental and calculated lattice parameters (in Å) of the rare-earth monochalco-
genides and monopnictides [17]
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Therefore, crystallographic data can be predicted with a sufficient precision from
the SIC-LSDA model provided the 4f electrons be considered as localized.

Intensive theoretical studies have been made for ErAs because of its techno-
logical interest. Calculations based on the LDA and treating the 4f electrons as
atomic core electrons correctly obtained a semimetal and the theoretical 4f multiplet
structure agreed with photoemission experiments [78, 79]. However, this treatment
did not give a sufficiently accurate description of the electronic structure of ErAs
near the Fermi level. A new theoretical model has been developed recently. It uses a
many-body model to treat the interaction of the 4f electrons with the crystal field
and with an external magnetic field [83]. The Slater integrals have been deduced
from optical measurements on erbium ions embedded in a rock-salt LaF3 host.
Agreement has been obtained between prediction and experiment for the densities
of states near the Fermi level, in particular the repartition of the holes and the
electrons. Nevertheless, it must be underlined that possible hybridization between
the valence band and 4f orbitals located near the Fermi level is to be expected from
the calculations, contrary to the idea that the 4f electrons are thought to be localized.

The peculiar behaviour already found in cerium metal and in some compounds is
manifested also in CeN. The observed lattice constant of CeN is 5.007 Å at 4.2 K,
5.019 Å at room temperature, while the calculated value for pure trivalent CeN is
5.24 Å. From an interpolation between the lattice constants of LaN, PrN and NdN,
the valence of CeN at room temperature was expected to be 3.46. Three valence
electrons of the cerium are present in the valence band mixed with the N 2p
electrons. The additional electron of cerium is a localized 4f electron in Ce3+.
In Ce4+, this is a delocalized electron [7]. It was, then, suggested that CeN was a
mixed valence compound [8] and the additional electron fluctuated between the d
and f symmetries. In this model, the 4f levels are considered as located at the
vicinity of EF. However, the energy difference between the f0 and f1 configurations
is much larger than the hybridization energy. Moreover, the lattice constant cal-
culated by assuming itinerant 4f electrons was 4.91 Å, i.e. relatively close to the
experimental value [84]. This result suggested that CeN was not a mixed valence
compound. It was, then, considered as a narrow band compound [85, 86]. The
cerium 4f levels were treated in a band model. Calculation of the lattice constant
was used as a test. From relativistic calculations using LMTO method in the GGA,
a value of 5.04 Å was obtained [87]. It is very close to the experimental value. The
lattice constant calculated by treating the 4f electron in a band model is thus in
better agreement with the anomalously small experimental value than the value
obtained by considering localized 4f orbitals. Comparison between experimental
and calculated optical reflectivity spectra showed that agreement is good if the 4f
electron is treated as itinerant (Fig. 2.9) [87]. These results show that the on-site
Coulomb repulsion is strongly screened in this compound resulting in unusual
situations of the 4f electrons in CeN under SPT conditions.

In CeN at T > 1200 K, cerium becomes trivalent. It is also trivalent in CeP [88],
CeAs and CeSb [89] under SPT conditions. These compounds are semimetallic.
The 4f electron is localized and the 4f levels are located a few eV below EF. From
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LSDA + U calculation, in CeSb, the Ce 4f levels were found 2 eV below the Fermi
level and energetically mixed with the Sb p bands. Anomalous volume contraction
was observed in CeP at a pressure of 100 kbar [88]. Valence modification was seen
in CeAs and CeSb at low temperatures [89]. More recently, extensive theoretical
studies on high-pressure behaviour of cerium pnictides and their electronic structure
have been carried out by using the SIC-LSD approximation [90]. Structural phase
transition from NaCl to CsCl was shown to occur in parallel with a localized to
delocalized transition of the 4f electrons. Consequently, a proper description of the
4f electrons is difficult in the cerium compounds because the on-site electron
repulsion, or Hubbard U, is high compared to the bandwidth and these systems are
strongly correlated [91, 92]. Nevertheless, the calculated lattice constants are in
agreement with the experimental data.

In summary, from calculation methods such as LSDA + U, the positions of the
occupied and unoccupied 4f levels have been found several eV below and above the
Fermi energy, respectively, in agreement with experiments. The origin of the
semimetallic properties in the rare-earth monopnictides was explained by the close
proximity of the unoccupied rare-earth 5d states to a point of high symmetry of the
Brillouin zone. On the other hand, the metallicity of the rare-earth pnictides was
found to increase gradually from N to Bi. Thus, it was showed experimentally from
high-quality stoichiometric samples that GdN was ferromagnetic semiconductor
and GdP, GdAs and GdSb antiferromagnetic semimetals [93, 94]. However,
metal-semiconductor transition observed in some rare-earth pnictide compounds or
alloys might be due to impurity doping, temperature or pressure effects, thus
explaining the eventual disagreement between predictions and experimental results.
Moreover, the uncertainty remained on the electronic structure of GdN because of
the spread of the obtained results.

Particular attention must then be given to the rare-earth nitrides, which have
been studied specially because of their interesting magnetic properties. Most of
them are ferromagnetic with Curie temperature extremely low, of a few degrees

Fig. 2.9 Comparison
between calculated real part
of the optical conductivity and
experimental data for CeN.
The calculations are made
assuming the 4f electrons as
being core electrons or as
forming a band [87]
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Kelvin. Indeed, the electron exchange splittings of these compounds are signifi-
cantly larger than those of arsenides and phosphides. This can be explained by a
difference in the character of bonds. The latter have a weaker metallic character in
the nitrides and the overlap between the orbitals is smaller, predicting these com-
pounds generally to be semiconductors. GdN has been the subject of an intense
controversy. Its strong ferromagnetism was explained theoretically [95]. But from
resistivity measurements, it was determined to be either semimetallic [96] or
insulator [97]. Conductivity was also observed in the presence of nitrogen vacan-
cies. The same equivocal results were obtained theoretically; however, these pre-
dictions concerned the non-magnetic case. The smallness of the gap suggested that
it would disappear in the magnetic phase. This could be expected for GdN because
the exactly half-filled 4f shell makes this material particularly sensitive to magnetic
exchange interactions. Spin-polarized ab initio calculations using the LMTO
method within LSDA and treating the 4f electrons as localized core-like electrons
with various spin orientations were performed [79]. From this model, GdN was
found to be semiconductor in the paramagnetic phase and in the minority spin
channel of the ferromagnetic phase whereas it was metallic in majority spin channel
of the ferromagnetic phase. It appeared thus as being a half-metal. In contrast, with
the same theoretical treatment, ErN was found to be a semiconductor in both
phases. However, in another theoretical description, GdN was predicted to be a
narrow indirect band gap insulator [98], in agreement with the experimental results.
The electronic structure of this nitride still remains inscrutable.

Systematic calculations of the thirteen rare-earth nitrides from CeN to YbN were
then performed by using the SIC-LSDA methodology [99–101]. From these cal-
culations the rare-earths are trivalent in the mononitride ground state, except for
cerium which is tetravalent. These rare-earth nitrides display a wide range of
electronic properties, despite their equal structure and similar lattice constants. In
the ground state calculations, TbN, DyN and HoN were found to be narrow gap
insulators and CeN, ErN, TmN and YbN metallic in both spin channels, while PrN,
NdN, SmN, EuN and GdN were found to be half-metallic ferromagnets. From more
recent calculations by LSDA + U method [75, 102, 103], GdN has also been
predicted to be half-metallic with a gap about 0.5–0.6 eV at the ground state. The
occupied 4f levels are expected about 6 eV below the Fermi level and the unoc-
cupied 4f levels about 5 eV above, in agreement with the experimental results. The
change of the magnetic order from ferromagnetic in GdN to antiferromagnetic in
the other pnictides is a result of the increased ionic radius of the ligand. As the
exchange parameters depend strongly on the lattice constant, large changes of the
electronic and magnetic properties is expected upon applying stress or by doping
impurities. Thus, changes in the conductivity are associated with volume increase
and GdN is expected to undergo a phase transition from half-metallic to a semi-
conductor with lattice expansion. Reduction of the exchange parameters with
increasing volume also suggested a decrease of the Curie temperature of GdN with
an increase in lattice constant. According to the quasiparticle self-consistent GW
method, GdN has also been predicted to be very near a critical point of a metal–
insulator transition [104].
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Other calculations of electronic structure for all the rare-earth nitrides have been
made from the LSDA + U approach in the full-potential LMTO model [105].
Magnetic moments were employed as a validity test. They are given in Table 2.6
[105]. The 4f spin magnetic moments are almost an integral number depending on
the number of 4f electrons. The 4f orbital magnetic moments are comparable to the
spin moments. Orbital and spin moments are opposite in the first half of the series
and parallel in the second half, thus obeying Hund’s third rule. The magnetic
moments of the d and valence electrons compensate approximately. A quasi-zero
total magnetic moment is obtained for SmN. This explains why SmN is not fer-
romagnetic; it was suggested that it is anti-ferromagnetic at the ground state.
Concerning the electronic structure, CeN and EuN are metallic. The other light
members of the series, with the exception of NdN, are found to be semimetallic in
the majority spin channel only; they are thus half-metals. The heavier members of
the series from gadolinium, but also NdN, show semiconducting behaviour. It was
suggested that the gap had a tendency to increase through the series. But these
suggestions depend on the choice of Uf. The value of Uf used for each rare-earth is
equal to the radial Slater-Coulomb integral F0, obtained from Hartree–Fock cal-
culations. Fitting of the calculated values was made only for GdN using accurate
photoemission data obtained for this compound. As the values of Uf increase going
from lanthanum to ytterbium, the 4f orbitals are pushed away from the Fermi level,
both below and above. The energy interval between occupied and empty 4f levels
increases along the series. Except for the cerium compounds, the 4f electrons are

Table 2.6 Experimental and calculated lattice constants a compared

a (Å) mr
f lBð Þ mL

f ðlBÞ mdðlBÞ mNðlBÞ
Expt. Theory

LaN 5.30 5.38 0 0 0 0

CeN 4.87 4.90 0 0 0 0

PrN 5.17 5.29 −1.96 −4.87 0.049 −0.077

NdN 5.15 5.24 2.96 −5.88 0.062 −0.084

PmNa 5.19 3.96 −5.88 0.089 −0.140

SmN 5.04 5.10 4.91 −4.85 0.105 −0.136

EuN 5.00 5.14 5.96 −1.61 0.087 −0.129

GdN 4.98 5.08 6.93 0 0.081 −0.083

TbN 4.92 5.05 5.93 2.96 0.066 −0.083

DyN 4.90 5.03 4.95 4.96 0.064 −0.065

HoN 4.87 4.98 3.95 5.94 0.040 −0.026

ErN 4.83 5.00 2.97 5.93 0.032 −0.027

TniN 4.80 4.90 1.98 4.88 0.020 −0.013

YbN 4.78 4.79 0.99 1.54 0.006 0.046

LuN 4.76 4.87 0 0 0 0

4f spin and orbital magnetic moments, 5d spin magnetic moments and N 2p magnetic moments, all
in μB (from [105])
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localized and not hybridized with the rare-earth 5d–6s and pnictogen p bands,
contrary to suggestions made in some of the previously cited references.

Experimentally, stoichiometric GdN was found to be semiconductor with an
optical gap of about 1.5–2 eV [106] and ferromagnetic with a low Curie temper-
ature. In the presence of nitrogen vacancies, the importance of the charge carrier
dynamics for both the transport and magnetism properties of GdN was underlined
and the formation of magnetic polarons centred on the vacancies was suggested
[107]. Because GdN is on the border between semiconductor and semimetal states,
its electronic and transport properties are very sensitive to non-stoichiometry,
impurities, defects, external pressure, temperature, magnetic field, etc. High quality
of the samples is necessary to obtain semimetals and its absence could explain the
difficulty in obtaining the experimental characteristics of GdN. All the same,
variance between the various theoretical data could be explained by an ambiguity in
the characteristics of this compound, making difficult their exact determination.
However, these results also show that theoretical models can be convenient to
obtain some properties, as the spatial arrangements, but are incapable of describing
the real electronic distributions.

From a technological point of view, the rare-earth monopnictides are materials of
great interest due to their remarkable structural, electronic and magnetic properties.
Unusual combinations of a semimetallic or semiconducting character associated
with the magnetism induced by the 4f localized moments present numerous
advantages. Semimetallic ferromagnetic materials at ground state have large
potential in electronics. The most promising materials would be the half-metal
ferromagnets, which are possible candidate for spin-dependent transport devices
[108]. Another interesting materials would be half-metallic antiferromagnets [109]
because they would be completely spin-polarized at the Fermi surface but with zero
magnetization, that could exist only in mixed compounds. The presence of very
small energy gaps in these materials induces large values of the dielectric constant.
They are of the order of 22–26 for the gadolinium and erbium pnictides (Table 2.7).

The nitrides have particularly attracted the attention because some of them were
predicted to be half-metallic ferromagnets lying on the boundary between metals
and insulators. However, experimentally, the electronic structure of the nitrides is
not always well determined, partially because it is difficult to obtain pure single
crystals.

Table 2.7 Dielectric
constants ε of gadolinium and
erbium pnictides. Bands gaps
Eg (eV) calculated from
LSDA, LDA and with
self-energy corrections
included (from [79])

Compound e EP;LSDA
g EP;LDA

g EP;est
g

GdN 26.5 −0.49 −0.18 0.10

GdP 23.9 −1.50 −1.04 −0.77

GdAs 22.8 −1.66 −1.19 −0.91

ErN 22.9 −0.26 −0.15 0.18

ErP 22.9 −1.61 −1.53 −1.24

ErAs 22.1 −1.65 −1.63 −1.41
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Among the interesting pnictides for potential spin electronic applications, GdN,
GdAs, ErAs, YbN, should be mentioned. They have a semiconductor-like char-
acter, the same as conventional semiconductors like AlAs and GaAs, associated
with exceptional electronic and magnetic properties. Thus, they can be used as a
dopant without losing their magnetic behaviour. They can be grown on III–V
semiconductors, making these materials interesting for the development of elec-
tronic devices [110]. The first experiments concerned the single crystal ErAs films
deposited on GaAs [111]. Epitaxial growth of ErAs on GaAs and AlAs has been
developed. ErAs is a semimetal with electron and hole concentrations of about
3 × 1020 cm−3 and a large exchange splitting induced by the open 4f shell.
GaAs/ErAs/GaAs hetero-structures have been obtained from ultra thin layers of
ErAs. The electrons can tunnel through hole states of the semimetal ErAs quantum
well and these structures form resonant tunnelling diodes whose response depends
on the magnetic field orientation [112]. Hetero-structures consisting of layers of
ErAs islands separated by GaAs were also found to be ultra-fast photoconductors
[113]. Carrier trapping occurs on a sub-picosecond time scale. As the structure
period controls the carrier trapping time, it is possible to obtain a desired carrier
trapping time and thus a photoconductor with a response time compatible with
time-resolved differential reflectance measurement.

Spintronics, or spin transport electronics, has opened up a new class of appli-
cations, where the information is not carried by the charge of the electron but by its
spin. New devices combining standard microelectronics with spin-dependent effects
are being developed. Initially, this technique was limited by the lack of polarized
current sources for spin injection into semiconductors. The use of half-metallic
ferromagnets, i.e. fully spin-polarized ferromagnets, can circumvent the problem.
But such materials are difficult to obtain. However, polarization near 100 % can be
created by using the phenomenon of spin filtering [114]. For a magnetic semi-
conductor, ferromagnetic below the Curie temperature due to the spin splitting of
the band, the height of the tunnel barrier is spin-dependent. As the tunnel current
depends exponentially on the barrier height, one of the spin channels has a larger
tunnelling probability than the other, resulting in a nearly 100 % spin-polarized
current [115]. Non-magnetic metal/ferromagnetic semiconductor/ferromagnetic
metal devices have been obtained. The ferromagnetic semiconductor layer acts as
spin filter. From this type of hetero-structures, resulting from the combination of a
spin filter tunnel barrier and a ferromagnetic electrode, large magneto-resistance
effects are created. Numerous hybrid devices utilizing the typical properties of
rare-earth monopnictides are to be expected in future applications.

2.1.4 Intermetallics

During the last fifteen years, numerous studies of intermetallic compounds with
cerium [116] and ytterbium [117] have been made and have revealed an unusual
and interesting behaviour of these materials and a variety of their crystal structures.
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Among these compounds, the best known are the binary RmTn and ternary RmTnXp

ones with R = rare-earth, T = transition element and X = fourth or fifth group
elements. Most of these materials are metallic. However, at low temperatures, they
show remarkable deviations from the Landau-Fermi liquid theory of metals.

In rare-earth intermetallic compounds, the localized 4f orbitals generally form a
magnetically ordered subsystems interacting with the valence electron distribution.
The dominant interaction is the 4f-valence electron interaction RKKY. This long
range magnetic interaction can lead to complex magnetic structures. Indeed, while
the RKKY interaction is responsible for magnetic ordering, this ordering is nearly
always incommensurate with the crystal lattice. Another interaction to be consid-
ered is the Kondo interaction (cf. Chap. 1). Let us recall briefly that the Kondo
effect refers to the changes undergone, at very low temperatures, by the valence
electrons of a metallic compound when they are in strong interaction with magnetic
impurity ions. The Kondo effect is generally treated as the exchange interaction
between a local spin and the valence orbitals present in every cell of the crystal; this
is the Kondo singlet interaction [118]. In the case of the rare-earths, the Kondo
exchange interaction results from the coupling between the spin associated with the
localized 4f sub shell and the spin density associated with the 6s5d valence elec-
trons. That is equivalent to treating the 4f and 6s5d electrons as strongly interacting.
In the presence of Kondo interaction, i.e. at strong coupling, the valence electrons
are considered as heavy fermion. Within the framework of Landau-Fermi liquid
theory, the heavy fermion systems are described as formed by quasi-particles with
an itinerant character. They have the charge and quantum numbers of the
non-interacting electrons but their effective mass m* exceeds the free electron mass
by a factor that can attain a thousand at low temperatures. As a consequence of the
high effective mass of these particles, the Fermi energy is reduced to the order of the
magnetic energy and the Fermi temperature becomes of the order of the Néel
temperature.

The relative importance of the RKKY and Kondo interactions varies with
parameters such as pressure, chemical composition or magnetic field. When the
Kondo interaction prevails, the system can be understood in terms of a Fermi liquid
of heavy quasi-particles, with narrow band-like states located in the region near the
Fermi level. The ions carry magnetic moments but are not ordered magnetically. Let
us recall that in the Landau’s Fermi-liquid theory, the excitations are analogous to
those of a non-interacting Fermi gas and the system is in the paramagnetic phase.
The specific heat C, which is the sum of electron and phonon contributions, varies
with the temperature according the relation C = γT + aT3, where γT is the term due
to electrons and aT3 that due to phonons. The Sommerfeld coefficient γ is inde-
pendent of the temperature T and proportional to the effective electron mass m*.
Since the effective mass becomes bigger than the real mass of the electrons at low
temperatures, the first term becomes dominant. Then the measurement of the
specific heat gives an estimate of m*. The Pauli susceptibility χ is also independent
of T. The electrical resistivity contribution, due to particle–particle collisions, is
Δρ = AT2 with A independent of T. The three terms, specific heat, Pauli suscep-
tibility, electrical resistivity, are connected by the relation γ ∝ χ ∝ √A. Moreover,
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from the Wiedemann–Franz law, applicable to all systems characterized by particles
of spin 1/2 and of charge e, the thermal conductivity/electrical conductivity ratio, or
Lorentz ratio, is a universal constant, π2/3 (kB/e)

2 (equal to 2.44 × 10−8 WΩ K−2) in
the T → 0 limit. Violation of the Wiedemann-Franz law implies a massive
breakdown of the Fermi liquid model.

Numerous rare-earth intermetallic compounds are considered as being heavy
fermion materials, i.e. materials whose valence electrons are slowed down dra-
matically by scattering with the magnetic ions below the Kondo temperature, i.e. at
temperatures much inferior to TDebye and TFermi. An important question is to what
extent these compounds can be described as Fermi-liquids. Indeed, at very low
temperature, breakdown of the Fermi-liquid model can occur and non-Fermi-liquid
behaviour, or heavy fermion behaviour, is found in a large variety of materials
including metallic, superconducting, insulating and magnetic ones. This heavy
fermion behaviour is manifested by a large deviation of the thermodynamic and
transport properties from those predicted for a Fermi-liquid. The transport prop-
erties are very indicative in this type of studies because they can be measured under
extreme conditions, very high pressure, high magnetic field and very low temper-
ature. Observations were made initially for the cerium alloy CeCu6−xAux at tem-
perature T → 0 K [119]. In the calculations for this alloy, the electronic term of the
specific heat can be up to 1000 times bigger than the value expected from the free
electron theory. The Sommerfeld coefficient γ acquires an unusual temperature
dependence with C/T = γ(T) = −ln(T/T0). The mass of the electrons present at the
Fermi surface tends to become infinite and their energies to vanish with the low-
ering of temperature. The susceptibility χ depends on the inverse of the temperature
and the temperature dependent part of the electrical resistivity Δρ varies as Tb with
b close to unity. The anomalous logarithmic temperature dependence of the specific
heat and of the thermo-power, observed at temperature close to zero, is explained
by a gradual loss of the magnetic moments. The associated drop of entropy is
compensated by an unusual increase of the entropy carried by “hot” electrons at the
Fermi surface of the heavy fermion compound [120]. In the alloy CeCu6−xAux, at
least two among the fundamental properties characteristic of the normal metals,
specific heat and electrical resistance, undergo dramatic changes with the temper-
ature, showing a very different characteristics of this metallic compound with
respect to the normal metals. This is found in materials typically containing cerium
and ytterbium and also uranium and neptunium.

At very low temperature, cerium and ytterbium intermetallic compounds exhibit
properties unaccounted for by the present physical models. The change of funda-
mental properties suggests that the characteristics of the electrons are strongly
modified in these compounds. Physical properties, like conductivity, magnetism,
arise from the collective motion of electrons and ions in the solid. In order to
eliminate discrepancies between theory and experiment, a quantum model had been
developed to explain the intricate complexities of electron and ion motions at very
low temperature [121]. This model led to suggest the existence of a new kind of
phase transition, called quantum phase transition. It takes place between an ordered
and a disordered phase around zero temperature. There are continuous second-order
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transitions driven not by the thermal motions, i.e. the phonons, but by quantum
fluctuations associated with Heisenberg’s uncertainty principle. Indeed, electrons
and ions cannot be at rest at the absolute zero temperature because their position
and their velocity would, then, be simultaneously determined. Each quantum phase
transition is dependent on an order parameter. This parameter characterizes the
symmetry breaking of the ordered phase and it vanishes in the disordered phase.
Near-zero-point fluctuations are present and susceptible to modify the system.
These fluctuations depend on the non-thermal parameters. When such quantum
fluctuations are sufficiently strong, quantum phase transition is expected to occur in
the vicinity of a quantum critical point located between the two stable phases [122].
The quantum critical phase at this point, distinct from the two previous phases, is
characteristic of a strongly correlated electron system, i.e. heavy fermion system.
A quantum critical point is thus present whenever a material undergoes a
second-order quantum phase transition, i.e. phase transition where the system
changes in a continuous fashion at zero temperature. New interest in this field has
come because of accurate studies of the quantum critical points and the unusual
effects observed in their vicinity. The quantum phase transitions have been con-
sidered as responsible for particular properties such as the zero resistivity in the
superconducting metals and the zero viscosity in the superfluids.

According to this model, the abnormal characteristics of the rare-earth inter-
metallic compounds, observed at very low temperature, were interpreted as due to a
continuous phase transition in the limit of absolute zero, taking place between a
long range magnetically ordered phase, often antiferromagnetic, and a paramagnetic
phase [122, 123]. A few examples of ferromagnetic cerium compounds or alloys are
also known to exist, for example CeSi1.81 under pressure [124]. Here, the order
parameter characterizes the magnetic phase and is zero for the paramagnetic phase.
The ordered magnetic phase is described via magnetic RKKY interactions. The
disordered phase is a paramagnetic Fermi liquid. The quantum critical point sep-
arates the magnetically ordered phase, antiferromagnetic, from the paramagnetic
Fermi-liquid regime (Fig. 2.10).

Pc
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Non Fermi liquid TN 
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Fig. 2.10 A schematic representation of quantum critical point in heavy fermion metals: the
pressure drives the system from the antiferromagnetic into the paramagnetic phase. But the
reversed situation is possible. Pc is the critical point. If the Fermi temperature goes to zero at the
quantum critical point, a new class of excitation processes is predicted above the Fermi
temperature
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These two regimes occur at very low temperatures, below the Néel and Fermi
temperatures, respectively, and both are expected to disappear at the quantum
critical point. A second-order quantum phase transition takes place in the vicinity of
most quantum critical points. A new phase with non-Fermi-liquid characteristics is
then present. In this quantum critical phase, also named Kondo phase, the 4f and
valence electrons are considered as forming composite quasi-particles of very large
masses. A phase diagram was calculated in a mean-field model as a function of the
JK/W ratio where JK is the Kondo coupling between the localized and valence
electrons and W the band width of the valence electrons (Fig. 2.11) [125]. On the
other hand, phase diagrams have been obtained experimentally as a function of
non-thermal parameters, like pressure, chemical composition or magnetic field.
Indeed, it is possible to obtain a quantum critical state by reducing the transition
temperature to zero using one of these non-thermal parameters.

As already underlines, the existence of a Kondo phase implies the presence of a
critical point at T ≈ 0 and is obtained whenever T → 0 regardless of how this is
achieved [119]. Secondly, a quantum critical transition depends on the presence of
quantum critical fluctuations of the order parameter, i.e. in this case, fluctuations of
the antiferromagnetic moment. Consequently, the quantum transition, i.e. the
emergence of the Kondo phase, is associated with magnetic fluctuations, i.e. with a
large number of low-energy magnetic excitations. A description of this type of
phase transition was given based on the physics of electron fluids. In this non-local
model, an itinerant antiferromagnet is developed and described in terms of a
spontaneous spatial modulation of the spins associated with heavy quasi-particles of
the paramagnetic phase, i.e. in terms of a spin density wave [126, 127]. The con-
ditions for an ordered antiferromagnet to transit to such a heavy fermion system are
given by the coordinates of the quantum critical points in the phase diagram. The

Fig. 2.11 Phase diagram showing the antiferromagnetic (AF), Kondo (K) and paramagnetic
(P) regions. The first-order transition line between the AF and K phases is within a region limited
by the two dashed lines, where metastable Kondo and magnetic solutions can coexist [125]
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energy scale of these processes is much lower than the energy associated with the
Kondo temperature.

In the spin density wave theory of the quantum phase transitions [128–131], the
non-Fermi liquid properties observed in the vicinity of the magnetic–non-magnetic
transition is therefore controlled by the fluctuations of the antiferromagnetic
moment. The intensity of these fluctuations diverges at the quantum critical point
and the Kondo temperature goes to zero. The quantum critical point between the
localized antiferromagnetic and Kondo phases was observed in some cases along
with a small domain in which the system is superconductor. The phase transition,
induced by a parameter as pressure or composition, may, in principle, occur at
T = 0. It is driven by quantum fluctuations instead of thermal fluctuations, present in
classical phase transitions. Spin fluctuations in various Ce, Yb and U intermetallic
compounds have been observed in many experiments, among them inelastic neu-
tron scattering.

However, the standard spin density wave theory did not explain the entire
experimental data and other models have been proposed. In the standard model, the
Kondo phase partially overlaps the antiferromagnetic ordered phase. When the
Kondo breakdown happens just at the onset of the antiferromagnetic phase, sepa-
ration between the two phases occurs abruptly at the quantum critical point. The
Kondo state exists only in the paramagnetic phase and, consequently, the presence
of a new class of quantum critical point is expected. The order parameter is char-
acteristic of the antiferromagnetic phase. The fluctuations of this antiferromagnetic
order parameter can be considered as slow, in contrast with the dynamical nature
present in the Kondo model. Various mechanisms, named Kondo breakdown
models, have then been introduced in order to account for the presence of such
critical quantum phase transitions. One of them, the spin-liquid formation among
local moments, was proposed but not substantiated. Local magnetic fluctuations
were then considered as explaining the entire experimental data [132–136].

Independently, the observation of a superconducting phase, clearly separated
from the antiferromagnetic phase, in a cerium compound under high pressure [137],
has lead to a search for an alternative model using another type of non-magnetic
quantum fluctuations (Fig. 2.12).
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Fig. 2.12 A schematic
representation of temperature
versus lattice density phase
diagram for cerium
intermetallics of the
CeCu2Si2-type
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While in the Kondo model the heavy particles are composite objects arising from
the 4f-valence electron strong interaction, in the presence of a Kondo breakdown
these heavy particles disintegrate and this can be accompanied by charge density
fluctuations [138]. Quantum transition to a superconducting state can then be driven
by continuous localization–delocalization of electrons. Critical local fluctuations of
valence have consequently been proposed to explain the presence of supercon-
ductivity at high pressure [139]. The interdependence of magnetic and electronic
fluctuations will be discussed in the next paragraph.

Let us mention that a sudden variation of the magnetization in the absence of
externally applied magnetic field is designated as metamagnetic transition [140].
Metamagnetism has been associated with various processes, first-order phase
transitions, continuous phase transitions at a critical classical or quantum point,
itinerant magnetism as well as antiferromagnetism. Here, it is generally associated
with the change in the 4f electron character from localized to heavy fermion or
itinerant, which accompanies a variation of temperature or pressure.

2.1.4.1 Cerium Intermetallic Compounds

In the cerium compounds, at low temperature, effective mass m* about two orders
of magnitude heavier than the free electron mass was found experimentally. The
first studied compound was CeAl3 [141]. Later on CeCu2Si2 [142] and CeCu6 [119]
retained the attention, along with various uranium compounds. The Ce–Ni and Ce–
Pt systems were also widely studied because the low symmetry of these noncubic
compounds made possible the observation of anisotropic effects associated to the
presence of the cerium 4f orbitals [143].

At standard and high temperatures, the cerium 4f electron is localized on each
atomic site and does not contribute to the conductivity. At very low temperatures,
the 4f electron can lose its localized character. This change induces an uncommon
behaviour of heavy fermion type since a small variation of the number of 4f holes
can have huge effects on the properties. More generally, compounds of the form
CeT2X2 with T = Ni, Cu, Rh, Pd, Au, X = Si or Ge, were found to be of the heavy
fermion type with a large variation of magnetic orderings and superconductivity.
Among these compounds, CeCu2Si2 appeared as the prototype of heavy fermion
superconductor. It was the first unconventional superconductor to be discovered
[144, 145]. The superconducting state was induced by decreasing of the tempera-
ture down to 0.5 K or by the presence of an external magnetic field at a very low
temperature. The transition temperature, Tc, is the temperature at which the elec-
trical resistance of a superconducting material drops to zero. It should be remarked
that the energy associated with a temperature of 1 K is less than 1 meV. With the
increase of the external magnetic field, the superconducting state disappears and an
antiferromagnetic state takes place (Fig. 2.13) [146]. From the value of the specific
heat (1.1 J/mol K2) at low temperature, CeCu2.02Si2 forms a heavy fermion system
whose effective mass is approximately 100m0. Similar results have been obtained
for stoichiometric samples with a high degree of lattice perfection [147]. In contrast
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with the conventional Bardeen–Cooper–Schrieffer (BCS) theory according to which
the superconductivity is due to electron-phonon interactions, the superconductivity
of this metallic system is due to electron–electron interactions [144].

Pressure is the parameter used for moving the antiferromagnetic ordered lattice
Kondo compounds throughout their magnetic instability. Indeed, external pressure
is a suitable parameter for investigating the physics of strongly correlated electron
systems. As for pure cerium metal, the long distance magnetic interactions are
modified by the application of pressure and one expects the localization of the
cerium 4f electron to decrease with increasing pressure. The 4f energy level goes
down and the compounds follow the sequence: magnetically ordered trivalent,
non-magnetic trivalent or Kondo system, mixed valence system and eventually
tetravalent. In the Kondo system, the 4f electron remains strongly correlated at very
low temperature and has heavy fermion character, thus offering the possibility to
induce a zero-temperature magnetic–non-magnetic quantum transition. The pres-
ence of such a transition is substantiated by the increase of the Sommerfeld coef-
ficient when the temperature tends to zero. In the temperature-pressure phase
diagrams, a narrow superconducting domain can be observed near the quantum
critical point where magnetic order is suppressed and Kondo interaction is present.

In high-purity samples of CeNi2Ge2 with well-ordered atoms, superconductivity
was observed at standard pressure and T ≈ 0.9 K and this made this compound
specially attractive. The observations were well described in the spin density wave
model [148]. In contrast, at standard pressure, CePd2Si2 is antiferromagnetic below
a Néel temperature of about 10 K [149, 150]. With increasing pressure, the Néel
temperature decreases. The antiferromagnetic order is suppressed progressively and
the system turns into a paramagnetic metal. The quantum critical point has not
explicitly been observed. However, a small domain in which the system is a su-
perconductor exists for a critical high pressure around 2.8 GPa and a very low
temperature (Fig. 2.14) [136, 151].

Fig. 2.13 Temperature
versus magnetic field phase
diagram for CeCu2.02Si2 [146]
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Contrary to previous examples, for some cerium compounds, either a relatively
extended supraconducting domain or two clearly separate superconducting domains
were observed, one near the magnetic phase and centred around the quantum
critical point, the other widely separated from this point and observable at higher
pressure [137]. Such two domains were observed for CeCu2Si2. The first domain
was interpreted using the three-dimensional spin density wave model [152]. This
model was supported by measurements made at 0.06 K [153]. The second super-
conducting domain appeared at high-pressure and was located far from the
threshold of the magnetic phase. Complementary study was therefore necessary to
explain it.

From measurements of specific heat and resistivity at low temperature and high
pressure, the characteristic temperature of the appearance of superconductivity,
named superconducting critical temperature, Tc, was determined for CeCu2Si2
[139]. This critical temperature varies with the pressure. At standard pressure, Tc is
around 0.7 K. When pressure is applied, Tc increases suddenly at about 3 GPa,
reaches a maximum value of 2 K at about 4.5 GPa then goes down to zero. This
variation corresponds to the presence of the second domain of supraconductivity at
high pressure. Moreover, resistivity measurements have shown a drastic decrease of
the ratio m*/m, i.e. of the effective mass. This drop is characteristic of a decreasing
of the localized character of the 4f electron and is associated with a change of the
cerium valence. Considered as trivalent with the 4f1 configuration in the antifer-
romagnetic phase, then characterized as heavy fermion in the Kondo phase, cerium

Fig. 2.14 Temperature
versus pressure phase diagram
of high-purity single crystal
CePd2Si2 [151]
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becomes a mixed valence element at very high pressures. Both the heavy fermion
and mixed valence states are nearly degenerate in the middle pressure region. At
very high pressure, the cerium valence is considered as fluctuating between three
and four. The 4f electron is then either localized on the ion of the 4f1 configuration
or in orbitals near the Fermi level. The increasing of Tc can be related to the dual
character of the 4f electron. This dual character induces the presence of critical
valence fluctuations responsible of the quantum transition, leading to the super-
conductor domain observed at high pressure [139]. Consequently, two different
processes are considered as responsible for the quantum phase transitions in
CeCu2Si2: magnetic fluctuations, present in the low-pressure domain near the
antiferromagnetic quantum critical point and charge fluctuations, responsible for the
well separated high-pressure domain. However, not all the properties of CeCu2Si2
are fully understood and studies are going on. Very high-purity samples must be
used because the results depend strongly on the stoichiometry.

For similar high-purity compounds such as CeAu2Si2 [154] or CeCu2Ge2
(Fig. 2.15) [138, 155], the pressure dependence of the various properties is almost
quantitatively identical to that of CeCu2Si2 when pressure shifts are taken into
account. The comparison is less straightforward with compounds in which Cu is
replaced by a transition metal. In contrast, important variations of Tc take place
according to the perfection of the sample. Indeed, large variations in the electronic
properties result from extremely small differences in composition. This shows the
important role of the chemical and structural conditions. Thus, the presence of
germanium in CeCu2Si2 creates disorder and consequently decreases the super-
conductivity. However, for CeCu2Si2−xGex, partial substitution of silicon by ger-
manium is equivalent to a slight negative pressure effect and the same change is
observed but at higher pressure. Thus, as for CeCu2Si2, two separate supercon-
ductivity domains are present (Fig. 2.16) [139]. The first is near the magnetic phase

Fig. 2.15 Temperature
versus pressure phase diagram
for CeCu2Ge2 [138]
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and is interpreted by spin fluctuations, the second is explained by an electronic
configuration change of the same type as that described above, taking place at
higher pressure.

Among the materials described by spin dynamics, it is possible to cite the heavy
fermion system Ce1−xLaxRu2Si2. Pure CeRu2Si2 is paramagnetic in the ground state.
Lanthanum doping can be considered as equivalent to applying a negative pressure,
thus as increasing the localization of the 4f cerium electron. The initially
non-magnetic heavy fermion compound becomes antiferromagnetic. Investigation
around the quantum critical point was performed using inelastic neutron scattering
[156]. This was the first analysis made on a single crystal where pressure is the control
parameter of the magnetic–non-magnetic phase diagram. The compound
Ce0.925La0.075Ru2Si2 is characterized by a strong increase of the Sommerfeld coef-
ficient, indicating the presence of a quantum critical regime. Indeed, the x-T phase
diagram presents a paramagnetic regime for x < xc = 0.075, accompanied by a Fermi
liquid at low temperatures, and an RKKY antiferromagnetic phase for x > xc. The
quantum phase transition at xc and T→ 0K is characterized by an enhancement of the
antiferromagnetic fluctuations [157]. All parts of the phase diagram were analyzed.
From the observation of an enhancement at the critical point (xc, T→ 0) it was shown
that the antiferromagnetic fluctuations are responsible for the quantum transition
between the paramagnetic and antiferromagnetic phases at xc. It was, moreover,
suggested that this could be a first-order quantum transition. The validity of the
conventional spin fluctuation model appears to be confirmed by this compound.

Study of the quantum critical point by single-crystalline neutron scattering has
been extended to the Kondo system CeRu2Si2 doped with rhodium, CeRu2−xRhxSi2
[158]. The lattice mismatch between CeRu2Si2 and CeRh2Si2 induces an important
change of the magnetic field-temperature phase diagram at low temperatures. The
system changes from an antiferromagnetic phase at field zero to a polarized para-
magnetic phase at very high magnetic fields. Transitions among antiferromagnetic,
paramagnetic and polarized paramagnetic phases depend on temperature, magnetic

Fig. 2.16 Temperature
versus pressure phase diagram
for CeCu2(Si/Ge)2 showing
two critical pressures Pc and
Pv [139]
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field and pressure. It was shown, as in the previous study, that the quantum critical
behaviour of CeRu2−xRhxSi2 is controlled by the spin density wave model [159].

Some compounds such as CeCu6−xAux, seem to have more complex properties
than the previously described ones. For x = 0, Fermi-liquid phase is observed.
CeCu6 is not magnetically ordered [160] and shows a strong Pauli paramagnetism.
No localized 4f electrons are present. The large radius of the gold atom causes a
lattice dilatation and the exchange interaction between 4f and s–d valence electrons
varies with the composition. Au doping induces a non-Fermi-liquid phase,
responsible for the anomalous logarithmic temperature dependence of specific heat
observed in CeCu6−xAux [119]. The 4f localization increases and this leads to a
stabilization of localized magnetic moments, which interact via the RKKY inter-
action. For a critical concentration x ≈ 0.1, a long range antiferromagnetism,
incommensurate with the crystalline arrangement, is induced. This can be under-
stood as due to the partial 4f re-localization, having as consequence the change of
the balance between dominant Kondo and RKKY interactions. The Fermi-liquid
phase reappears in a sufficiently large magnetic field. At the critical concentration
and zero temperature, a quantum phase transition from the long range magnetic
order to a non-magnetic phase takes place due to the competition between RKKY
and Kondo effects. Anomalies of the thermodynamic and transport properties are
present at low temperatures and unusual magnetic fluctuations have been probed by
inelastic neutron scattering [161, 162]. This complex spatial dependence of the
magnetic fluctuations was already present in pure CeCu6 and is therefore not due to
disorder. The observed numerous low-energy magnetic excitations do not show the
variations expected for spin fluctuations. The fluctuations are quasi-2D. This low
dimensionality can be related to a strong anisotropy of the RKKY interaction in the
presence of doping and underlines the importance of the atom arrangement around
the rare-earth for the electronic properties. It has been suggested that the disorder in
phase transitions may mask a first-order transition between magnetic and
non-magnetic ground states thus mimicking a quantum critical point. Direct iden-
tification of critical fluctuations is therefore essential for a good understanding of
the phenomena.

Generally, in the intermetallic compounds of the type CeX3, the rare-earth mag-
netic moments are rather weakly coupled to each other or to the X element moments.
Thus, compounds with X = Pd, Sn, In, have been generally found to be mixed valence
compounds [163]. 4f levels would distribute in a narrow band for each of the three
compounds. Upon increase of the thermoelectric power at high pressure, the 4f
distributions have been found to widen with pressure as for metallic cerium (cf.
Chap. 1) and the effect grows along the sequence CeSn3 → CeIn3 → CePd3. CePd3
shows Pauli paramagnetism. In some compounds, the 4f level lies very close to the
valence band. No long range magnetic ordering is present in CeAl3 but heavy fer-
mions are present. The above suggests that cerium has an analogous behaviour to that
of α-cerium in these compounds.

In contrast, CeAl2 is an antiferromagnet with the magnetic moments localized on
the cerium ions. The RKKY interaction is responsible for magnetic ordering, which
is only slightly perturbed by the Kondo effect. A localized 4f electron is expected to
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be present on each cerium ion, which is trivalent in this compound. Among the
other compounds of the type CeX2, CeIr2 and CeRu2 are supraconductors at very
low temperature, 0.21 and 6 K, respectively [164]. Except for this particularity, they
are analogous to α-cerium metal. No localized 4f electron is present and these
materials are both non magnetic. The valence electron distribution has a 4f char-
acter mixed with a 5d one. These materials are mixed valence compounds in which
the relative proportion of trivalent cerium ions is much less than unity. Below
3.5 K, CeCu2 has a Kondo lattice with antiferromagnetic order and a Kondo
temperature of about 6 K. CeNiSn and CeRbSb are Kondo semiconductors at 2–4 K
with gaps of 8–10 and 20–27 meV, respectively, which are comparable to the
Kondo temperatures. They move to a Kondo-metallic state upon increase of the
temperature [165].

Intermetallic compounds of the type CeTIn5 with T = Co, Rh, Ir, often desig-
nated as Ce-115, are actually actively studied because they exhibit all the typical
properties. They are antiferromagnetic at standard pressure with Néel temperature
of a few Kelvins. The Néel temperature decreases with increasing pressure and the
antiferromagnetic ordering disappears progressively. The antiferromagnetic state
vanishes when the Néel temperature equals the superconducting transition tem-
perature and the material becomes superconductor. Antiferromagnetism and su-
perconductivity coexist in a narrow pressure range and fluctuations of the magnetic
order parameter, i.e. spin fluctuations, are expected to prompt the quantum transi-
tion. As an example, the heavy fermion compound CeRhIn5 shifts under pressure
from the antiferromagnetic phase to the superconducting phase at the temperature
Tc = 2.1 K [166]. The two phases coexist in the pressure range between 1.6 and
1.9 GPa [167]. Above 2GPa the antiferromagnetic order vanishes suddenly leading
to a pure superconducting ground state (Fig. 2.17) [168]. When a magnetic field is
applied to CeRhIn5 in the superconducting phase, a critical line is induced between
the purely superconducting phase and the phase in which superconductivity and
antiferromagnetism coexist. This line terminates at a point where the high magnetic
field completely suppresses the superconductivity [169]. The effects of doping and
of pressure were compared and it was shown that superconductivity is suppressed at

Fig. 2.17 Combined
temperature, pressure and
field phase diagram of
CeRhIn5 [168]
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standard pressure by the substitution of In by Sn [168]. The crystalline structure of
CeRhIn5 was described as a quasi-2D structure formed by a stack of alternating
layers of CeIn3 and RhIn2 The same structure was found in CeCoIn5, which is a
superconductor at standard pressure and at Tc = 2.3 K, i.e. at a relatively high
temperature for a heavy fermion material [170]. In contrast, Tc is only 0.2 K for
cubic CeIn3. This temperature difference was attributed to the layered crystal
structure of CeCoIn5. Indeed, the presence of planes of magnetic Ce3+ ions renders
CeCoIn5, and more generally CeTIn5, a quasi two-dimensional character, analogous
to the layered structure of the superconductor cuprates. Consequently, it was sug-
gested that their superconducting state could have a d-wave symmetry [171, 172].
A superconducting order parameter of dx2−y2 symmetry was proposed as the most
probable [173]. Suppression of the superconductivity has been observed in single
crystals of Ce1−xRxCoIn5 with R = Ca2+, Y3+, Eu2+, Yb2+, La3+, Gd3+, Er3+, Lu3+,
Th4+. Substitution of cerium with another lanthanide or alkaline-earth element gives
the same results, independently of the valence and the magnetic nature of the
substituent [174]. Further calculations are necessary to explain these observations.
The properties of CeIrIn5 at very low temperature have also been investigated. Tc
was found equal to 0.4 K [175] and magnetotransport measurements under pressure
were explained by spin fluctuations [176]. Owing to the quasi-2D character of the
crystalline structure, it was suggested that other members of this compound family
with higher Tc could, perhaps, be found as long as dimensionality effects were
considered.

More recently, first-order valence transitions, analogous to the cerium metal
γ → α transition, have been considered in Ce-115 compounds and their possible
influence on the observed critical phenomena was investigated. Let us recall that the
Ce γ → α transition terminates at the critical end point characterized in the
temperature-pressure plane by TV ≈ 600 K, P ≈ 2GPa where TV is the temperature
of the valence transition. But, in this case, no quantum criticality is present because
at zero pressure TV is relatively high, ≈120 K. The critical end point of a valence
transition can be controlled by a magnetic field. In the presence of such a field, the
critical end points form in the temperature-pressure-magnetic field space a con-
tinuous first-order transition line that can reach zero temperature. This critical line
then emerges in the temperature–magnetic field phase diagram, where the effects
due to magnetism and to valence coexist. It has been suggested theoretically that
valence fluctuations could initiate the superconductivity when the first-order tran-
sition line is sufficiently close to the quantum critical line associated with the
magnetic–non-magnetic transition [177]. Resistivity measurements under pressure
and magnetic field showed that m*/m increased considerably in CeIrIn5. This
suggests the presence of local correlation effects, distinct from long range magnetic
fluctuations. Under pressure, as already seen for CeCu2Si2 and CeCu2Ge2, the
superconducting transition temperature increases in the region where the cerium
valence is changing, i.e. in the region where the antiferromagnetic spin fluctuations
are suppressed. Proximity exists between the critical points associated with the
field-induced first-order valence transition and the quantum magnetic–
non-magnetic transition. Consequently, the cerium valence transition can explain
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the temperature–magnetic field phase diagram and the non-Fermi liquid phase
observed in CeIrIn5, and also the origin of the superconductivity.

Similar observations were made for CeRhIn5, which at zero pressure is a
heavy-fermion antiferromagnet with the Néel temperature ≈3.5 K. At zero magnetic
field no evidence of first-order transition is found and a superconducting phase is
detected at a pressure >2 GPa. Under magnetic field, antiferromagnetism is present
up to ≈2.4 GPa where superconductivity and antiferromagnetism are mixed. From
resistivity measurements, the temperature-pressure-magnetic field phase diagram
was explained by the presence of valence fluctuations [177]. For this compound, the
effective mass enhancement is due to local correlation and not to antiferromagnetic
fluctuations. First-order valence transitions induced by the magnetic field appear
necessary for understanding the entire experimental results. Actually, a difference
seems to exist between CeCoIn3 and the two previous compounds, thus their
interpretation could be different.

Similar phase diagrams accompanied by remarkable physical properties have
been observed also in the series CeMSi3 with M = Rh or Ir [178]. Suppression of
the antiferromagnetic ordering and appearance of the superconductivity have
equally been observed under pressure. However, this is not a general phenomena
and a variety of cerium intermetallic compounds do not exhibit a second-order
phase transition, among them CeRhIn3, CeIn3.

2.1.4.2 Ytterbium Intermetallics

Ytterbium intermetallic compounds were studied at low temperature in order to
establish a parallel between the 4f electron of trivalent cerium and the hole of
trivalent 4f13 ytterbium. In the two cases, the pressure effect induces an increase of
the valence. Thus, under pressure, ytterbium changes from divalent to trivalent
according the transition Yb2+4f14 → Yb3+4f13. As well for ytterbium as for cerium,
one 4f electron, initially localized in the vicinity of the ion core, is partially delo-
calized under pressure. However, for ytterbium, the ground configuration is non
magnetic with an ionic radius larger than in the configuration under pressure while
the inverse holds for cerium. Indeed, in ytterbium at the ground state, the 4f sub
shell is full with all the fourteen 4f electrons localized on each Yb2+ ion while under
pressure, the configuration is magnetic with only thirteen 4f electrons localized on
each Yb3+ ion and the other non-localized 4f electron strongly correlated with the
valence electrons. This shows that strong interconnection exists between valence
and magnetic properties. The localization of the non-filled 4f shell and its
quasi-atomic character induces an increase of the RKKY interaction. Consequently,
unlike the cerium case, the magnetic order can be stabilized by means of volume
compression. The competition between the Kondo effect and magnetic ordering is
expressed by the ratio TRKKY/TK, which shows a very broad maximum for ytter-
bium compounds while it is monotonously decreasing for cerium compounds.
Relatively few ytterbium compounds have been studied up to now because it is
difficult to obtain their pure single crystals. Moreover, the experiments are more
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difficult for ytterbium because the localized 4f electrons are closer to the nucleus
when the sub shell is full, and therefore higher pressures have to be applied to
obtain the valence change. On the other hand, an ytterbium valence change has also
been predicted under magnetic field at low temperatures and a first-order valence
transition was observed. The critical end point is controlled by the magnetic field.
Heavy fermion states are present in a wider range of valence values in ytterbium
than in cerium compounds.

The first observation of non Fermi liquid in an ytterbium compound was made at
standard pressure in the absence of magnetic field for YbRh2Si2 [179]. Initially,
YbRh2Si2 was considered as a 4f shell mixed valence compound like the others
silicides or germanides. At 300 K and standard pressure, the valence of ytterbium in
this compound is ≈2.9 ± 0.05. A fully localized Yb3+ state is reached at high
pressures of about 8.5 GPa. In contrast, when the temperature decreases at standard
pressure, the valence becomes of the order of 2.8 near T = 0 K. Slow valence
fluctuations may be expected due to the number of the trivalent ions being different
from unity. Dramatic changes of the Fermi surface as a function of temperature and
magnetic field were observed using Hall effect measurements [180, 181]. These
changes can be associated with the transition from the configuration where all 4f
electrons are localized to the configuration with one itinerant-like 4f electron
included in the Fermi volume. At low temperature, the electrical resistivity and the
Sommerfeld coefficient show temperature dependence characteristic of a compound
of heavy fermion type. Below the Néel temperature of 70 mK, YbRh2Si2 is anti-
ferromagnetic with a magnetic moment of only 0.02μB (Fig. 2.18) [182]. When a
magnetic field is applied at standard pressure, this compound can pass through an
experimentally accessible quantum critical point [181]. A weak critical field is
sufficient to suppress the weak magnetic ordering and above this field Fermi-liquid
(FL) is recovered. That seems to exclude the presence of spin density waves and,
inversely, to favorize a local description in which the magnetic order is due to
localized 4f moments. From the electrical resistivity and the Sommerfeld coefficient

Fig. 2.18 Temperature
versus field phase diagram of
YbRh2Si2 [182]
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measured at sufficiently low temperatures, the Wiedemann-Franz law was found
valid for values of the magnetic field far from the critical field, i.e. near-zero, while
it is not satisfied for a magnetic field of about 0.3T [183]. This reveals the presence
of a non-Fermi liquid phase in the temperature—magnetic field phase diagram,
coexisting with the antiferromagnetic and Fermi-liquid phases. Electronic quantum
critical fluctuations, more often designated as valence fluctuations, could be
responsible for all these observations.

Comparison was made between YbRh2Si2 and CeRh2Si2 [182]. The two com-
pounds have the same crystalline structure. Pressure effect increases the valence in
both but in ytterbium it stabilizes the magnetic order instead of destabilizing it in
cerium. Indeed, the magnetic Yb3+ 4f13 state is stable with an ionic radius smaller
than in the non-magnetic 4f14 state. The radial extension of the 4f orbital is much
larger for cerium (0.37 Å) than for ytterbium (0.25 Å). In ytterbium long range
magnetism is still conserved in the presence of a small amount of 4f14 ion while in
cerium long range magnetism disappears even for a slight departure from Ce3+

configuration. The local atomic character of ytterbium is also reinforced by the size
of the spin orbit interaction which splits the j = l − s and j = l + s individual 4f level
(5/2 and 7/2) and is almost five times stronger for ytterbium than for cerium.
Consequently, some of the usual rare-earth properties are found in YbRh2Si2. The
degree of hybridization of the delocalized 4f electron with the valence electrons is
smaller for ytterbium than for cerium and the pressure effect is less marked. Thus,
even at 20 K, the number of the delocalized 4f electrons differs notably from unity
and the valence fluctuations are slower in ytterbium. The Kondo temperatures of the
two compounds have rather similar values while the ordering temperatures are quite
different, 36 K for CeRh2Si2 and 70 mK for YbRh2Si2. This confirms how close
YbRh2Si2 is to a quantum critical point at pressure equal to zero.

YbCu2Si2 is a heavy fermion system without magnetic order under standard
pressure; it acquires a long range magnetic order for pressures higher than 8 GPa,
whose magnetic moments values tend toward that of the free ion Yb3+. The tem-
perature dependence of the magnetic susceptibility of a single crystal was measured
for a magnetic field parallel to the (100) direction and a maximum was observed
around 50 K [184]. This maximum reveals the presence of a metamagnetic tran-
sition at this temperature. The observation of this transition reveals a change of the
4f orbital character from heavy fermion to an almost localized 4f electron. At
pressure about 8 GPa and temperature equal to 1.2–1.3 K, high-quality single
crystals of YbCu2Si2 could order ferromagnetically by first-order transition [185].
The transition temperature increases with the pressure, the applied magnetic field
and also the quality of the crystal. Ytterbium valence under pressure was measured
by RIXS (cf. Chap. 4) at room temperature and at 15 K (Fig. 2.19) [186]. The
trivalent state appears only at very high pressure. Consequently the study of this
fluctuating valence compound is difficult.

In several ytterbium compounds, ferromagnetic correlation dominates. This is
the case, for example, in YbInCu4 where magnetic order is induced at rather low
pressure, about 3GPa [187]. Among the YbXCu4 compounds [177], an isostructural
first-order valence transition, analogous to that of cerium metal, is observed for
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X = In. The transition temperature is 42 K. The ytterbium valence changes from
2.97 at high temperatures to 2.84 at low temperatures, with a volume expansion of
about 0.5 %, i.e. much smaller than in cerium metal. The electron density is smaller
in the high-temperature phase because of the higher entropy. On the other hand, the
volume is expected to be higher when the 4f electron number increases. First-order
valence transition is present with volume expansion when the temperature decreases
(Fig. 2.20) [188]. These results have been confirmed by X-ray microscope exper-
iments. YbInCu4 is a clear example where a strong interplay exists between valence
and magnetic fluctuations. In compounds such as YbAgCu4 and YbCdCu4, neither
first-order valence transition nor magnetic transition has been observed. These two
compounds have the paramagnetic metal ground state. Their magnetization curves
are different in spite of the fact that both have nearly the same Kondo
temperature, ≈200 K. A valence change of ytterbium occurs in the absence of
magnetic field at T = 40 K in YbAgCu4 but not in YbCdCu4. Each compound has
thus a specific character and its theoretical predictions appear difficult.

Fig. 2.19 Variation of Yb
valence in YbCu2Si2 as
function of the pressure at 300
and 15 K [186]

Fig. 2.20 Schematic
temperature versus pressure
phase diagram of YbInCu4
[188]
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Among the other studied ytterbium intermetallics, we can cite compounds of the
type YbX2Ge2 with X = Cu, Ni and YbT2Zn20 with T = Co, Rh, Ir and also YbAl3
and YbNi3Al9 but actually their properties have not yet been completely estab-
lished. Fundamental physicochemical data, such as valence and electronic distri-
bution, depend on the atomic surroundings in the crystal and, consequently, these
surroundings are responsible for the new physical properties observed in these
artificial compounds. As already underlined, the 4f electrons are more localized in
ytterbium than in cerium. Furthermore, it seems that strong ferromagnetism is
favoured in ytterbium compounds, rather than antiferromagnetism, in contrast with
the cerium compounds. This is related to the almost filled 4f sub shell that imposes
the electron spin orientation, in contrast with the almost empty 4f shell in cerium.
The presence of ferromagnetism is responsible for the order of the transition at low
temperature and first-order transitions should be less favourable for magnetically
induced superconductivity. However, it has been suggested that superconductivity
could be present at extremely low temperature, in YbCu2Si2 for example. It should
be noted that the ordering temperature and many other important properties depend
strongly on the perfection of the crystal.

2.1.4.3 Comparison Between Cerium and Ytterbium Compounds

Over the past two decades, the cerium and ytterbium intermetallics have attracted
much attention but these artificial materials are very difficult to obtain in pure
crystalline phase. Consequently, only in the last few years, experimental studies
have been performed on high-quality single crystals, resulting in a considerable
recent progress of this research field. Known as non-Fermi liquids at low temper-
atures, these heavy fermion metallic compounds have physical properties that do
not follow the laws applicable to metals. Violation of the Wiedemann-Franz law
was observed and this implied that, in the low temperature range, the low-energy
excitations could no longer be described as characteristic of particles with electron
charge, obeying Fermi statistics. It appeared that low-temperature physics of many
of these systems was controlled by second-order quantum phase transitions taking
place between an ordered phase and a non-Fermi liquid.

These phase transitions at temperatures near absolute zero depend, among oth-
ers, on the lattice density or the presence of a magnetic field. They result from the
existence of critical fluctuations. Two models based on two different types of
fluctuations have been developed. The more widely used one is the spin density
wave model, based on long distance magnetic fluctuations. This model discusses
the transitions between the antiferrromagnetic phase and the Kondo or supracon-
ducting phases in several cerium and ytterbium compounds, among them CePd2Si2.
The model is valid only in the vicinity of the magnetic phase. Consequently, the
magnetic excitations were initially considered as playing a fundamental role in the
unconventional supraconductivity of the heavy fermion alloys, contrary to the
incompatibility existing between magnetism and conventional BCS supraconduc-
tivity. Another model, based on valence fluctuations, has been introduced to explain
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the presence of superconducting phase in a more extended domain than the pre-
vious one, i.e. in a domain where the spin fluctuations are absent. It appears that
these two apparently different models, based on critical magnetic or valence fluc-
tuations, are necessary in order to interpret the experimental data of cerium com-
pounds such as CeCu2Si2. In contrast, it has been suggested that in the absence of
magnetic field, critical valence fluctuations are widely predominant in the heavy
fermion metals having strong local electron correlations, such as, for example,
YbRh2Si2 and CeIrIn5 [189]. From a general point of view, if TV is comparable to
any characteristic temperature, TN, TCurie or TC, or if the valence transition line
intercepts the antiferromagnetic-paramagnetic boundary, the valence fluctuations
must be considered in addition to the spin fluctuations.

The antiferromagnetic-Kondo phase transition, present in the vicinity of the
critical quantum point in numerous intermetallics, is accompanied by a change of
the 4f electron behaviour. Let us recall that the 4f electron of cerium metal is
localized with properties equivalent to that of a core electron in the antiferromag-
netic phase, and delocalized but keeping a strongly correlated character in the α-
cerium Kondo phase. In the antiferromagnetic phase of an intermetallic compound,
the 4f electron is localized on the Ce3+ ion with a quasi-atomic character. In the
Kondo phase, on the contrary, the 4f electron is not localized but couples very
strongly with the valence electrons to produce heavy fermions. A 4f narrow band is
present. At the antiferromagnetic-Kondo phase transition, near the critical quantum
point, electron localization–delocalization accompanies then the spin fluctuations.
Therefore, magnetic and electronic parameters are strongly related and the two
above models are not independent because both involve the character of the 4f
electrons.

Consequently, the experimental results can be explained by a change in the
characteristics of the 4f electrons, which are included in the total Fermi volume, i.e.
have always their energy levels present below the Fermi level [177].
Experimentally, the most studied transitions were the second-order quantum phase
transitions, taking place in the vicinity of the absolute zero, because this quantum
criticality can generate unconventional superconductivity. Other studies concerned
the first-order valence transitions, observed under high pressure. These transitions
are associated with a strong reduction of the effective mass of the heavy fermions
[139] and, therefore, a strong decrease of the electron correlations. The cerium 4f
electron becomes similar to a valence electron and the cerium valence increases.
Superconductor-paramagnetic transitions have been observed at high pressure in
various cerium and ytterbium compounds and a relation has been established
between these phase transitions and the presence of valence fluctuations.

In cerium and ytterbium, the same peculiarity related to their electronic con-
figuration exists. In cerium, Ce3+ is more stable than Ce4+. The number of 4f
electrons remains always close to unity even in the absence of magnetic ordering
and with the formation of heavy fermions. In ytterbium, the number of holes in the
4f sub shell is also close to unity. The valence change is larger and the ytterbium
configuration is close to Yb3+ 4f13. Variation of the pressure and the atomic sur-
roundings induces changes in the character of the 4f electrons of these two
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elements. For example, in cerium, a volume reduction tends to squeeze the 4f
electron out of the 4f sub shell. The character of the cerium 4f electron changes
from almost localized in the antiferromagnetic phase to the heavy fermion state in
the Kondo phase and to quasi-itinerant electron in the paramagnetic phase. Then,
charge fluctuations have a role equivalent to that of the magnetic fluctuations
present near the critical point because in the two cases there is a change of the 4f
electron character. The fundamental problem is, therefore, the particularities of the
4f electrons, which can be localized and responsible of magnetic ordering or have
Kondo or Fermi-liquid character according the considered system. In a magnetic
field, first-order valence transition of the previously described type can also influ-
ence the electronic properties. The presence of the superconducting phase seems to
be independent of the type of transition by which it is obtained: magnetic quantum
critical transition near a quantum critical point or first-order valence transition.
However, the superconductivity temperature is higher when the phase is obtained
from valence fluctuations. The temperature parameter is an important factor and the
research of a higher transition temperature is at the base of the actual activity in the
domain.

In summary, cerium and ytterbium intermetallic compounds are subject to
extensive fundamental research because they present particular physical effects,
such as spin fluctuations, heavy fermions, coexistence of magnetism and super-
conductivity. This variety of properties is associated with the common feature of
these two rare-earths whose number of localized 4f electrons is in accordance with
the surrounding of the rare-earth in the material. Actually, superconductivity is
observed for an increasing number of cerium and ytterbium compounds and efforts
are being made in order to search compounds with higher critical temperatures. This
research range is a very active field both experimentally and theoretically. There is a
vast variety of these modern rare-earth materials. However, there is no complete
theory that can treat the complexity of their properties. Further experimental results
at very low temperatures using judicially selected spectroscopies are actually
necessary.

2.1.4.4 Other rare-earth Compounds

Initially limited to cerium and ytterbium compounds, the study of the intermetallic
compounds was extended to all the rare-earths. In the ternary compounds, the lattice
is sufficiently complex for that two types of microscopic interaction such as mag-
netism and superconductivity could coexist. These compounds form large families
of isostructural or nearly isostructural materials [190]. One of the most extensively
investigated is the series of RA4 or RA2A′2 compounds that crystallize in the
BaAl4-type or ThCr2Si2-type structures. Strong interest in this family of compounds
was related to the intriguing properties of the cerium compounds such as CeCu2Si2.
The layered arrangement of atoms in the lattice was considered as a critical factor
contributing to the existence of remarkable properties. Studies of the RT2X2

intermetallics where R = rare-earth, T = transition element, X = Si or Ge, involved
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mainly their magnetic properties [191]. One can cite PrNi2Si2, non magnetic at the
ground state, which becomes ferromagnetic under an external magnetic field [192].
In the RMn2Ge2 compounds, the magnetic moments associated with the transition
ions of the same atomic layer have a parallel arrangement at low temperature. The
magnetic moments of the different layers are either subject to an antiferromagnetic
coupling or adopt a parallel arrangement. Phase transitions between these two
different magnetic states take place at a critical temperature and are first order. This
is the case, for example, for SmMn2Ge2, which varies several times from ferro-
magnetic to antiferromagnetic as a function of the temperature [193, 194].
Calculations for this compound show that the interlayer coupling constant depends
strongly on the unit cell volume, in particular on the interlayer distance, and varies
linearly with the thermal expansion. Application of this model to other layered
R-Mn intermetallics has been planned. Magnetic phase transitions can also take
place under external pressure. These magnetovolume effects could be responsible
for resistance anomalies and eventually the existence of giant magneto-resistance
[195, 196]. Europium intermetallics are of a special interest because europium is
divalent in the ground state 4f7 half-filled 4f shell, and can transit to trivalent
europium with the 4f6 configuration, giving rise to mixed valence behaviour. The
compounds EuT2X2 are generally antiferromagnetic. In germanides, europium is
trivalent. In contrast, in the silicides, it shows mixed valence. The fluctuation time
between the two valence states is short, of the order of 10−13 s.

A class of materials RT4X12 with R = rare-earth, T = Fe, Ru, Os, X = P, As, Sb,
named filled skutterudite compounds, have been widely studied because they reveal
the properties characteristic of heavy fermion compounds and have the same crystal
structure. Among them, PrFe4P12, PrRu4P12 and PrOs4P12 are especially interesting
because they exhibit unusual features, not observed in the other praseodymium
compounds. Thus, PrFe4P12 undergoes at 6.5 K a transition attributed to “the
coupling between spin and quadrupole degrees of freedom” [197]. This quadrupole
ordering phase is suppressed by a magnetic field. PrFe4P12 transits then to a heavy
fermion state as indicated by specific heat and resistivity measurements under
magnetic field at low temperature. In the ordered quadrupolar, or antiferro-
quadrupolar, phase, the 4f electrons are localized. In the heavy fermion phase, the
effective mass of the electrons is of the order of 80m0, indicating the presence of
strongly correlated electrons. In the paramagnetic phase at the standard temperature,
hybridization of 4f electrons with valence electrons has been considered. The
presence of a non-magnetic order parameter with a multipolar component has been
confirmed more recently [198]. In the PrOs4Sb12 compound, unconventional
superconductivity is present below 1.8 K. An antiferroquadrupolar order was
considered to be induced under magnetic field [199] and reveals the importance of
the crystal field. From measurements of the Sommerfeld coefficient and the specific
heat, heavy quasi-particles participate in the superconductivity. Compared to other
heavy fermion supraconductors, this material is characterized by rather well
localized 4f electrons.

Among the compound series having remarkable physical properties, one can cite
the series RmTIn3m+2 with T = Co, Rh or Ir and m = 1, 2. These materials grow in a
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tetragonal variant of the Cu3Au-type structure and can be described as layers of
cubic cells RIn3 stacked sequentially along the c axis with layers of TIn2.
Unconventional superconductivity was discovered in several of these compounds
and was believed to be dependent on magnetic fluctuations and also on relationship
with dimensionality and crystal structures. The interplay between crystalline elec-
tric field effects and exchange magnetic interaction was investigated. Linear
dependence was found between TC and the ratio c/a of the tetragonal lattice
parameters at standard pressure: an increase of the quasi two-dimensional character
of the crystal would favorize superconductivity. Among the RRhIn5, TbRhIn5 is
antiferromagnetically ordered at the highest temperature TN = 45.5 K while TN is
about 32 K for TbIn3 [200]. It was shown that TN depends on the crystalline electric
field along the series. When the magnetic ordered moments are not aligned along
the axis c, TN is smaller than the value for the cubic TIn3 parent compound. This is
the case for CeRhIn5. In contrast, when the moments point along the c axis, TN is
bigger than the value for TIn3. This is verified for NdRhIn5. Lastly, when the crystal
effects are small, the magnetic properties remain nearly the same as those of TIn3.

Another family of compounds of the R5X4-type or R5X2X′2-type was developed
[190, 201]. These compounds are built from weakly interacting slabs, each slab
being formed by several strongly interacting monolayers of atoms. The study of
gadolinium compounds was particularly developed following a giant magne-
tocaloric effect observed in Gd5Si2Ge2 [202]. This alloy shows striking properties.
The application of magnetic field induces a very large magnetic entropy change,
concentrated over a narrow temperature interval in the vicinity of 276 K. This
change is accompanied by a first-order ferromagnetic-ferromagnetic transition,
which is reversible. Simultaneous contributions of the structural and magnetic
entropy change can bring out a temperature change of the alloy. The two binary
compounds Gd5Si4 and Gd5Ge4 crystallize in the same Sm5Ge4-type orthorhombic
structure. However, there exist significant differences between the atomic
arrangement of these two compounds. These differences were deduced from large
displacements of atoms and the breaking of some Si2 pairs during the transition
from Gd5Si4 to Gd5Ge4 [203]. Difference exists also between the magnetism of the
silicide and germanide of gadolinium: Gd5Si4 is ordered ferromagnetically at
335 K, i.e. at a temperature higher than that for Gd metal while Gd5Ge4 is ordered
antiferromagnetically at much lower temperature [204]. Consequently, the solu-
bility of silicon in solid Gd5Ge4 depends strongly on the temperature. The
orthorhombic structure of the binary compounds undergoes a monoclinic distortion
in the ternary compounds of Gd5(SixGe1−x)4-type. All these changes are due to
significant differences in the inter-atomic interactions. Indeed, the hybridization
between Ge 4p orbitals and spin-polarized Gd 5d orbitals leads to a magnetization
of Ge and a ferromagnetic coupling between 4f Gd moments belonging to adjacent
Gd slabs [205]. This coupling is very weakened by the break of the Ge-Ge or Si–Si
bonds and the ferromagnetic order is then destroyed. The large differences in the
bonding characters of Si and Ge in the Gd5Si4-Gd5Ge4 pseudobinary system are
responsible for the variation of properties depending on the Si/Ge ratio.
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Up to now, the studies of the R5X4 or R5X2X′2 compounds concerned essentially
gadolinium alloys [206]. They have been extended to Gd5(SixGe4−x)1−yT2y with
T = Fe, Co, Ni, Cu, C, Al, Ga. Other R5X4 compounds with R = rare-earth and
X = Si, Ge, Sn, Ga, In, Sb, are widely studied at present. Atomic and crystal
structures are analyzed because they play a major role in the magnetic properties
and much work remains in order to obtain a general description of these com-
pounds. However the studies are mainly oriented towards compounds presenting
a large magnetocaloric effect. Besides this family of compounds, this effect is
very strong for other rare-earth intermetallics such as La0.8Ce0.2Fe11.4Si1.6,
La(Fe1−xSix)13, PrNi5, TbCo2Al [207]. Applications had initially concerned the
low-temperature refrigeration. The extension to room temperature is actually an
important challenge because of its potential impact on energy and environmental
problems.

Among the intermetallics of interest for the study of the unconventional
superconductivity, one can cite the compounds of the ROMPn-type with
R = La-Nd, Sm or Gd, O = oxygen, M = transition metal and Pn = element of the
group V (P, As, …). These compounds have a layered structure and are super-
conductors with transition temperatures Tc of 3–5 K. However, a transition tem-
perature of the order of 26 K was obtained for LaOFeAs by dopage of F ions at the
oxygen sites [208]. This material is composed of alternating LaO and FeAs layers,
positively and negatively charged. The doping of the La-O layer with F ions
increases the charge transfer and, consequently, increases Tc. Application of an
external pressure was suggested to increase Tc because the pressure enhances
charge transfer between the insulating and conducting layers. Indeed, a maximum
of 43 K was obtained for F-doped LaOFeAs under 4 GPa [209]. The effect is
expected to increase with the electronic polarisability of the ions. By replacing
lanthanum by samarium, transition temperatures as high as 55 K were observed for
SmO1−xFxFeAs or SmO1−xFeAs at standard pressure [210, 211]. These tempera-
tures are higher than the maximum predicted from Bardeen–Cooper–Schrieffer
theory hence the interest of this type of materials for the development of uncon-
ventional superconductors.

Several remarkable physical properties of the rare-earth intermetallic compounds
have lead to interesting technical applications. Thus, the fabrication of permanent
magnets is possible from numerous hard rare-earth-transition metal intermetallics.
Compounds with Curie temperatures between 260 and 650 K, of the type RT12−xT′x
with T = 3d transition metal, T′ = Ti, V, Cr, Mn, Mo, W, Al, Si, have been produced
[212]. SmCo5 and SmCo7 have also a good thermal stability because their Curie
temperatures are superior to 1000 K. However, compounds of the type Nd–Fe-B
have preferentially been developed because they are cheaper. Nanocomposites
formed from two magnetic phases, one hard Nd2Fe14B and another soft Fe3B, have
been produced [213]. Certain transition metals, such as cobalt, were added to these
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composites to improve the coercivity.2 More recently, nanocrystalline alloys Sm
(Fe,Ga)9C have been studied because of their high coercivity owing to their crys-
talline arrangement [214].

At low temperatures, the rare-earths are magnetostrictive materials, i.e. undergo
a relatively large deformation in a magnetic field. In the RFe2 Laves phase

3 com-
pounds, the effect exists at high temperature and becomes useful for numerous
applications. These compounds are used to obtain captors that change electrical
energy to mechanical energy or vice versa.

Among the other potential applications of the rare-earth intermetallic compounds
one can mentioned hydrogen storage, for example in LaNi5 [215], a property of the
spin glass type, for example in DyxY1−xRu2Si2 [216]. The presence of disorder in
alloys such as CeNi1−xCux [217] or CePd1−xRhx [218] can create cluster spin glass
states at low temperatures [219]. Effects related to crystalline electric field can also
be present. Magnetic frustration mechanism driven by this field can create, in a
plane, magnetic fluctuations that can induce quasi-2D unconventional supercon-
ductivity. This list is not exhaustive. Numerous other alloys, in which interplay
between heavy fermion, magnetism and superconductivity can exist, are being
studied in order to understand how magnetic fluctuations stimulate the supercon-
ductivity. The aim is to discover new superconductor materials, to obtain a better
understanding of their physics and to find new applications.

2.2 Actinide Compounds

The properties of the actinide compounds depend on the spatial extent of the 5f
orbitals. By normalizing this extent taking into account the metal lattice spacing,
one obtains for the 5f orbitals of the lighter actinides values intermediate between
those of the 4f orbitals in the rare-earths and of the 3d orbitals in the transition
elements. In the light actinides, the 5f orbitals are then less localized than the 4f
orbitals and they overlap slightly, like in uranium metal. This overlap is reduced
when the separation between the metal ions is increased by the introduction of
various anions. However, some 5f electrons can participate in the bondings. In
contrast, in the heavy actinides, where the 5f orbitals contract significantly, the 5f
electrons are localized as shown by the rapid increase of the atomic volume in
americium. Moreover, for a given actinide in various compounds, a small change in
the chemical surrounding can cause a change of the 5f electrons from localized to
itinerant. This has a large effect on the 5f electron contribution to the bonding.

2The coercivity of a material is the value of the magnetic field required to reduce to zero the
magnetization.
3Laves phases are structures characteristic of AB2 type intermetallic compounds. The unit cell is
cubic or hexagonal. Tetrahedrally close packet structure is obtained if the ratio of the spheres
characteristic of the A and B atoms is equal to √(3/2).
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Interchange between localization and delocalization makes then the electronic
structure of these compounds difficult to anticipate.

Correlations effects of the 5f electrons play an important role in determining the
properties of most of the compounds of the actinides. These properties cannot be
predicted by a conventional band-structure approach. Strong electron-electron
correlations enhance the effective electron mass and favorize the presence of Mott
insulator in the 5f electron systems. Electronic structure is then strongly dependent
on the on-site Coulomb repulsion U of the 5f electrons. Although an order of
magnitude larger than for the rare-earths, the crystal field interactions still remain
weak. They are clearly smaller than the 5f spin orbit interaction and are often
neglected. Valence fluctuations are largely present; they are strongly dependent on
the pressure because of the overlapping of the 5f wave functions. Consequently the
hybridization increases when the volume decreases. Quasi-band model was con-
sidered as convenient for the calculation of several compounds of the lighter anions
and actinides, among them the nitrure of uranium [220].

The IV valence is the most stable in the actinides up to californium. The stability
of the III valence increases with Z. The VI valence is observed for the four first
elements of the series. In contrast, most lanthanide compounds are trivalent and the
IV valence occurs only in the beginning of the series, for cerium and praseody-
mium, and then for terbium. Model systems that have received a large attention are
the simple cubic uranium compounds, such as the dioxide, monochalcogenides and
mononitrides.

2.2.1 Oxides

The actinide dioxides are representatives of the tetravalent actinide compounds.
They exist for all the elements thorium through californium and crystallize in fcc
structures. Beyond that, the sesquioxides appear as the stable oxides. As already
underlined (cf. Chap. 2, p. 87), it is important not to confuse oxidation state and
ionicity. Indeed, the bonds are known to have a partially covalent character in the
oxides. The number of 5f electrons on each actinide ion is not an integer and the
presence of a fraction number of 5f electrons is not to be confused with the notion
of intermediate valence. For the light actinides, most of the 5f electrons are
expected to concentrate in narrow bands with narrow overlap, located just below
the Fermi level EF while a wide band of O 2p electrons having the same energy as
the valence electrons of the actinide is located several eV under EF. These dioxides
are considered as Mott insulators. However, it has been suggested from recent
spectroscopic measurements that the lowest energy transition is of the 5f–6d type
and is associated with a band gap of about 4.4 eV [221]. Photoexcitation then
involves charge carrier hopping between localized levels. When Z increases, the
binding energy of the 5f electrons increases, the 5f-O 2p band distance decreases
and a small overlap can be present, except if the radial contraction of the 5f wave
functions becomes the dominating factor. When passing from one element to the
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next the increase of the number of 5f electrons is accompanied by the contraction of
the 5f sub shell. This contraction increases the stability of the 5f sub shell (cf.
Chap. 1). Similarly, a monotonic decrease of the experimental lattice constant with
increasing Z was observed from thorium to californium with a small deviation at
curium, which corresponds to the half-filled shell [222]. As discussed in Chap. 1,
this is due to a change in the characteristics of 5f wave functions around the middle
of the series.

Thorium is tetravalent in all its compounds and no 5f electron is present in the
ground state. In the stable oxide ThO2, the O 2p valence band is large and extends
between about −9 to −4 eV below the Fermi level, in agreement with the theoretical
predictions.

Uranium has several oxides. The most stable is U3O8. It is obtained from UO2 in
contact with oxygen according to the reaction 3UO2 + O2 → U3O8 at 970 K. The
dioxide UO2 has the fluorite structure (CaF2) like the dioxide of cerium and those of
neptunium and plutonium. The experimental lattice constant is 5.47 Å. Each ura-
nium ion is at the centre of a cube and coordinated to eight oxygen atoms located at
the corners of the cube. The crystal field splits the f orbitals into three sub-orbits.
Under normal conditions only the more stable would be occupied with two elec-
trons, leading to an unsplit triplet ground term according to Hund’s rules. However,
this simple description is altered by the spin–orbit interaction and the triply
degenerate ground state is split into three adjacent levels. Indeed, the 5f7/2–5f5/2
spin–orbit splitting is expected to be of the order of 1–1.5 eV for UO2 while the
magnitude of the cubic crystal field splitting is 0.5–0.1 eV for 5f7/2 and 5f5/2,
respectively. However, the inclusion of the spin–orbit interaction has only a small
effect on the properties of this compound. UO2 is a simple paramagnet above the
Néel temperature TN = 30.8 K and shows a first-order antiferromagnetic transition
at TN with a moment of 1.74μB. Pressure-induced weak ferromagnetism is also
present [223]. UO2 is an insulator with an optical gap of about 2 eV.
Conventional LSDA and LSDA + U calculations had incorrectly predicted a
non-magnetic metallic ground state. By including in LSDA + U a term describing
the Hubbard on-site repulsion between 5f electrons, improvement was obtained, in
particular for the equilibrium lattice constant [224]. More recently, an energy gap in
reasonable agreement with the experimental value has been predicted from a hybrid
DFT-type calculation [225].

From this theoretical approach, the 5f distribution has an energy width of about
1 eV and located very close to EF. Experimentally this distribution was observed at
about 1 eV below EF. In the oxides, the bonds are often described as due to “charge
transfers” from the metal to the ligand. Indeed, in the metal, 6d, 7s electrons are
mixed with the ligand 2p valence electrons and charge density is present on and
also between uranium and oxygen ions. The valence band associated with these
electron distributions is located between −3 and −8 eV below EF. A slight U 5f
character is present in this band. The number of U 5f electrons engaged in the
bonding is of the order of 0.2 while two 5f electrons are localized on each uranium
site. There are more than two 5f electrons associated with each uranium ion and the
effective charge of the uranium ions is less than 4 owing to the partially covalent
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character of the bond. A charge close to 3.5 was observed. The levels at the onset of
the conduction band are predicted to be unoccupied 5f levels and 5f–5f non
radiative jump is expected from about 2.5 eV above EF in a range of several eV. In
the other uranium oxides, U308 and UO3, the uranium oxidation state progressively
increases while the number of the localized 5f electrons decreases (cf. Chap. 5).

PuO2 and Pu2O3 were studied theoretically by using the same approach used for
UO2 [226, 227]. This approach does not take into account the spin–orbit interaction.
The two compounds were found antiferromagnetic at the ground state with mag-
netic coupling relatively weak. They were predicted to be insulators with energy
gaps a slightly superior to 2 eV. The lattice constant of PuO2 was calculated to be
5.39 Å, in agreement with the experimental value of 5.40 Å. For the two oxides,
energy distributions characteristic of 5f electrons are located in the −1 to –3 eV
energy range while distributions characteristic of the valence electrons are situated
approximately in the 4–8 eV range. More recently, very detailed study of PuO2 and
particularly Pu2O3 was made using LDA/GGA + U formalism [228]. PuO2 has the
fluorite structure in standard conditions and the PbCl2 structure beyond 39 GPa. It is
insulator with a conductivity band gap of only 1.8 eV. Pu2O3 has several phases,
two non-stoichiometric cubic α and α′-phases and a stoichiometric hexagonal
β-phase. β-Pu2O3 is insulating and antiferromagnetic below 4 K. The atomic vol-
umes of the two oxides increase with the Coulomb interaction U, which appears as
a parameter. Indeed, increase of the correlations, due to the localization of the 5f
electrons, has as consequence the decrease of the cohesion of the crystal and the
increase of the lattice parameter. In PuO2, the Pu 5f and O 2p distributions are very
close in energy. In contrast, the Pu 5f levels are energetically separated from the
valence band in Pu2O3. As expected, the Pu 5f electrons are more localized in the
trivalent oxide than in the tetravalent one. In Pu2O3, only three plutonium valence
electrons are necessary for the plutonium-oxygen bonds and, in principle, the 5f
electrons do not participate. That is different for the tetravalent oxide because in this
case one 5f electron contributes to the chemical bonds with the oxygens. The
differences between these two oxides are somewhat analogous to the differences
seen between Ce2O3 and CeO2.

In going from UO2 to PuO2, one expects a reduction of the 5f orbital radius and a
stabilization of the 5f orbitals. Stabilization is, indeed, obtained in PuO2 and con-
sequently the 5f-O 2p mixing is expected to be greater in PuO2 than in UO2. Thus,
the Pu 5f peak is observed at −2.5 eV, while the calculated peak is at −0.5 eV.
Theoretically, the 5f orbitals in PuO2 show an intermediate character between being
hybridized or not. Experimentally, they manifest partially hybridized electronic
structure. PuO2 is in the crossover between the Mott insulator family and the
dioxides characterized by a normal band gap. The same behaviour is seen for
AmO2. The two compounds, PuO2 and AmO2, are characterized by a weak energy
mixing of the 5f and oxygen 2p orbitals.

The stoichiometric oxide CmO2 has a magnetic moment equal to 3.36μB. The
magnetic moments of the ions Cm4+ 5f6 and Cm3+ 5f7 are, respectively, 0 and
7.94μB. The value of the observed magnetic moment in the oxide confirms the
partially covalent character of the bond. Covalent picture has been predicted
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theoretically [229]. It must be noted that if the spin–orbit interaction were dominant,
the expected ground configuration of curium in CmO2 would be mainly 5f6 because
this configuration corresponds to the complete filling of the lower f5/2 subband.
Such a ground configuration is predicted to have a zero magnetic moment, contrary
to the large moment found experimentally. In fact, curium has a number of 5f
electrons between 6 and 7, but only a small part of them contributes to the bonds
with oxygen, as in the preceding elements.

The actinide oxides are of great interest. The most important is PuO2. It is a
component of nuclear reactor fuels and an important compound for the very
long-term storage of plutonium. Elemental plutonium rapidly oxidizes to PuO2

when exposed to air. The products of the chemical reactivity of plutonium metal,
oxides and hydrides, are very complex. Non-stoichiometric oxide, PuO2+x with
x ≤ 0.27, was believed to take part in the fast corrosion of the metal [230]. More
recently, the existence of such a compound has been questioned and the stability of
any higher binary plutonium oxide has been excluded [231]. The presence of one
extra oxygen would probably distort the lattice too much. It would seem that
plutonium oxidation chemistry still needs further research.

With its various technical applications possible, UO2 is sometimes compared to
Si and GaAs. Its intrinsic conductivity at standard temperature is about the same as
that of single crystal silicon. Its dielectric constant is about 22, i.e. twice as high as
that of Si (11.2) and GaAs (14.1). This is an advantage in the construction of
integrated circuits. Stoichiometry dramatically influences its electrical properties.
This is a ceramic material resistant at high temperatures. It has a very small thermal
conductivity and its applications for photovoltaic device can be considered.

2.2.2 Monochalcogenides

The actinide monochalcogenides have the NaCl-type cubic structure. In spite of
their highly symmetrical crystal structure, the uranium monochalcogenides have
very large anisotropy. Thus, the anisotropy constant of the cubic uranium com-
pound, US, near 0 K, was found to be an order of magnitude greater than that of
TbFe2, which was the largest known anisotropy constant of a cubic material [232].

The uranium monochalcogenides US, USe and UTe, exhibit a ferromagnetic
ground state with the uranium magnetic orbital moment more than twice larger than
the magnetic spin moment and a very large magnetic anisotropy. Their Curie
temperatures are 177, 160 and 104 K, respectively. They are higher than those of
other ferromagnetic uranium compounds. The monochalcogenides are metallic.
Their density of valence states is characterized by a broad feature located between
−2 eV and EF and centred around −1 eV and a rather small peak at the Fermi level,
attributed to the 5f electrons. These data, deduced from spectroscopic experiments
(cf. Chap. 5), were in disagreement with the densities of states calculated from
LDA + U method but were reproduced approximately from DMFT associated with
LDA + U calculations using U equal 2 eV [233]. The calculated chalcogen p band
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is located between −6 and −3 eV in USe and UTe. The 5f distribution is split into a
narrow occupied part crossing the Fermi level and a broader unoccupied band.

The plutonium monochalcogenides PuSe and PuTe are paramagnetic semicon-
ductors with narrow energy gaps of the order of 10 meV and temperature inde-
pendent magnetic susceptibility. For temperatures higher than the energy gap, the
gap is irrelevant and these compounds can be considered as highly correlated
metals. From spectroscopic experiments, energy distribution of 5f electrons was
observed in a range between −1.5 eV and the Fermi level, the large part of the 5f
electron spectral weight being concentrated in a narrow peak near EF. Similar
features were observed in δ-Pu and PuN and this 5f distribution appears to be
independent of the chemical environment. As has already been often seen, the usual
LDA-GGA-based and LDA + U calculations fail to provide the correct description
of the electronic properties of the actinide compounds. However, the magnetic
properties are correctly described by LDA + U calculations. In contrast,
DMFT-LDA + U calculations with U equal 3 eV give a picture rather similar to the
experimental 5f electron distribution [233]. The chalcogen p band is calculated to
be in the range between −6 and −2.5 eV in PuSe and PuTe.

In summary, on the basis of the DMFT-LDA + U calculations including the
spin–orbit interaction, the ground state magnetic properties of the ferromagnetic
USe and UTe and non-magnetic PuSe and PuTe compounds have been correctly
reproduced and an acceptable description of the electronic distributions has been
obtained. In contrast, the electronic structure is not described successfully in the
LDA + U approach except for the magnetic moments. These computational results
underline the decisive role played by dynamic correlations in improving the
agreement between theoretical 5f densities of states and experimental results.

2.2.3 Mononitrides and Monocarbides

Both nitrides and carbides have values of thermophysical constants higher than the
corresponding ones in the oxides. They have higher melting point, higher heavy
atom density, higher thermal conductivity [234]. This makes then possible alter-
natives to the oxide based fuels. Studies on their physics and chemistry are
beginning to be developed.

Mononitrides and monocarbides, like a great number of actinide compounds,
crystallize in the NaCl structure. Experimentally, the 5f orbital overlap was
observed to decrease with increasing anion size. Consequently, the 5f electron
localization increases. Thus, the 5f electron character and the details of the elec-
tronic structure are strongly interrelated. Generally, the 5f–5f overlap controls the
characteristics of the compound. However, f–d and f–p hybridizations can also be
present and influence those characteristics.

In UN and UC, owing to the small radii of the nitrogen and carbon atoms and the
large extent of the uranium 5f orbitals, the uranium 5f electrons were considered
initially as itinerant. The lattice parameters calculated by using a band model for the
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two compounds were found in agreement with the experimental values. However,
from SIC-LSD calculations, the electronic structure is dominated by a narrow
uranium 5f density peak located at the Fermi level [235]. The 2p band is centred at
about −4 eV in UN but only at −2.7 eV in UC. Overlap exists between the U 5f
orbitals and the N, or C, 2p orbitals and it is bigger for UC. Finally, the ground
configurations are predicted to be f0 in UC and f1 in UN. The electrons 5f are then
considered as delocalized only in UC and it appears clearly that the influence of
electron–electron correlations increases from UC to UN. However, it is not sure
whether a localized picture is suitable to describe the UN properties.

In PuN, both 5f3 and 5f4 configurations contribute almost equally to the ground
state electronic structure whereas in PuC, the f3 configuration slightly dominates.
This is due to the larger electronegativity of nitrogen. The f–p hybridization is then
less pronounced. The p states are further separated from the 5f states in PuN than in
PuC. In PuC, the 5f3 and 5f4 configurations have been found energetically close.
The fact that 5f3 corresponds to the energy minimum and the localization of an
additional electron is slightly less favourable has lead to suggest that three 5f
electrons were localized and one 5f electron was itinerant in this compound.

From UN to CmN, the number of localized 5f electrons present in the ground
state gradually increases. The same is true from NpC to CmC. With Z increasing,
the 5f orbitals contract and their overlap with neighbouring sites decreases. The
energy necessary for the localization becomes higher than the band formation
energy. The valence decreases with the increase of the number of localized 5f
electrons. The effect is stronger for the nitride than for the carbide compounds.
Moreover, different valence configurations, closely separated in energy, are
expected in these compounds and their presence characterizes the coexistence of
localized and delocalized 5f electrons. Contribution from the more localized elec-
trons gradually increases as one moves along the series. Abrupt increase of the
lattice parameter was observed between PuN and AmN and reproduced by the
calculation (cf. Fig. 5 in [235]). This variation was associated with the localization
of the 5f electrons in Am. The ground state configuration in the nitride becomes the
trivalent configuration Am3+ 5f6. In the carbides, the presence of fully localized 5f
electrons is expected from CmC with Cm3+ f7. The decrease of the number of
itinerant electrons with increasing actinide atomic number was confirmed by the
observed decrease of the thermal conductivity from UN to PuN [236].

2.2.4 Intermetallics

Spectacular properties, similar to those existing in rare-earth intermetallic com-
pounds, were observed in the actinide intermetallics. Let us recall that at elevated
temperatures, in the rare-earth intermetallics with a high 3d metal, the 4f–3d ex-
change interactions are strong and have led to the discovery of excellent materials
used as permanent magnets and magnetostrictors. This is not the case for uranium
intermetallics containing high 3d metals because 5f–3d hybridization reduces the
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magnetic moment of the 3d ions. As an example, UFeAl is paramagnetic down to
low temperatures. However, both uranium and 3d metal sublattices are known to be
magnetic in some potentially interesting U-3d intermetallics.

As has already been shown in the case of the rare-earths, the actinide inter-
metallics at low temperature show various ground states revealing interplay
between magnetism and heavy fermion states. These are non-Fermi liquid states
characterized by a very large Sommerfeld coefficient, magnetically ordered phases,
unconventional superconductor states and eventually some systems with both
magnetic order and unconventional superconductivity. Np1−xMo6Se8, of critical
temperature 5.6 K, was the first superconductor actinide compound, to be discov-
ered [237]. Later on, heavy fermion phenomena and superconductivity were
observed at low temperatures as a function of pressure or applied magnetic field, in
a large number of intermetallic compounds of actinides, U, Np and Pu.

Heavy fermion phenomena and superconductivity were observed at low tem-
peratures as a function of pressure or applied magnetic field, in a large number of
intermetallic compounds of actinides, U, Np and Pu. The above characteristics
result from the presence of the 5f electrons. Among the theoretical models used to
describe the 5f electrons in these compounds, we cite a calculation which takes into
account a weak 5f delocalization by considering simultaneously a finite 5f band-
width within the Anderson Lattice Hamiltonian and localized f-spins S = 1 without
f-band width to describe the U4+ 5f2 [238]. However, this model does not explain
all the very particular properties of these compounds. Initially, heavy fermion
phenomena were considered to occur only with very narrow 5f bands that did not
order magnetically at all or else showed very small ordered moments. However,
magnetic ordering was found to coexist at low temperature with heavy fermion state
in numerous compounds. Whereas in the cerium intermetallics the ordering tem-
peratures are typically of the order of 5–10 K, in some uranium compounds, such as
UTe, UCuSb2, a ferromagnetic order is present at Curie temperatures TCurie as high
as 102 K or 113 K. The same is observed in neptunium compounds, NpNiSi2 and
Np2PdGa3 with TCurie equal, respectively, to 51.5 and 62.5 K and in plutonium
compounds. Among the more studied compounds, it is important to mention
UBe13, UPt3, URu2Si2, UFe2Si2, which were among the first ones whose uncon-
ventional superconductivity was observed and studied and also UGe2, URhGe,
UCoGe, which are the first discovered ferromagnetic superconductors.

Unconventional superconductivity of actinide intermetallic compounds was
discovered for the first time in UBe13 [239]. The U–U distance is large, about
5.13 Å, in this compound. The uranium ions are tetravalent with two localized 5f
electrons. Measurements of the electronic specific heat, the magnetic susceptibility
and the electrical resistivity as a function of the temperature for a single crystal were
made. Those three parameters increase with decreasing temperature in zero mag-
netic field and their values at about 1 K are characteristic of a heavy fermion
system. At lower temperature, the electrical resistivity decreases rapidly and this
variation reveals a superconducting transition at 0.86 K in agreement with the
strong variations of specific heat and magnetic susceptibility in this same temper-
ature range. This is heavy fermion superconductivity, in which no magnetic
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ordering or magnetic correlation was found. At lower temperature transition in the
superconductor phase of U1−xThxBe13 was observed [240, 241]. At about 0.25 K
another transition was observed in UBe13, initially attributed to the presence of an
antiferromagnetic phase. Studies are being pursued to understand the mechanisms
leading to these observations [242].

Superconductivity was also seen in UPt3. Resistivity measurements showed that
the resistance drops to zero at about 0.54 K [243]. The transition width is of about
0.030 K and is decreased by annealing the sample, namely reducing existing de-
fects. However, the variation of the resistivity with the temperature was clearly
different for UPt3 and UBe13 (Fig. 2.21) [243].

Measurements of specific heat and magnetic susceptibility give the same tran-
sition temperature. The variation of the specific heat with the temperature in a zero
magnetic field was interpreted as following the law predicted for a spin fluctuation
system by Doniach and Engelsberg [244] and confirmed the presence of uncon-
ventional superconductivity in UPt3. Improvements in the quality of the samples
increased the resolution and two transitions were observed at temperatures between
0.3 and 0.4 K [245]. This splitting of the superconducting transition was compared
with the second structure seen in UBe13 [240, 242] and attributed to an ordered
phase.

In contrast with UPt3, which is described as being of the heavy fermion type,
UPd3 has the localized 5f2 configuration [246, 247]. This material has a double
hexagonal close-packed structure with two different sites for the uranium ions. Two
transitions take place at low temperature; the one at 6.7 K involves the quadrupolar
ordering of the uranium ions, the second at 4.5 K involves magnetic ordering with a
very small magnetic moment. The quadrupolar moments are large in f compounds
and a quadrupolar ordering has already been found at higher temperatures than
those of magnetism for lanthanide compounds. This is not observed in systems
where the interactions involving the f-valence electron states are stronger than the
quadrupolar moments.

Fig. 2.21 Resistance versus
temperature for CeCu2Si2
(triangle), UBe13 (squares)
and UPt3 (dots) [243]
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Among the UT2Si2 compounds with T = transition metal, URu2Si2 was studied
intensively [248–252]. In this heavy fermion compound, ordered phase and
unconventional superconductivity at very low temperatures were obtained from
thermal, electric and magnetic measurements. In fact, rapid decrease of the elec-
trical resistivity was observed at standard pressure below 50 K but a sharp peak was
observed at T0 = 17.5 K. This peak was associated with a freezing of both the
charge and the spin scattering and with a considerable decrease of the charge carrier
number. Initially, an extremely weak antiferromagnetic moment was detected at a
temperature near 0 K and associated with the presence of an ordered phase. But this
moment was much too weak to account for the large anomaly observed in the
vicinity of T0. Another abrupt drop of resistivity was also observed below
Tc = 1.7 K and associated with the onset of unconventional superconductivity,
coexisting with the ordered state present in this range. These two temperatures
changed differently with pressure, T0 increased linearly while Tc decreased. From
the measured Sommerfeld coefficient, the electron effective mass was found equal
to about 25m0, where m0 is the free electron mass. The nature of the order gov-
erning the phase observed below 17.5 K is actually a controversial subject and, for
this reason, it was named a hidden order. Attributed at first to the development of a
spin or charge density wave, this phase was associated with other order parameters,
multipolar ordering, orbital antiferromagnetism, helicity. Actually, unexpected
order parameters are still researched and this compound is the subject of a large
variety of experiments. An anisotropic inelastic term of resistivity was observed in
the hidden-order phase [253]. This suggests that an anisotropic scattering mecha-
nism is present in this phase. Temperature versus pressure phase diagram is pre-
sented in Fig. 2.22 [252].

The unconventional superconductivity, present up to 1.2 K at P = 0 disappears at
about 0.5 GPa for T → 0 K. Simultaneously, the pressure induces a first-order
phase transition from the hidden-order (HO) phase to a large moment antiferro-
magnetic (LMAF) phase. The border between the hidden-order phase and this
antiferromagnetic phase follows a transition line up to a tricritical point located at

Fig. 2.22 Temperature
versus pressure phase diagram
for URu2Si2 from resistivity
(circles) and ac calorimetry
(triangles) measurements
[252]
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T = 19.3 K and P = 1.36 GPa corresponding to the transition to the normal
paramagnetic (PM) phase. Above 1.36 GPa, a single transition occurs on cooling
from the paramagnetic state to the large moment antiferromagnetic phase. The
presence of a tricritical point suggests that the various phases have different sym-
metries and, consequently, no superconductivity could be present in the normal
antiferromagnetic phase. Numerous experimental studies are pursued on
high-quality single crystals in order to explain the unusual characteristics of the
superconductor state as well as the hidden-order phase in which this state is
embedded [188, 251].

The unusual phase diagram of URu2Si2 was attributed to the localization and
delocalization of the uranium 5f electrons. In a metallic environment model, fluc-
tuations occur between the U3+(5f3) configuration and the U4+(5f2) configuration
with an extra 5f electron hybridized with the other valence electrons. In this model,
the number of localized 5f electrons varies and one expects the presence of valence
fluctuations. The phase diagram is influenced by a competition between these two
different configurations. The decrease of the carrier number at the transition to the
hidden-order phase suggests that this transition could be due to a partial localization
of 5f electrons. In another possibility no valence fluctuations exist but only atoms
situated in a particular space direction would have an increasing number of local-
ized 5f electrons, thus explaining the anisotropy in the observed properties and the
eventual presence of a multipolar order. In contrast, the pressure would favour the
5f2 configuration. Analogy had been researched with intermetallics of a rare-earth
that has the same external electronic configuration as uranium and a parallel had
been established with PrFe4P12 in which a hidden-order phase had been observed
[254]. Initially identified with a antiferroquadripolar phase [197], it is expected to
be a non-magnetic order phase with a multipolar component [251].

The coexistence of superconductivity and a ferromagnetic phase was observed
for the first time in UGe2 under pressure. This compound crystallizes in the
orthorhombic structure. The uranium ions form chains with the distance between
nearest neighbours dU–U = 3.85 Å. UGe2 is an itinerant ferromagnetic at standard
pressure with a Curie temperature TCurie equal to 52 K and a magnetic moment of
1.5μB. It is superconductor under pressure at about 1.2 GPa with a critical tem-
perature TC of 0.7 K [255]. Since TC is lower than TCurie, one deduces that the
superconductor phase is present in the ferromagnetic phase. Two ferromagnetic
phases have been identified, one at low pressure with the moment of 1.5μB, another
at higher pressure with a moment of 1μB (Fig. 2.23) [256].

It was shown that the pressure at the superconductivity maximum corresponds to
the pressure for which the magnetic moment drops from 1.5μB to 1μB. When the
pressure increases,TCdecreases and ferromagnetism and superconductivity disappear
simultaneously at the critical pressure of about 1.5GPa through afirst-order transition.
This first-order transition was attributed to critical magnetic fluctuations [257].

Similar observations were made in compounds of the family UTGe with
T = transition metal. Similar to UGe2, the crystal structure of these compounds is
orthorhombic with uranium chains ordered along the same axis. Their magnetic
ordered temperatures vary as a function of the distance dU–U between nearest
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neighbour uranium ions. For dU–U equal to 3.5 Å, the compounds are ferromag-
netic; below this value, they are paramagnetic and above it antiferromagnetic. In
URhGe, dU–U is equal to 3.50 Å. This value is very close to the distance for which
there is a direct overlap of the 5f wave functions associated with two neighbouring
atoms. Ferromagnetism and superconductivity are observed at standard pressure.
URhGe has a magnetic moment of 0.4μB and TCurie is equal to 9.5 K. From
temperature vs magnetic field phase diagram at standard pressure, superconduc-
tivity with TC of about 0.25 K is observed at low field. As the field increases one
observes a re-appearance of the superconductivity directly associated with an
increase of the effective mass (Fig. 2.24) [188, 258, 259].

Fig. 2.23 Temperature versus pressure phase diagram for UGe2. Two ferromagnetic phases, FM1

and FM2, have been identified, one at low pressure with the moment of 1.5μB, another at higher
pressure with a moment of 1μB [256]

Fig. 2.24 Superconductivity
directly associated with an
increase of the effective mass
for URhGe [188]
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For the first time a link between the effective mass enhancement and the
appearance of supraconductivity is directly observed. As in UGe2, supraconduc-
tivity should be due to critical magnetic fluctuations.

The compound UCoGe is a weak itinerant ferromagnet with TCurie equal to 2.8 K
and an unusually small magnetic moment of about 0.05μB. From electronic specific
heat measurements, the electron interactions are found relatively weak and it was
shown that at standard pressure supraconductivity coexists with metallic ferro-
magnetism below the superconducting transition temperature TC = 0.7 K. TC
increases with the pressure. Because TCurie and TC are close, interplay between
ferromagnetism and superconductivity is strong. In contrast with the two precedent
compounds, superconductivity persists in the paramagnetic regime above a critical
pressure of 1.40 GPa. Pressure-temperature phase diagram was determined for
high-quality single crystals (Fig. 2.25) [260].

In fact, the temperatures TCurie and TC depend on the quality of the sample and
decrease when the quality decreases. Ferromagnetism vanishes above 1.3 GPa.
Near this ferromagnetic critical point, superconductivity is enhanced and this dia-
gram is different from that of other superconducting ferromagnets. Consequently,
this compound presents an unusual behaviour and is considered as particularly
interesting for studying the relation between unconventional superconductivity and
magnetic interactions. But it is essential that high-quality single crystals be avail-
able. This has not yet been achieved for UCoGe nor for URhGe. It is important to
underline that up to now the known ferromagnetic superconductors are all uranium
compounds.

Many other uranium intermetallics have been studied. Thus, in UPd2Al3 and
UNi2Al3, antiferromagnetism and superconductivity coexist at low temperature
[261–263] like in Chevrel phase compounds (of the type RMo6Se8 with
R = rare-earth). These systems are antiferromagnetic and have two separate classes
of localized and delocalized electrons responsible either for magnetic properties or
superconductivity. For UPd2Al3, it was deduced from the quasi-atomic magnetic
moment measured below TN(0.85μB) and from the large Sommerfeld coefficient,
that two 5f electrons are localized in the U4+ ion, while the other 5f electrons are

Fig. 2.25 Temperature
versus pressure phase diagram
of UCoGe [260]. FM:
ferromagnetism; S1, S2:
superconductivity; critical
pressure Pc = 1.40 ± 0.05 GPa
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hybridized with the valence electrons. In the alloy system Y1−xUxPd3, no Fermi
liquid phase was found from measurements of specific heat, magnetic susceptibility
and electric resistance [264]. Later on, this phase was observed in a number of other
f-electron alloy systems, including Sc1−xUxPd3, UCu3.5Pd1.5, Th0.1U0.9Be13, Th1
−xUxRu2Si2, Th1−xUxPd2Al3. Let us mention also that uranium and neptunium
compounds of the U2(Np2)T2X type have been obtained with nearly all transition
metals of the Fe, Co and Ni column. X represents Sn or In. From these materials,
interaction of the 5f electrons with the d electrons of the transition metal was
studied and found decreasing with the gradual filling of the d band.

The discovery of superconductivity in PuCoGa5 [265] has lead to make this
family of 115 compounds the best studied among the plutonium intermetallics. The
transition temperature of PuCoGa5, TC, is 18.5 K, i.e. about an order of magnitude
greater than that of the heavy fermion superconductors of cerium and uranium.
PuCoGa5 crystallizes in the tetragonal structure and is formed of alternating layers
of PuGa3 and CoGa2 stacked along the c axis. This structure is similar to that of the
115 analogous rare-earths compounds that include several unconventional super-
conductors. Electrical resistivity, magnetic susceptibility and specific heat of
PuCoGa5 were measured as function of the temperature and the magnetic field.
Zero resistivity transition was observed around 18.2 K and a sharp diamagnetic
transition was observed slightly above 18 K. A local magnetic moment close to that
expected for Pu3+ was found at higher temperature. Its Sommerfeld coefficient
value of 95 mJ mol−1 K−2 [266], is about one order of magnitude lower than that of
the isostructural CeCoIn5 and its spin fluctuation temperature Tcf, which is inversely
proportional to Sommerfeld coefficient, is therefore one order of magnitude higher.
Analogous variation is predicted for TC in case the model of magnetically mediated
superconductivity proves applicable. This variation was proposed in order to
explain the high value of TC. The presence of antiferromagnetic spin fluctuations
just above TC as well as that of a d-wave pairing below TC were deduced from
nuclear magnetic resonance measurements [267]. Analogy appears, then, with the
properties of the CeMIn5 heavy fermion superconductors. However, for the latter,
superconductivity is observed near the antiferromagnetic quantum critical point,
making the use of the same model for PuCoGa5 difficult. Increase of TC with
increase of the c/a ratio of the tetragonal lattice parameters was observed in the
PuTGa5 and CeTIn5 (T = Co, Rh, Ir) superconductors and the existence of a
common mechanism of superconductivity related to the structure was, then, sug-
gested [266]. Independently, a value of the Coulomb interaction U equal to 3 eV
was found necessary in order to provide a good description of the phonon spectrum
[268]. On the other hand, since the spin fluctuation temperature is inversely pro-
portional to the effective mass, it was suggested that the increase of the transition
temperature implies that a hybridization of the f electrons with the valence electrons
in the plutonium compounds is more complete than in the cerium ones. Charge
fluctuations associated with a change in the 5f configuration as well as density
fluctuations associated with different ionic radii of the 5fn and 5fn−1 configurations
have, then, been proposed to account for the unconventional superconductivity, and
could also be responsible for spin fluctuations. For PuRhGa5, the critical transition
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temperature TC is 8.7 K [269]. The two PuRhGa5 and PuCoGa5 compounds display
very similar properties. The quasi two-dimensional structure of tetragonal com-
pounds is advantageous for superconductivity [270]. Indeed, this structure was
shown to be preferable to the formation of pairs by density fluctuations than a
three-dimensional structure [271].

More recently, properties of PuCoIn5 have been investigated [272]. Its unit cell
is about 30 % larger than that of PuCoGa5. This volume expansion is associated
with a change in the electronic properties. The unit cell volume of PuCoIn5 is nearly
identical to that of SmCoIn5, i.e. to the volume expected for Sm ions with localized
4f electrons. In contrast, the unit cell volume of PuCoGa5 is smaller than that of
SmCoGa5, suggesting a mixed valence ground state of the 5f electrons. PuCoIn5 is
a superconductor with TC = 2.5 K. Its Sommerfeld coefficient is 200 mJ mol−1 K−2.
PuCoIn5 can then be classified as a heavy fermion compound with 5f electrons
more localized than those of PuCoGa5 for which a possibility of a mixed valence
state exists. Consequently, it was suggested that the high superconducting transition
temperature of PuCoGa5 could be due to valence fluctuations while the super-
conductivity of PuCoIn5 would be associated with antiferromagnetic spin fluctua-
tions. Schematic phase diagram, based on such a scenario, was proposed (Fig. 2.26)
[272].

This model presents similarities with that describing CeCu2Si2 under pressure,
according to which a second domain of superconductivity is observed at higher TC,

Fig. 2.26 Schematic
Temperature versus pressure
phase diagram of PuCoX5

(X = In, Ga) [272]. AFM:
antiferromagnetic; QCP:
quantum critical point; SC:
superconductor; NFL: non
Fermi liquid; a SC1
corresponds to PuCoIn5 and
SC2 to PuCoGa5; b PuCoIn5
and PuCoGa5 have the same
superconducting dome
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along with valence instability, and is attributed to critical valence fluctuations.
However, these interpretations have not been substantiated and other alternative
models have been proposed. Further experiments would be necessary in order to
reach a conclusion. Actually, the superconductivity in PuCoGa5 is considered as
directly dependent on the plutonium anomalous electronic properties. This material
is considered as an intermediate addition, in terms of Tc, to the two other classes of
“magnetic well known” superconductors: the heavy-fermion materials, which have
Tcs of about 1 K and the copper oxides, which have Tcs of about 100 K.

In contrast with PuCoGa5, temperature independent paramagnetism was seen in
the isostructural UCoGa5 compound. No local moment was detected and low
Sommerfeld coefficient of about 10 mJ mol−1 K−2 was measured. A value of
Coulomb interaction U close to zero provided a good theoretical description of the
phonon spectrum. This compound is not a superconductor within the observed
temperature limits. From these results, the localization of the 5f electrons is
expected to be weaker in this compound than in PuCoGa5.

In spite of numerous studies, the interpretation of the phase diagrams of 5f
electrons systems and of their superconductivity remains an open problem.
Application of pressure, doping or presence of a magnetic field can lead to quantum
phase transitions between a magnetically ordered state and a paramagnetic state.
These transitions are attributed to critical quantum fluctuations, often considered as
having a magnetic origin. Nevertheless, no clear evidence has been given. Quantum
critical phenomena, which are not explained by the conventional quantum critical
model with spin fluctuations, are explained by a model with local critical valence
fluctuations. This is extensively discussed [189]. In the case of heavy fermion
materials, the effective electron mass can be sufficiently large for the electronic
energies to be of the same order of magnitude or superior to the magnetic energies.
The localization or delocalization of the 5f electrons is, then, an important
parameter because it governs the electronic energies and can give a predominant
role to the valence fluctuations. An intensive research into magnetic supercon-
ductors is conducted actually in order to understand the bases for stimulating the
superconductivity, since that is crucial in the search for new superconducting
materials.
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Chapter 3
High Energy Spectroscopy and
Resonance Effects

Abstract The various radiative and non-radiative processes in the rare-earths
irradiated by photons and electrons are discussed. Notions as resonant lines, tran-
sitions in the presence of a spectator electron, Auger transition, scattering and
fluorescence are explained. The accent is put on the experimental techniques, which
can establish the presence of localized nf electrons. Interpretation of the experi-
mental results using a theoretical model is presented. The spectra of lanthanum are
given as an example.

Keywords X-ray emission � X-ray absorption � Photoemission � Auger emission �
Inelastic X-ray scattering � Electron energy loss

3.1 Basic Principles

Spectroscopic methods in the X and X-UV ranges are powerful tools for studying
the electronic structure of matter, in particular for the determination of the energy
levels of the core electrons and for the analysis of the distributions of the valence
electrons and of the empty conduction levels.

The energy levels of each electronic sub shell belonging to atoms or ions present
in any material can be determined from photon or electron spectroscopy. Diagrams
of energy levels associated with each element have initially been obtained by
determining the energy of a chosen level from its absorption threshold and by
deducing the energies of the other levels relatively to this level from the energies of
the emission lines [1, 2]. The energy levels have also been determined by pho-
toemission [3]. The diagrams of energy levels are plotted on a negative energy
scale, whose zero corresponds to the limit between the negative potential energies
and the positive kinetic energies. This limit is labelled the vacuum level. The
absolute value of an energy level is equal to its ionization energy, i.e. the energy
necessary to remove one electron from this level into the vacuum and leave it with
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zero kinetic energy. In solids, the energy of the levels is measured with respect to
the Fermi level energy EF, taken as zero. The energies of the core levels are
important data to interpret the transitions between energy levels.

The absorption and emission transitions in the X and X-UV regions are treated
as one vacancy transitions. In absorption, a hole is created in a core sub shell. In
emission, an initial hole transits from a level to another less deep level. The hole can
be considered either as a localized positive charge or as a positive charge free to
move in the valence band. It can also form an electron–hole pair, or exciton, to
which are associated excitonic levels. In this case, the electron and the hole are
bound together by Coulomb interaction. Core holes are created under irradiation by
any ionizing particles, electrons, ions or photons, leading to different spectroscopies
according to the characteristics of the incident and detected particles.

Extensive research has been done in order to investigate the perturbations
accompanying the creation of a core hole. This creation induces a change of the
potential in the core region, where such a change is relatively large. It is accom-
panied by a modification of the electron density. Initially, the transitions were
treated in the approximation of the Koopmans theorem, which states that the change
in the Hartree–Fock total energy due to the removal of an electron from an unre-
laxed orbital is simply related to its Hartree–Fock eigenvalue. In this approxima-
tion, also designated independent electron model, only the electron that makes the
transition is considered. The perturbations due to electron–hole interactions are not
taken into account. This introduces systematic errors in the calculated energies and
densities of states. Indeed, the ejection of an electron from an inner sub shell
induces a change in the potential seen by the (Z − 1) electrons remaining in the
atom and by those in the surrounding atoms. An excess of positive nuclear charge
pulls down the filled and unfilled orbitals making their energies higher in the ion
than in the neutral system. All the electrons respond to the potential change and the
entire system then relaxes inducing a charge redistribution [4]. For free atoms, the
difference between the energy of a level calculated in the independent electron
model and its observed value is called the intra-atomic relaxation energy. In a solid,
the screening by the valence electrons is more effective than in the free ion. It is
more effective in a good metal than in an insulator or semiconductor. An additional
term called the inter-atomic relaxation energy has to be added; it represents the
decrease in energies of the levels in the solid with respect to those of the free ion; it
increases with the itinerant character of the valence electrons and varies with the
chemical binding. The energy of the electronic transitions is lowered in the solid
with respect to their value in the free ion and the difference is occasionally called
red shift.

The modification of all the electron energy levels by the presence of the extra
Coulomb and exchange interactions associated with the core hole are considered as
correlations. In the case of good metals, these correlations perturb the valence
electron distributions in two narrow energy ranges, at the bottom of the band and in
the vicinity of the Fermi energy in emission and in absorption. Calculations using
the N-body diagrammatic theory and taking into account the electron–electron
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interactions and the interactions due to the excited states that accompany the cre-
ation of the core hole have led to results in agreement with the experimental
emission and absorption spectra observed for simple metals such as magnesium and
aluminium, i.e. metals with s and p valence electrons [5–8]. Simultaneously, the
emission process from the valence band creates a mobile hole, i.e. a positive charge,
in the valence electron distribution. The electron distribution, labelled electron
plasma, is perturbed and this perturbation can create collective oscillations of the
plasma [9]. Satellite transitions due to simultaneous emission of a plasmon are then
observed. All these N-body effects are weak. In the case of semiconductors or
insulators with s and p valence electrons, the correlations have little effect on the
spectra. However, a weak decrease of the band gap width can be observed.

The response of the valence electrons to the creation of a core hole depends on
their orbital momentum. The f electrons are expected to be more perturbed than the
s, p or d valence electrons. In the presence of a core hole, the wave functions
become more localized and the hybridization among valence electrons is reduced.
For big enough perturbations, charge redistribution between the f and d–s orbitals
leading to an increase of the number of the localized f electrons is possible but
remains little probable.

Charge redistributions accompanying the creation of a hole in an inner sub shell
can also create additional excitations or ionizations, which necessitate an energy
supplement and are the origin of satellite processes. Among them, the most prob-
able are shake-up and shake-off. In a shake-up process, the primary ionization is
accompanied by the excitation of a second electron and the atom is in a final doubly
ionized–excited configuration. In a shake-off process, the atom is in a final doubly
ionized configuration because the primary ionization is accompanied by the cre-
ation of an additional ionization. Transitions from such configurations are possible
and are situated towards the higher energies of the normal transitions. In semi-
conductors and insulators, the screening of the valence electrons is less efficient
than in a conductor and can be described by an excitonic model, i.e. by considering
the simultaneous creation of an electron–hole pair of low energy.

A core hole is unstable, its lifetime τ is short and its energy is not well deter-
mined. If no interaction exists between the hole and the surrounding system, the
hole is rearranged exponentially with time and the energy distribution characteristic
of this decay is a Lorentz curve. The full width at half-maximum (FWHM) of the
Lorentz curve, Γ, is equal to the width of the energy distribution associated with the
core hole. It is inversely proportional to its lifetime τ and is related to τ by the
uncertainty principle

C � s� �h h is the Planck constantð Þ

τ is defined from all the decay processes of the core hole: the inverse of the lifetime
τ is equal to the sum of the probabilities per second of all its decay processes.
A quantum state with a core hole of width Γ equal to 1 eV has a lifetime equal to
6.6 × 10−16 s.
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The lifetime of the ground state is infinite in the absence of a perturbation, making
its energy width zero. In contrast, the creation or annihilation of a core hole is very
rapid and the abruptness of the perturbation can prevent the system from reaching the
ground level of the perturbed configuration. An electronic transition between the
ground state and a quantum state A with a core hole is a Lorentz curve, whose width
ΓA is characteristic of the hole. A transition between two non-interacting quantum
states, A and B, is the convolution of the energy distributions associated with the two
quantum states. This is a Lorentz curve of half-height width equal to the sum of
widths of each state, Γ = ΓA + ΓB. The widths of the energy distributions of the
excited and ionized configurations are connected to their lifetime. When the energy
of the levels increases, their lifetime decreases and the widths of the transitions
increase. This can limit the spectral resolution and this is the reason that the energy of
the studied transitions generally does not exceed several keV.

Phonon broadening is smaller than the widths of the core levels. Indeed, this
broadening can reach 0.1 eV [10, 11], while the width of the core levels varies
between a few tenth eV and several eV. Consequently, the transitions of the X-ray
region are not influenced by crystal fields and by phonon–electron interactions
because the lifetime of the core holes is shorter than the phonon relaxation time.
The recoil following electron emission is not taken up by the surrounding lattice
before the filling of the hole occurs and the process is adiabatic. Nonadiabatic
processes can exist in the UV region where the lifetime of the perturbed states is
longer.

A hole in a nl core sub shell is localized on an atomic site. It is designated by
(nl)m−1. In contrast, a hole created in the valence band of a metal or of a ligand is
not localized on a site. The associated quantum state corresponds to an average
configuration in the solid and is designated by (V)−1. If the wave functions
describing the core hole and the associated excited electron are approximately in the
same spatial region, the excited electron still partially screens the core hole. The
relaxation effects remain weak and the changes in the average distribution of the
charges are small. In contrast, if the electron is excited towards the continuum, its
wave function is spread out. The relaxation to the core hole is strong and modifies
the transition energy. In solids, core holes are generally associated with the creation
of ionized configurations. However, excited and ionized configurations can be
created simultaneously if an open sub shell with localized electrons is present in the
solid. This was observed only when an nf open sub shell is present.

In high energy spectroscopies, since the lifetime of an inner hole is much shorter
than the valence fluctuation time, the observed spectrum is an instantaneous
description of the electronic configuration. These spectroscopies can be separated
into two classes, one that deals with the occupied level distributions, another which
gives information about the distributions of the unoccupied levels. They analyze the
electronic distributions of the target material subject to an electromagnetic radiation
or a corpuscular bombardment by studying the observed transitions, which depend
on the characteristics of the incident irradiation, energy, spectral width, excitation
and ionization cross sections.
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The most important spectroscopic methods to investigate the occupied electronic
distributions are X-ray and soft X-ray emission (XES), X-ray and XUV photoe-
mission (XPS and UPS) and resonant X-ray scattering. It is from the observation of
the valence electron distribution by X-ray emission that the band model was ver-
ified for the first time [12].

XES is the only emission that can be stimulated either by electrons or by
radiation [13]. The quantum states created under electron bombardment and under
monochromatic radiation of the same initial energy can be different. These quantum
states, named intermediate states, can be characterized by comparing the results
obtained from the two different stimulation modes. From XES, emission charac-
teristics of each element and of each level of different symmetry can be analyzed
independently. The localized or itinerant character of the analyzed electron distri-
butions can be determined. These various characteristics make this method par-
ticularly rich in information. The intermediate states can also decay with emission
of a secondary electron: this is Auger spectroscopy, which is a complementary
method of XES and can supply additional information [14, 15].

In photoemission, the incidentX-ray andVUV radiation ionizes the core or valence
electrons and the energy of these photoelectrons is measured with respect to the Fermi
level EF in the solids [16]. XPS and UPS have been widely used to study the distri-
bution of the valence electrons in lanthanides and actinides and, specially, the energy
of the nf electrons with respect to that of the other valence electrons in metal and
compounds. Various types of experimental methods based on the choice of a constant
parameter, as the observation angle, the collected kinetic energy, were developed.

With the availability of high brightness third generation synchrotron sources,
X-ray emissions induced by photons were analyzed in the vicinity of the nd
thresholds of the rare-earths. According to the energy of the incident photons with
respect to the threshold, the observed secondary emission can be attributed either to
a Raman scattering process or a fluorescence emission. As for EXES, a
non-radiative Auger process, named Auger Raman scattering, is associated with the
radiative Raman process. Inelastic X-ray scattering was also employed to study the
magnetic properties. Circularly polarized light was then used to observe X-ray
magnetic circular dichroism [17].

Among the spectroscopic methods available to probe the unoccupied level dis-
tributions, the most used are X-ray, or X-UV, absorption spectroscopy (XAS) [18]
and electron energy loss spectroscopy (EELS) [19, 20]. Reflectivity measurements in
the specular conditions were also developed [21]. In these methods, the spectra are
related to a final configuration with a core hole. The transitions are generally dis-
cussed in the adiabatic approximation, i.e. by considering that the atom with a core
hole adjusts its energy to the effective atomic potential in an instantaneous,
self-consistent way. Comparison between the results obtained by using as incident
particles photons or electrons can provide interesting results. Measurements in the
optical range can also contribute to characterize the unoccupied level distributions.
As an example, reflectivity measurements have been used to show the localized
character of the electrons in the final configuration of the nd absorption transitions.
From XAS, two different types of information can be obtained. The “X-ray
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absorption near edge structures”, named XANES, gives information on the density
of unoccupied levels and, therefore, on the electronic structure [22]. “Extended
X-ray absorption fine structures”, named EXAFS, gives information on levels lying
about twenty electronvolts beyond the absorption threshold that depend on the
atomic arrangement [23, 24]. The EXAFS structures are analyzed in the aim to
obtain the distribution of the radial distances between the considered ion and its
nearer neighbours and information connected with diffraction analysis.
Only XANES is considered here.

Other methods exist to obtain the densities of unoccupied levels, among them
bremsstrahlung isochromat spectroscopy (BIS) and characteristic isochromat
spectroscopy (CIS) [25]. In these methods, the unoccupied levels are populated
with the help of an incident electron beam and their distribution is analyzed by
observing radiative transitions among them. BIS has the advantage that the system
is not perturbed by the creation of a hole. CIS is considered as process inverse of
photoemission and is often named inverse photoemission spectroscopy (IPS). The
two processes are equally sensitive to the surface. Spin-polarized electron source is
used for spin-polarized inverse photoemission.

By using XES and Auger emission, information on the dynamics of the excited
and ionized intermediate configurations, created in the solid, is obtained from the
analysis of their radiative and non-radiative decay processes. In the case where the
creation of the intermediate configuration is independent of the recombination
process, this configuration is perfectly defined. It intervenes only by its lifetime and
the transitions involved give the description of the final state. This is the final state
principle, applicable in X-ray emission and Auger spectroscopy. For photoab-
sorption, photoemission, energy loss spectroscopy, the creation of the excited and
ionized configurations is observed during the transitions and these configurations
are present at the final states. Their energy can be measured but no information on
their decay dynamics can be deduced.

A change of the number of the valence electrons results in a shift of the binding
energies of the core levels. This is the chemical shift. The core level energies are
observed to be shifted in the compounds with respect to those in the metal. The shift
increases with the ionicity of the bonds. This characteristic makes the measurement
of the transitions concerning core levels a direct method to identify the fractional
number of the charges of the analyzed ions and consequently their oxidation states.
Among the various possible measurements, one can mention the energy of the core
level related peaks seen in photoemission, the energy of the X-ray emissions
between core levels, that of satellite emissions seen in photoemission and in X-ray
emission. All these data are very useful for chemical applications. Other particu-
larities are observed in the compound spectra: there are electron transitions, which
can take place between electron distributions associated with different atoms. They
are named inter-atomic transitions.

In a solid, a strong Coulomb interaction exists between a core hole and the
quasi-localized electrons of an unfilled sub shell. The interaction parameters can be
deduced from spectroscopic observations. In the case of the rare-earths and the
actinides, the presence of the open nf sub shell determines the final configuration.
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The relaxation accompanying the creation of the core hole can be strong enough to
push down the empty nf levels which are then mixed with the energy levels of
valence electrons [26, 27]. Such redistribution has been widely considered.
However, from experimental results obtained for lanthanum and cerium, the process
is slightly probable and it is observable only in a few cases. Interactions between
sub shells have an important role on the spectral characteristics. They are clearly
stronger between nl and nl′ sub shells than between nl and n′l′, or nl and n′l ones.
Thus, interactions 4d–4f are very strong and dominate completely the 4d spectra.
Interactions 3d–4f or 4d–5p are much weaker and interactions 3d–4f are stronger
than interactions 3d–5p. In the 4d range, the spectra are dominated by the 4d–4f
electrostatic interactions while in the 3d range, the spectra are well described with
the help of j–j coupling and the 3d spin–orbit interaction is the dominant one.

Several experimental parameters need to be considered in the choice of the
spectroscopic analysis method. The analyzed depth must be mentioned first. It
depends on the method and on the conditions of the experiment and increases with
the energy of the incident particles. The range of the electrons in the material is
much shorter than that of photons of same incident energy. In photoemission, the
observations depend on the mean free path of the escaping photoelectrons. Its value
is a function of the incident photon energies. The penetration depth of the UV
photons in the sample is small and surface effects can affect the spectra stimulated
by VUV. It is important to work under experimental conditions that reduce these
surface effects. The transition probability is also an important parameter. It inter-
venes differently for each type of transition and must be taken into account to
deduce the density of states from the spectra. It is generally estimated theoretically.
Another consideration is an eventual saturation effect. This effect exists in the
presence of a very large intensity variation; it reduces the spectral resolution and
modifies the shape of the spectral lines.

3.2 Resonance Effects in the 3d Range

The 4f sub shells of the rare-earths were studied by X-ray absorption spectroscopy
(XAS), i.e. by analyzing the continuous radiation transmitted through an absorbing
screen of convenient thickness [28]. Strong absorption lines involving dipolar
transitions from the internal atomic 3d3/2 and 3d5/2 sub shells to the partially
unoccupied 4f sub shells were identified for metals and compounds [29] revealing
the presence of narrow 4f distributions in the solid.

Resonant emissions located at the same energy as the absorption lines were known
to be present in gas spectra. They are expected in the same energy range as the
absorptions every time that unoccupied localized levels are present. In solids, such
emissions were thought to be absent since the unoccupied levels were considered as
forming extended bands. However, very structured wide emissions spreading over all
the range of the absorptions had been observed in electron-stimulated 3d X-ray
emission spectra (EXES) of some rare-earths [30, 31]. Emission lines in exact energy

3.1 Basic Principles 165



coincidence with the absorption lines were observed for the first time in the 3d
spectrum of Gadolinium induced by electron beam; they were called resonance lines
[32, 33]. These observations have been extended to all rare-earths [34]. Resonance
lines have also been observed in the rare-earth 4d spectra [35] and some actinide nd
spectra [36]. Other emissions are present on each side of the resonance lines, making
the nd emission spectra more complex than the absorption spectra, in particular for
configurations near the half-filled 4f shell.

Radiative decays of excited or ionized configurations are always accompanied
by non-radiative processes, or Auger processes. Auger transitions associated with
resonance lines were observed for the first time in the Gadolinium 3d spectra and
designated as resonant Auger transitions [37]. Often incorrectly named “resonant
photoemission”, the resonant Auger transitions have been widely observed [38] but
unlike the case of X-ray emissions no systematic study has been performed for the
series of rare-earths. The observation of X-ray and Auger emissions from excited
configurations with a core hole are two reliable methods to prove the localized
character of a partially filled sub shell.

Lanthanum, as well as the preceding element barium, is of particularly interest
because no 4f electron is present in their ground configuration. It appears only in the
nd94f1 excited configurations and calculations of its transitions to the excited as
well as the ionized configurations were performed. The spectroscopic results
obtained for lanthanum in metal and compounds are described in detail in this
chapter, first in the 3d range, then in the 4d range. Comparison between the
experimental and calculated results is discussed in each case. The excellent
agreement between these results is underlined.

3.2.1 X-ray Photoabsorption

In a photoabsorption process a photon of energy hν loses all its energy during its
interaction with another particle. In the course of this interaction, various other
processes are possible. The photon can be absorbed, all its energy being transferred
to the absorbing system, or scattered elastically or inelastically. During an X-ray
photoabsorption process, an electron present in a filled sub shell nlj of a Z atom is
transferred to an unoccupied level by absorbing a photon. This final state may be
either an excited state of the neutral atom (photoexcitation) or any state of the ion
(photoionization).

The transition probability wi,f between an initial state i and a final state f of an
atom Z is given, according to the Fermi golden rule (W. Heitler, The quantum
theory of radiation, Oxford University Press, 1965), by

wi;f ¼ 2p=�h f Hintj jih i½ �2d hv� Ef � Ei
� �
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where 〈f∣Hint∣i〉 is the matrix element of the interaction Hamiltonian between the i
and f states. For an interaction treated as a time-dependent perturbation in the
electric dipole approximation, the transition probability is, in the one-electron
approximation, proportional to the square of the dipolar matrix element wf erj jwih i½ �,
where wi and wf are the initial and final wave functions of the electron that makes
the transition. In this case, only the electron that absorbed a photon is taken into
account and all the correlations with the other electrons are neglected. The matrix
element determines the electric dipole selection rules.

The photoabsorption cross section σ for all transitions starting from the initial
state i is given by the sum over all the final states f of the transition probability wi,f.

rðvÞ ¼ 4p2ahv
X

wf erj jwih ið Þ2d hv� Ef � Eið Þ

where α is the fine structure constant and er is the electric dipole operator.
In a free atom, photoexcitation corresponds to electric dipolar transitions of an

electron from the ground state of a neutral atom to various J levels of an excited
configuration. In the excited configuration, a nlj hole is associated with an n′(l ± 1)j′
electron. The excited configuration is noted (nl)−1 (n′(l ± 1))+1. The number of
transitions is equal to the number of the final levels accessible by the electric dipolar
selection rules. These levels are arranged in terms called multiplets. The separation
between them is called multiplet splitting. Multiplet splitting is characteristic of an
atomic process. X-ray photoabsorption is the single direct probe of the orbital
angular momentum of the unoccupied level distributions. Experimentally, it has
been observed that the angular momentum increases in most transitions.

Each transition is a Lorentz curve and transitions to levels with n′ = n + 1, n + 2,
n + 3, … are present with decreasing intensities. If a discrete level of the excited
configuration is within the energy range of the continuum, absorption is allowed to
take place to both the discrete level and the continuum, provided that the selection
rule is satisfied. In the absence of the discrete–continuum interaction, the excitation
line is not modified and the spectrum consists of both discrete and continuum
transitions. In the presence of interaction, the discrete level acquires some of the
properties of the continuum and the excitation line has an energy distribution
described by a Breit-Wigner-Fano curve, F(ε) [39]. Contrary to a symmetric
Lorentz curve, F(ε) is asymmetric and this asymmetry becomes more pronounced
as the interaction between the discrete level and the continuum is stronger.

Photoionization corresponds to the transition of an electron from a sub shell nl of
a Z atom to a continuum. This transition, noted nlj → ε(l ± 1), takes place between
the ground state of the neutral atom and the continuum of the ion with the nlj hole.
One names nlj state, or X state, the configuration with an nlj hole and an electron of
kinetic energy equal to zero in the continuum and also the energy necessary to
create this state. The level of kinetic energy zero is labelled the level of the vacuum.
The spectrum is the convolution of the distribution of the unoccupied levels of the
ion with an nlj hole by the energy distribution of the nlj level, weighed by the
ionization probability of nlj → ε(l ± 1). Let us note that in photoabsorption, the
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transitions from l to (l + 1) are generally two orders of magnitude more probable
than the transitions from l to (l − 1).

The creation of a core hole in an atom Z changes its electron distribution. The
energies of all the nlj levels are modified with respect to that in the neutral atom.
The levels are all pulled down by roughly the same amount According to the
equivalent core approximation, a Z atom with an inner hole is equivalent to the
Z + 1 atom [40].

In a free atom, an X absorption transition from a nlj sub shell to a continuum
state is a Lorentz line of half-height width equal to the Γnlj (or ΓX) width of the nlj
(or X) level. The entire array of the transitions from the ground state of an atom to
all the states of the continuum of the ion, associated with the X hole in the atom, is a
sum of Lorentz curves of equal width. If the continuum has a distribution of
constant density N, formed by states of energy ε having the same symmetry, all the
ionization transitions have the same probability and the total ionization is described
by an arctangent curve. The abscissa of its inflexion point indicates the position of
the ionization threshold and its ordinate corresponds to the absorption edge. ΓX is
equal to the width measured between the quarter and the three-quarter of the
absorption edge height.

In a solid, a core hole remains localized on the same atom during its lifetime.
The unoccupied level distribution is extended and forms the conduction band. An
absorption transition takes place when a core electron of l symmetry is excited to
the (l ± 1) continuum of conduction states of density Nc(ε), characteristic of the
solid. The absorption spectrum is the convolution of the Lorentz distribution of
the X level by the density Nc(ε) of the unoccupied levels in the conduction band,
if the perturbations due to the presence of the core hole can be neglected. The shape
of the absorption curves reveals the shape of the unoccupied level distributions. If
this distribution has a quasi-uniform density, the absorption is nearly an arctangent
curve, whose inflexion point defines the position of the threshold. Observed fea-
tures reveal variations in the density of the (l ± 1) unoccupied levels.

The energy of the threshold is the Fermi energy in the case of a metal and the
energy of the bottom of the conduction band in the case of an insulator or a
semiconductor. A shift of the threshold energy reveals a change in the oxidation
state of the element. In the solid the core hole is partially screened by the valence
electrons and this induces a decrease of the core-hole binding energy with respect to
the binding energy in the free atom. The energy of the ionized configuration is
predicted to be lower than the value calculated from an atomic model. On the other
hand, the electronic structure obtained from a first principles-based method does not
necessarily reproduce the details of an X-ray absorption spectrum since it has been
observed that Kohn–Sham eigenvalues may not necessarily be compared to excited
states of materials. Indeed, because the presence of the core hole, the absorption
spectrum does not give the exact position of the unoccupied levels.

Strong maxima can be present in the absorption spectra of solids. These maxima
are usually so-called white lines because they appeared in this way on a photo-
graphic plate. They are associated with transitions towards large maxima of den-
sities of unoccupied states in the solid or towards quasi-bound levels involving the
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presence of impurities, defects, excitons,…, all absent in the free ion. Excitation
lines, well described by an atomic model and characteristic of the multiplet splitting
of the initial and final configurations, were also observed in spectra of solids but
only for elements having incomplete 4f or 5f sub shells. These transitions take place
to unoccupied discrete levels located just above the Fermi level in a conductor or
present in the band gap of a non-conductor material. When a bound electron is
excited into a discrete level, it partially screens the hole and repels the valence
electrons. Consequently, in the presence of the excited electron, energy perturba-
tions due to the presence of the core hole are reduced and thus satisfactory
agreement is obtained between experimental and calculated energies of the excited
configuration.

At the nd absorption threshold of the rare-earths, the open 4f sub shell manifests
a large spread of the energy levels that determines the structure of the nd−14fm+1

configuration. The J levels of this configuration can be spread to an extent of
several electronvolts depending on the nd sub shell and on the number m. The
splitting of energy levels of the electronic configuration associated with each
excited ion is large compared to the perturbations produced by the interaction of
this ion with its neighbours and the spectra are characteristic of transitions of
localized electrons. Indeed, the 4f electrons can be described as localized whenever
sharp and clear peaks are seen by X-ray photoabsorption at the energies corre-
sponding to the excited configuration. If itinerant nf electrons are present, they
partially screen the core hole and the Coulomb attraction between the hole and the
photoelectron is reduced. No excited configuration is present. This is the case in the
tetravalent cerium compounds.

When intense absorption lines are present in the spectrum, the thickness of the
absorbent becomes an important experimental parameter. Indeed, it must be such as
to keep the experimental response linear at the maximum of absorption. Otherwise,
the absorption lines are strongly deformed. This is named the thickness effect [13].
The very strong absorption lines necessitate very small thicknesses. Experimental
results concerning the shape of this type of lines can hardly be valid if the thickness
is not known.

The nd–n′f transitions between atomic-type levels have Lorentzian shapes. In the
nd spectra of various rare-earth and actinide materials, one expects the presence of
absorption lines of the same shape. The energy and the width of the lines vary with
the chemical state and enable its characterization. Because the chemical shift is
small with respect to the experimental resolution in the energy range concerned, the
spectra must be obtained in high conditions. Specially, the thickness of the
absorbent must be compatible with the experimental conditions, i.e. sufficiently
small. As an example, a chemical shift has been established between U and UO2

from the measured energy difference between the U 3d absorption lines. This
chemical shift reveals a change of the oxidation state of uranium between the two
solids. This result underlines the interest of the nd absorption spectra for the study
of these materials, in contrast to what is sometimes mentioned.
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In summary, photoabsorption allows to select each element in a compound
material and collect information about its oxidation state and the nature of the
chemical bonds of the absorbing atoms in the solid and about its unoccupied levels,
such as their symmetry, the orbital localized character, the spin state.

3.2.1.1 Lanthanum 3d Absorptions

For lanthanum, the effective potential in the atom core region becomes sufficiently
strong to induce the collapse of the 4f wave function. In contrast, the 5f, 6f, wave
functions remain largely outside the core region, preventing the observation of
transitions to higher series terms. Thus, one expects the oscillator strength to be
concentrated in the 3d–4f transitions.

In the solid, the lanthanum 3d absorption spectrum is completely dominated by
intense narrow lines characteristic of transitions to the excited 4f configuration.
Indeed, the conduction levels have essentially s and d character and only very little
p character levels are present. From the electric dipole selection rules, absorptions
to the conduction states are expected to be the weak d–p transitions. The relaxation
caused by the inner hole is strong enough to pull down the empty 4f levels below
the Fermi energy of the metal or in the band gap of the insulator compounds. A 3d
electron has a high probability to be excited to the 4f levels and the 3d94f1 excited
configuration is formed by direct excitation process. Since no 4f electron is present
at the ground state, the singly ionized configuration is 3d9.

In the metal, the J levels associated with the excited 3d94f1 configuration are
about −1.8 eV below the Fermi level; they are mixed with the valence levels. If an
electron of the valence band participates in the creation of this excited configura-
tion, the energy of the system is minimized. The formation of the excited 3d94f1

configuration by ionization followed by electron relaxation is thus energetically
possible in the metal but its probability is low as will be shown in the next para-
graphs. The excited configuration is created preferentially by direct excitation of a
3d electron into the 4f level.

In the insulator compounds, the levels associated with the 3d94f1 configuration
are localized in the band gap; the formation of a 3d9 ion followed by relaxation to
the 3d94f1 configuration requires the excitation of an electron from the valence
band. The formation of this configuration would need additional energy with
respect to that of the ionization process. That is confirmed by compiling together
the results of X-ray emission and photoemission spectra obtained for metal and
compounds (cf. Sects. 3.2.2 and 3.5.1). The excited configuration is, thus, created
by direct excitation.

Experimentally, for a detector with linear response, only two absorption lines are
observed for lanthanum metal and its compounds. These lines were denoted 3d5/2
and 3d3/2 [41]. Their position is independent of the material considered, within the
experimental error of ±0.1 eV. The 3d3/2 line is slightly stronger than the 3d5/2 one.
By increasing the absorbing thickness an additional weak line is observed towards
the lower energy of the 3d5/2 line. When the detector observes the three lines
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simultaneously, its response is already not linear in the range of the two stronger
lines. Additional structures are also observed towards the higher energies and
introduce an asymmetry of the 3d3/2 line [42]. An analysis of the 3d5/2 and 3d3/2
absorption line shapes has shown them to be Lorentz curves of full widths at
half-maximum, FWHM, equal to 1.2 and 1.8 eV respectively (Fig. 3.1) [41]. As
indicated above, such line shape is characteristic of a non-interacting level decaying
exponentially with a lifetime τ equal to ħ/FWHM.

Independently, it was observed that in the metal the transition from the ground
state to the discrete level 3d5/2

−14f1 3D1 has effectively a lorentzian profile of FWHM
1.1 eV, while the transition to 3d3/2

−14f1 1P1 was observed to have a Fano profile with
FWHM of 1.7 eV [43]. It was suggested that the Fano profile of the 1P1 line was
due to the interaction between the excited level and the ionized levels associated
with the 3d5/2 threshold. It must be underlined that, if the absorption is observed
under non-linear response conditions, a 3d3/2 absorption edge appears quite clearly
and a very faint edge is detected at the 3d5/2 threshold. For La2O3, an edge is also
clearly observed at about 2.2 eV off the 3d3/2 line towards higher energy. It cor-
responds to a direct ionization to the solid continuum states. From the observed
ratio of the strengths of the 3d3/2 line and the 3d3/2 edge in the metal, the probability
of a direct ionization from 3d3/2 was estimated to be approximately 9 % of that of
the direct excitation while from 3d5/2 it is negligible. This ionization explains the
weak anisotropy of the 3d3/2 emission. On the other hand, the singlet level 1P1 is
energetically above the 3d5/2 threshold. The non-radiative Coster–Kronig decay
3d3/2

−14f1 1P1–3d5/2
−1 can take place and it is known to have a high transition proba-

bility (cf. Sect. 3.2.3). This decay process of the 1P1 level results in a broadening of
the 1P1 line and a decrease in the height of its maximum with respect to the 3D1 line.
This presence explains why the intensity ratio of the two lines is smaller than the

Fig. 3.1 Lanthanum 3d
photoabsorption in La2O3 for
samples of thickness equal to
280 Å (curve a) and 1350 Å
(curve b). The two main peaks
correspond to 3D1 and

1P1.
The 3P1 is observable only at
large thickness. Dots denote
experimental data. Solid line
denotes lorentzian curves.
Dashed line denotes
arctangent curve [41]
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theoretical value. We shall return to this point in the comparison between the
absorption and emission spectra.

The La 3d absorption spectrum has been calculated with the help of an atomic
calculation programme (cf. Sect. 3.2.4). For xenon-like triply ionized La3+, pho-
toexcitation can take place from the ground state (1S0) to two J levels (3P1 and

3D1)
of the nd5/2

−14f1 configuration and to one J level (1P1) of the nd3/2
−14f1 configuration.

Three lines are expected but generally only two strong lines are observed, the more
intense one being the (1S0)–(

1P1) line. Indeed, the transition probability of the
1S0–

3P1 line is very low. This line was observed at the predicted energy by using a
thick absorbing screen [44]. Under these experimental conditions, the response is
not linear and no measurement of the absorption coefficient is possible. In sum-
mary, the 3d–4f spectra are well described in intermediate coupling and the des-
ignations 3d5/2 (M5) and 3d3/2 (M4) are only approximate. However, for lanthanum,
the spin–orbit is the dominant interaction and Δj = +1 is the dominant channel.
Agreement is good between the experimental and calculated spectra.

Calculations have also been made for La+ with the external configuration 6s2.
The two 6s electrons are valence electrons in the solid. As expected, the calculated
energies of La+ are lower than the corresponding ones in La3+ and in a better
agreement with the experimental values. The difference between the observed and
ab initio calculated energies is of the order of one electronvolt, i.e. lower than one
percent.

Comparison between the ratio of the calculated probabilities and the ratio of the
experimental line heights must take into account the widths of the lines. Since the
initial state of the absorption process has a negligible width, the FWHM of each
absorption line is equal to the FWHM of the excited state, noted here as Γ3/2, or
Γ5/2. Let us take two lorentzian curves of area unity; their heights are inversely
proportional to their FWHM. Consequently, the calculated transition probabilities
of the nd5/2 and nd3/2 absorption lines must be adjusted by taking into account the
Γ3/2/Γ5/2 ratio before they can be compared with the experimental lines. This is done
in a next paragraph.

3.2.2 Electron-Stimulated X-ray Emission (EXES)

Unlike the photon–electron interaction, an electron loses only a part of its initial
energy during a collision with another particle. Each electron can participate in a
large number of inelastic collisions, each with different energy transfer, before it
slows down completely [45]. The collision distribution is determined from statis-
tical laws. Because electrons undergo a large number of inelastic collisions in a
material, their range is small. It is clearly smaller than the range of photons having
the same energy.

When an electron beam hits a target, the emitted X-ray spectrum is composed of
a continuous radiation due to the electron slowing down in the target, labelled
bremsstrahlung, and of discrete lines, characteristic of the target elements. The
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discrete lines are emitted after the creation of a core hole by direct collisional
interaction between the incident electrons and the core electrons of the atoms
constituting the target. The probability of creating a core hole under electron
bombardment is a function of the incident electron energy. This energy must be
equal to or higher than the threshold energy necessary to create the hole.
Consequently, the creation of a core hole is controlled by the electron slowing down
laws through the thickness of the target. The effective thickness is defined as the
thickness in which the energy of the electron is reduced to the limit energy nec-
essary to create the hole. Numerous formulas giving the line intensity in the X-ray
spectra produced by an electron beam have been established [46].

An important characteristic of the interaction of the incident electron beam with
the target is that both excited and ionized configurations with a core hole can be
created. The rates of excitation and ionization are a function of the incident energy:
the excitation processes are predominant in the vicinity of the threshold. In contrast,
the excitation diminishes rapidly above the threshold, where the ionization pre-
dominates. The electron excitation probability is proportional to the photoexcitation
probability in the electron energy range where the Bethe–Born approximation is
valid. This approximation holds if the energy of the incident electron is equal or
superior to twice the threshold energy. In this energy range, the incident electrons
can excite atomic electrons according to the dipole selection rules. For incident
electron energies near the excitation threshold, the generalized oscillator strengths
characteristic of the electron–electron collisions are not proportional to the optical
oscillator strengths and all the J-levels of the excited configuration can be populated
but the probability to populate the J-levels accessible by photoexcitation stays
predominant.

As the width of the incident electron energy distribution is large with respect to
that of the excited states, the excitation and ionization processes are very fast and of
the collisional type. Consequently, they can be considered as first-order processes
and the radiative and non-radiative recombination processes of the excited, or
ionized, state can be decoupled from the initial process and studied separately. The
timescale associated with the excitation, or the ionization, of a core hole is of the
order of the information time, i.e. 10−17–10−18 s; it is much shorter than the time of
the decay of the core hole. A fundamental question is to know the relaxation time of
excited or ionized configurations. They can relax on the timescale of core-hole
decay [47]. This supposes that, after the ejection of the core electron, the system
relaxes towards the ground level of the configuration. Only after it is fully relaxed
can it be considered as the precursor state of the X-ray and electron emissions. This
“two-step model” can be used to predict the spectra and to calculate the width
associated with the core-hole lifetime. In this model, the core-hole decay is con-
sidered to be independent of the creation of the initial core-hole state. As an
example, if a secondary excitation process (shake-up process) occurs together with
the core-hole creation, this process is decoupled from the core-hole decay. Each
decay process takes place independently and their probabilities are added to
determine the lifetime of the core hole. The two-step model holds generally in the
soft X-ray region but might not be valid for the emissions at very high X-ray
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energies. For those, the timescale of the core-hole annihilation can be shorter than
that of the relaxation. It becomes, thus, necessary to treat this annihilation in a
one-step model. Such a model takes into account the interferences between the
different core-hole decay channels. The problem now is to distinguish between two
cases where intense resonant lines are expected: a) The radiative reorganization
takes place in a very short time, thus the excited configuration has not enough time
to relax; or b) The decay process is slower than the time of the J levels statistical
reorganization and all the J levels of the configuration can contribute to the
emission. This will be easily illustrated from results concerning lanthanum.

The relaxation of a discrete excited level that involves the valence orbitals
depends on the solid considered. This is the case if the relaxation is due to an
energy transfer between the discrete level and a valence orbital; this process is
dependent on the energy of the various levels. The relaxation is faster for a metal
than for an insulator. In a compound, the process was compared to an inter-atomic
charge transfer.

The ionization of the core electron creates a positive charge localized at the
position of the hole, causing a change of potential in the core region. All the
electrons respond to this potential change and the system relaxes, resulting in a
redistribution of the electrons around the core hole. This change is large for
localized electrons and can induce their additional excitation or ionization
(shake-up or shake-off processes); it is small for delocalized valence electrons. In
the case of an initial excitation, the screening is due mainly to the excited electron
and the change of other electrons is small. Consequently, X-ray emission spectral
profiles vary with the incident electrons energy above the threshold. They depend
on the way the configuration with the core hole is prepared.

The intensity of the nlj–n′l′j′ emission line depends on three factors, the number
of initial configurations with one nlj core hole created per unit time, the probability
of the nlj–n′l′j′ radiative transition and the self-absorption of the radiation in the
emitter. The electric dipole transitions are governed by the dipole selection rules.
Various types of lines are present in the spectrum, depending on their initial and
final states, the initial state always including a hole in a core level. These lines can
be regrouped in normal lines, resonance lines and satellites.

An X-ray normal line is emitted following an electron transition between two
inner levels of a singly ionized Z atom (Fig. 3.2). The initial configuration is that of
a singly ionized atom with a hole in an nlj sub shell. The final configuration is
obtained after transfer of an electron from a less energetic n′(l ± 1)j′ sub shell to the
nlj hole. The energy of the normal line is equal to the difference between the
energies of the nlj and n′(l ± 1)j′ levels, E(nlj)–E(n′(l ± 1)j′). If the energy of the nlj
level is known, the energies of other levels of the Z element may be deduced from
the normal X-ray emission energies. This property was used to determine the
energy levels of elements. Conversely, the energies of normal X-ray emissions can
be determined from the energies of levels established by photoemission.

The energy distribution of a line emitted between two discrete levels, nlj and n′l′j′,
is the convolution of the energy distributions of these two levels. It is a Lorentz curve
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with a full width at half-maximum Γ equal to the sum of the width of the two levels.
As already indicated, a lorentzian curve is characteristic of the exponential decay of a
discrete atomic state with the lifetime ħ/Γ. When the transition takes place in an atom
having an open sub shell, two or more holes can be present simultaneously in
localized sub shells and each configuration may undergo a splitting that can reach
10 eV. The experimental resolution may not be enough to distinguish between the
various sub-levels. The observed emission is then one broad asymmetric peak.

If a normal transition takes place from a level belonging to the valence band of a
solid to a core level, its energy distribution is the convolution of the Lorentz
distribution of the nlj inner level by the density N(ε) of the valence states having the
symmetry (l ± 1). It is named emission band (Fig. 3.3). These transitions are
observed in the soft X-ray range where the energy resolution is better. From
emission bands, it is possible to deduce the distribution of the valence states of
predetermined symmetry, characteristic of each of the elements present in the solid.
The emission bands are generally interpreted successfully in terms of one-electron

Fig. 3.2 Schematic
representation of X-ray
normal line

hν

e- 

n l j

V.B.

e- 

Fig. 3.3 Schematic
representation of X-ray
emission band
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band structure calculations and by considering the two-step model, often named the
final-state rule. They provide a measure of the angular-momentum-selected partial
density of valence states.

A resonance line is emitted during the direct recombination of an excited
electron with its hole (Fig. 3.4). The initial configuration is an excited X state with
an electron in the discrete levels n′(l + 1)(j, j ± 1) and a nlj hole. The final state is the
ground state. This emission is the inverse process of the photoexcitation: indeed, the
resonance lines have the same energy, the same shape and the same width as their
counterparts in photoexcitation. A resonance line is observed only if the excited
electron is localized in the same atom with the same spin during the lifetime of the
excited X state. There are transitions that take place between quasi-atomic discrete
states for which configuration interactions, particularly with the continuum states,
are negligible. Consequently, their decay may be described with the help of the
Weisskopf–Wigner independent particle model.

Initially, this type of lines was considered observable only in spectra of free
atoms. In solids, the excited states are generally extended states and it was thought
that such lines could not be observed. However, around 1970, X-ray resonance
lines from the 3d spectra of the rare-earth metals and compounds were reported for
the first time. Their observations received little attention. In these experiments, the
initial excited X state 3d94fm+1 was created by bombardment with electrons having
energies between the threshold and twice the threshold of the excited state.
Subsequently, resonance lines were also observed in the 3d spectra of the actinides
but with lower intensity since the interactions between the localized 5f electrons and
the other valence electrons compete with the Coulomb interactions between the 5f
electrons and the core hole.

Let us note that the usual practice is to name “resonance lines” only the emissions
stimulated by photons. The electron-stimulated 3d94fm+1–3d104fm emissions had
been designated as resonance lines [32] because they were observed in an exact
energy coincidence with the corresponding photoexcitation lines. This energy
coincidence was confirmed by observations made in strong radiation self-absorption
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n’ (l+1) j’Fig. 3.4 Schematic
representation of X-ray
resonance emission
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conditions. Indeed, since the observation of the inversion of the sodium D lines by
Gustav Kirchhoff in 1859, which has revealed for the first time the existence of the
absorption process, it has been known that an excitation line can be reabsorbed and
appear as an absorption line, which consequently was named white line. When an
incident electron beam of energy several times the excitation threshold is used, the
resonance line is emitted inside a noticeable thickness of the target and is strongly
self-absorbed. Under such conditions, an absorption line was observed at the posi-
tion of the emission line, thus confirming that the emission and absorption lines
between the same pair of levels have the same energy. The observed coincidence of
an emission line with its corresponding intense absorption line is a direct proof of the
localized character of the concerned excited electrons in the solid.

Identification of the resonance lines is possible in the following way: the
spectrum is induced with electrons having incident energy E0 between only several
eV above the threshold energy and 1.6 times this energy. For each E0 value, the
intensity of the emission from the excited state is compared to that of an emission
from the ionized state, labelled normal atomic emission. With E0 increasing, the
intensity of the resonance line decreases while that of the normal line increases
considerably. The change of the intensity with E0 serves to identify these two
emissions. This method does not require the observation of the photoexcitation
spectrum and it can easily be generalized to complex materials.

It was suggested that the resonant emission process could be regarded as a
resonant scattering with temporary negative ion formation and subsequent radiative
decay [48]. But, in this hypothesis, no relaxation of the excited configuration could
take place and the lines in coincidence with the absorption lines should be the only
emitted lines following the excitation, in contrast with the observation of other lines
emitted from the excited configurations. Another suggestion already mentioned was
that the excited X state, which is the initial state of the resonance lines, could be
obtained by ionization following by relaxation. From energy and intensity con-
siderations, it will be shown for lanthanum, then for the rare-earths, that only direct
radiative recombination processes can account for the high relative intensity of
resonance lines observed in the neighbourhood of the nd thresholds.

Other emissions can be observed from an excited configuration; they are normal
lines in the presence of a spectator electron (Fig. 3.5). These emissions are radiative
transitions equivalent to those observed from the ionized configuration. The excited
electron is not involved in the process and remains “spectator”. These transitions
take place between excited initial and final configurations and, consequently, their
energy is different from that of the normal lines. As already underlined, under
bombardment with electrons of incident energies near the threshold, all the J levels
of the excited configuration can be populated and the energy of the configuration is
that of its barycenter. This energy ES is the sum of the energies EJ of all the J levels
weighed by their statistical weights, divided by the sum of the statistical weights
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Es ¼
P

J 2Jþ 1ð ÞEJP
J 2Jþ 1ð Þ

A normal line in the presence of a spectator electron is the transition between
levels of two such excited configurations. In contrast, each resonance line originates
from one of the J levels of the excited X configuration, which can decay to the
ground state by the dipole selection rules. Consequently, the initial configuration of
the normal lines in the presence of the spectator electron and the initial configu-
ration of the resonance lines have different energies and the same holds for the
emission lines. Normal lines in the presence of a spectator electron were observed
in solids only when elements with f electrons are present. In the rare-earth 3d
spectra, they are located towards the lower energies of the corresponding normal
lines. Their observation reveals that a sufficient number of electrons remain
localized in the vicinity of the core hole throughout all the duration of the X-ray
emission. Satellite lines are emissions in multiply excited or ionized systems. The
most probable additional excitations or ionizations are due to shake-up and
shake-off processes accompanying the sudden creation of the inner hole (Fig. 3.6).

These processes are caused by changes in the effective charge that accompany
electron ejection. A shake-up process corresponds to the excitation of a second
electron by (Δl = 0) transition during the ionization of the core; in the final state, the
atom is doubly excited and ionized. In a shake-off process, the atom is doubly
ionized. The satellite intensity is low and increases with the incident electron
energy. These emissions are observed on the higher energy side of the normal or
resonance lines. These lines are generally difficult to interpret because various
quantum states with similar energies can be created concurrently. These satellites
are present in the spectra of free atoms as well as solids. In the solid compounds,
other satellites can be present with quite noticeable intensity: an inter-band tran-
sition can take place from ligand valence levels to unoccupied levels of the metal
ion simultaneously with the normal transitions.

h
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Fig. 3.5 Schematic
representation of X-ray
normal emission in the
presence of a spectator
electron
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3.2.2.1 Lanthanum 3d Emission

Two intense lines are observed in the electron-stimulated La 3d emission spectrum;
they coincide in energy with the two intense 3d absorption lines. These lines are due
to the inverse process of absorption, i.e. to the direct radiative emission from the
two levels 3D1 and 1P1 of the singly excited configuration 3d94f1 to the 3d10 1S0
ground state. They are resonance lines. The experimental and calculated energies
are given in Table 3.1 along with their calculated transition probabilities. Other
transitions appear in the La 3d emission spectrum, making this spectrum more
complex than the 3d absorption one (Fig. 3.7). These transitions are the 3d9–5p5

normal emissions in the ion, the 3d94f1–5p54f1 normal emissions in the presence of
a 4f spectator electron, the 3d94f1–3d10 emissions from the non-resonant levels of
the excited configuration to the ground state and emission bands from valence
electron distributions. The appearance of normal lines in the presence of a 4f
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Fig. 3.6 Schematic
representation of X-ray
shake-up satellite

Table 3.1 Energies (eV) and transition probabilities of lanthanum 3d94f1–3d10 radiative
recombination [41]

Calculated values Experimental values

Probability Energy Energy

Metal La2O3
3P1 0.0009 × 1013 830.3
3D1 0.900 × 1013 834.6 834.9 834.9

Μ3d5/2 831.8
1P1 1.847 × 1013 850.9 851.5 851.5

Μ3d3/2 848.5

Μ3d5/2 and Μ3d3/2 are the barycenters of the configurations 3d5/2
−14f1 and 3d3/2

−14f1. The intensities
of the emissions from 3D1 and

1P1 depend on the transition probabilities but also on several other
parameters such as the probability to create the excited states under electron irradiation and the
self-absorption
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spectator electron confirms the localized character of the 4f electron. Transitions
with spectator electron, as well as resonance lines, have never been observed in the
spectra of solids that do not possess an f electron.

The classification of the various X-ray emissions is based on the energies of the
X levels and those of the excited configuration obtained from the absorption spectra.
As an example, let us consider the La 3d5/2–5p3/2 normal line in the metal. Its
energy is equal to the difference between the 3d5/2 and 5p3/2 energy levels. The
energy of each level can be determined by photoemission. On the other hand, the
energy of the 3d5/2 level is equal to the difference between the energies of the 2p3/2
(LIII) absorption and the 2p3/2–3d5/2 (Lα1) emission. No excitation process is pre-
sent in the 2p3/2 absorption and the measured energy corresponds to the energy of
the 3d5/2 level with respect to EF. From these values, one deduces that the 3d5/2–
5p3/2 line is located at 820 eV (Table 3.2), in agreement with the weak line observed
at 819 eV. The line at the lower energy, 812.4 eV, is not interpretable from the 3d
photoemission peaks. It is not due to a transition in the ion with a 3d hole. It has
been identified as the transition 3d5/2

−14f1–5p3/2
−14f1 from a theoretical calculation

taking into account all the dipolar transitions possible between the J levels of both
excited configurations (cf. Sect. 3.2.4). These results easily prove that the 5p–3d
transitions in the excited configuration are located towards the lower energies of the
corresponding transitions in the ionized configuration. Moreover, this line is
observed at the same energy in metal and compounds and this confirms that the
initial configuration is obtained by direct excitation and not following an interaction
with the valence band, contrary to what was suggested by several authors [49].

The doubly excited configuration 3d94f2 can be created in lanthanum according
to the process 3d10 + e− → 3d94f2, i.e. by elastic collisions with electrons having
energy just equal to the 3d–4f excitation energy. The number of such incident
electrons is small in the beam and so is the number of the elastic collisions, but the
emissions 3d94f2–3d104f1 are not reabsorbed, in contrast with the resonance lines.
Structures have effectively been observed around the 3d5/2 and 3d3/2 excitation

Fig. 3.7 Lanthanum
emission in metal: (1)
3d5/2

−14f1–5p3/2
−14f1 (2) 3d5/2

−1
–

5p3/2
−1 (3) 3d3/2

−14f1–5p1/2,3/2
−1 4f1

(4) 3d5/2
−14f1–3d10 (5) 3d5/2

−14f1
1D3–3d

10 (6) valence
band [41]
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thresholds of the lanthanum towards the lower energies of the main peaks and
interpreted as due to the scattering of incident electrons into vacant 4f levels [48].1

Subsequently, these structures were treated theoretically as a resonance in the
bremsstrahlung emission at the 3d threshold [50]. But their observation using
incident electrons of energy relatively far above the 3d threshold contradicted these
interpretations and other processes had to be considered. These lower energy
structures can be identified with the decay towards the ground state of all the
J levels of the excited configuration 3d94f1 other than the levels 3D1 and 1P1.
Indeed, agreement exists between the energies of the observed structures and the
average energies of the 3d94f1 configurations in the lanthanum 3d5/2 and 3d3/2
ranges. Moreover, their intensity varies with the energy of the incident electrons in
agreement with the variation of cross sections. In the vicinity of the threshold, the
electron generalized oscillator strengths do not follow the dipolar selection rules.
The excitation is the dominant process and takes place to all the J levels of the
excited configuration. The energy of the excited configuration can be represented
by its barycentre and the population of its levels is statistical. The above structures
are more intense at the threshold than the resonance lines. When the energy of the
incident electrons increases, dipolar excitation increases. The intensity of these
emissions decreases and there are weak structures located towards the lower
energies of each 3d5/2 and 3d3/2 intense resonance lines.

The intensities of the lines emitted from 3d94f1 are slightly lower in the metal
than in the compounds. On the other hand, the emission line 3d5/2–5p3/2 in the 3d9

ion at 819 eV is observed in the metal but not in La2O3 and LaF3. These differences
reveal the presence of a small percentage of ionized 3d9 configurations in the metal,
while in the compounds the excited configurations dominate completely. As
deduced from photoabsorption, excited 3d94f1 levels other than 3D1 and 1P1 are
energetically mixed with the valence level distribution of the metal with a 3d hole.

Table 3.2 Lanthanum 5p–3d lines [41]: the energies (eV) of the emissions in the ion are predicted
from the difference between the level energies

Deduced from levels Experimental

La La2O3

3d5/2
−14f1–5p3/2

−14f1 812.4 812.4

5p3/2–3d5/2 818.8 819.0

3d3/2
−14f1–5p1/2

−14f1 828.6 828.6

5p1/2–3d3/2 833.1
3D1 834.6 834.9

The other lines correspond to the emissions in the excited atom, 3d5/2
−14f1–5p3/2

−14f1 and 3d3/2
−14f1–

5p1/2
−14f1. They are located towards the lower energies of the normal lines. The normal line to 5p1/2

is not resolved from the 3D1 intense line

1In Ref. [48], main peaks observed at the position of the excitation energies 3d94f1 3D1 and
1P1

were designated as being Mα and Mβ whereas no 4f electron is present in lanthanum and such
emissions are not observable.
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Consequently, these levels can interact with the solid continuum during the time of
core-hole decay. The interaction leads to a very partial delocalization of the 4f
electrons in the metal with respect to the compounds, making the intensity of the
lines from the excited state weaker in the metal. However, this intensity variation is
small, as is the intensity of the normal line 5p3/2–3d5/2. In spite of an energy mixing
of the 4f levels and valence levels, the excited 4f electron remains definitely
localized in the presence of a 3d3/2, or 3d5/2, core hole in the metal.

Various results based on energy considerations confirm that the precursor con-
figurations of resonance lines do not result from ionization followed by relaxation
but from the direct excitation of the ground state. First, the variation of resonance
emission intensity with the energy of the incident electrons is different from that of
normal X-ray emissions. Indeed, the intensity of the resonance emission decreases
with increasing incident electron energy, while the inverse is true for lines that were
emitted after the ionization of a core level took place. Secondly, compilation of the
energies of the normal X-ray lines and of the photoemission peaks confirms that it is
not possible to explain the presence of the emissions from the excited X states.
Thirdly, from atomic calculations, the 3d transitions from the excited and ionized
configurations are predicted at energies in agreement with the energies of the
observed lines for metal and compounds. Lastly, the relaxation processes following
an initial ionization are different in the metal and in the compounds and, conse-
quently, the emissions from such relaxed configurations do not have the same
energy. The same holds for the transitions of the excitonic type, which are different
for a conductor and a non-conductor. In contrast, emissions observed during the
direct recombination from the excited state to the ground state are expected to have
the same energy for lanthanum metal and compounds because they are the inverse
process of the photoexcitation and the photoexcitation transitions are observed to
have the same energy in the various materials.

Only the two levels 3D1 and
1P1 of the La 3d94f1 excited configuration have a

large enough probability to be photoexcited and to disappear by direct recombi-
nation before the relaxation, resulting in the emission of the two intense resonance
lines. In contrast, all the J levels are involved in the emission of the 5p–3d lines,
whose energy is equivalent to the energy difference of the barycentres of 3d5/2

−14f1

and 3d3/2
−14f1 excited configurations, located several eV below the 3D1 and 1P1

levels. If relaxation took place before the direct radiative recombination to the
ground state, i.e. before the emission of the resonance lines, the probability for
populating the 3D1 and

1P1 levels should be only 3.6 and 5.3 % respectively of the
direct excitation probability. The ratio of the radiative transition probabilities of the
4f–3d and 5p–3d emissions is about 20 to one but the 4f–3d resonance lines are
strongly self-absorbed. By taking into account the three parameters, excited level
population, radiative probability and self-absorption, the 3D1 resonance line should
be less intense than the 5p–3d emission. This is contrary to the observations.
Indeed, for all the incident electron energies, the resonance emissions are much
more intense than the 5p–3d ones. This shows that the intense lines in coincidence
with the absorption lines are emitted before the relaxation takes place and are
indeed resonance lines as described above.
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Let us recall that it was suggested to describe the La M4 (
1P1 line) absorption by

a Fano curve and the La M5 (
3D1 line) absorption by a Lorentz curve. Since the 4f–

3d emissions are the reverse transitions of the absorptions, the same shape differ-
ence should be expected between the 1P1 and

3D1 emission lines. However, no such
shape difference was observed [51].

The intensity ratios of the peaks 3D1 and
1P1 observed in X-ray emission and in

photoabsorption are different. The intensity ratios of the peaks observed in pho-
toabsorption and in EELS are different, while they are the same for the peaks
observed in X-ray emission and EELS. In the latter case, the primary process of the
core-hole creation is the same, while it is different in the two other cases. By taking
these results into account, it is possible to explain entirely the intensity difference
between X-ray emission and absorption and to conclude that the two processes,
absorption from the ground state to the excited state and recombination from the
excited to the ground state, are, indeed, inverse processes.

In summary, from the study of the 3d emission spectra observed for lanthanum
in metal and compounds, it is shown that the characteristics of the nf electrons in
any material can be deduced from their spectral analysis. Indeed, if the nf electrons
are localized, two types of nf–3d emissions associated with the localized nf elec-
trons are expected using incident electrons: (a) the resonance lines associated with
the initial excited configuration nfn+1 which correspond to the transition
nfn+1 → nfn; (b) the normal emissions from the 3d ionized configuration which
correspond to the transition nfn → nfn−1. The resonance lines are located towards
the lowest emission energies of the normal lines and their intensity varies with the
energy of the incident electrons inversely to the normal lines. They have particular
characteristics: they have the same energy for the same element present in different
compounds; they have a large probability to be emitted before relaxation processes
have time to intervene; they are very strongly reabsorbed in the target; they largely
dominate the spectrum; independently of the considered compound, their energy is
in good agreement with the energies calculated for the transitions in the free ion.
Moreover, the direct decay is more probable if the atomic character of the excited
state is more pronounced and the interactions with valence or conduction electrons
are weaker. However, very small differences can exist in a metallic material because
some levels interact and relax before they decay but their number remains small.
Consequently, from the presence or absence of resonance lines, it is possible to
deduce what is the localized character of the nf electrons and, by comparison with
the calculations made for various configurations, to deduce the numbers of nf
localized electrons.

In the case where itinerant nf electrons are present, they can be more or less
mixed with the dsp valence electrons and a narrow emission band is present, only
partially mixed with the dsp band. This is the case for cerium under pressure and in
its tetravalent compounds (cf. Chap. 4). In light actinides, itinerant and localized 5f
electrons are present and more complex spectra are predicted.
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3.2.3 Electron-Stimulated Auger Transitions

The Auger transitions are the non-radiative transitions competitive with the X-ray
emissions because they take place from the same initial quantum states.
Consequently, there exist normal Auger peaks taking place from singly ionized
configurations, resonant Auger peaks and normal Auger peaks with a spectator
electron taking place from mono-excited states, satellite Auger peaks taking place
from multiply excited or ionized states (Figs. 3.8, 3.9 and 3.10).

In a normal Auger transition of a Z element, the initial quantum state is a
core-ionized atom with the ionized electron in the continuum. An electron jumps
from a higher n′l′j′ sub shell to the initial nlj core hole and transmits its energy to an
electron n″l″j″ which is emitted with the kinetic energy Ec

Ec ¼ E nljð Þ � E n0l0j0ð Þ � E n00l00j00; n0l0j0ð Þ:

E(nlj) and E(n′l′j′) are the energy levels of the singly ionized configurations with a
nlj, or n′l′j′, hole. E(n″l″j″, n′l′j′) is the energy of the n″l″j″ configuration in the
presence of the n′l′j′ hole; this energy can be approximated by the energy of the n″l″
j″ level in the element of Z + 1 atomic number. The Auger line shape reflects the
convolution of the initial and final configurations, i.e. an atom with an nlj hole and a
doubly ionized atom. It therefore depends on the width of the two configurations.

The energy gained by the system following the electron jump out of the initial nlj
level can be transmitted either to an electron of the same atom (non-radiative
transition) or to a photon (radiative transition). The fluorescence yield of an (nlj)
level, ωnlj, is defined by

xnlj ¼ RPR=ðRPR þRPNRÞ

e- 

n l j

e- 

n’ l’ j’

n’’ l’’j’’

V.B.

e- 

Fig. 3.8 Schematic
representation of Auger
normal transition
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ΣPR and ΣPNR are the sums of the radiative and non-radiative decay probabilities
of the nlj core hole. The fluorescence yield ωnlj of a Z atom decreases with n and l
increasing. It varies approximately as Z4. It follows the variation of the radiative
probabilities, which increase practically as Z4 while the non-radiative probabilities
decrease slowly according the relation a/Z4/(1 + a/Z4), where a is a constant
depending on the considered sub shell. Contrary to radiative transitions for which
interaction of electromagnetic origin is present, no symmetric selection rule exists
in Auger spectroscopy because the interactions are of the Coulomb inter-electronic
type. This type of interaction is dominant for low-Z elements, leading to a
fluorescence yield in the order of about 10−4 for first row atoms. The Auger spectra
are more complex than the emission spectra because of the absence of selection
rules. This makes their interpretation difficult.

n l j

V.B.

e- 

n’ l’ j’
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Fig. 3.9 Schematic
representation of Auger
resonant transition

n l j
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Fig. 3.10 Schematic
representation of Auger
normal transition in the
presence of a spectator
electron
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When two levels belong to the same shell the Auger transitions are named
Coster–Kronig transitions. They are very intense and take place when the energy
difference between the two levels is bigger than the energy necessary to eject an
outer electron. Their probability varies with Z as that of the Auger transitions. The
three types of Coster–Kronig transitions, normal, with a spectator electron and
resonant, were observed but sometimes misidentified. As an example, unnecessary
complicated explanations have been proposed to interpret transitions between the
two 3d sub shells, while, indeed, these transitions are simply the well known
Coster–Kronig 3d3/2

−14fm+1–3d5/2
−14fmεf, always normally present as soon as they are

energetically possible.
In a resonant Auger transition, the initial energy level is an excited level of

energy Ei that belongs to the singly excited configuration (nlj)−1(n′l′j′)+1 of energy
E[(nlj)−1(n′l′j′)+1]. The energy received by the system during the direct recombi-
nation of the n′l′j′ excited electron into the nlj core hole is transmitted to an electron
n″l″j″ which is emitted with the kinetic energy Ec.

Ec ¼ E nljð Þ�1 n0l0j0ð Þþ 1
h i

� E n00l00j00ð Þ

In contrast with a normal Auger process, the initial state is a bound state of energy
equal to the energy lost by the incident particle, electron or photon. The final state is
a singly ionized state while it is doubly ionized in a normal process. Like for the
radiative process, the designation “resonant Auger transition” is justified by the fact
that the initial state of the transition has energy equal to Ei. This process is also
called “direct recombination channel”.

In a normal Auger transition with a spectator electron, the initial state is the same
as that of the resonant Auger process and the final state is an excited and doubly
ionized configuration. The kinetic energy Ec of the emitted electron is

Ec ¼ E nljð Þ�1 n0l0j0ð Þþ 1
h i

� E n0l0j0ð Þþ 1 n00l00j00ð Þ�1 n000l000j000ð Þ�1
h i

Let us note that the resonant Auger transitions are sometimes designated as
auto-ionization processes. An excited X state is mixed with continuum levels of the
same energy, i.e. with levels associated with sub shells of lower energies than the
X state. This mixing induces an interaction between the excited X level and the
continuum levels of the same energy. Only when this configuration interaction is
strong, auto-ionization is possible. The decay process is represented by an energy
distribution described by a Breit-Wigner-Fano curve, F(ε). Contrary to a symmetric
Lorentz curve, F(ε) is asymmetric and this asymmetry becomes more pronounced
as the configuration interaction between the discrete and continuum levels becomes
stronger. Auto-ionization has to be taken into account in the UV region where it is
as fast as the radiative and Auger processes. However, in the X-ray region, where
the radiative and Auger processes are much faster, the auto-ionization is negligible.

As for X-ray emission, a two-step model is adequate for describing the essential
processes of the Auger-like decay. In the first step, a core hole is created and in the
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second step, an Auger electron or a photon is emitted. The two steps are treated as
consecutive and independent, i.e. as incoherent events. Moreover, no interference
exists between the radiative and Auger transitions.

3.2.4 Theoretical Calculations of the X-ray and Auger
Spectra

Until this review, the decay of excited configurations has not been the subject of
systematic study for the rare-earths while the decay of the ionized quantum states
has been studied theoretically in a systematic manner for all the elements. In order
to compare the dynamics of nd excited and ionized configurations, the radiative and
Auger decay rates from La3+ nd9 and nd94f1 configurations have been calculated.
The calculations are presented in this paragraph. When the spectra are stimulated by
electrons or by photons of energy higher than the threshold energy, the core hole
creation and its subsequent decay by X-ray or Auger emission are treated as two
independent processes. The case of the core hole creation by photons of energy
lower than or very near the threshold is considered in a following paragraph.
Electron–phonon coupling can be neglected in the X-UV energy range, making the
matrix elements independent of the arrangement of the atoms.

Only transitions concerning localized electrons have been considered. Wave
functions and energies were computed with a multiconfiguration Dirac–Fock
(MCDF) program including Breit interaction and QED corrections [52].
Corrections due to Breit interactions increase with the configuration energy. In the
3d range, they vary between −1.6 and −2.1 eV for La3+ and between −3.7 and
−4.7 eV for Yb3+. The QED correction increases also along the rare-earth series but
remains below +0.05 eV. The calculation of the quantum states was made with the
help of the extended average level (EAL) extension of the MCDF method. The
wave functions of the initial and final states of each transition were built from the
same set of orbitals. To minimize the relaxation contributions, the transition state
defined by Slater [53] was used, giving equal weight to the initial and final states.
Thus, at the first order of the development, the relaxation corrections cancel.

The energies and the oscillator strengths of the photoexcitation transitions from
the ground state to the excited configurations with an nd hole and an additional
excited 4f electron have been calculated for all the rare-earths. Intermediate cou-
pling was used. Only electric dipole transitions were taken into account. The
velocity form of the transition matrix elements was used in the X-ray region, i.e.
above about 500 eV, and the length form was employed for transitions of lower
energy. The calculations were made by using the golden rule. The photoexcitation
spectra were obtained by summing up all the electric dipole allowed lines from the
ground level of the initial configuration. Each line was fitted by a Lorentz curve
whose surface is equal to the excitation cross section and whose width results from
the lifetime of the excited state. The average energy of each one of the configu-
rations is the barycenter of all its J levels.

3.2 Resonance Effects in the 3d Range 187



For calculating each X-ray emission it was assumed that all the J levels of the
initial configuration are populated statistically. The energy and the probability of all
the allowed electric dipolar lines from these J levels to all the J′ levels of the final
configuration were included. Each J–J′ line was obtained by folding the theoretical
probability with a lorentzian broadening function whose width results from the sum
of the lifetimes of the J and J′ levels. The total emission was determined as the
weighed sum of all the lines participating in this emission. This model gives the
energies and the probabilities of all the transitions from the excited and ionized
configurations with a 3d hole to the corresponding 3d10 final configurations with
one 4f or 5p electron missing [34]. The calculations were made for all the triply
ionized rare-earths. From these results, the absorption and emission spectra have
been simulated. As discussed in Chap. 4, they reproduce well the main features of
the experimental spectra.

The probabilities of transitions between an initial and final sub shells increase
with the overlap of their wave functions. Overlap of the nd (n = 3, 4) and 4f sub
shells increases in the presence of an nd core hole and due to its localized form the
4f wave function leads to a large dipole matrix element. Indeed the nd–4f observed
transitions are very strong in the solid rare-earth metals and compounds.

As already mentioned, it had been suggested that the excited 3d94f1 state of
lanthanum could be created by an ionization followed by a relaxation. In such a
process, the twelve J levels of the 3d5/2

−14f1 configuration and the eight J levels of the
3d3/2

−14f1 configuration must be taken into account with a probability which depends
on the statistical weight of each level. The weight of the J = 1 (5/2, 7/2) level is only
3.5 % of the total contribution of the twelve J levels and the weight of the J = 1
(3/2, 5/2) level is only 5.5 % of the total contribution of the eight J levels. Owing to
the ratio of ionization and 3d–4f excitation cross sections as well as the contribution
of the J = 1 levels in the relaxation, the ionization followed by a relaxation is
negligible with respect to direct excitation.

Concerning lanthanum, the radiative transitions have been calculated for Xe-like
triply ionized La3+, for singly ionized La+ whose external configuration is 6s2 and
for neutral lanthanum with an external configuration 5d6s2. The radiative decay
probability of the levels La3+ 3d−14f1 3D1 and

1P1 is much greater than that of the
ionized states 3d−1.

The Auger decay of La3+ with one additional 3d hole can proceed in several
channels: the normal transitions in the ionized system 3d9–3d10X−1Y−1; the normal
transitions in the presence of a spectator excited electron 3d94f1–3d104f1X−1Y−1; the
resonant transitions 3d94f1–3d10X−1, in which a single hole is present in the final
state. The matrix elements are calculated together for all levels involved in the
Auger decay in order to take into account the correlations between the various
configurations. The probabilities of the normal Auger transitions in the 3d9 ion have
also been calculated for La3+.

The excited La3+ 3d94f1 configuration has twenty levels. All the levels of the
excited configuration contribute to each Auger transition. These transitions take
place from the excited configuration to all the possible 3d104f1X−1Y−1 and 3d10X−1

configurations, with X and Y being the 4s, 4p, 4d, 5s or 5p levels. There are fifteen
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3d104f1X−1Y−1 configurations and five 3d10X−1 configurations, i.e. 632 final levels.
The probabilities of the processes 3d94f1–3d104f1X−1Y−1 were calculated to all the
632 final levels but only from two 3d5/2

−14f1 levels and two 3d3/2
−14f1 levels of the

initial configuration. The probabilities obtained for each of the two 3d5/2
−14f1 levels

are practically equal to those calculated for the 3d5/2
−1 ion (Table 3.3). The same is

true for the transitions from 3d3/2
−14f1, showing that the presence of the 4f spectator

electron, while it modifies the energies of the normal transitions, affects only very
slightly their probabilities.

All the direct recombination processes, or resonant Auger, 3d94f1–3d10X−1, have
been calculated. The sum of the resonant Auger probabilities is greater for the 1P1
and 3D1 levels, i.e. for the levels involved in the resonant radiative emission, than
for the other levels of the 3d94f1 configuration. Indeed, it is equal to 1.628 × 1014

for 3D1 and 2.815 × 1014 for 1P1, whereas it is only of the order of 2–3 × 1013 for
each of the other 18 levels of the excited configuration. All the levels of the 3d94f1

configuration must be taken into account statistically in an Auger recombination
process. Consequently, the probability of a 3d5/2 resonant Auger process is the

Table 3.3 Probabilities of radiative, Auger and Coster–Kronig transitions from La3+ 3d9 and La3+

3d94f1 and widths of the 3d levels

Recombination from La3+ ion
3d5/2

−1 3d3/2
−1

Σ Radiative probabilities 0.061 × 1013 0.073 × 1013

Σ Auger probabilities 127.50 × 1013 124.00 × 1013

Σ Coster Kronig probabilities 2.0 × 1013

Σ Probabilities 127.561 × 1013 126.073 × 1013

Level width (eV) 0.84 0.83

Recombination from La3+ excited ion
3d5/2

−14f1 3d3/2
−14f1

With 4f spectator electron

Σ Radiative probabilities 0.061 × 1013 0.074 × 1013

Σ Auger probabilities 127.40 × 1013 124.00 × 1013

Coster-Kronig probability 60.0 × 1013

With 4f recombination

Σ Radiative probabilities 0.039 × 1013 0.108 × 1013

Σ Auger probabilities 3.20 × 1013 4.00 × 1013

Σ Probabilities 130.700 × 1013 188.182 × 1013

Level width (eV) 0.87 1.25

Recombination from 3D1 and
1P1 of La

3+ excited ion
3d5/2

−14f1 3D1 3d3/2
−14f1 1P1

Resonant transitions

Σ Radiative probabilities 1.093 × 1013 1.946 × 1013

Σ Auger probabilities 16.28 × 1013 28.152 × 1013

Σ Probabilities 17.373 × 1013 30.098 × 1013
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weighed average of the probabilities of all the processes from the 12 levels of the
configuration 3d5/2

−14f1. These values are much smaller than the sum of the proba-
bilities of normal Auger processes. The same result is obtained for the eight levels
of the configuration 3d3/2

−14f1. Indeed, the direct recombination is about fifty times
weaker than the normal recombination. The situation is the reverse of that found for
the radiative transitions.

Coster–Kronig transitions 3d3/2–3d5/2X
−1 are energetically possible only in

neutral and singly ionized lanthanum. They have been calculated for La+ (6s2). The
normal transitions are weak while the resonant transitions are intense. Their presence
explains the intensity anomalies observed between the 3d3/2 and 3d5/2 transitions.

Because of the very large number of the Auger transitions, the calculation of the
entire transition array is practical only when a single f electron or hole is present.
These calculations can thus be available only for La3+ and Yb3+. For Yb3+, the
Auger transitions in the excited or ionized systems have equivalent probabilities.
Indeed, for a full or almost full 4f sub shell, change of the screening effect is not
sufficient to introduce a change of the Auger probabilities.

From the calculation of the radiative and Auger decay processes for La3+ 3d9 and
3d94f1 configurations, it was possible to deduce important data such as the lifetime
of both configurations. Another important result was obtained: the energies of
transitions between levels of the excited configurations are smaller than their
counterparts in the ionized configurations. These essential characteristics are dis-
cussed in the next paragraph.

3.2.5 Lanthanum 3d Excited Configurations

Each quantum state is characterized by its creation and annihilation processes and
by two parameters, lifetime τ and width Γ, connected together by the uncertainty
principle and related to the sum of rates of all the annihilation processes.

For lanthanum, the widths of the 3d5/2
−1 and 3d5/2

−14f1 configurations were deduced
directly from the transition probabilities given in Table 3.3. The same was done for
the 3d3/2

−1 and 3d3/2
−14f1 configurations. For the latter, the width can be enlarged

because of the eventual presence of 3d3/2
−1
–3d5/2

−1X−1 Coster–Kronig transitions. No
Coster–Kronig transition is energetically possible in the La3+ free ion. In the solid,
Coster–Kronig transitions from the valence electrons are possible. Estimation of
their probabilities was made for the lanthanum neutral atom with 6s25d1 ground
configuration. From that, the contribution of the Coster–Kronig transitions to the
normal Auger transitions in the presence or absence of a spectator electron is found
negligible. In contrast, probabilities of about 60 × 1013 s−1 were obtained for the
Coster–Kronig transitions from the excited configuration 3d3/2

−14f1 (1P1) 6s
2 5d1. As

a result, the level 3d3/2
−14f1 (1P1) is wider than the 3d5/2

−14f1 (3D1) and the calculated
ratio is found to be 1.44. This ratio is expected for the widths of the experimental
3d3/2 and 3d5/2 resonance lines in the solid. Indeed, a resonance line is the transition
from an excited discrete level to the ground level, which has no width. The width of
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the resonance line, therefore, gives directly the width of the excited level. In the
case of La2O3 irradiated by an electron beam accelerated under 1 keV, the exper-
imental FWHMs of the resonance lines from 1P1 and

3D1 are in the ratio 1.8/1.2, i.e.
in the ratio 1.50, in agreement with the calculated ratio.

As already underlined, the absorption lines correspond to transitions between the
ground state and a discrete excited state; they are lorentzian curves. Their intensities
are in the ratio of their transition probabilities corrected by a factor taking into
account their respective widths. The calculated intensity ratio of the 3d3/2 and 3d5/2
absorption lines is 1.23. This value agrees with the experimental curve observed in
linear response conditions, i.e. with an absorbing sample having a thickness
compatible with the response of the detector.

Thus, the experimental results are in good agreement with the predictions of the
atomic model. This shows that the excited configurations have an atomic character
and that the interaction of the 4f electron with the valence electrons is very weak, or
negligible, in the metal and in the compounds.

The fluorescence yields are larger for the excited configurations than for the
ionized configurations because of the presence of terms resulting from the
recombination of the 4f excited electron. Indeed, in the presence of these terms
only, the partial fluorescence yield of the 3d5/2

−14f1 configuration should be 0.039/
(0.039 + 3.20) = 0.012, i.e. much larger than the total yield, 0.00088, calculated by
taking into account all the recombination processes. In order to characterize the
excited levels 1P1 and

3D1 alone, the ratios ωR of the radiative resonant transitions
to the sum of radiative and non-radiative resonant transitions has been determined
for these two levels, taken independently. The corresponding values are indicated in
Table 3.4. These values are remarkable because they are approximately two orders
of magnitude bigger than the fluorescence yields of 3d5/2

−1 and 3d3/2
−1 levels in the ion

La3+. They do not concern the excited configuration in its totality, i.e. the levels
from which resonant transitions and transitions in the presence of the spectator
electron are emitted, but only each of the levels from which a resonant transition
takes place directly to the ground state; they are named resonant levels. The big
fluorescence yields appear as a particularity of these resonant levels. This explains
the strong intensity of the resonant radiative transitions and their relatively small
widths. This unexpected characteristic of the transitions originating from the
3d−14fn+1 configuration in the X-ray range has already been well known for the 4f–
5d transitions in the optical range.

The large values of ωR are due to two factors: first, the presence of the intense
4f–3d radiative transitions in excited La3+3d94f1; second, the very low probabilities

Table 3.4 Fluorescence yield of La3+

3d5/2
−1 0.00048 3d3/2

−1 0.00056

3d5/2
−14f1a 0.00088 3d3/2

−14f1a 0.00097

3d5/2
−14f1b 3D1 0.067 3d3/2

−14f1b 1P1 0.069
aAll J levels are statistically populated
bOnly the J = 1 levels are populated
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of the Auger resonant processes. Indeed, whereas the probabilities of normal Auger
transitions, with or without a spectator 4f electron, are very similar, the probabilities
of resonant Auger transitions are much smaller than those of the normal transitions.
This decrease of the Auger probabilities causes the lifetime broadening of the
emission and absorption transitions La3+3d10–3d94f1 to be smaller than generally
expected in this energy range. Similar calculations have been made for the iso-
electronic Ba2+ and Ce4+ in the 3d9 ionized and 3d94f1 excited configurations.
Results obtained for both these elements are analogous to those obtained for La3+.
As is well known, the fluorescence yield ω increases with the atomic number of the
core ion, i.e. along the isoelectronic series from Ba2+ to Ce4+. The resonant yield ωR

varies in the same way but its value is about a hundred of times larger than that of ω
for the three ions (Table 3.5). These data are important in research areas that look
for high fluorescence yields.

During the direct non-radiative transition of the excited electron to its initial
level, called here resonant Auger transition, the bound 4f electron fills the core hole
and, simultaneously, a new vacancy is produced in a level higher than the 3d level.
This process was sometimes suggested as being comparable to the recombination of
core excitons. A net narrowing of the spectral width is observed in passing from the
recombination of the core hole to that of the core exciton. It was explained by a
reduction of the probability of the Auger recombination processes. But it was
suggested that the probabilities of the normal Auger transitions decreased, while the
contribution of the resonant Auger transitions was noticeable [54], contrary to that
which is seen for lanthanum. An exciton is not created by direct transfer of a core
electron but during the relaxation of the system with a previously created core hole.
In contrast, as discussed above, the La 3d94f1 excited configuration is created by
direct transfer of a 3d electron to the empty 4f level. The two processes are different.
Excitation following the relaxation of an ionized state was observed in the 3d
photoemission of metal lanthanum but with a very small probability. This process,
discussed in photoemission, is associated with a wide peak, which does not have the
characteristics of the excitonic transition. It is, moreover, absent in the lanthanum
insulator compounds.

Table 3.5 Probabilities of radiative and Auger transitions and fluorescence yields of the 3d94f1
3D1 and

1P1 levels of Ba
2+, La3+ and Ce4+

3D1 Ba2+ La3+ Ce4+

Resonant emission 0.643 × 1013 1.093 × 1013 1.169 × 1013

Resonant Auger 13.721 × 1013 16.280 × 1013 18.574 × 1013

Fluorescence yield 0.047 0.067 0.063
1P1
Resonant emission 0.913 × 1013 1.946 × 1013 2.600 × 1013

Resonant Auger 21.005 × 1013 28.152 × 1013 34.902 × 1013

Fluorescence yield 0.043 0.069 0.074
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Here no variation of the normal Auger processes is expected in passing from the
ionized system to the excited one. Indeed, the dynamic screening effects due to the
presence of one strongly localized 4f electron are comparable in the initial and final
levels of normal Auger processes with 4f spectator electron. Consequently, the
differences between the transition probabilities in the presence or absence of an
additional 4f electron are negligible. In contrast, during a resonant process, the
electron orbiting at shorter range from the core hole has a large probability to
recombine with it. This reduces the probability of the Auger recombination pro-
cesses since incomplete electron relaxation could, then, be present.

It was mentioned that in La3+ the auto-ionization from 3d3/2
−14f1 to the 3d5/2

−1

continuum states was energetically possible [55]. If this process is present, it would
introduce changes in the shape of the 3d3/2 absorption transition. Experimentally,
the La 3d absorption and emission lines have their maxima at the same energy and
their shapes are identical on the low energy side. On the high energy side, the 3d3/2
absorption line is accompanied by an edge of weak intensity, shifted to the higher
energies. After removal of the edge, the 3d3/2 absorption line is well approximated
by a lorentzian shape [41]. One concludes that the interaction between the La3+

3d94f1 excited states and the La4+ ion continuum states is very weak. Indeed, the
hybridization strength between discrete and continuum states is strongly reduced
because the part of the 4f wave functions close to the nucleus increases in the
presence of a 3d core hole and becomes very large. That is different in the 4d energy
range, discussed in the next part, where interactions between discrete excited states
and continuum states are strong.

In summary, X-ray and Auger emission spectra induced by electron bombard-
ment are very well adapted to investigate core level excited configurations because
these configurations can be created directly by electron impact. They can be
identified by comparing absorption and emission spectra. Their decay dynamics can
be investigated on a timescale defined by the lifetime of the core hole. Indeed, the
measurement of the widths of the absorption and emission resonance lines gives a
direct determination of the decay rate of the excited states. All the competitive
decay processes can be taken into account and compared to the decay processes
from the ionized states, deduced from the analysis of the normal emissions.

3.3 Resonance Effects in the 4d Range

Excitations from the 4d inner sub shell into the 4f open sub shell of the rare-earths
have attracted much attention of both atomic and solid state physicists. The various
decay channels of the 4d94fm+1 excited configurations were widely analyzed [56].
As opposed to the 3d case, where the dominant interaction is the 3d spin–orbit
interaction and j–j coupling is expected, in the 4d range, it is the electrostatic
interaction, and particularly its exchange part, that dominates and L–S coupling is
present. Moreover, the large overlap between the 4d and 4f wave functions results
in a large multiplet splitting of the open shell configurations. Consequently, the
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distribution of the oscillator strengths extends over a broad energy range. These
new coupling conditions introduce large changes in the spectral characteristics of
the 4d photoabsorption and of the 4d radiative and non-radiative decay processes
with respect to the 3d ones. Emphasis is put here on these particularities and on the
4f electron characteristics which can be deduced from the observed spectra. The
interaction between the 4f orbitals and the valence band in the presence of a 4d core
hole is also mentioned. Results for lanthanum are considered as an example.
Generalization to rare-earths and to 5d spectra of the actinides is presented in the
next chapters.

3.3.1 4d Photoabsorption

The rare-earth 4d absorptions are located between 100 and 200 eV, i.e. in the
ultrasoft X-ray region. The longer the radiation wavelength, the thinner must be
absorbing material and more difficult is the production of chemically pure homo-
geneous screens. All the measured quantities are proportional to the absorption
coefficient of the incident photons and attention must be paid to eliminate the
saturation effects that show up for very large values of this coefficient.

The presence of a strong exchange electrostatic interaction in this energy range
causes the 4d photoabsorption to be governed by the characteristics of the spectral
terms. The strong 4f–4d exchange electrostatic interaction drives the energy of
some multiplets above the 4d ionization threshold. Consequently, some 4d–4f
intense excitation lines, referred to sometimes as giant resonances [57], are
observed above the ionization threshold in the absorption spectra of the rare-earth
free atoms as well as in the solid spectra. The photoabsorption process involving the
4d94fm+1 levels, that are pushed above the 4d ionization limit by the large 4d–4f
multiplet splitting, is the outcome of a competition between 4d–4f photoexcitation
and 4d-εf photoionization. Both these processes are strongly connected by the
configuration interaction 〈4d94fm+1|1/r| 4d94fmεf〉. In this energy range, the excited
electrons are also coupled to 4f−1 and 5(s,p)−1 ionization continua by the 4d94fm+1–
4fm−1 and 4d94fm+1–4fm5(s,p)−1 Coster-Kronig decay channels.

The absorption transitions in the presence of an energy overlap of a discrete level
with continuum levels can present various characteristics [39]. First, in the absence
of interaction between the discrete level and the continuum, the transitions to the
discrete excited level are superimposed upon the transitions to the continuum, their
shape is lorentzian and their width depends on the lifetime of the discrete level. The
absorption is the sum of a Lorentz curve and a continuum edge. Secondly, in the
presence of an interaction between the discrete level and the continuum, the tran-
sition shape is still a Lorentz curve if the absorption takes place only to the discrete
level but the width of the lorentzian is related to the matrix element of the inter-
action. Lastly, when the absorption takes place to both the discrete level and the
continuum that interact, the discrete energy level and a continuum interfere. The
total wave function is a linear combination of the wave functions of the unperturbed
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discrete level and of the continuum. The transition amplitudes are added, or sub-
tracted, and the line shape results from the fact that the absorption to the discrete
level and to the continuum adds, or subtracts, on each side of the energy of the
perturbed discrete level. As a result, the discrete level acquires to some extent the
possibility to ionize spontaneously. Therefore, this effect induces an auto-ionization
of the excited configuration by radiationless transition to the continuum.
Auto-ionization is thus a consequence of the presence of electrostatic matrix ele-
ments connecting a discrete level above the ionization energy with the continuum of
same energy. Its probability is nearly independent of the atomic number. This
process greatly changes the shape of the absorption line, which has a
Breit-Wigner-Fano shape and is broadened. Its width arises from the lifetime of the
discrete level modified by the interaction with the continuum.

As indicated in Sect. 1.2, the centrifugal potential barrier prevents the penetra-
tion of nl orbitals with n > 4 near the core and the 4d wave function hardly overlaps
the wave functions of higher energy f orbits. Then, the probability to excite a 4d
electron to the higher energy f, or p, orbitals is very small. This explains the absence
of 4d–nf (n > 4) transitions and of absorption edges in the photoabsorption spectra.

The lanthanum 4f wave function is confined within the centrifugal well of the
attractive potential due to the 4d inner hole. The 4d and 4f wave functions overlap
strongly in coordinate space. This large 4d–4f overlap causes a strong admixture
between the various levels of the excited 4d94f1 configuration. Consequently, the
average spatial charge distribution is unaffected by the 4d–4f transition and the
relaxation involving the 4d hole is negligible. The 4d and 4f spin–orbit interactions
are small compared to the strong 4d–4f electrostatic interactions, which are
responsible for the distribution of levels over a broad energy range. Thus, for La3+,
and also Ba2+ and Ce4+, the 1P1 level, with almost a pure (L–S) designation, is
observed at about 15 eV higher than the other levels of 4d94f1 and is located above
the 4d ionization thresholds. The energy difference between the 3D1 and

1P1 terms
is almost one order of magnitude higher than the difference between the 4d5/2 and
4d3/2 levels, estimated to be 2.5–2.8 eV from the X-ray 4d–2p emissions.

The 4d–4f excitation probability is high owing to the strong 4d–4f overlap. The
oscillator strengths are determined essentially by LS coupling selection rules.
Therefore the line connecting 1P1 of 4d

94f1–1S0 of 4d
10 dominates the absorption

spectrum. This 1S0–
1P1 peak, located above the threshold, forms the 4d–4f giant

dipole resonance because of its very strong intensity. The transitions to 3P1 and
3D1

have ΔS = 1 or ΔL = 2 and are forbidden by the L–S selection rules. Their weak
transitions are due to their admixture with the 1P1 level owing to the spin–orbit
interaction. The transitions from 4d to the continuum have very small probability at
the threshold and no absorption jump is observed. However, transitions to the
conduction levels are present beyond the threshold and their probabilities vary with
the energy. The 1P1 discrete level is situated about 10 eV above the threshold.
Transitions to the conduction levels are superposed on the 1P1 absorption peak and
modify its shape (Fig. 3.11).

An attempt was made to explain the high energy of the line 4d10–4d94f1 1P1 and
its high intensity by strong configuration interaction effects, including several
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configurations of the type 4d9nf1 (n = 5–7), extending into the continuum [58]. In
this model, configuration interaction effects between levels belonging to the same
Rydberg series would produce wide spread redistribution of the oscillator strength
from one spectral region to another. It has been verified that, contrary to results
claimed in precedent reference, the introduction of this configuration interaction
explains neither the position nor the intensity of the transition 4d10–4d94f1 1P1. In
fact, this transition retains always the same energy and intensity, independently of
the considered configuration number. This proves that the reason for the high

Fig. 3.11 a Lanthanum 4d
absorption in LaF3. The
vertical line represents 1P1
absorption line calculated for
the free La3+ ion [60].
b Lanthanum 4d absorption in
La2O3 [61]. c Lanthanum 4d
absorption in LaB6 measured
by photoemission partial yield
method [62]

196 3 High Energy Spectroscopy and Resonance Effects



position of the 1P1 line is found in the 4d94f1 configuration itself: it is due to the
high value of the G1 exchange electrostatic interaction parameter that causes what
Racah calls a “Russell-Saundersation” of this energy level.

Competition between discrete and continuum excitations (4d–4f,εf) has been
widely discussed for the Xe isoelectronic ions. As already indicated, no lanthanum
4d edge is observed, proving that the ionization process is weak in the 4d pho-
toabsorption. On the other hand, the energy of 4d94f1 1P1, obtained from a calcu-
lation analogous to those made in the 3d range, i.e. in intermediate coupling,
exceeds by several eV its experimental energy measured in the solid and the line
1P1 is highly asymmetrical on the higher energy side [59]. This shows that the level
4d94f1 1P1 interacts with the continuum according to 4d94f1 1P1–4d

9εl. The prob-
ability of this auto-ionization process is expected to depend on the configuration
interaction between the discrete excited 1P1 level and the energy distribution of the
continuum close to it. This auto-ionization process must remain weak in the solid
because the density of the conduction levels is essentially of 5d, 6s symmetry.
However, photoionization of the 4d electrons to the 6s, 6p conduction levels is
present in this energy range.

The conduction levels change according to the material considered and the shape
of the intense line 4d–4f 1P1 varies accordingly, but it remains strongly asym-
metrical towards the higher energies in all materials. In a wide band gap insulator,
as for example LaF3 [60], the

1P1 absorption peak has a lorentzian shape on the low
energy side (Fig. 3.11a). Its experimental half width agrees with that calculated
from the atomic model taking into account all the radiative and non-radiative decay
processes of the excited configuration 4d94f1 and disregarding the configuration
interaction with the continuum states (cf. Sect. 3.2.4). Towards the higher energies,
the absorption line is strongly enlarged and presents weak broad features, charac-
teristic of the density of the conduction states. In a solid conductor, the shape of the
1P1 line remains the same but its broadening is larger, in particular on the lower
energy side. These results suggest that, in LaF3, the

1P1 level is located just at the
bottom of the conduction band and the mixing of the orbital 4f with the conduction
states is very small.

In summary, due to the presence of the centrifugal potential barrier and to the
weak spin–orbit interaction, the predominant interaction between 4d and 4f is
electrostatic and the most probable process is the excitation of a 4d electron to a 4f
orbital. The main features of the spectrum are well reproduced by atomic calcu-
lations and the three expected lines from 1S0 to

3P1,
3D1 and

1P1 are observed with
energies and relative intensities in agreement with those calculated from the atomic
model taking into account all the radiative and non-radiative decay processes of the
excited configuration 4d94f1. As shown in the next paragraphs, the 4d94f11P1 level
preserves the characteristics of a discrete state although it is above the 4d ionization
threshold. Indeed, it decays essentially by direct de-excitation, by recombination in
the presence of a spectator electron or by discrete Coster–Kronig process to the
excited level 4d94f1 3D1. But these various processes explaining the decay of 1P1 of
4d have already been encountered in the case of 3d. Therefore no extra explanation
is needed, contrary to that which had been suggested. The La 4d photoabsorption
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appears thus as a 4d–4f photoexcitation, although the excited electron has a
non-vanishing probability to escape to continuum f orbits or to the conduction
levels of the solid and the shape of the intense 1P1 line depends on the mixing of the
orbital 4f with the conduction levels.

It must be underlined that the shape of the 1P1 absorption line depends also
strongly on the experimental conditions. The choice of the absorbing sample
thickness is particularly critical in this low energy range. In this highly absorbing
energy range the probability to saturate an intense absorption line is high. An
example of non-saturated absorption spectrum, obtained with sufficiently thin
screens, is seen in Fig. 3.11b for lanthanum oxide La2O3 [61]. The experimental 4d
photoabsorption spectrum has the general characteristics of the calculated spectrum
for the La3+ free ion except for the 1P1 line, which is strongly deformed because the
self-absorption effect is very large; it is asymmetric towards the higher energies
because the transitions to the continuum of the solid are dominant in this range.
A more pronounced asymmetrical shape was observed for LaB6 by means of the
photoemission partial yield method [62, 63] (Fig. 3.11c).

3.3.2 Electron-Stimulated X-ray Emission

By analogy with the observations made in the 3d energy range, one expects that,
under electronic bombardment, the relative intensities of emissions connected with
excited or ionized systems will be functions of the ratio of excitation to ionization
cross sections. Near the threshold, the electron ionization cross section is small and
the excitation cross section largely predominates. The probability to create the
excited configuration 4d94fm+1 by direct jump of a 4d electron to the unpopulated 4f
levels is high. When the incident electron energy E0 increases, the ionization cross
section increases strongly with respect to the excitation one, making the relative
intensities of the lines in the ion increase with respect to that in the excited atom.
Let us recall that the core-hole creation by excitation or ionization is a process much
more rapid than its decay and the excited and ionized configurations are able to
reach a fully relaxed core-hole quantum state on the timescale of the order of the
hole decay. However, the relaxation probability must be of the same order, or
higher, than the radiative probability in order for the relaxation to all the J levels of
the excited configuration to take place prior to the emission.

As in the 3d energy range, the 4d94fm+1 excited configuration can decay by two
types of the radiative processes: the direct de-excitation, or resonant emission,
which corresponds to the return of the excited f electron to the 4d hole, and the
transitions in the presence of a spectator electron, i.e. the 4d94fm+1–5p54fm+1

emission. Energies and probabilities of the lines can be calculated by the same
method as described in Sect. 3.2.4. From these calculations, the lines in the pres-
ence of a spectator electron have lower energies than those of the corresponding
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normal lines. Indeed, the 4f–nd electrostatic interactions are stronger than the weak
4f–5p interactions. This partially explains the difference in value of the energies of
the 5p–nd lines in the presence or absence of a spectator electron.

In the La4+ ion with 4d9 ground configuration, three lines belonging to the
5p64d9–5p54d10 transition are present. These lines, 4d5/2

−1
–5p3/2

−1 , 4d3/2
−1
–5p3/2

−1 and
4d3/2

−1
–5p1/2

−1 , are expected around 87.3 eV and are generally not resolved. The sum
of their transition probabilities is 6 × 1010 s−1.

From the La 4d94f1 excited configuration, the resonant emissions, 4d94f1–4d10,
and the 5p–4d emissions in the presence of the 4f spectator electron, 4d94f1–5p54f1

have been calculated [59]. Concerning the direct recombination, as in the 3d range,
three resonance lines are expected from the three J = 1 levels of the 4d94f1 con-
figuration to the ground configuration 4d10 1S0. But here the configurations man-
ifest a predominant L–S coupling structure. Consequently, the transition probability
of the 1P1–

1S0 line is predicted to be of the order of 1012 s−1 while the probabilities
of the 3D1–

1S0 and
3P1–

1S0 lines are only of order of 109 and 108 s−1 respectively.
As indicated for the photoabsorption, the discrete level 4d94f1 1P1 is separated from
the two other levels by about 15 eV and it is located above the 4d ionization
threshold. The very strongly self-absorbed 1P1 resonant line has been observed in
coincidence with the giant absorption peak (Fig. 3.12) [64].

The twenty J levels associated with the 4d94f1 configuration contribute to the La
4d94f1–5p54f1 emission. Among the 130 lines of this transition array, 4 lines
associated with the 1P1 level are located around 95 eV; they are about 15 eV higher
than the other 126 lines, associated with the 19 other J levels of the configuration
and located around 80.0 eV. Owing to the small 4d spin–orbit splitting, these 126
5p–4d lines are confined inside only 4–5 eV. The sum of the probabilities of the
four 5p–4d lines associated with 1P1 level is 0.08 × 1010 s−1 while the sum of those
associated with all the other 5p–4d lines is 3 × 1010 s−1 [59].

In analogy with the 5p–3d transitions, the 5p–4d lines in lanthanum with the
excited configuration 4d94f1 have lower energies than the corresponding lines in the

Fig. 3.12 Lanthanum
emission in metal: (A) 4d94f1–
5p54f1 (B) 4d9–5p5 (R1)
4d94f1 1P1–5p

54f1 1P1 (R2)
4d94f1 1P1–4d

10. The
transition 4d94f1 1D3–4d

10 is
not detected [62]
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ion 4d9 [65]. However, exception exists for the four 4d94f1 1P1–5p
54f1 lines,

located above the threshold [59]. Emission spectrum was observed under irradiation
by incident photons of energies higher than the ionization threshold [66]. Lower
energy lines, whose position was found to be independent of the incident photon
energy, were assigned as transitions belonging to the 4d9 ion and two lines observed
towards the higher energy as transitions in the presence of a spectator 4f electron,
their energies varying with the incident photon energy. In fact, these two lines
belong to the unresolved group of four 4d94f1 1P1–5p

54f1 lines; they are observed
around 10 eV above the low energy lines, which are part of the other 126 lines
predicted in the excited atom, in agreement with the theoretical predictions.

The potential barrier associated with the 4d hole and the 4f sub shell increases
the excitation cross sections of the 4d–4f transitions with respect to the 4d ion-
ization cross sections. The 5p–4d emission probabilities have the same order of
magnitude in excited atom and ion. Consequently, the lines in the excited atom are
more intense than the corresponding lines in the ion. Thus the 5p–4d emissions
from La 4d94f1 are more intense than the 5p–4d ones from La 4d9. It has already
been seen in the 3d range that it is easier to excite a lanthanum atom than to ionize
it. On the other hand, from theoretical radiative probabilities, one expects the 4d
emission spectrum to be dominated by the 1P1–

1S0 resonance line. Indeed, this line
is intense when it is excited by incident electrons of energy near the threshold.
However, the 1P1 line depends on various other factors, which may modify it, for
instance the non-radiative recombination processes. Among those, the Coster–
Kronig and Auger transitions with direct recombination of the excited 4f electron to
the 4d hole and ejection of an nl electron to the continuum are the most probable
(cf. next section). These very intense transitions broaden strongly the line 4d94f1
1P1–4d

10 1S0 and its observed height decreases. This broadening is lorentzian and
does not change the shape of the peak. The 1P1 line depends also on the interaction
of the discrete level 1P1 with the continuum. Since the energy distributions of the
continuum depend strongly on the solid considered, so does the shape of the 1P1
emission line, as discussed in the case of the absorption line.

Another process perturbs the 1P1 resonance line, the self-absorption. When the
incident electron energy E0 is near the 4d excitation threshold, self-absorption is
weak and the line 1P1–

1S0 is intense. At incident energies E0 equal to several times
the threshold, a strong self-absorption perturbs the emission. An intensity minimum
appears at the position of the peak maximum, confirming the coincidence between
resonance and absorption lines in the solid. The emission is distorted and appears as
asymmetric. If the self-absorption is sufficiently large, the 5p–4d emission in the
presence of a spectator electron appears as the stronger emission.

Two important results can be deduced from these spectra. First, the line corre-
sponding to the decay of the excited level 4d94f1 1P1 to the ground state is highly
predominant and it is in coincidence with the corresponding absorption line.
Consequently, no electron transfer is present during the decay of the excited con-
figuration. Secondly, the four 4d94f1 1P1–5p

54f1 lines are observed about 15 eV
above the other lines involving the 4d94f1 configuration and their observed energies
and intensities agree with the theoretical predictions made for the atom. The
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observation of such lines proves that the 1P1 level decays by the same processes as
the other discrete levels of the La 4d94f1 configuration. This is an important result
because it shows that this level is subject to exactly the same processes as all the
other levels of this configuration despite the fact that it is located above the ion-
ization threshold.

3.3.3 Electron-Stimulated 4d Auger Spectra

As described in the previous paragraph for the radiative transitions, the
non-radiative Auger transitions take place both from excited and ionized configu-
rations. A single type of transitions is present from the ionized configuration
4d94fm, leading to a final state with two holes shared among the 5s, 5p, 4f or
valence levels and one Auger electron present in the continuum. Starting from the
4d94fm+1 excited configuration, electrons can make two types of transitions: - first, a
direct recombination of the 4f excited electron to the 4d hole with ejection of a 5s,
5p or valence electron; this is called a resonant Auger process; - second, they can
make the transitions in the presence of a 4f spectator electron, leading to final
configurations of the type nl−1n′l′−14fm+1 + e−, with two core holes, an excited 4f
electron and one Auger electron. The direct recombination transitions appear on the
high kinetic energy side of the other Auger peaks. Because of the large extension of
the various configurations, the transitions from 4d3/2

−1 and 4d5/2
−1 are not resolved

except for the heavier rare-earths. The transition probabilities of the Auger pro-
cesses involving the localized sub shells 5s and 5p are much higher than those of
the radiative transitions and they govern the lifetime of the 4d levels. Transitions to
5s1V−1 and 5p5V−1, where V denotes the valence electrons, are of low intensity and
difficult to observe.

From the La 4d9 ionized configuration, only two Auger processes to the final
configurations 5s15p5 and 5p4 are observed because the transitions from 4d3/2

−1 and
4d5/2

−1 are not resolved. Their probabilities are about 103 times higher than those of
the radiative transitions. The transitions to 5s1V−1 and 5p5V−1 were not observed.

From the La 4d94f1 excited configuration, there are two transitions with direct
recombination of the 4f excited electron to the 4d hole followed by the ejection of a
5s or 5p electron and three transitions in the presence of the 4f spectator electron to
the final configurations 5s04f1, 5s15p54f1 and 5p44f1. In total 59 final J levels
combine with each of the 20 levels of the 4d94f1 initial configuration, giving a
maximum of 1180 lines. Each transition is, thus, strongly split (Fig. 3.13) [67].

As for the radiative transitions, the group of higher energy peaks, located at
98 eV, corresponds to transitions from the excited level 4d94f1 1P1; their final
configuration is 5p5. In this process, the 4f electron returns to the 4d core hole and
the energy gained is transferred to a 5p electron. This is resonant Auger transition.
The resonant transition from 4d94f1 1P1 to 5s1 falls among the resonant transitions
from the 19 other levels of 4d94f1 to the 5p5 final configuration. They are located
between 70 and 80 eV and form the more intense structure. The transitions in the
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presence of the 4f spectator electron are distributed in two large peaks: the large
peak located between 50 and 60 eV corresponds to 4d94f1 1P1–5s

15p54f1 and
4d94f1–5p44f1 from the 19 other levels; the large peak between 30 and 40 eV
corresponds to 4d94f1 1P1–5s

04f1 and 4d94f1–5s15p54f1 from the 19 other levels.
The sum of the probabilities associated with the resonant transitions 4d94f1 1P1–
(5l)−1 is about 4.5 × 1015 s−1. These transitions are consecutive to the direct
recombination 1P1–

1S0, which is the dominant process of all three ions La+3, Ba+2

and Ce+4 owing to the strong 4d–4f interaction. In contrast, the sum of the

Fig. 3.13 Auger emission
probability of 4d lanthanum:
a simulated spectra from
4d94f1; b from 4d9, compared
c to experimental
spectrum [67]
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probabilities of all the lines from each of the 19 other J levels of 4d94f1 is of the
order of 1014 s−1, i.e. clearly lower.

Another Auger transition with direct recombination of the excited 4f electron is
energetically possible, the transition 4d94f1 1P1–4d

9 + e−. In this process, of the
Coster-Kronig type, the 4f electron returns from the 1P1 level to the 4d hole and the
energy gained is used to ionize a 4d electron to the continuum. Its probability is
smaller than that of the resonant Auger to (5l)−1. This process is often described as
an auto-ionization from the 4d94f1 1P1 discrete level into the adjacent continuum
leaving a free electron and the 4d9 positive ion, i.e. taking place mainly through the
exchange interaction (4d4f |V| εf4d). However, the decay rate of a discrete excited
level into an auto-ionization channel is known to be smaller than the decay rate to
another discrete level. The interactions among 4d9nlm±1 discrete levels are, thus,
stronger than the interaction between the discrete level 4d94f1 1P1 and the contin-
uum in which it is embedded.

Since the decay probabilities from excited and ionized configurations are dif-
ferent, the lifetime of a core hole is not the same in the excited atom and in the ion.
Indeed, the decay from an excited atom includes the transitions in the presence of
the 4f spectator electron, whose probabilities are of the same order of magnitude as
those of the transitions in the ion, and also the resonant processes to single-hole
final configurations. The decay probabilities from the various levels of the excited
configuration are different too. The high probabilities of the Auger transitions from
4d94f1 1P1 explain the large broadening of the La 1P1 radiative transition. The
Auger broadening is symmetrical. It can modify strongly the width of the lines
emitted from the different J levels of the 4d94f1 configuration and thus their relative
heights. This must be taken into account when the radiative probabilities are derived
from the measurements of the emission lines.

The rather large number of levels in each of the configurations and consequently
the very large number of transitions, explains the presence of unresolved broad
peaks that appear in the Auger spectra. Similar to the case of the radiative transi-
tions, the Auger transitions from the excited atom are more intense than those from
the ion. These results confirm the presence of a configuration with a localized
excited 4f electron in lanthanum.

3.3.4 Theoretical 4d Spectra

The 4d photoexcitation of La3+ and the radiative and Auger decays of the La4+ ion
with a 4d hole and of the La3+ 4d94f1 excited ion were calculated in order to
compare the dynamics of the excited and ionized configurations [59]. The model
previously described in Sect. 3.2.4 was used. The energies and the probabilities of
all the radiative transitions were obtained from a calculation that took into account
the various interactions. Similar calculations were also made for all the Auger
transitions of the ion and of the excited configuration.
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Good agreement exists between the theoretical and experimental energies of all
the 5p–4d emissions in the presence or absence of a 4f spectator electron, including
the transitions of the type 4d94f1 1P1–5p

54f1; in this case the 4f electron is present
both in the initial and final states. For all the Auger transitions, the same good
agreement is obtained. The spectrum calculated by including the sum of the tran-
sitions from 4d9 and 4d94f1 reproduces well the experimental spectrum. Indeed, the
main observed characteristics of the La 4d photoabsorption and 4f–4d emission,
such as intensity, width and energy of the lines, are in agreement with the theo-
retical calculations, except for the energy of the transitions involving the 1P1 level.

Experimentally, the 1P1 level is located above the 4d ionization threshold and
about 15 eV higher than the 3D1 level. It is thus clearly separated from the others 19
levels of the excited 4d94f1 configuration. Theoretically, this separation of the 1P1
level results mainly from large value of the radial electrostatic exchange parameter
G1 that appears only in the energy expression of the 1P and not in that of the other
levels. Consequently, due to this large exchange interaction, the 4d94f1 1P1 level is
pushed to higher energies and is shifted above the ionization threshold. The cal-
culated energy of the 1P1 level is several electron volts higher than the experimental
value while the agreement is good for the other 19 levels of the configuration,
which are all regrouped on an interval of about 8 eV. The agreement is good in
particular for the other J = 1 levels, 4d94f1 3P1 and

3D1. It was verified that the 1P1
level does not interact with levels of the multiply ionized atom that are present in
the continuum in this energy range, such as 5p4 (109 eV) or 5s04f1 (111.6 eV). It is
suggested that the high energy predicted for 1P1 is due to the calculation mode:
indeed the wave functions obtained from a MCDF EAL calculation minimize the
contribution of this particular level because its statistical weight is only 3 while the
total statistical weight of the other 19 levels is 137. On the other hand, the difference
between the experimental and theoretical energies of the 1P1 level [68, 69] was
explained away as resulting from its strong interaction with the continuum. Its
energy calculated in this model is in agreement with the experiment.

Intense peaks are associated with the 1P1 level. These peaks have a 99.8 % LS
character and completely dominate the 4d emission and absorption spectra. Indeed
the theoretical radiative transition probabilities from or to the 1P1 level are three
orders of magnitude higher than the probabilities from or to the 3D1 and

3P1 levels.
They are of the order of 1012 s−1 for 1P1 while they are only of order of 109 and
108 s−1 for 3D1 and 3P1. Two orders of magnitude higher are found for 1P1 with
respect to each of the other 19 levels when all the radiative and no radiative
transitions are taken into account. These differences explain why the 4d spectral
characteristics differ strongly from those observed for the 3d spectra though the
processes are the same.

The calculated lifetimes of the 19 J levels other than 1P1 are practically the same,
leading to widths of the order of 0.1 eV, while the life-time of 1P1 being two orders
of magnitude shorter, leads to a width of 3 eV. This very short lifetime is due to the
large probabilities of all the transitions from the 1P1 level. Among them, the discrete
Auger transitions from the level 4d94f1 1P1 to the 5p5 and 5s1 configurations have
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the highest probabilities and their sum explains the very large experimental width.
As already underlined, differences between the 1P1 level and the other levels of the
excited configuration had been attributed to its energy position above the ionization
threshold, which should induce strong interactions with the continuum, of the type
4d94f1 1P1–4d

9εf. However, the characteristics of the 4d94f1 1P1 level can be totally
explained by considering the same decay processes to discrete levels as for the other
levels. In this model, intensity and width of the experimental transitions from the
1P1 level are in agreement with the theoretical predictions. This result shows that the
1P1 level is of the same type as the 3d levels. Only the exchange interaction of the 4f
electron is much stronger with the 4d electrons than with the 3d ones.

From calculations for the neutral atom of 5d16s2 configuration, it was shown that
the presence of the three valence electrons can change very little the 4d spectral
characteristics and great similarity would exist between the spectra of La3+ and
neutral lanthanum. From this result, one deduces that the 4d–4f spectra are almost
independent of the lanthanum configuration. This confirms that the valence elec-
trons interact very little with the 4f electron.

3.3.5 Characteristics of 4d Excited Configuration

While excitations from La 3d levels lead to a 4f wave function localized within the
inner well of the double-well potential, excitations from 4d levels lead to a 4f wave
function residing in the inner potential well for 19 of the 4d94f1 levels but not for
the 4d94f1 1P1 level. The excited electron wave function was expected to have the
(4,ε)f character. It was suggested that the dominant decay channel of the configu-
ration 4d94f1 1P1 was the auto-ionization to 4d9 with an f electron in the continuum.
This process of 4d9ε(d,g) final configuration, comparable to a tunnelling, should be
in a competition with the direct photoionization 4d10–4d9ε(f). In this framework,
the X-ray and Auger spectra should be dominated by the transitions from 4d9. The
4d9–5p5 X-ray emissions located around 90 eV and the Auger transitions located
between 45 and 55 eV should be the most intense transitions while direct recom-
binations from 4d94f1 1P1 should be weak or unobservable. This is in disagreement
with the bulk of the observations.

In fact, all the direct decay processes expected theoretically from a discrete level
are observed from the 4d94f1 1P1 level in both X-ray and Auger emissions. As an
example, the two 4d94f1 1P1–5p

54f1 lines are observed at 99.4 and 101.5 eV,
confirming the theoretical predictions. The more intense 4d9–5p5 transitions are
those from the 4d94f1 excited configuration. However, there is a difference if the
level of the 4d94f1 excited configuration is below or above the 4d9 ionization limit.
For the levels that lied below the ionization limit, the decay takes place mainly
through the 4f spectator Auger processes and the width of each level is of the order
of 0.1 eV. The decay channels from the level 4d94f1 1P1, positioned above the 4d9

threshold, are completely dominated by direct recombination. Among these
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processes, the most probable has the final configuration 5p5 and predicts a level
width as large as 3 eV, in agreement with the experimental width. The observation
of the resonant X-ray and Auger emissions from the 4d94f1 1P1 level, along with
their predicted intensities with respect to the other transitions, shows that the direct
de-excitation takes place before the excited electron interacts with the continuum or
the extended levels in the solid.

The decays of the excited and ionized configurations are different, and so are
their lifetimes. In the energy range of the 1P1 excitation line where the excitation is
the most intense process, the ionization is weak and its probability is small. The
4d94f1 1P1 level is analogous to a discrete level with its discrete resonant transitions,
which make its lifetime noticeably shorter than that of levels of the 4d9 configu-
ration. By comparing the calculated and experimental spectra, it is possible to
deduce the relative importance of the initial configurations that contribute to the
observed spectra and, consequently, to determine the relative proportion of the
excited and ionized configurations, all of which are essential data in the charac-
terization of the 4f and the 5f electrons in solids.

The energies and the probabilities of the transitions from or to the 4d94f1excited
configuration do not vary with the chemical composition. Their interpretation is in
terms of atomic transitions and agrees with observed spectra of different solid
materials. The ionization energies, in contrast, vary with the charge of the ion in the
solid. Consequently, the relative position of the 4d94f1 and 4d9 configurations
varies, leading to the mixing of the 4d94f1 1P1 level with various continua but still
without a change in the observed spectrum, confirming that the interactions with the
continuum are clearly smaller than the 4d–4f interactions.

3.4 Different Characterizations of the Unoccupied Levels

Various techniques available to probe the unoccupied levels have been developed
in which the incident radiation does not cross the sample but is reflected by its
surface. Let us recall that, in XAS, the absorbing thickness must be such that
linearity of the measurement is preserved at the absorption maxima. The lower the
radiation energy, the thinner must be the thickness of the absorbing material. For
strong absorption lines this condition imposes the use of very thin absorbing
screens. This can become quite a restricting condition because producing chemi-
cally pure homogeneous screens becomes difficult. In the other techniques, the
incoming and outgoing particles are either different or of same type. Electrons or
photons are used as incident radiation. The measured parameters are either the
energy lost by the particle in the material or the energy of the radiation created
during the interaction of the incident particles with the material. Important methods
employed are detailed in the following.
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3.4.1 LIII Photoabsorption

As already underlined, the absorption spectra are related to the configuration of a
final state with a core hole. Following this process, the number of electrons
screening the nuclear charge diminishes and the energies of all the levels increase.
Based on this characteristic, the LIII absorption spectra have been used to detect an
eventual variation of the number of the localized electrons in the rare-earths. The
LIII spectra describe the transfer of a 2p electron into the unoccupied 5d6s levels.
They present a large peak of which the inflexion point of lower energy gives the
position of the Fermi level. The energy of the absorption peak depends on the
number of the localized electrons. This energy increases with a decreasing in the
number of localized electrons that screen the nucleus charge. If the same rare-earth
is present with two different valences, two absorption peaks of different energy and
intensity are simultaneously present in the LIII spectrum. The measurement of their
relative intensities has been used to determine the valence. However, this deter-
mination is not very accurate since the peaks are broadened by two factors, the
intrinsic width of the LIII levels, about 3–4 eV for the rare-earths, and the spectral
resolution, of the order of 1 eV in the LIII energy range.

Actually, intense X-ray synchrotron radiation is used and the absorption spec-
trum is recorded in the photoyield mode, also named photoemission yield spec-
troscopy [70]. Incident continuous radiation interacts with the surface of the sample,
and the photoemission yield of electrons of fixed energy is measured. The
absorption length of the incident photons is larger than the average mean free path,
or escape depth, of the photoelectrons. Consequently, the latter determine the
analyzed effective depth and make this method surface sensitive. However, if
photoelectrons of only a few electron volts are considered, they move in the con-
duction band and have relatively long escape depth. Bulk properties can then be
determined. The measured quantity is proportional to the absorption coefficient of
the incident photons. Therefore, as in the measurements by transmission, attention
must be taken to eliminate the saturation effects existing for very large values of this
coefficient. Saturation effects are known to be present when the photon penetration
depth is comparable to the electron escape depth.

Other detection mode was suggested, the fluorescence yield. The escape depth of
the lower energy fluorescence emission is different from the penetration depth of the
incident radiation. Moreover, it was shown in the case of the rare-earth MV

absorption that the fluorescence yield can be distinctly different from the absorption
cross section and the photoyield [71]. Indeed, at the final state of the absorption
process, only the excited configurations which can be obtained from the ground
state by the dipolar selection rules are present. Relaxation of the excited configu-
rations takes place prior to the fluorescence emission and, consequently, absorption
and fluorescence spectra are different. No absorption obtained by fluorescence yield
is considered here.
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3.4.2 Electron Energy Loss Spectroscopy (EELS)

In EELS experiments, the energy of an electron beam is analyzed after its inter-
action with the target material. During this interaction, the incident electrons excite
or ionize various atomic shells of the elements present in the sample. One measures
the kinetic energy of electrons after their inelastic scattering by the core electrons.
Generally, energetic incident electrons are necessary to obtain a sufficient intensity.
The dipole selection rules are obeyed only if the incident electron energy is larger
than the ionization threshold energy. In that case, the spectra give information
comparable to that of X-ray absorption. In contrast, if the incident electron energy is
only a few hundredths of electronvolt above the threshold, all the levels of the
excited configuration are populated as discussed in Sect. 2.2.2. Different specific
regions of the sample can be studied by attaching the spectrometer to an electronic
microscope.

For Lanthanum, at incident electron energy very near the 3d thresholds, double
peaks were observed in each energy range 3d5/2 and 3d3/2. The main peaks are
at 834 and at 851 eV. Their energies match those of the two 3D1 and

1P1 intense
lines observed in photoabsorption. They correspond to excitations from the
ground state (J = 0) towards the excited levels 3d94f1 J = 1. A structure is observed
on the lower energy side of each main peak and its intensity decreases with the
increase of the incident electron energy. Initially, these secondary peaks were
interpreted by involving the decay of the intermediate 3d94f2 configuration with
emission of the characteristic radiation hν according to the process
3d10 + e−(E0)→ 3d94f2 → 3d104f1 + hν→ 3d10 + e−(E0 − hν) [72, 73]. In the 3d5/2
range, the structure is located at 831.3 eV, i.e. about 3 eV lower than the peak 3D1.
The same energy interval exists in the 3d3/2 range between the structure observed at
848 eV and the peak 1P1. As a matter of fact, these structures correspond to the
transitions towards the excited levels 3d94f1 with J = 2–6 [74], in agreement with
the calculated energies for these transitions (cf. Sect. 3.2.4). Their intensity
decreases with increasing energy of the incident electrons (Fig. 3.14) [75].

Fig. 3.14 Electron energy
loss spectra of 3d lanthanum
[75]
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Indeed, under irradiation by electrons, all the J levels are populated in the
vicinity of the excitation threshold while at higher energy the intensity of the
non-dipolar transitions decrease, the electron cross sections of the optically allowed
transitions increase and the levels corresponding to the dipolar transitions become
preferentially populated. Concerning the 3D1 and

1P1 intensities, the more intense
peak is 3D1 while in photoabsorption the more intense peak is 1P1. This inversion of
the relative intensity between the 3D1 and

1P1 peaks is due to the difference in the
primary process of the core-hole creation. For incident electrons of energy such that
the dipolar selection rules are not obeyed, the intensity ratio of the lines is that of
the statistical weights of the d5/2 and d3/2 sub shells. This accounts for the observed
inversion of the intensity ratio.

The energies lost by mono-kinetic incident electrons after they excite or ionize a
core 4d electron were also measured and the 4d–4f excitation energies deduced
from these measurements. As already underlined, all the J levels of the 4d94fm+1

configuration can be excited by incident electrons of energy near the threshold. In
the case of lanthanum (Fig. 3.15) [75], the spectrum consists of the three excitation
lines to the J = 1 levels, identical to the three photoabsorption lines. However,
towards the lower energy of the 3D or 1P line, other lines are observed that are
characteristic of the excitations to the other seventeen J levels of the excited con-
figuration 4d94f1. These lines are all located within an interval of about 10 eV
below the 4d3/2 ionization edge. Only the intense line 1P is situated above the
threshold at about 12 eV of the other lines. The relative intensities of the various
lines vary with the energy of the incident electrons and the number of well-resolved
lines increases when the incident electron energy decreases. Near the threshold, the
probability for interacting electrons to populate all the J levels increases because
deviation from dipole selection rules becomes possible in this energy range. It
appears that among the possible transitions, those with no spin exchange and

Fig. 3.15 Electron energy
loss spectra of 4d lanthanum
[75]
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ΔL = 1, 3 or 5 dominate. Indeed, the 1F and 1H (ΔS = 0) transitions have intensities
greater than those of the 3D1 or 3P1 transitions. But other transitions are also
present, the more intense multiplet being 3H, and a complex structure is observed.
As discussed for the 4d absorption spectrum, the broad 1P1 resonance involves
correlation effects with the continuum of the solid but it retains its dominant
atomic-like character.

The NIXS, or NRIXS, method has been developed in parallel to EELS. This
method is connected with EELS but high energy X-ray radiation is substituted to
the high energy electron beam. While in XAS an incident photon is absorbed and its
energy transferred to a core electron during a dipolar transition, in NIXS, as in
Compton scattering, only a small part of the energy of the incident photon is
transferred to an electron of the material. The matrix element of this scattering
process is proportional to 〈wf |e

iqr|w0〉. When the momentum transfer q is low, the
matrix element tends to the dipolar matrix element and the spectrum is equivalent to
the EELS spectrum. But at high q value, transitions with large momentum transfer
can take place. High-order (up to 32) multipole transitions are possible to localized
levels connected with high orbital angular momentum electrons and give comple-
mentary information on the nf electron distributions [76].

3.4.3 Isochromat Spectroscopy

In isochromat spectroscopy, one measures the intensity of the photons emitted at a
fixed energy as a function of the incident electron energy, contrary to EXES, in
which the spectral distribution of the emitted photons is analyzed during the irra-
diation by an electron beam of constant incident energy. This method makes
possible the intensity measurement of the radiation emitted in a narrow spectral
band in the vicinity of the appearance threshold. It differs from the appearance
potential spectroscopy (APS) in which the measurement involves the emitted X-ray
intensity in the entire spectral range. The spectral resolution depends on the energy
width of the incident electron beam; it is different from that of EXES. In order to
compare the emitted intensities at different photon energies, the isochromat spectra
are analyzed with the help of a spectral band of constant width. Two distinct
methods exist, the BIS and the CIS (Figs. 3.16 and 3.17).

In BIS, electrons of about 1–2 keV induce the emission of X-rays via a
Bremsstrahlung process [25]. Bremsstrahlung is the continuous radiation emitted by
electrons during their slowing down in the nuclei field of a solid. The radiation
energy spreads from the maximum energy of the electrons down to their minimum
energy. In BIS, the intensity of the emitted X-rays is recorded at a fixed energy as a
function of the energy of the impinging electrons. The spectrum represents the
density of empty levels weighed by the transition probabilities.

In a more detailed manner, at the appearance threshold of the radiation of energy
hν = ES, an incident electron of kinetic energy EC = ES is completely stopped in the
target. Its entire initial kinetic energy is transformed into radiative energy and the
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electron is present in the continuum with zero energy. The kinetic energy EC of the
incident electrons is increased continuously. After the collision resulting in the
emission of a photon of energy hν = ES, these electrons are in one of the conduction
levels of the solid of kinetic energy EC–ES. The probability of this process is
proportional to the density of these empty levels. For insulator samples, charge
effects are present, resulting in level shifts. These shifts are taken into account by
recording the spectrum at different electron beam currents and by extrapolating the
absorption edge to zero current.

From BIS it is possible to determine the density of all the conduction levels of a
solid in its ground state. No core hole is present. Consequently, no perturbation due
to a hole potential exists. The establishment of the levels is independent of their
parity and of dipole selection rules. In contrast, the photoabsorption depends on the
dipole selection rules and gives the distribution of the levels of symmetry (l ± 1) in
the presence of an nl core hole in the Z atoms. The two methodologies are thus
complementary.

e- 
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EF 

Fig. 3.16 Schematic
representation of
bremsstrahlung isochromat
transition
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Fig. 3.17 Schematic
representation of
characteristic isochromat
transition
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CIS is regarded as an inverse XPS measurement. The incident electrons induce a
characteristic X-ray emission. If the energy of the incident electrons is superior or
equal to the energy of the level nlj, Enlj, needed to create the initial core hole nlj, a
photon of energy hνX is emitted. Enlj is always higher than hνX for the normal
emissions. The isochromat centred at hνX shows at first a threshold, which corre-
sponds to the appearance of the bremsstrahlung of energy hνX, then a sudden
increase of the intensity. The inflexion point of this curve corresponds to the
appearance energy of the line hνX. CIS gives directly the energy of the initial level
of the each characteristic emission and makes possible its identification. The
spectral resolution depends on the energy width of the incident electron beam.

At the appearance threshold of a line, two electrons of kinetic energy zero are
present, the incident electron and an atomic electron. When the energy of the
incident electrons is increased, the isochromat describes the self-convolution of the
distribution of the unoccupied levels, i.e. the self-convolution of the curve observed
by BIS. It is necessary to take into account the probability of the process. This
probability depends on the electron–electron collision cross section. Beyond twice
the threshold energy, the conditions of the Bethe–Born approximation are satisfied
and the collision cross section depends on the optical oscillator strength, thus on the
photoabsorption cross section. At the threshold, the Bethe–Born approximation is
not valid and the collision cross sections are generally not known. However, it is
commonly accepted that the isochromat is the product of the photoabsorption cross
section by the self-convolution of the unoccupied level distribution in the solid.

Characteristic isochromat of the resonance lines has also to be considered. The
appearance energy of the line is equal to the energy of the emitted photon hνR.
Consequently, the isochromat of a resonance line is superposed on that of the
bremsstrahlung. The incident electron loses a discrete amount of energy equal to the
energy of the excited state. The ejected electron is localized in a discrete level and a
single electron moves to an unoccupied level of the solid. Characteristic isochromat
of a resonance line is the product of the probability of forming an excited level
under electron bombardment by the density of the unoccupied levels in the excited
system.

3.4.3.1 Lanthanum 3d Isochromat

Lanthanum bremsstrahlung isochromat was observed in the metal and LaF3. Its
general shape was comparable in both materials. The intensity increase at the
threshold energy ES*hν was attributed to the scattering of the incident electrons
into the lowest empty level of the conduction band. A strong peak observed above
the energy of this level was due to scattering into the unoccupied 4f levels. These
levels are situated at 5.5 eV above the threshold in the metal and 6.9 eV in LaF3.
A feature was seen at 15 eV above the threshold.

In characteristic isochromat of lanthanum metal, two resonance enhancements
were observed in each of the 3d5/2 and 3d3/2 ranges. In the 3d5/2 range, one is to
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831.1 eV and the other to 835.4 eV [77]. Initially, interpretation was made
according to the suggestions of reference [48]. In fact, the enhancement at
835.4 eV, labelled RV CIS, corresponds to the resonance line 3D1 3d5/2

−14f1-ground
state while the other corresponds to transitions from the other eleven levels of the
3d5/2

−14f1 excited configuration towards the ground state. Independently, a charac-
teristic isochromat was observed at 812 eV, i.e. at the energy of the 3d5/2–5p3/2 line
in the presence of a spectator electron. The threshold energy of the 3d5/2–5p3/2 line
was shifted down by about −2 eV with respect to the threshold energy of the RV

line. Indeed, all the J levels of the configuration 3d5/2
−14f1 contribute to the 3d–5p

transitions while only the 3D1 level contributes to the RV line. The mean energy
associated with the configuration 3d5/2

−14f1 is predicted about 2 eV below the 3D1

level, making the threshold energy of the 3d5/2–5p3/2 line lower than the threshold
of the RV line. This observation confirms that the emission observed at 812 eV does
not occur in the ion since the energy of the 3d5/2 ionization threshold is higher than
the excitation energy of 3d5/2

−14f1.
When the incident electron energy increases, a feature analogous to that

observed by BIS appears, followed by a more intense feature labelled CK, near the
3d3/2 threshold. The feature CK is seen at the same energy in the 3d5/2–5p3/2 and RV

characteristic isochromats. Its presence reveals the possibility for a system with a
3d3/2 hole to decay very rapidly to a system with the 3d5/2

−14f1 configuration. Various
processes can transfer a 3d3/2 hole into a 3d5/2 hole. As an example, the Coster–
Kronig transition 3d3/2

−14f1–3d5/2
−1 has a very high probability but it leads to an

ionized state and does not contribute to the feature present in the RV and 3d5/2–5p3/2
with spectator electron CIS. Only the processes leading to the precursor state of the
RV line are to be taken into account. The Coster-Kronig transition 3d3/2

−14f2–3d5/2
−14f1

can contribute to these emissions because all the J levels of the initial and final
configurations participate in this process. Then, the probability to obtain the con-
figuration 3d5/2

−14f1 depends on the probability to create the initial configuration
3d3/2

−14f2 and its decay. Two processes can lead to the initial state 3d3/2
−14f2. If, after

excitation of the 3d94f1 configuration, the energy of the incident electrons is
comparable to that of the excited electron, then the two electrons remain correlated
until a dissociation process of this complex takes place. The number of electrons
having the required energy is large in the vicinity of the threshold. The condition
can be satisfied after slowing down of the incident electrons. The initial configu-
ration 3d3/2

−14f2 could also be created directly by inelastic scattering of an incident
electron into a 4f level accompanied by the excitation of an atomic 3d3/2 electron
into this level. The transition probabilities of the Coster-Kronig type transitions
from 3d3/2

−1 to 3d5/2
−1 are always very high when they are energetically accessible and,

in both cases under consideration, the final state of the process is the 3d5/2
−14f1

excited configuration. In summary, the Coster-Kronig feature found in the RV CIS
contributes to enhance the intensity of the RV line with respect to that of the
resonance line at the 3d3/2 threshold (RIV) and beyond it.
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3.4.4 Inverse Photoemission Spectroscopy (IPS)

When the emitted radiation is in the UV energy range, the isochromat method is
named IPS. The sample is impinged upon with electrons that first populate the
unoccupied levels and subsequently undergo a radiative decay [78]. In IPS, the
transition takes place between an initial unoccupied level, located above the vac-
uum level, and a final unoccupied level above the Fermi level. The energy
dependence of cross sections in IPS was shown to be similar to that of the UV
photoemission experiments. IPS investigates the levels between the Fermi level and
the vacuum level and gives the unoccupied level distribution in the absence of a
core hole. The emitted radiation is between a few volts to 30 eV. The sensitivity of
the method is low compared to the photoemission. The process is governed by
polarization dependent dipole selection rules [79]. Therefore the orientation of the
polarization vector of the outgoing photon has to be taken into account. However,
dipole selection rules still apply.

In IPS, as in XAS, the theoretical calculations assume the dipole selection rules
and the one-electron approximation. But in IPS, in the initial state, the incident
electron wave function is taken as fully symmetric, or even, with respect to the
mirror plane, i.e. the plane that contains the surface normal and detection direction.
This difference plays an important role in the case of light polarization measure-
ments. Another difference refers to the reciprocal space position probed in the two
techniques. In IPS, one can probe only one k-point in the Brillouin zone for each
incidence angle. In XAS, the signal is given by the charge carriers collected
throughout the entire Brillouin zone. Other differences exist between IPS and XAS
techniques. XAS provides data on the unoccupied levels related to each type of
atom separately. This is the unique direct probe of the orbital angular momentum of
the unoccupied electronic states. Information is also collected by XAS on the spin
state, the oxidation state of each atomic site and on the nature of chemical bonds for
the absorbing atom. IPS is not site selective and comparison between IPS and XAS
can reveal valuable information on the interactions with the core hole. IPS measures
the unoccupied electronic structure of all the atoms located in the region of the
sample defined by the range of the impinging electrons. As UPS, this is a surface
analysis method

Spin-polarized inverse photoemission has been considered to obtain the
spin-dependent density of unoccupied levels in magnetic samples. But its use has
remained limited because the complexity of the measurement and the difficulty to
obtain a source of spin-polarized low energy electrons. Alternative technique, the
spin-resolved X-ray absorption, has been used to study the ferromagnetic oxide
EuO [80]. A magnetized sample, irradiated by synchrotron radiation, was analyzed
by photoyield using an analyzer coupled to a spin polarimeter. A spin-up and
spin-down splitting, as large as 0.6 eV, was observed near the bottom of the
conduction band.

214 3 High Energy Spectroscopy and Resonance Effects



3.4.5 X-ray Anomalous Scattering

From optical theorem, the photoabsorption cross section σ (ω) of a photon ħ ω is a
function of the imaginary part of the scattering factor, Im f (ω). The scattering factor
is related to the optical constants, among them the complex index of refraction, n
(ω) = n − iβ by the relations

n ¼ 2pðc=xÞ2r0
X
i

NiRe f ðxiÞ

b ¼ 2pðc=xÞ2r0
X
i

NiIm f ðxiÞ

where Ni is the number of scattering atoms i per volume unity; r0 is the classical
radius of the electron. Consequently, it is possible to determine σ(ω) experimentally
from reflectivity measurements made under the condition of total reflectivity,
named specular reflectivity. In the X-ray range, the total reflection angles are very
small and the experiments must be made under grazing incidence.

Measurements of reflectivity over a range of energy around an absorption dis-
continuity, labelled anomalous region, enable the evaluation of the photoabsorption
cross section in this region. This method is often used in regions where the
absorption measurements by transmission necessitate the use of very thin absorbing
screens. It permits the determination of the unoccupied level distributions in the
material. A theoretical model was developed to account for the observed variations
of the specular reflectivity in anomalous regions [81]. It was shown that the spectral
distribution of the specular reflection changes noticeably according to whether the
absorption takes place towards a continuum of unoccupied levels or towards
quasi-localized levels. The first case predicts a small dip in the reflection spectrum
almost at the same energy of the absorption minimum. The second case predicts a
narrow intensity maximum slightly shifted towards the higher energy side of the
absorption line.

Experiment was carried for a mirror containing 50 wt.% La2O3 in the vicinity of
the La 3d5/2 absorption edge [81]. The spectral distribution of the intensity reflected
by the mirror is localized in a slightly asymmetric line, shifted +1 eV with respect to
the absorption line. This result is in good agreement with the theoretical prediction
and confirms that the photoabsorption involves final discrete levels.

3.5 Different Characterizations of Occupied Levels

3.5.1 Photoemission

In this process, a hole is created in a core or valence orbital by photon irradiation of
energy hν and the kinetic energy Ec of the emitted photoelectron is measured. Given
hν and Ec, it is possible to deduce the ionization energy of the photoelectron,
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EX = hν − Ec. Photoemission depends on the ionization probability of the various
electronic shells, or ionization cross section, which are a function of the energy of
the incident radiation. In X-ray photoemission spectroscopy (XPS), an intense
characteristic line, very often Al Kα (1486.7 eV) or Mg Kα (1253.6 eV) is used for
irradiating the target. In ultraviolet photoemission spectroscopy (UPS), the incident
photons are generally those of He I (21.2 eV) or He II (40.8 eV). When a tunable
light source is used, it is possible to choose photons of incident energy so as to
favour a selected electron orbital. The combined use of synchrotron radiation and
apparatus with a very high resolution improves the precision of the energy mea-
surement to the order of 0.05 eV.

XPS is a powerful tool for determining core electron binding energies in
materials. The binding energies of the core electrons depend strongly on the
chemical surrounding. The presence of different valence states is manifested by a
shift of the core levels due to the different degrees of screening of the nuclear
potential by the valence electrons. Indeed, changes in the oxidation number, in the
coordination number of the atoms, in the ligands, produce a chemical shift of the
binding energies. The timescale, 10−16 s, of the analysis, enables the detection of
alternating valence by the observation of distinct peaks in the spectra involving core
levels. The precision of the energy measurement depends on the precision of the
zero reference energy determination. The energy of an X-ray normal emission is the
difference between the energies of the two X levels concerned. Comparison between
X-ray emission and photoemission spectra can be used to determine the energies of
normal X-ray lines and, conversely, to identify the various peaks present in a
photoemission spectrum.

XPS, as XAS, is governed by the absorption cross section of the incident
radiation. The variation of the photoionization cross section with the energy of the
incident radiation can be used to identify the parity of the orbitals. As an example,
the photoionization cross section of the 5f orbitals increases with the radiation
energy more rapidly than that of the other orbitals. While the 5f cross section is
considerably lower than the one of the 6d sub shell at the excitation energy of the
He I line, the two cross sections are nearly equal at the excitation energy of the
He II line. This rapid increase has made the 5f electron distribution easily identi-
fiable and constitutes one merit of this analysis method.

Relaxation processes are noticeable in the ion but they are very weak in the
presence of an excited electron because its screening of the core hole is then more
efficient. In XPS, the photoelectron quits the atom with a kinetic energy that
increases with the photon energy and transfers it into the continuum. Consequently,
the screening of the core hole remains weak. It is due to itinerant valence electrons.
The shape and the intensity of the peaks strongly depend on the surrounding of the
atom with the core hole. The one-electron picture generally breaks down and
multi-electron structures have to be introduced. In contrast, in XAS, the photo-
electron is excited into empty levels just above the Fermi level where the electron is
able to screen the core hole. If the excitation takes place into localized unoccupied
levels, the excited electron stays in a sub shell of the same ion, the screening is
practically complete and the photoexcitation does not depends on the surrounding
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atoms. Consequently, relaxation effects are present in photoemission while they are
negligible in photoabsorption owing to the presence of the excited electron that
screens partially the core hole. Satellites due to the rearrangement of the electronic
charge after the ejection of the photoelectron are present in photoemission and
absent in photoabsorption. As an example, the shake-up processes, which are
negligible near the threshold energy of the core-hole creation in photoabsorption,
have an important role in photoemission. These processes depend strongly on the
surrounding atoms in the solid. In a compound, they depend on the ligands.
Numerous models have been developed to treat the photoemission of correlated
electrons in solids [82–84].

Another difference exists between XPS and XAS because the detected particles
are not the same. In XPS, the thickness of the sample contributing to the spectrum is
conditioned by the range of the photoelectrons, which is clearly shorter than that of
photons of same energy. Due to the short electron probing depth, XPS is surface
dependent. Moreover, charge effects can make difficult the characterization of the
insulators by XPS. Surface sensitivity can be modified by varying the incident
photon energy hν0 or the analysis angle. Indeed, the inelastic scattering length of the
photoelectron decreases with hν0, increasing the contribution of the surface atoms.
All the same, if the analyzed electrons are emitted at grazing angle, the analysis
concerns a superficial thickness. XPS is often used as an analysis method of the
surfaces. The coordination number of the atoms varies from the surface to the bulk.
Consequently, the potential is different and a shift of the energy levels of the atoms
occurs going from the surface to the bulk. Changes observed for 4f photoemission
excited with photons of 100 eV or X-ray photons are discussed below [85].

The shape of the photoemission peaks is characteristic of the final state. The
energy variation across an emission band is almost negligible and the spectral
density is considered as describing the distribution of a hole in the unperturbed
electron band. Consequently, XPS and UPS have been widely used in order to
obtain the valence electron distributions in the bulk. If the incident energy is well
above the ionization potential of the core electrons, the sudden approximation
might be used. In this approximation, the electronic transitions are considered as
having a one-electron character. Nonetheless, secondary effects can exist and lead
to a breakdown of the one-electron picture. The core level spectra of metallic
materials show asymmetric line shapes due to the excitation of electrons present at
the Fermi level. Two models were used to describe the process. The formation of
electron–hole pairs in the immediate vicinity of EF, consecutive to the creation of
the core hole, was considered in a many body model and the line shapes of the core
level spectra was formulated in this model [86]. Other explanation was based on the
existence of a shake-up mechanism in which the sudden occurrence of a core hole
causes simultaneous excitation of electrons from occupied levels just below EF to
just above EF [87]. This phenomenon requires the presence of a high density of
states at EF and a more asymmetric line shape is expected in the materials with a
similar high density of states at EF. It can contribute up to 0.5 eV broadening on the
high binding energy side of all the observed core level spectra while the tail on the
high binding energy side appears to decrease exponentially with increasing binding
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energy. This broadening mechanism is removed when no electron is present at EF.
Thus in insulators the core level peaks are found to be symmetric.

Comparison between photoemission and X-ray emission spectra is useful to
identify the photoemission spectra when several peaks of comparable intensity are
simultaneously present. Thus considerations based on the results of EXES have
made possible the identification of the shake-down satellites, also named
well-screened peaks (Fig. 3.18).

A shake-down process is an extra-atomic relaxation in which a valence electron is
transferred to an unoccupied localized orbital in the presence of a core hole. Indeed,
the extra positive nuclear charge due to the presence of the core hole pulls down the
filled and unfilled localized-like orbitals making their energies higher in the ion than
in the neutral system. This energy shift follows that of the core levels. A similar
effect but weaker exists for the partially delocalized valence orbitals. The energy
shift of an empty localized-like orbital can be large enough to pull the orbital below
the top of the valence band and an electron can be transferred from this band to the
orbital nl leading to the c−1(nl)m+1V−1 configuration where c−1 and V−1 designate a
hole in the core sub shell and the valence band respectively. Consequently, a
well-screened configuration is created in the presence of the core hole when a
localized orbital and the valence band overlap energetically. Thus, the transfer of an
electron from the valence band to the localized orbital require no energy. Probability
of a shake-down process is weak because overlap integral between initial and final
states is small.

Shake-down satellites were observed in lanthanum and some light rare-earth
spectra but not in barium spectrum (Fig. 3.19) [88]. The well-screened final con-
figuration was obtained by ionization of the 3d core level, followed by the local-
ization of a valence electron in an unoccupied localized 4f orbital. This relaxation
process contributes to screen the charge due to the 3d hole and stabilizes the system.
The energy of this well-screened configuration is lower than that of the ionized
state. It gives rise to a shake-down satellite, or “well-screened” photoemission peak,
located towards the lower energies of the main peak The main peak is, then, named
the “poorly screened” peak [89]. The presence of the satellite depends on the energy
of the empty nf orbital with respect to the valence band in the presence of an 3d

hν

n l j

V.B.

n’ (l+1) j’

e- 

e- 

Fig. 3.18 Schematic
representation of shake-down
satellite
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hole. This relaxation process leads to the 3d−1(4f)m+1V−1 configuration and is not
governed by dipole selection rules: all the J levels of the well-screened configu-
ration can be populated with probabilities equal to their statistical weights. The
energy of this configuration is represented by its barycentre.

In the rare-earth compounds, inter-atomic charge transfers from the ligand to the
4f orbitals are possible during the creation of a core hole in the rare-earth atom. This
transfer is made easier by the stabilization of the 4f levels, i.e. the increase of their
binding energies in the presence of the core hole. According to the respective
energies of the ligand orbitals and the rare-earth 4f orbitals, the secondary emissions
associated with these charge transfers are shake-up or shake-down satellites. If the
band gap is large, the 4f states are located inside the band gap in the presence of the
core hole and the charge transfer requires energy, resulting in the appearance high
energy satellites, or shake-up satellites. In the compounds with a narrow band gap,
the 4f levels can be mixed with the valence levels in the presence of the core hole
and shake-down satellites can be observed towards lower binding energies.
Intra-atomic ligand–ligand charge transfer can also be present.

Lastly, interference can exist between a photoemission process and the
de-excitation of a core hole, leading to the same final state. This corresponds to an
Auger transition. When the photon energy is varied across the region of the core
excitation threshold it causes a strong variation in the photoemission cross section.
This phenomenon forms the basis of resonant photoemission, which is discussed
conjointly with the Auger resonant process.

Photoemission is not bound by selection rules. In the general case, it gives a
measure of the energy of the photoelectrons emitted by all atoms located in the
analyzed region, without directional restriction. Particular experimental methods
were developed with the aim to limit the analysis to that of photoelectrons of
particular characteristic. Thus, the angle-resolved photoemission spectroscopy
(ARPES) makes possible the measurement of the kinetic energy and the angular
distribution of the photoelectrons emitted from a valence band. This is equivalent to
an analysis in the k-space. In the constant final state photoemission spectroscopy

Fig. 3.19 3d5/2 photoemission of barium and lanthanum [88]
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(CFS), photoelectrons of chosen kinetic energy are collected as a function of the
continuously varied incident photon energy. This method gives information directly
related to the initial density of states (DOS) independently of the possible final state
DOS modulation. It requires incident photons of variable energy, which is best
provided by synchrotron radiation.

3.5.1.1 Lanthanum nd Photoemission

Experimental and calculated energies of the photoemission peaks are discussed here
for lanthanum and compared to data of the X-ray emission spectroscopy. This
discussion is generalized to other rare-earths in Chap. 4. Let us consider La 3d5/2
photoemission in the metal: the energy of the main peak is 835.6 eV. This value
corresponds to the binding energy of the 3d5/2 sub shell [88]. A weaker peak is
observed at 832.4 eV. These two clearly separated peaks have approximately the
same energy and the same shape as the two peaks seen by EELS (cf. Sect. 3.4.2).
The peak at 832.4 eV has been interpreted successfully as a shake-down satellite of
the 3d−14f1V−1

final configuration. In the presence of the core hole, an empty 4f
orbital, situated above the Fermi level, relaxes in the core-hole field and mixes with
the valence levels, making possible the creation of the 3d5/2

−14f1V−1 excited con-
figuration by transfer of a valence electron into the 4f orbital. This excited con-
figuration is more stable than the 3d5/2

−1 ionized one because the 4f electron partially
screens the positive charge due to the 3d hole. Its energy is lower than that of the
dipolar transition to 3d5/2

−14f1 3D1. It is close to that of the barycentre of the 3d5/2
−14f1

configuration. The screening effect is possible only in the metal because the 4f and
valence electrons are mixed in the presence of the core hole and the large mobility
of valence electrons favours the population of the 4f level. The intensity of the
shake-down satellite depends on the coupling energy between valence band and
atomic-like 4f electrons. This satellite is weak; its intensity amounts to only a few
percent of that of the main peak and decreases with an increase of the 4f electron
localization. This shake-down satellite is named also “well-screened peak”. The two
names are used here. The well-screened peak corresponds to transitions from the
ground state to an excited atomic configuration. Its energy is therefore independent
of the considered solid.

In order to confirm this interpretation, the energies of the twelve J levels
belonging to the configuration 3d5/2

−14f1 and the energy of the barycentre of this
configuration were calculated [34]. The barycentre is at 831.8 eV, i.e. at the energy
of the shake-down peak with a precision better than one per thousand. The
agreement between the experimental and calculated energies of the shake-down
peak confirms the localization of the final configuration. The intensity of the peak is
only 5–6 % of that of the main peak. It depends on the interaction between the 4f
orbital and the valence band. The presence of a low intensity peak demonstrates that
this interaction exists but is weak in metallic lanthanum.

The energy of the photoemission peaks is approximately the same in lanthanum
metal and its intermetallic compounds. In contrast, it varies strongly from one
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chemical compound to another [90, 91]. In the 3d5/2 photoemission of lanthanum
insulator compounds, such as La2O3 and LaF3, no peak is seen in the vicinity of
832 eV. No process having as final configuration the excited configuration 3d5/2

−14f1

is observed, implying that there is no relaxation of the ionized system with a core
hole and no presence of a well-screened configuration. In La2O3, two peaks were
observed at 836.0 and 840.2 eV. The binding energy of the 3d5/2 singly ionized
level can be deduced from the LIII absorption and 3d5/2–2p3/2 emission. It is pre-
dicted at 837.7 eV and corresponds to the main peak located at 836.0 eV. The peak
at 840.2 eV was attributed to an inter-atomic shake-up process. In this process, the
creation of the 3d5/2 hole is accompanied by an electron excitation from the valence
band to an empty 4f orbital, usually designated as an electron charge transfer from
the ligand to the rare-earth. Although the stabilization of the empty 4f orbital
increases in the presence of the core hole, this orbital still remains situated in the
band gap of the insulator and the transfer of an electron from the valence band to
the 4f levels requires an additional energy. Analogous interpretation was given for
3d photoemission of La(OH)3 [92].

Information can also be obtained from the La 3d–5p emissions, by comparing
the experimental energy of the lines to the difference between the 3d and 5p energy
levels. For La2O3, the La 5p3/2 and 5p1/2 peaks are observed at 18.0 and 19.9 eV.
No satellite is present in the 5p photoemission spectrum, as opposed to the presence
of satellites in the 3d, 4d, 4s and 5s photoemission spectra. Based on the 5p3/2
energy at 18.0 eV and the energies of the two 3d5/2 peaks, 836.0 and 840.2 eV, the
emission 3d5/2–5p3/2 is expected at either 818 or 822.2 eV. No X-ray emission is
detected in the vicinity of 822 eV. A low intensity emission is observed at
817.3 eV; it corresponds to the lower binding energy La 3d5/2 peak located at
836.0 eV. Moreover, a strong emission is observed towards the lower energies, at
812.2 eV. This line is not expected from the photoemission spectrum of the oxide
La2O3. As underlined in Sect. 3.2.2, this lower energy line is the 3d5/2–5p3/2
emission in singly excited lanthanum in the presence of the 4f spectator electron. Its
energy depends on that of the excited configuration 3d5/2

−14f1, i.e. on the energy of
the lower peak seen at 832 eV in the metal. It is predicted at about 814 eV, in
agreement with the experimental value. This result confirms that the photoemission
peak observed at 836.0 eV for the oxide does not correspond to the lower peak seen
at 832 eV in the metal, i.e. to a well-screened excited configuration in the com-
pound, as had been wrongly suggested [89]. The peak, at 836.0 eV, corresponds to
the singly ionized configuration. The higher energy peak is a shake-up peak. It
results from the excitation of a valence electron into a higher 4f orbital in the
presence of the 3d5/2 core hole. Its presence accounts for the perturbation undergone
by the system during the creation of the core hole.

From these observations, the main results can be described as follows: In metal
lanthanum 3d5/2 photoemission, a low energy peak is present; it corresponds to the
3d5/2

−14f1V−1
final configuration, where V is the valence band. This configuration is

created by the relaxation of the ionized 3d5/2
−14f0 configuration and the peak is a

shake-down satellite. As a result of the creation of a 3d5/2 hole, an empty 4f level is
pulled down below the Fermi level and is occupied by an electron from the valence
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band with stabilization of energy. The energy of the barycentre of the configuration
3d5/2

−14f1V−1 is very close to that of the barycentre of the excited configuration
3d5/2

−14f1 that was created by direct excitation of a 3d5/2 electron into the empty 4f
orbital. However, the energies necessary to create these two configurations are not
the same because the 3d5/2 sub shell must be ionized to obtain a relaxed configu-
ration 3d5/2

−14f1V−1 and the ionization energy is higher than the excitation energy.
The intensity of this shake-down satellite, or well-screened peak, characteristic of
the 3d5/2

−14f1V−1 relaxed configuration, is low because the probability of the relax-
ation process is small. This peak is observable only if the 4f orbital is mixed with
the valence states in the presence of the core hole. Its low intensity is due to the very
weak 4f—valence state interaction, already underlined from EXES results. The
same results are obtained in the 3d3/2 region. The two main peaks observed in the
3d5/2 and 3d3/2 photoemission of lanthanum metal have approximately the same
energy and the same shape as the peaks observed by EELS.

In the lanthanum 3d photoemission of compounds as LaF3 and La2O3, in con-
trast to the metal, no well-screened peaks, or shake-down satellites, are observed
and the low energy peaks are observed above the higher energy peaks of the metal.
It had been predicted that in the rare-earth compounds a 4f orbital could be pop-
ulated by the relaxation of a core hole ionized state (nlj)−14fm to the (nlj)−14fm+1V−1

well-screened configuration. The lower energy La 3d photoemission peaks were
interpreted with the help of this process. On the other hand, when all the energy
data are considered, it becomes clear that these peaks correspond to the singly
ionized 3d5/2

−14f0 and 3d3/2
−14f0 configurations. Satellite peaks are observed towards

the higher energies of the main peaks. In these insulator compounds, in the presence
of the core hole, the 4f orbitals are localized in the band gap above the valence band
and an additional energy is needed to transfer an electron from the valence band
into a 4f level. Therefore, the high binding energy satellites are due to an excitation
from the valence band to the empty 4f levels taking place during the creation of the
3d inner hole; these are shake-up satellites. No relaxation process exists between the
4f and valence levels in these compounds.

The 3d photoabsorption is mostly dominated by the excitation of electrons to the
4f discrete levels and this process does not vary with the electronic structure of the
material because the excited 4f electron strongly screens the core hole. On the other
hand, the 3d photoemission depends on the studied material. It represents the
ionization and is very sensitive to perturbations accompanying the formation of the
core hole. These perturbations originate from the band structure of the material. The
screening effect leading to a well-screened configuration, i.e. to a shake-down
transition such as described above for lanthanum metal, is absent in La2O3 and
LaF3. In contrast, for both these insulator compounds, and also for the other La
insulator compounds, energy is needed to transfer a valence electron into a 4f
orbital, i.e. for a charge transfer. Shake-up satellites involving the valence electrons
are observed towards the higher energies of the main peak.

In the lanthanum 4d energy range, X-ray photoemission is expected to show the
spin–orbit splitting in the 4d sub shell. Indeed, the 4d spectrum of lanthanum metal
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exhibits a well-defined doublet due to 4d3/2–4d5/2 spin–orbit splitting. The exper-
imental splitting is equal to 2.85 eV [93], in agreement with the value of 2.9 eV
calculated for the La4+ ion. Although the 4d spin–orbit interaction is weaker than
the 3d one, the 4d5/2 and 4d3/2 peaks are still well resolved. Let us note that only the
calculated interval between the peaks is in agreement with the experience. The
theoretical absolute energies are too big because the valence electrons were not
taken into account in the calculation. The 4d3/2 peak is the stronger of the two and
the density of the 4f5/2 states is predominant at the threshold. As already underlined,
the relaxation accompanying the presence of a 4d hole is weak and no shake-down
satellite is observed as opposed to what was seen in the 3d metal spectrum.

In contrast with the metal, the 4d and 5p photoelectron lines observed for atomic
lanthanum do not show a well-resolved spin–orbit splitting [94]. This result was
interpreted by assuming that the 4f orbital is occupied in the final state. Theoretical
models were developed to predict this experimental result and explain the 4f orbital
occupation by a collapse of the 4f orbital in the atom with a 4d core hole.

The 4d photoemission of lanthanum compounds are analogous to that seen for
the metal. Only ionized configurations are involved and no resonance effect is
present. The energy and relative intensity of the 4d3/2 and 4d5/2 peaks vary in the
various components. These variations are connected with the chemical changes. An
interesting study was made for lanthanum in LaB6. The photoemission was
observed at various incident photon energies in the energy range of the 4d pho-
toabsorption giant resonance [63]. In this incident energy range, the photoemission
partial cross sections, 5s, 5p and 5d, show a strong increase. An explanation was
given as followed: at these incident energies, a number of excited levels of the
configuration 4d94f1 are created. These levels have a large probability to decay by
resonant Auger process with emission of a 5p or 5s electron. The energy transferred
to the 5nl electron being equivalent to the energy of the initial photon, it is not
possible to differentiate the photoelectron from the Auger electron and the emission
probability of the 5nl photoelectron appears strongly increased.

3.5.2 Inelastic X-ray Scattering

In this section, we consider the scattering of X-ray photons by bound electrons.
Photon sources are either characteristic lines or the continuous radiation produced
by the electron slowing down in an X-ray tube, or the continuum radiation emitted
by relativistic electrons in rotation in a synchrotron. High brightness third gener-
ation synchrotron sources are tunable photon sources especially in the soft X-ray
and X-UV ranges. This bright tunable photon source has a large interest since it
enables the control of the photon energy and polarization. According to the energy
of the incident photons with respect to the threshold, the observed secondary
emission can be attributed to either a Raman scattering process or a fluorescence
emission. Big progress has been made in the field of inelastic scattering using
quasi-monochromatic tunable incident radiation [95]. As for EXES, a non-radiative
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Auger process, named Auger Raman scattering, is associated with the radiative
scattering process.

From a general point of view [96], scattering is a second order process compared
to absorption or emission, which are first order processes, because the number of
quanta changes by two during scattering. Consequently, the inelastic scattering
probability is generally small. X-ray scattering can be described as the absorption of
a primary photon hνin by the scattering system combined with the emission of a
secondary photon hνout. In the inelastic case (hνout ≠ hνin), the scattering system is
left in a quantum state different from its initial state. If the energy hνin of the
primary photon is large with respect to the binding energies of the atomic electrons,
an electron that absorbed a photon is ionized and can be considered as free; this
process is Compton scattering. The interaction of the radiation field with the
electron system may be obtained from the A2-term, where A is the vector potential
of the field. If the energy hνin is of the same order of magnitude as the binding
energies of the electrons, the electrons are excited; the process is Raman scattering.
The contribution of the (p.A)-term, where p is the electron momentum, becomes
preponderant [97, 98]. At the resonance, a bound electron has just enough energy to
be ejected.

Raman scattering is a powerful tool for probing elementary excitations in
materials, including crystal field excitations, phonons, magnons [99]. It was initially
used in the infrared range. The scattering particles are then the phonons and the
transitions take place between vibrational levels. The resulting features consist of
two different contributions, one with absorption followed by emission (Stokes lines)
and the other with emission followed by absorption (anti-Stokes lines). The
anti-Stokes lines are present only if the vibrational levels of the ground state are
populated. These transitions are much stronger in the infrared than in the X-ray
region.

In the X-ray region, transitions involving two photons take place through an
intermediate state and, as described above, two possible intermediate states exist,
one with hνin absorbed and no photon present, the other with hνout emitted and two
photons present. According to the energy conservation law, hνin − hνout = E0,F,
where E0,F is the energy difference between the final state F and the initial state 0 of
the scattering system. The initial state is the ground state; the final state is a
low-energy electronic excitation state. E0,F is called Raman–Stokes shift of the
scattered radiation. The lifetime broadening of the final state is generally smaller
than the lifetime broadening of the intermediate state, which is a core-excited state
in the X-ray region. Energy conservation is satisfied with an accuracy defined by
the inverse of the lifetime of the final state. The scattered radiation is red shifted and
this shift is limited by the time-energy uncertainty principle. The theoretical
description uses a one-step model with the absorption and emission treated as a
single, non-separable, event. In a one-step picture, several paths exist leading from
the initial state to the same final state. In this model, the intermediate state is virtual
and the order of occurrence of the two processes of incident photon absorption and
of final photon emission is indeterminate.
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The differential cross section for the scattering of the incident X-ray photon hνin
into an elementary solid angle dΩ is proportional to

dX R f Hint½ �Ih i I Hint½ �0h iþ 0 Hint½ �Ih i I Hint½ �fh i½ �ð Þþ d hm� Ef þE0ð Þ cos h½ �2
E0 � EI þ hmin E0 � EI � hmout

where Hint is the interaction Hamiltonian, hνin and hνout are the energies of the
incident and scattered photons, 0, I and f designate the initial, intermediate and final
quantum states and θ the angle between the directions of polarization of the incident
and scattered photons.

An important intermediate state is one with a vanishing denominator. This
condition holds for hνin = Ef − E0, that is to say the photon hνin coincides with a
resonance frequency of the atom. In this case, only one intermediate state is to be
taken into account, where the atom is excited and one photon hν0 is absorbed. In the
final state, the atom is again in the state E0 and a photon hνout is emitted. The
photon hνout can differ from hνin only by an amount of the order of magnitude of the
natural line width. This process is the resonance fluorescence. The ordinary time
sequence, i.e. absorption before emission, is satisfied. This is a two-step process
equivalent to two independent processes, absorption and subsequent emission. Its
intensity is comparable with that of a first order process. It can be described by a
lorentzian curve with a FWHM equal to the sum of the intermediate and final states
widths. Only resonant processes contribute to the spectrum in the vicinity of a
strong X-ray photoabsorption line and the non-resonant ones can be neglected.

In the case of monochromatic incident radiation having a narrow energy dis-
tribution compared to the natural emission line, the emitted line is expected to have
the same width as the primary radiation; it is therefore sharper than the natural line
and its shape is different from that which is emitted spontaneously. Emission and
absorption cannot be regarded as two independent processes but are to be con-
sidered as a single quantum process. However, that is true only if the system is
unperturbed. As soon as the quantum state of the system is determined, the process
is composed of two independent processes, absorption and emission, and the
emitted line has the natural shape.

Let us consider now the case where the energy of the scattered photon is equal to
the energy of the primary photon hνin, i.e. the energy conservation law is strictly
fulfilled: that is the elastic scattering or Rayleigh scattering. Only the direction of
the photon changes in this process. The phase ϕ of the scattered wave is the same as
the phase of the primary beam. The absorption and emission steps are coherent
except if hνin is equal to a characteristic energy of the system, i.e. at the resonance.
Indeed, in the general case, the phase is only determined if the number of photons
N is undetermined, corresponding to the uncertainty equation DN � D/� 1. In the
case of the scattering of a single photon, the two phases of the incident and scattered
waves are undetermined. On the other hand, for the scattering of a photon by two
atoms, the phase difference of the two waves scattered by each atom can have a
definite value, even if the total number of photons is determined. This corresponds
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to the case of the Bragg reflection: if the incident photon arrives on a crystal under
the Bragg angle, it is scattered symmetrically with respect to the incident direction
and this process is the coherent elastic scattering or diffraction by a crystal.
Consequently, the elastic scattering exhibits a strong angular dependence, as does
also the Compton scattering, while it was shown experimentally that the Raman
X-ray scattering is isotropic.

Lastly, when the energy of the incident monochromatic photons exceeds the core
ionization threshold energy, no excited state is created. The core levels are ionized
and two-step case applies. The X-ray emission probability is independent of the
incident photon energy. The only dependence of the emission spectral profile on the
incident photon energy is due to the self-absorption of the emitted radiation and this
is noticeable only for emissions located near an absorption threshold. The X-ray
emission lines are treated as discrete transitions between ionized core levels by
using a two-step model with the emission decoupled from the initial core hole
creation process. This is the X-ray fluorescence emission, well known and largely
used for quantitative chemical analysis. The fluorescence emissions are identical to
the normal lines observed by EXES.

From this brief summary, it is clear that the characteristics of the scattered
radiation depend strongly on the energy hνin of the incident X-ray photons. When
hνin is tuned just below an absorption threshold, at a distance of the order of the
threshold width, core excitation can take place, promoting the system to a neutral
core-excited intermediate state. This intermediate state can decay radiatively to a
final state with a hole, an excited electron and an emitted photon (Fig. 3.20). This
process is called Resonant Inelastic X-ray Scattering (RIXS) or X-ray Raman
scattering [97, 100–104]. The linear energy dispersion of the final state, charac-
teristic of the RIXS structures, is referred to as the Raman dispersion law [105].
This process is present only if the final state is discrete. It breaks down when the
final state is in the continuum, i.e. when the excitation energy exceeds the core
ionization threshold. The scattering is designated as resonant because it involves the
creation and the disappearing of a core hole. The energy difference of the incoming
and outgoing photons is taken up by the electronic system. The spectrum is con-
tinuous because the scattered photon and the excited electron share the available
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Fig. 3.20 Schematic
representation of Resonant
Inelastic X-ray Scattering
(RIXS)
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energy, hνin–εh, where εh denotes the energy of the level with the final hole. The
amplitude of the non-resonant scattering is usually negligible compared to the
resonant amplitude. Contrary to the fluorescence, which is emitted at fixed energies
regardless of the excitation energy, the resonant scattering occurs at given available
energy, or constant energy loss, and therefore is present over an energy range larger
than the excitation width.

In RIXS, energy conservation between the initial and final quantum states is
independent of the intermediate state. Consequently, it was deduced that the natural
width of the intermediate state, i.e. its lifetime, should not limit the widths of the
spectral features [102, 106]. In this process, the number of electrons remains
unchanged because the system is excited but still neutral. However, in solids, the
potential change due to the presence of the hole induces a relaxation of the excited
level, thus a variation of its energy εe. If εh is well defined, to a variation δεe there
corresponds a variation δhνout. The uncertainty in εe introduces, therefore, a
broadening of hνout. It was shown that this broadening induces an asymmetric
low-energy tail with decreasing hνin [107].

As the incident energy hνin approaches the absorption threshold energy Enl, the
scattered intensity increases approximately as (Enl − hνin)

−1 [108]. In a first
approximation, the scattering cross section is independent of the scattering angle
and the polarization state of the incident beam. The inelastic X-ray scattering
reaches its maximum intensity for the resonance fluorescence. It is very weak off
the photoabsorption threshold and increases in a narrow energy range around the
resonant region. In this region, the scattered spectra consist of three different
subcomponents [109, 110]:

• the elastic peak; it is at the incident photon energy, except in the presence of
losses by phonon excitation. This is the most intense peak up to the excitation
threshold. Its intensity decreases with the increase of incident photon energy
above the threshold.

• the normal X-ray emission lines; they appear at fixed X-ray emission energies.
They are the fluorescence lines, originating from ionized intermediate states.

• the RIXS structures; these are radiative transitions appearing at constant energy
loss and dependent on low energy electron excitations, as in optical Raman
scattering.

The RIXS structures are generally complex. For atoms or molecules, the decay
from an excited configuration towards the ground configuration involves all the
transitions allowed by the selection rules. Thus, it takes place to the ground state
and also to low-lying excited states of this configuration, so that the multiplet
structure of the ground state configuration can be established. Furthermore, low
energy dipole-forbidden transitions, whose intensity is enhanced strongly at certain
energies, can also be observed. These are, for example, the d-d excitations in the
transition elements [111, 112], the f–f excitations in the rare-earths [113] and in the
actinides [111]. These excitations are always dispersed linearly with the incident
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photon energy and show up as energy loss peaks. Since they are normally forbidden
by the dipole selection rules, their observation by RIXS is, thus, significant.

RIXS is related to the absorption process as shown by the strong dependence of
the scattered intensity on the incident energy in the vicinity of the core hole
excitation. In the case of solids, this dependence can been used to establish the band
structure of complex materials from momentum-resolved experiments. In principle,
the momentum conservation should apply only to electrons present in systems with
translational symmetry. In fact, this law holds also for Compton diffusion by bound
electron. On the other hand, perturbations of the intermediate state by its envi-
ronment are possible [114]. These perturbations are due to electronic or nuclear
relaxations like, for example, the scattering of a non-ionized electron or a loss of
structural symmetry. They may destroy the energy and momentum conservation
relations.

Like all spectroscopies involving a core hole, RIXS presents characteristics
specific to each element, enabling its observation in the different sites of the solid.
The technique is bulk sensitive, in contrast to electronic spectroscopy, such as
photoelectron spectroscopy (XPS) and EELS, which are surface sensitive. It
involves charge-neutral excited states whereas XPS (PES) and fluorescence involve
ionization. In principle, the RIXS structure widths are considered as independent of
the energy distribution of the intermediate state, and thus the core hole lifetime is
not a limit on the resolution of the method. Among the potential applications of the
RIXS, the observation of transitions between levels belonging to different atoms is
generally mentioned. These transitions, often named charge transfer transitions,
result from inter-ionic excitations in systems with strong metal-ligand hybridiza-
tion. Another application is the study of selected vibrational states [115, 116]. But
the most interesting possibility is the ability to probe low-energy intra-ionic electron
excitations in systems with weak hybridization effects, such as the d–d excitations
in the transition elements and the f–f excitations in the rare-earths. These excitations
are not expected from the pure Hund’s rule ground state and are generally unob-
served by optical spectroscopy and EELS.

The RIXS structures appear towards the lower energy of the elastic peak at
constant energy loss. For such structures to be observed, the energy loss between
incident and emitted photons has to remain within the energy extension of the
considered process. For example, for the structures due to charge-transfer excita-
tions between the metal ions and a ligand in a compound, the energy extension is
defined by the width of the ligand band from which charge transfer can take place.
Therefore, correlations must exist between incident and emitted photons within this
energy range. However, in some cases, this condition is not satisfied; the structures
are observed at constant photon energy and appear as normal emission lines. On the
other hand, the presence of a spectator electron or vibrational excitations, not taken
into account in this model, may lead to non conservation of energy.

As already underlined, the intensity of the scattered electrons is low and depends
strongly on the energy of the incident photons around the threshold. Features
resulting from different excitation energies can be distinguished by utilizing the
tunability of the synchrotron radiation to create the inner-shell vacancies. The
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energy distribution of the incident photon beam can be used to govern the spectral
function of the scattering process. Thus, a photon beam width narrower than the
lifetime width of the core level is often used. Consequently, the width of the emitted
lines is smaller than the natural width of the core-excited level. Nevertheless, as
already mentioned, some of the spectral lines may be broadened and asymmetric.

In summary, for incident energies below the ionization threshold, the spectra
obtained consist of the elastic peak and of structures due to low-energy valence
excitations, extending over about 10 eV. These structures appear at constant energy
loss and are radiative transitions induced by low energy electron excitations, as in
optical Raman scattering. The effect of the wings of the lorentzian distribution gives
rise to the highly asymmetric line profiles. On the other hand, it has been often
claimed that the absorption maxima can be probed by scattering with a better
resolution than by photoabsorption. However, the fact that the absorption spectra
were generally observed from very thick absorption screens [117], i.e. in unfa-
vourable experimental conditions, casts doubt about this claim. Above the ioniza-
tion threshold, a fluorescence spectrum is observed. It is independent of the
excitation energy since the continuum reached by core ionization is degenerate. It is
easy to distinguish between scattering peaks and normal fluorescence lines because
the energy of the scattering peaks increases with the excitation energy while the
fluorescence lines have constant energies. The distribution of the valence states in
solids is determined only from fluorescence emissions observed in an energy range
sufficiently above the ionization threshold. In this case, the fluorescence spectra and
EXES are identical.

3.5.2.1 RIXS and Momentum Conservation

RIXS structures were observed as a function of the energy of the incident photons
in the neighbourhood of the absorption thresholds for various solids. The incident
energy dependence was attributed to the variations of the density of the unoccupied
levels present just above the absorption edge and, consequently, to the variations of
the absorption probability of the incident photons. The effect is strong only for
solids with wide valence bands. It is related to the momentum of the photoelectron
and of the valence hole present in the final state. As shown below, the law of crystal
momentum conservation has to be taken into account in the inelastic scattering
process [118–120]. The energies of the RIXS structures, defined in the momentum
conservation framework, may vary with respect to the elastic peak only within the
energy range covered by the occupied part of the valence band. This law, always
satisfied in the case of radiation interaction with free electrons, is known to be valid
also for the interaction with weakly bound electrons.

Let us recall that in a solid the energy variation of occupied and unoccupied
quantum states as a function of the wave vector, called band structure, presents
features at the high symmetry points in the solid, each of which is characterized by
a particular value of the electron momentum (cf. Chap. 1). The same features appear
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in the curves of the density of states as a function of the energy. The photoab-
sorption from a core level reveals the presence of these symmetry points in the
conduction band. When the energy of the incident photon is varied, the excitation of
a core electron into quantum states of different symmetry in the conduction band
takes place. In this process, the initial state is the ground state; the intermediate state
consists of a core hole and a photoelectron in the conduction band; the final state
has the photoelectron in the conduction band and a hole in the valence band. Energy
and momentum are conserved, the energy lost by the incident photon being used to
create the pair electron–valence hole. Consequently, momentum conservation law
applies to the scattering and makes it a one-step process as already underlined.
From this conservation law, the momentum difference of the electron–hole pair (qe
and qh) is equal to the momentum change of the incident and emitted photons (pin
and pout). The conservation relation for the overall scattering process is thus

pin�pout ¼ qe�qh ¼ G

where G is a vector in the momentum space, or wave vector space, called reciprocal
lattice. By definition, G = 2π/d where d is the inter-reticular distance of the crystal
real space (cf. Chap. 1).

The energy of the scattered photon is

hmout ¼ hmin � Enl � eeð Þþ Enl � ehð Þ
¼ hmin þ ee�eh

hνin is the energy of the incident photon; Enl is the ionization energy of the core
hole; εe and εh are the energies of the valence electron and hole with respect to the
ionization threshold. By tuning the incident photon energy so that the photoelectron
is excited into a specific critical point in the conduction band determined by
hνin = (Enl − εe), the absorption process selects a particular momentum pe.

In the soft X-ray range and lower energies, the momentum of the photons is
small compared to the momentum of the valence electrons in the solid and can be
neglected in comparison with qh and qe. As a result of the negligible momentum
transfer from the photons, the final state of the solid has equal momentum for the
photoelectron and the valence hole. These momentums are correlated in the final
state and all the transitions are vertical in the momentum space. In the momentum
conservation framework, the valence state involved in the emission process has the
same crystal momentum as the conduction state to which the excitation takes place,
up to one reciprocal lattice vector. This momentum selectivity assumes that the core
hole lifetime is shorter than the phonon relaxation time and electron–phonon
coupling can be neglected. This approximation is generally adequate for non-polar
and non-metallic materials. However, the restrictions imposed by the momentum
conservation law can be relaxed by transfer of momentum from other particles,
phonons for example, not taken into account in the interpretation of the experiment.
No vertical transitions are, then, present.
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Large intensity changes observed in the spectra resulting from merely a small
variation of the incident energy can be due to modulations of the density of states
and of the crystal momentum. Emission enhancements are observed if the excited
photoelectron is present at symmetry points. Comparison between the emissions of
amorphous and crystalline materials supplies a direct demonstration of the role of
the band structure and of the long-range order. As an example, while the
single-crystal emission manifests strong variations with the incident energy, the
amorphous silicon emission is completely independent of it [121]. Thus, the inci-
dent energy is tuned around the excitation threshold in order to excite the core
electron into unoccupied states of the conduction band with a well-defined
momentum. In contrast, far above the excitation threshold, no dependence on the
incident energy is observed [118].

The momentum conservation law does not hold in a few cases: For solids with
narrow energy bands, as, for example, transition metals with an almost full d band
[107]. In the presence of levels with an atomic or excitonic character; the photo-
electron remains then localized near the core hole as a spectator electron; it can
influence the emission process through its interaction with the valence electrons and
the spectrum is dominated by the transition involving this localized electron. For an
intermediate state relaxing in a timescale shorter than or equal to the core hole
lifetime. Last, for systems whose interaction with the surrounding is strong during a
time scale of the order of the core hole lifetime.

3.5.2.2 RIXS of Lanthanum

Observations of lanthanum aluminate LaAlO3 in the La 3d range are presented to
illustrate the RIXS method (Fig. 3.21) [122]. Only incident radiation of energy
below the ionization threshold is considered. However, for lanthanum, particular
cases exist in this range. They correspond to incident photons of energy equal to the
three excited levels, 3d5/2

−14f1 3P1,
3D1 and 3d3/2

−14f1 1P1 and are discussed more in
details in the next paragraph. For incident radiation of energy inferior to 1P1, the
spectrum is complex and is dominated by inelastic scattering. The observed tran-
sitions are the 5p–3d emissions. Complexity is due to the presence of the two
thresholds 3d3/2 and 3d5/2, to the highly probable 3d3/2

−1
–3d5/2

−1X−1 Coster-Kronig
transitions and to the valence-4f charge transfer, enabling 5p–3d transitions from
the different initial configurations, 3d5/2

−1 , 3d5/2
−1X−1, 3d5/2

−14f1, 3d3/2
−1 and 3d3/2

−14f1 in
this energy range. As in 3d absorption, a single excited level, 1P1 or

3D1, dominates
the 3d3/2

−14f1, or 3d5/2
−14f1, scattering process, respectively. Owing to the strong 3d

spin–orbit interaction the 1P1 and
3D1 levels are partially mixed. This explains the

strengthening of the transitions from 3D1 when the incident energy is that of 1P1.
A strengthening of the 3d5/24f

1
–5p3/24f

1 emission is also observed when the inci-
dent energy is that of 3D1.

RIXS process was observed also in the lanthanum 4d range. Between about
116–140 eV, excitation takes place to the final configuration 4d94f1 with the
localized 4f electron. The process is independent of the geometry of the experiment
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and obeys the energy conservation law. Above 140 eV, the 4d electron is ejected
into the continuum and the final configuration is 4d9. The process becomes a
Compton process; it depends of the incidence and diffusion angles and it obeys the
momentum and energy conservation laws. Separation is then observed between the
curve corresponding to low energy process and the one corresponding to high
energies. Emissions 4d9–5p5 in the presence of a 4f spectator electron originate
from the excited configuration 4d94f1 and are not expected to shift if the incident
energy varies within the energy range of the excited 4d94f1 configuration. In
contrast, the emissions 4d9–5p5 in the ion are induced by photons of incident energy
higher than the 4d ionization threshold. Inelastic scattering turns into fluorescence
and the emissions are fluorescence normal lines.

Resonant inelastic scattering spectra are, thus, totally different from the EXES
and vary strongly with the incident photon energy. The above experimental data
confirm the essential results obtained from other spectroscopies for the spatial
localization and the energy distribution of the 4f electrons in the lanthanum insu-
lator compounds. Thus, transitions in the presence of a spectator 4f electron are
observed and energies of these spectral features are in agreement with their values
calculated by atomic models.

3.5.2.3 X-ray Fluorescence

Fluorescence is a two photons process, resulting from an ionization followed by an
emission. The ionization is due to the absorption of a single photon. It is followed
by an electronic recombination and the spontaneous emission of a single photon.

Fig. 3.21 RIXS of LaAlO3 in
the lanthanum 3d region. The
excitation energy is given for
each spectrum. From an
excitation energy of 858.9 eV,
the spectra are the same as
fluorescence emission
spectrum [122]
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The two processes, ionization and emission, are independent. Fluorescence is
observed if the energy of the incident photons is higher than the ionization
threshold energy. This is an incoherent two-step process, each step being a first
order process. As EXES, fluorescence obeys the dipole selection rules and is
characteristic of each element. All the same, the width of the emissions is a function
of the decay rate of the ionized state, i.e. of the core hole. But the fluorescence
intensity is lower than the intensity of the electron-stimulated emissions since,
beyond the resonance, the ionization probability of a core electron by photon
interaction is much smaller than by electron interaction.

Thus, lanthanum 3d fluorescence emissions follow the radiative reorganization
of the 3d hole ionized configurations and their energy is independent of the incident
photon energy. No transition from excited configuration is expected. Indeed, in
order to excite a configuration, the energy of the incident photons must be exactly
equal to the energy of this configuration. Consequently, the 3d fluorescence spectra
of the rare-earths describe the occupied 4f distributions in the ion with a 3d-hole.
However, owing to the presence of secondary radiations, particularly of numerous
secondary electrons, the above excitation is possible but remains weak. This has
been shown for the Yb3+ ion of the configuration 4f13 [123]: with electrons
accelerated under a voltage of 11 kV, the emission 3d5/2

−14f13–4f12 (Mα) was
observed in the MV spectrum of the oxide Yb2O3, towards the higher energy of the
MV absorption line, and a weak structure was observed towards the lower energy; it
corresponds to the 3d5/2 emission taking place from the excited configuration
3d5/2

−14f14 (cf. Chap. 4).
All the same, transitions involving excited states were observed in the 3d

fluorescence spectrum of lanthanum metal induced by a rhodium target X-ray tube
operating at 40 kV (Fig. 3.22) [124]. In a conventional high energy X-ray tube,
intense bremsstrahlung radiation and numerous secondary electrons are created in
the target, producing photons and electrons of low and middle energies. The cre-
ation of the excited configuration 3d94f1 becomes possible, specially since the 3d
excitation cross sections are at least three orders of magnitude higher than the 3d
ionization cross sections. It was suggested that the 3d94f1 excited configuration was
created by ionization accompanied by relaxation, i.e. by a hole-induced shake-down
transition analogous to the one seen in photoemission. The intensity of the
shake-down photoemission peak is only a few percents of that of the main peak;
thus the 5p–3d emissions should clearly be weaker in the excited atom than in the
ion while the inverse was observed. In lanthanum metal, the excited configuration
is, thus, created essentially by irradiation of particles having energy of the order of
the La 3d–4f excitation energy, this process being favoured by its very high
excitation cross section.

Fluorescence spectra of lanthanum in aluminate LaAlO3 was also analyzed in the
4d energy range [125]. The transitions 4d9–5p5 and 4d94f1–5p54f1 were observed
with 1.5 keV beam energy and were found nearly identical to the spectra excited by
1 keV incident electrons. Independently, energies and relative intensities of the
electron induced lines were found in agreement with the calculated spectrum [59].
In this simulation, the initial state 4d94f1 of the resonance lines and the lines in the
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presence of a spectator electron were obtained by 4d–4f direct excitation. As the
spectra observed by electron excitation and by fluorescence are identical, in par-
ticular the ratio between the emissions 4d94f1–5p54f1 and 4d94f0–5p54f0, one can
deduce that the processes are the same in the two cases. Indeed, the energy of the
1.5 keV photons is widely superior to the 4d excitation energies and in this energy
range numerous secondary electrons are created in the medium and can excite the
4d level. It was suggested that the 4d94f1 configuration could be excited by electron
transfer from ligand orbitals to 4f empty levels in the presence of the core hole. But
transitions from the 4d94f1 excited configuration are seen in metal and compound at
nearly the same energy. Relative energy and intensity of the transitions from 4d9

and 4d94f1 are nearly the same in the metal or the compound. This suggests that the
presence of the excited configuration is due to the same process in the two cases and
the ligands do not intervene in the spectrum of the compound.

When excitation takes place with photons of energy just equal to the excited
level energy, the emission is expected at the same energy as the absorption line; this
is the resonant fluorescence. Energy transfer is the same in these two opposite
transitions and resonant fluorescence is at a single atomic site. Resonant excitation
and de-excitation probabilities are equal and higher than the non-resonant proba-
bilities. But the radiative recombination is strongly decreased due to the presence of
highly competitive non-radiative processes, such as Auger and Coster-Kronig.

Fig. 3.22 3d spectrum of lanthanum: a fluorescent spectrum; b–d electron excited spectra with
electron beam energies of 10, 5 and 1.5 keV. The dashed line is the 3d absorption spectrum by
[51]. It is important to note the strong reabsorption of the lines R and R′, which appear as
absorption lines, or white lines, in the fluorescence spectrum and in that excited by electrons
accelerated below 10 kV [124]
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Moreover, self-absorption is strong and strictly limits the observations if attention is
not taken in the choice of the experimental conditions. The geometry of the
experiment must be such that the path of the incident and emitted photons in the
sample is the shortest possible. Indeed, resonance fluorescence is observable only if
the self-absorption is weak. In the case where a strong self-absorption is present, the
resonance line may become a “white line”, observed as an absorption in the place of
the emission.

The energy distribution of the incident photon beam can be used to govern the
characteristics of the resonance fluorescence. As an example, the energy distribu-
tion of the exciting radiation can be adjusted to select only one intermediate level of
given parity among the different levels of the excited configuration. In this case, the
energy width of the emission at the resonance is smaller than that observed under
the fluorescence regime, where all the levels of the excited configuration contribute
to the emission. On the other hand, if the energy distribution of the exciting radi-
ation is more extended than that of the core hole, it is the lifetime of the hole that
limits the width of the resonant photon distribution.

One expects that only ionized 3d configuration be created by photons of energy
higher than the MIV absorption threshold. However, fluorescence from an excited
configuration of the type 3d3/2

−14f1 was observed under irradiation by photons of
energy about 8 eV higher than the 3d3/2 absorption threshold [122]. The presence of
this excited configuration was explained by electron excitation from the valence
band to a 4f level, taking place during the creation of the 3d core hole. Such a
transfer necessitates an energy supplement of several electronvolts, in agreement
with the photoemission spectra (cf. Sect. 3.5.1.1): for lanthanum oxygen insulator
compounds, as for example La2O3, shake-up (not shake-down) satellites due to the
transfer of a valence electron into an unoccupied 4f level are observed towards the
higher energies of each 3d3/2 or 3d5/2 main peak. Indeed, in the insulator com-
pounds, the 4f levels are in the band gap, several electronvolts above the valence
band. When the 3d inner hole is created by photons of energy exceeding by only
several electronvolts the ionization energy, a simultaneous valence-4f excitation
becomes energetically possible, the configuration 3d3/2

−14f1V−1 can be formed and
fluorescence from it can be observed. The configuration 3d3/2

−14f1V−1 can also
decrease by the highly probable 3d3/2

−1
–3d5/2

−1X−1 Coster-Kronig transitions to
3d5/2

−14f1V−2 or 3d5/2
−1V−1 and all these configurations decay by radiative and

non-radiative transitions of the type 4f–3d and 5p–3d in the presence or absence of
the 4f spectator electron.

3.5.3 Auger Raman Scattering

Auger Raman scattering is a non-radiative process created under irradiation by
incident photons of energy hν0 close to the core ionization threshold [126–128]. As
already underlined, several non-radiative processes are expected in parallel with the
radiative processes, making a core hole disappear predominantly through Auger
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processes. In the energy range just below the threshold, these processes are usually
designated as a non-radiative resonant Raman scattering, or non-radiative RRS
(Fig. 3.23). It must be mentioned that this process is often named “resonant pho-
toemission” but this terminology is not used here because it might be misleading:
indeed, photoemission is the process associated with the ionization by a photon,
while non-radiative RRS takes place during the reorganization that follows the
primary ionization process. RIXS and non-radiative RRS have the same interme-
diate state but they are treated as independent.

Non-radiative RRS is interpreted as the virtual excitation of a core electron,
followed by the filling of the core hole and, simultaneously, the excitation, or the
ionization, of one weaker bound electron [129]. The intermediate state consists of a
core hole and an excited electron. If Enl is the ionization energy of the core hole,
hνin = Enl + εe where εe is negative for the RRS regime and positive above the
threshold. The final state consists of two holes and two electrons in excited bound
levels or the continuum. One is an excited electron with the energy εe and the other
is an Auger electron of kinetic energy εA. Energy conservation for the initial and
final states is

hvin ¼ E2h � ee þ eA

where E2h is the energy of the configuration with two final holes. One deduces that
εA depends linearly on hνin if εe is fixed. Consequently, if the energy of the excited
electron is fixed, the energy of the Auger RRS peaks follows that of the incident
photon by remaining at constant energy loss, as observed for the RIXS structures.
The Auger RRS transition thus exhibits an energy dispersion that is a linear
function of the incident photon energy. On the other hand, if the spectral distri-
bution of the incident photon beam has a width narrower than the lifetime width of

n l j

e- 

n’ l’ j’

n’’ l’’j’’

V.B.

hν 

Fig. 3.23 Schematic
representation of resonant
Auger decay process

236 3 High Energy Spectroscopy and Resonance Effects



the intermediate state, no broadening due to this state is present in the process. This
narrowing effect, analogous to that observed for RIXS, has been verified experi-
mentally for free atoms.

As hνin is tuned through the energy of the intermediate state, the process
becomes resonant for ee close to zero, and the resonant scattering channel domi-
nates the weak non-resonant channel, as for the radiative components. Then the
intensity of the Auger transition increases sharply and this non-radiative process
becomes analogous to the resonance fluorescence. It is characteristic of the for-
mation of two-hole configurations in the solid.

Above the threshold, the two emitted electrons are in the continuum and may
interact with each other, one electron tending to be slowed down and the other
speeded up. This effect is denoted as the post-collision interaction (PCI). The
post-collision effect is maximal just beyond the threshold and gradually vanishes as
hνin increases. Towards higher incident energies, photoionization and Auger elec-
tron emission can be treated as separate sequential processes and Auger-like regime
is present. The changing of the non-radiative RRS into Auger lines is analogous to
that of the corresponding RIXS into fluorescence.

Two different channels are present in the non-radiative RRS regime, either
Auger peaks which change into the normal Auger peaks above the threshold, or
resonant Auger peaks, characterized by the presence of a photoelectron in the same
initially unoccupied orbital during all the process. The observation of a resonant
peak and its characteristics depend on the distribution of the unoccupied levels, thus
on the shape of the absorption curve. A resonant peak becomes observable in the
presence of a strong absorption maximum and its intensity varies in the same way
as that of the maximum. The resonant peaks remain at constant binding energy.
However, they shift linearly to higher kinetic energy when the incident photon
energy increases, as observed also in photoemission lines.

It is important to underline that the observation of a resonant peak in the
non-radiative RRS does not indicate the presence of localized electrons in the
material. Indeed, resonant Auger peaks were observed in solids characterized by a
distribution of delocalized unoccupied levels. These peaks reveal the trapping of a
photoelectron with a zero kinetic energy in a high density unoccupied level char-
acteristic of a non-uniform crystal field. Their intensity depends on the wave
function of the excited electron and the mixing of the excited level with the con-
tinuum. Such peaks must not be mistaken for resonant Auger transitions that take
place between levels of atomic character.

The Auger transition M45–N45N45 (3d
−1
–4d−2) was studied in RRS regime for

xenon-like ions in solids [127]. The presence of a resonance peak was investigated
and its change from I− to La3+ as a function of the degree of localization of the 4f
orbital both in the initial and final configurations was established. The curves
obtained from atomic calculations treating the Auger decay as a two-step process
reproduce well the experimental spectra (Fig. 3.24). It appears thus clearly that the
La Auger transition in LaF3 is well described by an atomic model. The main
structure observed is the Auger transition 3d−14f1–4d−24f1, i.e. the transition La
M45–N45N45 in the presence of a spectator 4f electron. In addition, the resonant
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transition 3d−14f1–4p−1 shows up with a much lower intensity. The Auger transi-
tion with a spectator electron is very sensitive to the degree of localization of the 4f
orbital; it is observed also for barium but with a lower intensity. It is not observed
for lighter elements.

3.6 Conclusion

Two kinds of spectral analysis have been described: the excitation and the ion-
ization of a core electron by interaction with an incident particle, photon or electron;
the decay processes of a core hole following its creation. The ratio of the excitation
and ionization cross sections is different according to whether the incident particle
is a photon or an electron and according to the energy of the particle. These
differences play a decisive role in the observed processes. The decay analysis
provides information on the dynamics of the excited and ionized quantum states in
the solid. The various spectroscopic methods described are complementary and
each interpretation can be confirmed by comparison with the results obtained from
the other methods.

Creation and recombination of an excited configuration are first order inde-
pendent processes. No interference exists between them and they are described in a
two-step model. In contrast, in Raman scattering, energy conservation is applied to
the whole excitation–emission process and no lifetime broadening of the interme-
diate state is observed, leading to an increase of the spectral resolution. That is why

Fig. 3.24 Resonant 3d–4d4d
Auger spectra in LaF3 (thick
lines) compared to the
calculated transitions (thin
lines). (1): a 3d94f 3D1–

4d−24f; b and c 3d94f 3D1–

4p−1; (2) a 3d94f 1P1–4d
−24f;

b and c 3d94f 1P1–4p
−1. The

computed spectra are
broadened with a Gaussian of
3 eV width [127]
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RIXS experiments were considered as very attractive. However, this method gives
information neither on the dynamics of the excited configurations in the solids nor
on the resonant character of the associated levels. In RIXS, at the resonance, the
energy taken from the incident photons is equal to the energy necessary to transfer
the core electron with a zero velocity to an unoccupied level where it is trapped
during the entire process. In contrast, in the radiative and non-radiative processes
stimulated by electrons, excited intermediate configurations can be created and their
decay observed in a timescale defined by the lifetime of the core hole. It is then
possible to determine whether the excited electron remains localized on the same
atom during the entire decay process.

Lanthanum has been chosen as an example because all the radiative and
non-radiative transitions can be calculated. It was observed that the transitions from
the nd94f1 excited configurations completely dominate the nd spectra. Such excited
configurations were initially believed to be absent in solids. Thanks to EXES, they
have been identified in the metal as well as in insulator compounds and their
energies were found the same in the various materials. It is remarkable that the
emission lines following the decay of the excited levels to the ground state coincide
exactly with the corresponding absorption lines. This shows that the two processes
are reciprocal and no energy is dissipated in the system during the excitation–
recombination transitions.

An important question was to know how these nd94f1 levels are excited. The
presence of a core hole is expected to induce perturbations of the valence distri-
butions, which are very weak for conductor materials. But, among the unoccupied
levels, several are modified by the core hole through its electrostatic interactions.
For the rare-earths and the actinides, the electrostatic terms tends to pull the excited
4f, or 5f, levels down, while an exchange interaction drives the energy of some
multiplets upwards. This last effect is particularly strong in the presence of a 4d, or
5d, hole, in the rare-earths and the actinides respectively. Excited configurations of
the type nd−1n′f+1 are created either directly during the primary excitation process
or by collapse of an unoccupied n′f orbital into the field of the hole, during a
shake-down process. These two processes are easily identifiable because their
energies are different. For the first, the energies are those of the principal dipolar
discrete lines and, for the second, the energy of the configuration barycentre.

When lanthanum interacts with an electron beam or with photons of energy just
equal to the nd94f1 excitation energy, direct excitation of a 3d, or 4d, electron into
the empty 4f orbital is possible. By EXES, it was observed that in the metal the
emission 3d94f1–5p54f1 is more intense than the normal emission 3d9–5p5 and in
the oxide it is the only one observable. In contrast, in photoemission, the irradiation
by high energy photons makes the direct excitation of 4f impossible. The creation
of the La 3d94f1 excited configuration by a shake-down process following the
formation of the 3d9 ionized configuration is highly improbable. Indeed, the
shake-down peak is very weak compared to the normal peak in the metal and it is
absent in the oxide. Consequently, the probability to create the excited configura-
tion 3d94f1 by direct transfer of a 3d electron to the empty 4f level is several orders
of magnitude higher than by relaxation of the 3d9 ion. The observations of resonant
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transitions and transitions in the presence of the 4f spectator electron have revealed
the localized character of the 4f electron in the 3d94f1 excited configuration in
lanthanum. The 4f orbitals are very similar to the core orbitals. Their radius is small;
they are confined in the core region and are very sensitive to the attractive Coulomb
potential of the inner hole. Auger spectroscopy together with EELS and CIS enable
the identification of the excited X-ray configurations created under electron impact.
These experiments confirm that the interaction between the 4f levels and the solid
valence states is weak in the metal and the 3d94f1 configuration retains a
well-defined atomic character.

In summary, spectral analysis of the excited nd94f1 configurations in lanthanum
showed that the 4f electron stays mostly localized on the same atom during the
lifetime of the nd9 core hole and the process conserves the spin of the core hole.
From these, one deduces that the excitation is a single-site process and the excited
states can be described with the help of an atomic model. From this model, the La
3d lines in the excited state are predicted to have lower energies than the corre-
sponding lines in the ionized state, in agreement with the observations.
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Chapter 4
Rare-Earth Spectroscopy

Abstract This chapter points out the importance of high energy spectroscopies, like
X-ray emission and absorption, photoemission, Auger emission, electron energy loss
spectroscopy, bremsstrahlung and characteristic isochromat spectroscopy, inelastic
X-ray scattering, in the study of the electron distribution in the rare-earths and their
compounds. Examples of materials characterized by valence fluctuations and their
connections with the localized or delocalized character of the 4f electrons are given.

Keywords Localized 4f electrons � Rare-earth metal � Rare-earth intermetallics �
Rare-earth compounds � Mixed-valence compounds

4.1 Introduction

High energy spectroscopy of the rare-earths has been the object of systematic
experimental studies since 1960. The aim was to determine the characteristics of the
4f electrons by comparison with the other valence electrons such as 5d and 6s and
also with the nd electrons of the transition elements. It has rapidly appeared that the
rare-earth 4f and the transition metal nd electrons had very different characteristics.
Resonant effects were observed in all the rare-earth nd radiative spectra whereas
they were completely absent in the np radiative spectra of nickel and its com-
pounds, which are considered as the most strongly correlated systems among
transition element materials. The same observation can be made for the corre-
sponding non-radiative transitions [1]. It was suggested [2] that for NiO a band
model might exist for the ground state and a local model for the excited configu-
rations. However, from the analysis of the 3d–2p self-absorbed emission, the
absorption maximum was deduced to be present at higher energy than the emission
peak [3]. No emission in coincidence with the absorption maximum, i.e. in reso-
nance with the absorption process, has been observed in these materials in spite of
intensive research. That demonstrated that there are no localized valence electrons
in the excited configurations of the 3d compounds.
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In spite of the fact that the 4f electrons remain localized in the vicinity of the
core, they have energies near the Fermi level. Some properties of the rare-earths
were then explained with the help of a 4f band model while others were explained
using a 4f-core model. This suggested that the 4f electrons in the rare-earths could
have a dual character. Some authors also argued that the unoccupied f levels interact
with the s–d bands present at the Fermi level causing it to acquire a partial f
character. However, the interaction between the 4f and s–d valence electrons
remains negligible except in particular cases, as when the valence of the rare-earth
changes from trivalent to tetravalent, discussed in Sect. 4.3. The energy of transi-
tions in the solid is lower with respect to the energy in the free ion and the
difference is approximately the same for all the levels of each trivalent lanthanide
ion. Due to this difference, an excited 4fm−1 5d level in a compound may be more
bound than the ground state in the free atom. That can induce photon cascades of
interest for various applications, such as scintillator, tunable laser,… The crystal
field is an order of magnitude smaller than the spin–orbit interaction and can be
treated as a perturbation. Consequently, the electron—phonon interactions are weak
for the 4f electrons and are to be taken into account only in the treatment of second
order effects such as magnetic effects.

Electron bombardment, often considered as complicating the analysis of the
X-ray emission spectra because it produces multiple excitations, is very convenient
in the case of the rare-earths because excited configurations with a core hole are
created directly, without any secondary effects. In contrast, the irradiation by
quasi-monochromatic photons causes large difficulties because only a single level
of the excited configuration is reached and the entire spectrum cannot be obtained in
a single experiment. All the electrons react to the creation of the core hole and
screen it from the sudden change in the electrostatic potential [4]. If a core electron
is ejected into the continuum in the solid, the relaxation increases with the kinetic
energy of the ejected electron. Various relaxation processes take place, increase of
the level energies, stabilization of the unoccupied localized orbitals and their
occupation by a valence electron followed by the emission of a shake-down
satellite, excitation or ionization of a secondary electron producing a shake-up, or
shake-off, satellite. These last processes depend on the neighbouring atoms and give
information on the chemical characteristics of the material. In contrast, if the core
electron is transferred into an excited level the perturbation remains negligible
because the excited electron now screens the effect of the hole and the screening is
almost perfect. Thus, the effect of the hole on the neighbouring atoms can be
neglected. The photoabsorption describes the multiplet splitting of the excited
configuration. This is the case for the nd holes in the rare-earths.

The study of the decay processes following the creation of a core hole sheds light
on the dynamics of the excited and ionized electrons. X-ray emission and Auger
spectroscopy, X-ray resonant and Auger resonant emissions can be used for this
purpose. If the width of the incident energy distribution, electrons or photons, is
large with respect to the width of the excited or ionized core levels, the excitation
process is very rapid and of the collisional type. Consequently, the excitation can be
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considered as a first order process and the radiative and non-radiative parts of the
process can be separated from the excitation part making the study of excited states
by XES and AES possible. In contrast, if the incident energy distribution is nar-
rower than the width of the core level, the excitation process is a second order one.
That is valid only for incident photons and corresponds to the resonant scattering
process, whose interpretation is complex.

Decay probabilities of atoms, or weakly charged ions, present in excited X
levels, i.e. in excited configurations with a hole in an inner sub shell, had received
little attention. However, the excited X levels play an important role in the
absorption and radiative and non-radiative nd emission spectra of rare-earths
stimulated by electrons. The observation of emission lines whose energy coincides
with intense excitation lines is a direct proof of the localized character of the excited
configurations 3d94fm+1 in the lanthanides. In order to identify the initial configu-
ration of each X-ray emission line, the 3d spectra have been analyzed, compara-
tively to the photoabsorption, for several values of the incident electron energy from
threshold to several times the threshold value. As underlined in the previous
chapter, EXES is a powerful tool to identify the presence of excited X-ray levels
populated by electron impact and to investigate their decay dynamics on a time
scale defined by the lifetime of the core hole. The same applies to the Auger
spectroscopy initiated by electron impact. Interpretation of the spectra is made in
conjunction with calculations of the energies and the probabilities of all the
radiative and non-radiative transitions taking place from the excited configurations
to the ground state.

Let us recall the main results obtained for lanthanum, detailed in the previous
chapter. The excited levels can be populated directly by interaction between an
incident particle and an nd electron in the metal as well as in the compounds. The
3d–4f transitions are at the same energy in the trivalent metal and compounds such
as La2O3 and LaF3. The 3d–4f lines coincide in absorption and in emission. Good
agreement was found between experimental measurements and theoretical predic-
tions based on an atomic model for the X-ray nd–4f transitions. Agreement of the
same type was obtained for the nd Auger transitions. All the energies obtained from
various spectroscopies are in agreement. The experimental energies of the 3d94f1

configuration obtained by direct excitation of a core electron to an empty 4f level or
by relaxation of the ionized configuration 3d9 are not the same. Finally, the tran-
sitions in the excited configuration were predicted to have lower energies than the
corresponding transitions in the ionized configuration. All these results confirm the
high stability of configurations with an excited 4f electron in lanthanum. It will be
shown here that the same observations hold for all trivalent rare-earths.

The choice of the experimental methods and of the analysis conditions is guided
by the sample type and the wish to obtain properties characteristic of the sample
volume or surface. Sharp contrast exists between the surface sensitivity of electron or
X-ray spectroscopy. Indeed, the penetration range of the electrons is much smaller
than that of the photons of the same energy. For the same initial energy, electron
spectroscopy is much more sensitive at the surface than photon spectroscopy.
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In photoemission, the observations depend on the mean free path of the escaping
photoelectrons. This path is small under the generally used experimental conditions,
making the photoemission extremely sensitive to surface contaminations.
Contamination by oxygen can be detected from the presence of the O2p line, located
at 6 eV, which is a very sensitive indicator to small traces of oxidation.

Among spectroscopic methods giving a direct insight into the electronic struc-
ture, soft X-ray emission spectroscopy is known to be one of the better adapted
techniques to determine the distribution of the valence states in solids because of its
selectivity with respect to element and level parity. It is not very sensitive to the
surface. It can be initiated by photons or electrons. It competes with valence
electron photoemission that has been the most used method although it is sensitive
at the surface and not selective. In fact, photoemission of the valence electrons is
generally considered as a direct and detailed tool for experimentally determining the
electronic structure of a material. In the same way, photoabsorption and BIS are
competitors. On the other hand, photoemission and BIS are often the only two
methods to be taken into account when discussing the electronic properties of the
rare-earth compounds, in spite of the fact that these two processes are based on
different principles and are not complementary. Observations of the complete series
of the rare-earths were made in the 3d and 4d ranges by photoabsorption, X-ray
emission, Auger spectroscopy, photoemission and electron energy loss spec-
troscopy. Systematic observations of the ensemble of the rare-earths are cited
preferentially because they allow a better assignment of the spectral features and
their progress along the series.

It was shown experimentally from X-ray emission spectroscopy that, under
standard conditions, the 4f electrons are localized in all the rare-earth metals and
their trivalent compounds. The number of 4f electrons is thus integral on each site,
in agreement with the magnetic properties and in disagreement with the band
models. Europium and ytterbium metals are listed among the trivalent elements in
spite of their bivalence. This particularity is due to the exceptional stability of the
half shell-4f7- and closed shell-4f14- which makes the divalent configurations very
stable and competitive with the 4f6 and 4f13 trivalent configurations. From spec-
troscopic investigations, the degree of 4f localization was found similar in the light
and heavy rare-earths. However, differences exist between them because the heavy
rare-earths are insensitive to the environment whereas the light ones can be sen-
sitive and undergo a valence change. Whereas the number of valence electrons of
the trivalent rare-earths is constant, the number of the s or d electrons can change
according to the compound. The cohesive energies as well as the energies of the
levels can also change along the series. A change in the distribution of the valence
electrons can cause an energy shift of the 4f sub shell as can also an increase of the
atomic number Z. The spectra can be interpreted simply in analogy with those
described for lanthanum that represents the typical case of a trivalent rare-earth. The
trivalent behaviour is treated in the first part of this chapter for all the rare-earths.

Some rare-earths have several valences. This valence change can be attributed to
the variation of the radial term of the wave function. Changes from trivalent to
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divalent are observed. But the more frequent changes are from trivalent to
tetravalent. In this case, the number of the localized 4f electrons decreases. One of
the 4f electrons becomes strongly correlated with the other valence electrons and
the transitions associated with this electron are fast compared to the fluctuations
involving all the 4f electrons. The typical case is that of α-cerium. The second part
of this chapter deals with tetravalent cerium, other tetravalent or divalent rare-earths
and intermediate valence compounds. Cerium is the most studied rare-earth because
of its interesting solid-state properties. Its valence is very sensitive to the local
environment. Its chemical reactivity is particularly high and makes the experiments
difficult. This reactivity is responsible for the simultaneous presence of Ce3+ and
Ce4+ in numerous compounds in standard conditions. The existence of ions in the
two states of oxidation can perturb the observation of the physical phenomena.

Both for the rare-earth oxides and for the pnictides or other compounds, it is
difficult to obtain impurity free single crystals with ideal chemical composition and
structural lattice. Instability of valence at the surface of the samples is also present
and can foil the spectroscopic observations. The contamination of crystal surfaces
by oxygen from the surrounding air is rapid. Rough surfaces are often present. To
circumvent these problems, cleaving under ultra-high vacuum at low temperature is
desirable.

4.2 Trivalent Rare-Earths

In trivalent rare-earths, particularly the heavy ones, the radial extent of the 4f
wavefunctions can be approximated by that of the core wavefunctions.
Consequently, the f–d hybridization between 4f and 5d valence electron wave-
functions is negligible. Very weak interaction exists between a discrete excited 4f
level and the continuum neighbouring in energy. Thus no autoionization channel
exists. The unoccupied 4f levels are predicted just above the Fermi level, as seen
from spectroscopic analysis at room temperature [5].

As already underlined, all the levels of the excited configuration 3d94fm+1 are
modified by the presence of the additional 4f electron and their energies are reduced
with respect to those of the ionized configuration 3d94fm. The energy of the excited
configuration is thus lower than that of the corresponding ionized one and this
difference is a function of the 3d–4f correlation energy. It varies with the number of
the 4f electrons. On the other hand, after the creation of a core hole, the energies of
all the levels increase. Calculation by Kotani and Toyozawa [6] showed that the
consequence of the presence of a core hole in a metal is to shift down the unoc-
cupied levels with narrow widths and to make possible their overlap with the
valence band. This well-known shake-down effect is discussed in the photoemis-
sion paragraph.
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4.2.1 Density of Unoccupied States

4.2.1.1 X-ray Absorption

Dipolar transitions completely dominate the photoabsorption spectra in the edge
region, i.e. in an energy range of about 15 eV above the threshold. Consequently,
absorptions are observed from the nd core levels to the unoccupied 4f levels and
from the np levels to the nd conduction state distributions. The effect due to the
potential barrier term, −l(l + 1)/r2 where r is the electron coordinate, has to be taken
into account for the 4f electrons because of the large value of their angular
momentum l. In a qualitative way, it can be argued that this large l value implies
that a large escape energy is required for the 4f electron to overcome the potential
barrier while it is not needed for the 5d and especially 6s valence electrons because
of their low value of l.

The 2p3/2 (LIII) absorption spectrum of the trivalent rare-earths shows a broad
maximum, which corresponds to the transitions to the unoccupied 5d6s conduction
levels and is highly widened by the Lorentzian shape of the 2p3/2 level and weighed
by the transition probabilities. The 2p3/2 level width increases from 3.4 eV for
lanthanum to 4.6 eV for ytterbium [7]. A similar shape was observed for the 3p3/2
(MIII) absorption spectrum [8]. But the MIII core-hole lifetime is longer than the LIII

one, making the 3p3/2 level only 1–1.5 eV wide for the rare-earths and increasing
the spectral resolution in this energy range. The Fermi level energy EF corresponds
to the escape energy of the 5d and 6s valence electrons. By definition, the energy of
the nd levels is equal to the threshold energy of the np discontinuities determined
with respect to EF. From this energy and that of adequate X-ray lines, the energies
of all the other levels can be determined. Spectral features might be obscured in the
LIII range by the large broadening due to the core hole. An alternative determination
is to measure the fluorescence intensity excited by photons of incident energy that
varies along the LIII absorption. By this method better resolution is obtained for the
absorption spectrum by using a spectrometer of spectral band width narrower than
the natural line width [9]. From this measurement method, low energy structures
were observed in the dysprosium LIII edge and attributed to 2p–4f quadrupole
transitions. However, the very small values of the quadrupole transition probabil-
ities make the transitions to pure 4f levels negligible.

Two separate peaks of similar shape were observed in the LIII absorption spectra
of intermediate valence compounds [10]. In the absence of interaction between the
4f levels and the valence band, these peaks are characteristic of the configurations
4fm(5d6s)q and 4fm+1(5d6s)q−1 whose 4f levels are atomic-like. The measurement of
their respective intensities can, then, be used to determine the valence. This
determination necessitates an accurate analysis of the shape of the peaks. Such
measurements were made, for example, for various samarium compounds [11]. In
contrast, in the presence of 4f and band level interaction, spectra with peaks of very
different intensity were observed. In Sect. 4.3 they are discussed in more detail for
the case of the tetravalent compounds of light rare-earths and particularly of cerium.
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The 3d absorption spectra of rare-earths had been observed for a long time
[12–14] along with the theoretical interpretation of their fine structures [15, 16]. The
observation of pronounced narrow 3d absorption peaks reveals transitions to
localized 4f levels. These transitions are intense due to large dipole matrix elements.
Indeed, a large overlap exists between the 4fm+1 orbital and the 3d sub shell. The
excited 4f electron screens the perturbations due to the core hole almost completely
and no secondary effect has to be taken into account. That underlines the impor-
tance of the 3d spectral region. In contrast, owing to the delocalized nature of
excited electron in the 5d6s levels, screening of the LIII core hole is incomplete and
secondary effects due to this incomplete screening can be present in this range.

The 3d absorptions form two groups corresponding to the 3d5/2 and 3d3/2 inner
hole states and each group shows strong sharp peaks well described in terms of
3d104fm–3d94fm+1 absorption lines in the triply, or doubly, ionized rare-earth atom.
The ratio between the intensities of the two groups, 3d5/2/3d3/2, is observed to
increase with increasing 4f orbital occupancy, showing that the 4f5/2 orbitals are
filled up preferentially. The width of the 3d3/2 peak is larger than that of 3d5/2 peak
because additional transitions are possible in the 3d3/2 range. Among these, the
resonant Coster–Kronig transitions 3d3/2

−14fm+1–3d5/2
−14fmV−1 are the most probable

when they are energetically possible.
Initially, the photoabsorption spectra of the metals were obtained by analyzing

the radiation transmitted across an absorbing screen. In the region of the rare-earth
3d spectra, the absorption probabilities 3d–4f are exceptionally high and so are the
absorption peaks. The absorbing sample must be very thin: the choice of the
thickness is critical in order to avoid saturation in the absorption spectrum. The
difficulty of obtaining sufficiently thin films of high quality limits the direct
absorption measurements. To surmount this difficulty, measurements of the sec-
ondary particles created during the absorption process were developed. Several
possibilities exist. The measured parameter is either the fluorescence radiation,
giving photoyield method, or fluorescence yield; or particular Auger electrons,
giving the partial electron yield method; or all the emitted electrons, primary, Auger
and secondary; this is the total electron yield method [17, 18].

Analysis of 3d absorption for all the elements of the series was made by photon
yield method using the intense X-ray synchrotron radiation (Fig. 4.1) [19].
Attention was taken to avoid saturation effects, present also in this experimental
method. Calculations of the dipolar transitions from the ground state of the con-
figuration 4fm to the excited configuration 3d94fm+1 were made in intermediate
coupling by using Cowan’s atomic Hartree–Fock program with relativistic cor-
rections. The electrostatic parameters were taken equal to 80 % of their
Hartree-Fock valuesobtained from Cowan’s program. The 3d spin–orbit parameter
was deduced from the energy interval measured between the 3d5/2 and 3d3/2 levels.
Only the average energies of the ground state and excited configurations were
considered in these calculations. The lifetime broadening was introduced by con-
voluting each line with Lorentz shape in the 3d5/2 range and with Fano shape in the
3d3/2 range. This broadening increases across the series. The resulting spectrum was
convoluted by a Gauss curve to take into account the experimental broadening.
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Good agreement was found between the experimental and calculated spectra. The
3d absorptions are, therefore, well described as line spectra and no edge towards the
continuum is observed. Indeed, edges characteristic of 3d absorption transitions
towards the empty extended states in the solid are predicted to be weak with respect
to the 3d–4f transitions because they concern transitions to the unoccupied 6s levels
whose density is low. The position of the empty 4f orbitals with respect to the Fermi
level cannot be determined from the 3d absorptions. It is necessary to use the level

Fig. 4.1 3d absorption spectra of neodymium and dysprosium metals (points) compared to
theoretical 4fn–3d94fn+1 dipole excitation spectra [19]
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energies such as determined from the level table, i.e. from the energies of the L
discontinuities and emission lines. This method takes partially into account the
perturbations due to the presence of the core holes and can be generalized to any
material. More precise determination can be made from the M spectra because the
resolution is better in this range. The MIII absorptions describe the transition of 3p
electrons to the 5d and 6s unoccupied levels and the MIII threshold gives the
position of the first unoccupied state, e.g. of the Fermi level in the metal. As
expected for this type of transitions, the MIII absorption edges show almost an
arctangent form, whose inflexion point corresponds to the position of EF. The MIII

absorption thresholds can be located with an accuracy of about 0.3 eV. The MIII–

MIV and MIII–MV intervals are determined from X-ray emission lines within
0.5 eV. The positions of the MIV and MV thresholds, i.e. the energies of the ionized
3d94fm configurations, are obtained with an accuracy of less than an electronvolt.
From these determinations, the ionized 3d94fm configurations are predicted around
several electron volts above the excited levels 3d94fm+1.

Due to the great number of the final levels 3d94fm+1 J, J ± 1, reached from the
ground state 3d104fm J [20], it is not possible to resolve the multiplets except for
La3+, Tm3+ and Yb3+ for which the line numbers are respectively, 3, 4 and 1. As an
example, the number of the levels associated with the configuration d5/2

−1f7 is equal
to 1832. Remarks must be made concerning the simulation of the spectra. Discrete
absorption line shapes are expected to be well approximated by Lorentz curves.
That was verified for the 3d5/2 absorption lines. In contrast, the 3d3/2 absorption
lines are represented by Fano curves that take into account their observed asym-
metry [19]. This asymmetry, distinctly observed for the light rare-earths, progres-
sively disappears into an increasing continuous background of the 3d5/2 and 3d3/2
transitions for the heavy rare-earths. It is explained by the presence of transitions to
the continuum, located to the higher energies of the 3d5/2 and 3d3/2 discrete tran-
sitions. These transitions induce a non-uniform intensity distribution in this energy
range. It was suggested that interaction exists between the excited levels and the
continuum and leads to a shape change of each line of the 3d3/2 multiplet. The
absence of interaction and simple superposition of discrete transitions and transi-
tions to the continuum can also be considered. No 3d5/2 and 3d3/2 absorption jumps
are observed. It is difficult to predict their positions and to evaluate the energy
beyond which the line spectrum is perturbed. However, by taking into account the
effective Coulomb interaction between the 3d hole and the 4f electrons, each 3d5/2,
or 3d3/2, edge was estimated to be present 3–5eV above the discrete 3d–4f tran-
sitions and the 6s conduction levels are expected further above.

The 4d–4f dipole matrix elements are large because of the large overlap between
the 4d and 4f wave functions, which increases by the contraction of the 4f wave
functions in the presence of the 4d core hole. Consequently, the 4d absorption
spectra of the rare-earths are dominated by excitation of a 4d electron to the
unoccupied 4f levels. The levels of each core-excited 4d5/2

−14fm+1 and 4d3/2
−14fm+1

configuration are strongly mixed and the oscillator strengths are distributed over a
large energy extend due to the multiplet splitting in the open shells [20]. The strong
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4d–4f Coulomb interaction energy largely dominates the 4d spin–orbit coupling
energy inducing LS coupling structures.

The 4d absorption spectra differ significantly from the usual X-ray absorption
spectra of metals [21–23]. They consist of a very structured array of narrow peaks
extended over 8–10 eV and an intense broad band, generally designated as giant
resonance, extending over an energy range of about 10 electronvolts. The
absorption coefficient at the giant resonance was an order of magnitude greater than
at the peaks of the fine structure. But response linearity was not verified in these
experiments and a larger ratio, of the order of 100, was later suggested. The number
of lines increases greatly up to gadolinium then decreases [24]. It agrees with the
calculated number of transitions to the 4d94fm+1 configuration. Thus, at the 4d5/2
threshold, the number of possible lines is two for lanthanum, 30 for cerium, three
for thulium and one for ytterbium. At the 4d3/2 threshold, it is one for lanthanum,
cerium and thulium. In agreement with these predictions, three peaks were observed
at the Tm 4d5/2 threshold, one at the Tm 4d3/2 threshold and one at the Yb 4d5/2
threshold [25]. For lanthanum and cerium, the fine structure was resolved and the
measured width at half-height of each line is equal to 0.5 eV. For the rare-earths
following cerium, the fine structure was seen as superimposed on the beginning of
the giant resonance. The strength of the giant resonance decreases with increasing
Z. For the heavy rare-earths, it varies proportionally to 14-m, where m is the
number of the 4f electrons [26] and vanishes just when the 4f sub shell is filled. In
ytterbium metal, no giant resonance is present. Agreement was found between the
4d absorption spectrum in the vapour phase and in the solid for the rare-earths
having the same number of 4f electrons in the two physical states [27, 28]. For the
other rare-earths, the number of the 4f electrons decreases by a unity in the solid
with respect to the atom and close resemblance was found between the Z free atom
and the (Z + 1) solid. Analogy between metal and free atom cerium has also been
observed from the measurement of partial 4d cross sections [29].

In all the rare-earth metals, the giant resonance is due to the presence of intense
discrete excitations. Absorption spectra were found nearly identical for the oxides
and the trifluorides but with narrower and better resolved structures [30]. The
excitation energies vary with respect to ionization energies along the series. In the
heavy rare-earths, energies of the multiplets associated with the configuration 4d94fm
+1 are lower than the ionization threshold. The spectral characteristics are interpreted
as 4d–4f resonant excitations to the multiplet terms of the 4d94f1 excited configu-
ration and no influence of the environment is present. In the light rare-earths, part of
the 4d94fm+1 multiplet structure is located above the threshold. A competition is
expected between 4d → 4f excitation and 4d → εf ionization and these two pro-
cesses could be connected by configuration interaction. Photoabsorption spectra,
obtained in the total photoelectron yield mode, were calculated for all the rare-earth
trivalent ions by taking into account all the multiplets [31]. These calculations
reproduce well the experimental observations. They confirm that the spectra are
mainly characteristic of the number of 4f electrons in the initial state and not of the
chemical environment. However, the position of the threshold has strong influence
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on the shape of the giant resonance whose high energy part can be sensitive to the
environment in the light rare-earths.

No 4d absorption edges corresponding to electron transitions towards the levels
in the conduction band of the solid were observed. As in the 3d range, it is not
possible to place the 4f levels with respect to the Fermi level from 4d absorption
spectra. This placement must be made by comparing the energy of the 4d–4f
transitions to the 4d energy level such as given in the energy level tables. Precise
placement of the 4d levels with respect to the Fermi level in the metal can also be
obtained from the measurement of MIII absorptions and the MIII–NIV and MIII–NV

emissions. Absorption edges are often located in the fine structure range and
multiplets can be found on both sides of the edge.

In summary, from comparison between experimental and theoretical results, it
appears clearly that consideration of the radial parts of 4f wave functions alone is
not enough to interpret the experimental absorption spectra. The angular parts also
play an important role in explaining the multiplet structures present of these spectra.
In the 3d energy range, the experimental 3d excitation energies are lower than the
absorption energies and the multiplet energy range is approximately 5 eV. In the 4d
energy range, owing to the strong 4d–4f exchange energy of the configuration
4d94fm, the total energy range of the J-levels is about 20 eV and 4d excitation
energies are above the threshold energies for the light rare-earths. For the heavy
rare-earths, the effect of the exchange interaction along the series is more mitigated
and the levels are found mostly below the ionization threshold.

4.2.1.2 Electron Energy Loss Spectroscopy

As already underlined, electron energy loss spectroscopy can be observed in a
transmission electron microscope. It has the advantage of being a high spatial
resolution technique and, consequently, is widely used in the investigation of
materials. The rare-earth metal spectra were initially observed in transmission, in
two energy ranges, the 4d and 5p excitations. An incident electron beam of 75 keV
was used. The inelastic scattering cross sections are proportional to generalized
oscillator strengths that converge towards the dipole oscillator strengths for incident
electrons of energy much larger than the threshold and for small scattering angles.
The spectra obey, then, the dipole selection rules and furnish information directly
comparable with X-ray absorption. Indeed, in the 4d range [32, 33], the results
obtained for the entire rare-earths series from praseodymium to ytterbium agree
with those obtained by photoabsorption. Thus, the width of the “giant” peak above
the Fermi level is smaller for the heavy rare-earths than for the light ones and its
distance from the absorption edge decreases with Z as also does its intensity. The
energy of this maximum was found almost identical in the metals and in their
fluoride. For trivalent ytterbium, the 4d electron is excited into the 4f shell and the
spectrum is located at energies just under the NV threshold. As an example, the
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spectrum obtained for neodymium is compared with the photoabsorption one
(Fig. 4.2) [32]. The presence of a background prevents the detection of the weak
discrete structures located under the threshold but good agreement is observed for
the more intense peaks. As expected for a core hole, the 5p peak is observed to
move towards higher energies with Z increasing and does not vary noticeably with
the chemical state of the sample [34].

Spectra of γ and β-cerium have been observed by EELS in the 4d absorption
range [35]. No change of the pure 4d–4f transitions located towards the lower
energy of the giant peak was observed. In contrast, the shape of the 4d giant peak
varied towards the higher energies, in the range where the extended levels are
dominant. This result illustrates the influence of the crystalline structure on the
electronic distributions.

As observed in absorption, experiments can also be made in reflection mode.
The difference between transmission and reflection modes is related to the pene-
tration depth in the sample and also depends on the incident energy. In reflection
mode, the incident energy is chosen near the threshold, the dipole selection rules
break down and all the J-levels of the excited configuration are populated. Peaks of
full multiplets are expected. Indeed additional multiplets were observed towards the
low energy in the 3d and 4d spectra [36, 37]. Their corresponding peaks are broader
than the main peaks because they involve transitions to all the J value levels while
the main peaks correspond only to transitions from the ground level J to levels J,
J ± 1. Consequently, by using incident electrons of energy near the threshold, it is
possible to induce non-dipole transitions that are inaccessible with photons. 3d–4f
and 4d–4f excitations were studied for all the rare-earths [38]. The spectral char-
acteristics were observed for two different initial energies. At higher initial energies,
the EELS spectra and the X-ray absorption spectra give the same informations for

Fig. 4.2 Electron energy loss
spectrum of neodymium
metal observed at 75 keV [32]
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both 3d and 4d range. At low initial energy, multiplets gain strongly in intensity. In
transmission, the spectra vary with the number of the 4f electrons. In the light
rare-earths, the main peaks appear above the threshold energy whereas for the
heavy ones they are located approximately at the threshold. Interesting character-
istics of the core level excitation by an electron beam were obtained in cerium
experiments. The intensity of the transitions is strongly enhanced with decreasing
primary energy of the incident electrons [39].

Recently, non-resonant inelastic X-ray scattering NIXS, or NRIXS and EELS of
the trivalent metals cerium, praseodymium and neodymium were observed in the 3d
and 4d energy ranges [40]. In the two ranges, NIXS was in agreement with the
EXES results observed at low incident electron energy. Good agreement was also
obtained with atomic-like calculations. Dependence of the spectra on the momen-
tum transfer in the excitation process was analyzed. These results merely confirm
the ability of the atomic model already employed to describe with great precision
the 4f electrons in these metals.

4.2.1.3 BIS and CIS

The energy of the 4f levels above the Fermi level was determined by BIS for all
rare-earth metals [41, 42, 43]. Emitted radiation of energy equal to 1486.6 eV
(AlKα) due to the deceleration of mono-energetic incident electrons in the sample
was observed. The analyzed depth is determined by the mean free path of the
incident electrons in the solid. In the considered energy range, depth of about ten
Angströms was analyzed and the method has a surface sensitivity of the same order
as XPS. The experimental resolution was lower than for the analysis of the occu-
pied distributions by XPS. Transitions from 4fm to 4fm+1 were observed for all the
series. They were interpreted as atomic-like excitations. That showed that in both
4fm+1 final and 4fm initial configurations, the electrons are localized. Transitions to
the continuum levels were also observed but their contribution remains weak.
Similarity was predicted between the photoemission of a 4fm element and the BIS
of a 4f14-m element.

Partial 5p and 4f photoionization cross sections were obtained in the region of
the 4d giant resonance by using CIS spectroscopy [44]. The line shapes of all the
elements are similar except for cerium whose 4f and 5d6s valence electrons show
characteristics different from those of the other rare-earths. This particularity of
cerium can be explained by the presence of partially delocalized 4f electrons (cf.
Sect. 4.3).

In metallic γ phase cerium, the 4f2 configuration in the absence of a core hole is
known from BIS to be contained in the region of 3–7 eV above EF. In contrast, for
core-ionized cerium the situation is like in praseodymium where the 4f2 level lies
3.3 eV below EF. In cerium the 4f2 levels interact poorly with the other valence
levels.
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4.2.2 Density of Occupied States

4.2.2.1 X-ray Emission

Large multiplet splitting of the dipolar L emissions was the first anomaly observed
in rare-earth X-ray emission spectra. This splitting was attributed to the presence of
the unfilled 4f sub shell [45].

Then, emission lines in coincidence with intense absorption lines in the
electron-stimulated 3d spectra of a metal rare-earth were observed and this result
was unexpected. The more evident interpretation was to consider these emissions as
resonance lines, i.e. as the radiative recombination of X excited states [14, 46]. But
this interpretation was doubted by solid-state physicists. Subsequently, it was
shown that excited configuration 3d94fm+1 was created by direct excitation and not
by some secondary effect and that this configuration de-excited by direct recom-
bination of the excited 4f electron towards its initial level [47]. The observation of
the 3d5/2 and 3d3/2 resonance lines was the first direct evidence for the existence of
localized electrons in the excited configuration 3d94fm+1 of the lanthanides. The
systematic observation of the resonant emissions of the type 4f–3d is actually one of
the simplest experimental methods to determine the number of localized electrons
in an excited configuration with a core hole. The same analysis could be made from
the 4d emissions. But the splitting due to the 4d spin–orbit interaction is small
compared to the corresponding widths of the 4d3/2

−14fm+1 and 4d5/2
−14fm+1 energy

distributions. Consequently, these two distributions become mixed and the identi-
fication of the transitions is difficult.

The 5d valence distributions can be derived from the observation of the 5p3/2
emissions. In observation made for the light rare-earth metals, the 5d valence band
was found quasi-symmetrical and its width increased gradually from 3.2 eV for
lanthanum to 7 eV for samarium [48].

4.2.2.2 3d Emissions

Initially, the 3d emission spectra were observed with incident electron energies E0 of
the order of twice to three times the 3d threshold energy. Since the absorption spectra
are situated in the same energy range as the emission spectra, strong self-absorption
was present. Emissions were observed at both lower and higher energies around the
position of the absorption lines [13]. The low energy emissions were erroneously
considered as the Mα (4f–3d5/2) and Mβ (4f–3d3/2) normal emissions. The high
energy emissions were attributed to satellites and received little attention.

Large differences between the spectra of lanthanum and the other rare-earths
were expected because of the transitions from the 4f occupied levels to the 3d core
hole. These transitions take place from the configuration 4fm of the ion. There are
the 3d94fm–3d104fm−1 Mα and Mβ lines, present in the 3d5/2 and 3d3/2 spectra
respectively. They are designated here as ionization, or normal, emissions. Since
the configurations involving the open 4f sub shell are very large, the above
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emissions are widely spread but only slightly so by the broadening due to the level
lifetime. Then, in the presence of unoccupied 4f levels, electron bombardment
produces simultaneously 3d excitation to the 4f levels and 3d ionization to the
continuum. Both these processes are present together in all the rare-earth series and
simultaneous decay from the excited and ionized configurations is expected. The
spectra are complex because of the presence of the following emissions: resonant
emissions, non-resonant emissions from the excited configurations, emissions in the
presence of a spectator excited electron, normal 4f–3d and 5p–3d emissions and
satellite emissions. Moreover, self-absorption associated with the 4f–3d resonance
lines can introduce a large asymmetry of the line shapes which makes the inter-
pretation difficult.

Emissions induced by photons of energy equal to twice or more the threshold
energy were also observed. These spectra, labelled fluorescence spectra, show only
the normal emissions and eventually also satellite emissions. Indeed, each incident
photon imparts its full energy to a bound 3d electron, which is ejected to the
continuum by creating the ion 3d9. The emissions take place from this ion.
A typical example of 3d fluorescence spectrum was observed from Gd2O3.
Comparison with the electron-induced spectra confirmed the existence of resonance
lines but did not give information on the position of the normal lines and their
asymmetric shapes are due to strong self-absorption (cf. below).

To identify the initial configuration associated with each X-ray emission and to
deduce the various decay processes of this configuration, it appeared necessary to
compare the 3d spectra in emission and in photoabsorption. It is known that one of
the advantages of excitation by electron impact is that it is possible to minimize
considerably the self-absorption by reducing the energy of the incident electrons.
This is difficult to achieve with excitation by X-ray photons. Indeed, the penetration
of the electrons into the target is a function of their incident energy E0. If E0 is near
the threshold, the penetration is small; the spectrum is emitted by a peripheral
thickness and the self-absorption is small. If the electron beam energy increases, the
penetration of the electrons into the target increases and with it the self-absorption
of the emitted radiation. At sufficiently high incident electron energies, the resonant
emissions are totally self-absorbed and an intensity minimum is observed at the
position of the emission maximum. Under such conditions, the structures present in
the emission spectra are a consequence of the self-absorption of the emitted radi-
ation in the target. Moreover, the ionization probability increases with E0 as (E0)

p

(1.5 < p < 2) while the excitation probability decreases. Thus, the resonant emis-
sions are observable only with incident energies E0 near the threshold.

The levels of the excited configuration 3d94fm+1 are populated by collisions
between the incident electrons and the rare-earth 3d electrons. The interaction
duration between an incident electron and the irradiated atom depends on the
energy distribution of the incident electrons, which is a few eV’s wide. The lifetime
broadening of the 3d core hole is of the order of 1 eV for the rare-earth series.
Consequently, the incident electron-atom interaction takes place in a time shorter
than the decay time of the 3d core hole, enabling a reorganization of the level
population while the hole is still present. On the other hand, when the energy E0 is
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equal or superior to about 1.5 times the threshold energy, the excitation process is
governed by dipole selection rules. Closer to the threshold energy, electronic
relaxation exists, populating all the J-levels of the excited and ionized configura-
tions but with very different probabilities (cf. Sect. 3.2.4). The J, J ± 1 levels
populated by electric dipolar transition from the ground level have the highest
probability to be excited and to decay to the ground J-level. If the direct recom-
bination of the excited electrons from the J, J ± 1 levels to the ground J-level is
more rapid than the statistical reorganization, intense resonant transitions directly
emitted from the excited J, J ± 1 levels to the ground state are observed. As already
underlined, statistical redistribution of the selectively excited levels among all the J-
levels of the excited configuration can take place during the lifetime of the con-
figuration. All the same, all the J-levels of the ionized configuration are statistically
populated during its lifetime. In both excited and ionized cases, the population of
the J-levels is proportional to their statistical weight. All the levels decay radiatively
and contribute to the total emission spectrum.

The 3d emissions of all the rare-earths were observed by varying the energy E0

from about 100 eV above the 3d ionization threshold up to three times this threshold
[49]. If E0 is near the 3d excitation threshold, intense 3d emission lines are seen at the
same energy as the absorption lines. These are resonant emissions. Following the
results described for lanthanum, they are emitted during the direct decay from
the 3d94fm+1 J, J ± 1 excited levels to the ground level 3d104fmJ. They correspond to
the inverse process of the 3d–4f photoexcitation and are identified easily by com-
paring the energies of the absorption and emission lines. Resonance lines are observed
if excited atoms are present and if the additional 4f electrons remain localized on the
same atom without change of spin orientation during a time less than or equal to the
radiative lifetime of the excited configuration. As already underlined, the presence of
an additional 4f electron that screens the nuclear charge, leads to a decrease of all
atomic levels energies and the energy of the excited 3d94fm+1 configuration is several
electronvolts below the energy of the ionized 3d94fm configuration.

The remaining observed 3d emissions were also interpreted based on calculated
spectra. As seen above, except for the resonance lines, the emissions take place
from statistically relaxed configurations, i.e. after statistical reorganization of all
their levels. The observation of such a level reorganization confirms that the X-ray
emissions are two-step processes. Ab initio calculations of energy and transition
probability of each emission were made for each rare-earth with the help of a
multi-configurational Dirac-Fock (MCDF) program as described in Sect. 3.2.5. All
the J-levels of the ground and excited configurations were included. The excited
and ionized configurations, 3d94fm+1 and 3d94fm, are largely spread. Whereas the
La3+ spectrum is simple, with only three excitation lines, which are resonance lines,
and no ionization line, the number of lines increases very rapidly with m along the
series. It is maximum for the half-filled 4f sub shell (m = 7) and decreases until the
shell is filled. Thus, each 3d5/2 or 3d3/2 array of excitation and ionization transitions
consists of a large number of lines and spread over an energy range of about 10 of
electronvolts, thus clearly broader than the lifetime width of each line. All the lines
were taken into account in the calculation of the spectra. Differences of the order of
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one or two percents between the ab initio calculated energies and the experimental
energies were obtained.

All the levels of the 3d94fm+1 configuration can be reached from the ground
3d104fm by irradiation with a probe electron beam of energy near the threshold.
However, the electron–electron excitation cross sections corresponding to the
dipolar electron transitions from the ground level 3d104fm (2S+1LJ) to the excited
levels 3d94fm+1 J, J ± 1 are among the highest, and they increase for the heavier
rare-earths [38]. The J, J ± 1 excited levels decay by dipolar electron transitions to
all the allowed levels of the 3d104fm configuration while the resonance lines cor-
respond only to transitions towards the ground level 2S+1LJ of the configuration
3d104fm. Thus, the resonance lines are only a part of the allowed emissions from the
excited levels J, J ± 1, to the various levels of the ground configuration. The case of
lanthanum is unique since its ground configuration 3d10 1S0 has a single level.
Additional peaks appear on the low energy side of each resonance line. They were
labeled “J, J ± 1 emissions”. Simultaneously, the excited 3d94fm+1 configuration
relaxes making all the J-levels statistically populated. The ensemble of lines emitted
from all the levels of 3d94fm+1 to all the levels of 3d104fm were labeled “excitation
emissions”. The theoretical excitation spectra comprise all these lines. Γ5/2 and Γ3/2
widths of 0.8 and 1.3 eV for the light rare-earths and 1 and 1.5 eV for the heavy
rare-earths, respectively, were used in the calculations [49].

When E0 exceeds twice the threshold energy, the ionization of the core electrons
is favoured. The ionization is completed in a time shorter than the lifetime of the
core hole. Consequently, all the J-levels of the ionized configuration 3d94fm are
populated statistically before the core-hole decays and transitions from all these
levels contribute to the emission spectrum; they were labeled “ionization emis-
sions” or normal emissions. The ionization spectra describe the distribution of the
unperturbed occupied 4f levels. The energies and the probabilities of the all electric
dipolar 4f–3d and 5p–3d transitions were calculated for each trivalent rare-earth ion
from La3+ to Yb3+. Energies of the maximum are given in Table 4.1 for the 4f–3d5/2
excitation and ionization emissions and for the 5p–3d5/2 emissions in the presence
of a 4f spectator electron and in the ion. For all the rare-earths, the 4f–3d, and also
5p–3d, emissions from the 3d94fm+1 excited configurations are located towards the
lower energies of the emissions from the 3d94fm ionized configurations. The
average energy of the 3d94fm+1 configurations is lower than that of the 3d94fm

ionized configurations because the additional 4f electron of the excited configura-
tion partially screens the excess of positive nuclear charge induced by the ejection
of the 3d core electron. On the other hand, the electrostatic interaction between the
4f electrons and the 3d hole is larger than that between the 4f electrons and a 5p or
valence hole. Both these facts account for the respective energies of the various
emissions. The calculated probabilities of the 4f–3d excitation emissions are always
higher than those of the ionization emissions. In contrast, the probabilities, calcu-
lated for the normal 5p3/2–3d5/2 atomic lines in the presence, or absence, of a
spectator electron, are very similar. The 5p–3d emissions are not modified by
self-absorption. Consequently, their relative intensities give direct information on
the ratio of the excitation and ionization probabilities.
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The ratios of the transition probabilities 4f–3d5/2/4f–3d3/2 were predicted for the
excitation and ionization emissions of the entire rare-earth series. The calculations
were made for the 3d5/2 and 3d3/2 transitions taken either together or separately. The
3d5/2/3d3/2 transitions ratios were approximately equal to 1.5 for all rare-earths
when the transitions to 3d5/2 and 3d3/2 are calculated separately, as in the previous
theoretical works. In contrast, when both emission groups were calculated together,
the 3d5/2/3d3/2 ratio increases with the number of 4f electrons [49]. It is equal to
approximately 0.5 for lanthanum, 1.0 for the ions having the 4f sub shell half-filled
and tends to the value 1.5 characteristic of the complete sub shell for ytterbium.
Indeed, the relative probabilities cannot be deduced from the ratio of the statistical
weights if one of the sub shells is not filled. This result is related to the various
couplings. Among them, the 3d–4f electrostatic interaction plays a predominant
role. However, due to their 4f spin–orbit interaction the 4f electrons have the
tendency to present preferentially a 5/2 character. Consequently, the transition
probabilities from 4f to 3d3/2 are higher than those to 3d5/2 for the light rare-earths
and this explains the variation of the 3d5/2/3d3/2 ratio. The same calculations were
made for the resonance lines and the J, J ± 1 emissions. For the resonance lines, the
probability ratio becomes greater than 1.0 from neodymium and it increases very
rapidly along the series. The same variation exists for the absorption probabilities
from the ground state J to the excited states J, J ± 1 because this process is the
inverse of the resonance lines.

Comparison between the various ab initio calculated 4f–3d emissions, resonance
lines, J, J ± 1 lines, excitation emissions and ionization emissions and the 3d EXES
spectra was made for all the trivalent rare-earths, metal or oxide. The energy range
of each type of emission is wide and it extends over a great number of allowed lines
that might blend, introducing some inaccuracy on the energy measurements
(Fig. 4.3). However, the difference between the calculated and observed energies
does not exceed 1–2 eV, i.e. about 1–2 % of the energy range.

Table 4.1 Calculated
energies (eV) of the 4f–3d5/2
and 5p–3d5/2 emissions: by
excitation, columns (1) and
(3); by ionization, columns
(2) and (4)

4f–3d5/2 5p–3d5/2
(1) (2) (3) (4)

La 836.6 813.0 821.2

Ce 882.8 887.6 860.0 867.8

Pr 931.1 934.4 907.7 915.4

Nd 980.3 983.3 956.2 963.8

Sm 1080.0 1083.3 1054.1 1061.5

Eu 1131.9 1135.3 1105.8 1113.0

Gd 1184.6 1187.7 1158.2 1165.4

Tb 1238.3 1241.4 1211.7 1218.7

Dy 1293.2 1295.8 1267.1 1279.0

Ho 1348.7 1353.1 1323.2 1329.3

Er 1405.1 1407.9 1378.9 1386.5

Tm 1461.0 1465.2 1437.6 1442.9

Yb 1520.3 1521.9 1495.4 1500.2
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Fig. 4.3 Calculated and
experimental emissions:
a resonance lines; b J, J ± 1
emissions; c 4f–3d and 5p–3d
excitations emissions; d 4f–3d
and 5p–3d ionization
emissions; A for
praseodymium observed at
e 1.1 kV and f 3.0 kV; B for
gadolinium observed at
e 1.4 kV and f 2.25 kV [49]
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The calculated values of the emission energies are systematically higher than the
observed values. This is in part due to the partial screening of the core hole by the
valence electrons that is not taken into account in the calculations. All the observed
features were interpreted and it appeared that the trivalent rare-earths were well
described by atomic-type calculations. At an incident energy E0 near the threshold,
remarkable coincidence of some of the emission peaks with the absorption maxima
is observed for the light rare-earths; these are the resonance lines. The 4f–3d
excitation and ionization emissions are observed towards the lower and higher
energies of the resonant lines, respectively. The spectra of the mid-series rare-earths
are very complex because of the high number of levels associated with the half-full
4f sub shell. The 3d5/2 resonance lines are spread on a wide energy range while the
3d3/2 resonance lines are located clearly towards the higher energies of the exci-
tation emissions. The energy interval between the excitation and ionization emis-
sions decreases gradually along the series, making the resolution of the various
types of transitions difficult. In general, the ionization emissions appear as weak
features towards the higher energies of the excitation lines. For the heavy
rare-earths, the number of lines decreases. In the 3d5/2 range, three resonance lines
are seen for Tm3+ and only one for Yb3+, in agreement with the predictions.

A good agreement is also found between experimental and calculated energies
for the 5p3/2–3d5/2 emissions in the presence or absence of a spectator electron.
These lines are observed towards the lower energy of the 4f7/2,5/2–3d5/2 emissions.
Their intensity varies with E0 as seen for the 4f–3d emissions. Thus, for E0 near the
threshold, the more intense lines are those in the presence of a spectator electron.
The 5p–3d emissions are weak with respect to the 4f–3d emissions. For the light
rare-earths, they are about an order of magnitude weaker than the 4f–3d emissions.
Their intensity decreases for the heavy rare-earths and they become too weak to be
observed.

Strong spectral intensity variations accompany a change of E0. These variations
concern mainly the resonance lines, which are the strongest emissions when E0 is
near the threshold. But for E0 equal to two or three times the threshold there appears
a central minimum in the strong resonant lines. As an example, at 5 keV, for Sm3+,
the main part of the 3d5/2 excitation emissions is strongly self-absorbed as shown by
the presence of a minimum at the position of the more intense resonance emissions
(Fig. 4.4). In contrast, the intensity strongly increases towards the lower energies of
the resonance lines because the self-absorption is weak. Strong intensity increase is
also observed for the weakly self-absorbed Mα emission. Under the same condi-
tions, the main part of the 3d3/2 excitation emission varies little for the mid-series
elements because the self-absorption is weak in this domain. Detailed analysis of all
these changes is complex. However, it appears clearly that the excitation emissions
located towards the lower energies of the resonance lines are more intense in the
3d3/2 than in the 3d5/2 region for ions like Sm3+. Differences between the 3d5/2- and
3d3/2-based spectra confirm that the 4f5/2 levels are filled in first.

The intensity ratio of the 3d5/2 to 3d3/2 resonance lines can be measured only for
lanthanum. For the other rare-earths, the resonance lines overlap the excitation lines
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and this makes the experimental determination of this ratio difficult. Moreover, the
intensity of each resonance line is a function of the probability of populating its
initial excited J-level. This intensity can undergo large changes with the
self-absorption because the most intense lines are the most self-absorbed. As
already underlined, the 3d3/2 resonance lines are prominent in the beginning of the
series; their transition probability diminishes considerably beyond gadolinium
where the 3d5/2 resonance lines become prominent.

This paragraph concerns the 3d5/2/3d3/2 ratio of all the excitation lines. Their
initial configuration is in a statistically populated relaxed state. Each level is pop-
ulated proportionally to its statistical weight and this is taken into account in the
calculation. The self-absorption causes a relative decrease of the 3d3/2 emissions
with respect to the 3d5/2 emissions for the lighter rare-earths and the inverse effect for
the heavy rare-earths but these changes are not predominant. The predominant factor
modifying the experimentally measured 3d5/2/3d3/2 ratios with respect to calculated
ratios for the emission lines is the presence of resonant Coster–Kronig transitions
from 3d3/2

−14fm+1 to 3d5/2
−14fm. The presence of these non-radiative transitions has as

consequence the decrease of the lifetime of the 3d3/2 level with respect to that of the
3d5/2 level and consequently the increase by about 0.5 eV of the width of the 3d3/2
level with respect to the width of the 3d5/2 level for the entire series of rare-earths.
For La3+, this effect increases the calculated 4f–3d5/2/4f–3d3/2 transition probability
ratios of the excitation emissions by about 50 % (Table 3.3). The ratio of the
excitation emissions is predicted to vary from 0.60 for Ce3+ to 1.43 for Yb3+

(Table 4.2). But these values must be increased by more than 60 % to take into
account the non-radiative transitions in the light rare-earths. Indeed, from spectra
observed at low incident energy for Ce3+ metal, the experimental value of this ratio is
of order of unity. It increases progressively along the series and is about 2 for Tm3+.

Fig. 4.4 4f-3d absorption
(a) and emissions of
samarium metal at 1.2 (b) and
5.0 keV (c). At 5.0 keV, a
“white line” is observed at the
position of the maximum of
the resonance line. This is
explained by the
self-absorption in the target
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For the resonant emissions, the 3d5/2/3d3/2 ratio is predicted to increase rapidly with
Z and to become one order of magnitude larger for the heavy rare-earths.

Let us consider the 4f–3d5/2/4f–3d3/2 intensity ratio of the ionization emissions.
It is predicted to vary from 0.45 for Ce3+ to 1.37 for Yb3+ and to be equal to unity
for Tb3+. The self-absorption is negligible in the energy range of these emissions
and it is convenient to stimulate them with incident electrons whose energy E0 is of
the order of twice the threshold. Thus, the Pr3+ and Nd3+ 4f–3d3/2 ionization
transitions are the most intense emissions at E0 = 3 keV. The calculated intensity
ratios vary approximately as the experimental ratios. For Pr3+ and Nd3+ at any E0

the 4f–3d3/2 ionization emissions are more intense than the 4f–3d5/2 ones, in
agreement with the calculations. For Pr3+, the 4f–3d5/2/4f–3d3/2 intensity ratio is
about equal to one half; it is approximately unity for Gd3+ and Tb3+ and superior to
unity from Ho3+. As already underlined, the 4f5/2 states are populated first.

Let us consider now the respective probabilities for excitation and ionization.
For Ce3+, the excitation and ionization lines are well resolved because their number
is small and the 4f–3d5/2 and 4f–3d3/2 excitation emissions are clearly more intense
than the ionization emissions. An analogous ratio is seen for all the series at rather
low incident electron energy, e.g. at E0 exceeding the threshold by about 200 eV.
All the same, only the 5p–3d emissions in the presence of a 4f spectator electron are
observed at low E0 while the 5p–3d normal emissions are observed with a similar
intensity only from E0 = 3 keV. Self-absorption and radiative probability are
equivalent for the two types of 5p–3d emissions, making these lines adequate for
the study of the primary process of the 3d core-hole creation. One deduces from
their observations that the excitation and ionization probabilities are approximately
equal at 3 keV, i.e. for E0 of the order of twice the threshold, while the excitation
probability largely dominates below this energy.

Table 4.2 Calculated
probability ratios 3d5/2/3d3/2

Rr Re Ri

La 0.49 0.49

Ce 0.74 0.60 0.45

Pr 0.86 0.66 0.55

Nd 1.09 0.72 0.62

Sm 1.58 0.86 0.77

Eu 2.13 0.94 0.84

Gd 2.00 1.01 0.92

Tb 2.62 1.08 0.99

Dy 3.80 1.15 1.07

Ho 6.19 1.23 1.15

Er 9.64 1.30 1.22

Tm 20.4 1.37 1.30

Yb 1.43 1.37

Lu 1.43

Rr for resonant lines; Re for excitation emissions; Ri for ionization
emissions
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No energy shift of the transitions between the 4f and nlj core sub shells is
observed when going from the metal to its compounds. It is known that the energies
of all the core levels of an element are shifted by the same amount when the element
changes from one compound to another. As already underlined, the 4f sub shell can
be considered as a core sub shell. It was suggested than the excited configurations
present in the oxides had the form 3d94fm+1V−1, where V designates the valence
electrons, and were created by charge transfer from the oxygen valence band to the
4f levels in the presence of the 3d core hole [50]. According to this suggestion, the
emissions from the 3d94fm+1V−1 excited configuration in the compound and the
resonance lines in the metal should have different energies. However, according to
the observations by EXES the resonance lines in the oxide fall in the same energy
range as their corresponding lines in the metal. Therefore, the above suggestion is
not validated.

Only metal and compounds with the same number of 4f electrons are considered
here. For such cases, the resonance lines, as well as the absorption lines, are
predicted to be identical in shape and in position in both metal and compounds.
However, the intensity of the resonant emissions of the metal are somewhat
attenuated. Owing to the mixing between the discrete and band levels, the number
of excited levels decreases slightly in the metals by interaction with the continuum
in the solid. For a non-conductor, the spectra are dominated by the excitation
process. On the other hand, the normal emissions show a small change in shape and
in position for the elements of the mid sub shell. Thus, dysprosium Mβ is shifted by
about 0.6 eV towards the higher energies in the oxide with respect to the metal,
gadolinium Mβ is shifted by less in the same direction. Their shape is asymmetrical
in metal and symmetrical in oxide. These observations reveal a difference in the
filling of the 4f5/2 states; this is more pronounced in the compound than in the
metal, making the sub shell more localized in the compound. In contrast, the Nd3+

spectra in the metal and in the oxide differ only by the relative intensities of the
excitation and ionization emissions. For the oxide, the intensity of the 4f–3d ion-
ization emissions is low and the 5p–3d emission in the ion is not observed, showing
that excitation rather the ionization is the dominant process.

Important data have been deduced from the detailed analysis of
electron-stimulated excited X-ray configurations observed by EXES. In the first
place, from the variation of various 4f–3d5/2/4f–3d3/2 intensity ratios, data were
obtained on the respective 4f7/2 and 4f5/2 electron densities along the series. Next, the
good agreement between experimental and calculated spectra confirmed that the 4f–
3d transitions can be treated like transitions between core levels, i.e. taking place
between quasi-atomic-like levels in the solid. The high probability of exciting the
configurations 3d94fm+1 in all the metal rare-earths as compared to the low proba-
bility of their ionization is a confirmation of the very strong localization of the 4f
electrons in the atomic core. Finally, the observation of resonance lines at the same
energy in the metal and the oxide has shown that the number and the character of the
4f electrons are the same in both materials and the excited configurations are not
influenced by chemical bonding. In the metal, for light rare-earths, the excited levels
are energetically mixed with the distributions of the delocalized valence levels.
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Tunneling of the excited 4f electrons to these distributions is then possible.
However, the localized character of the 4f electrons is conserved and this confirms
the stability of the excited structure.

Observation of the 4f–3d emissions by fluorescence was made for Gd2O3 and
Yb2O3 [51]. The Yb2O3 3d5/2 spectrum is easily interpreted. Two resonance lines are
possible, one intense and one very weak, clearly separated from the lines in the 3d9

ion, located approximately 3–5 eV higher. In the fluorescence spectrum (Fig. 4.5a),
the emission 4f–3d5/2, denoted Mα, corresponds to all the 62 lines from the ion
3d5/2

−14f13 while the weak feature seen towards the lower energies of Mα corresponds
to the main resonance line. As predicted, the ionization is predominant because the
spectrum is produced under irradiation of high energy. The Gd2O3 3d5/2 spectrum is
complex and shows a strong self-absorption (Fig. 4.5b). The resonance lines appear
as a minimum of intensity. The emission, noted by error Mα in the figure corresponds

Fig. 4.5 3d emission spectra
obtained by fluorescence:
a from Yb2O3; b from
Gd2O3 [51]
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to the excitation lines while the emissions in the ion, which correspond to Mα, are
located at the limit of high energies of the resonance lines. They are partially reab-
sorbed and appear as a feature mixed with the very weak OII–MIV emission. This
example shows the complexity of these spectra that require well-adapted experi-
mental conditions. Careful comparisons between various experimental results are
also necessary in order to prevent further erroneous interpretations.

4.2.2.3 4d Emission

Direct radiative recombination and transition in the presence of a 4f spectator
electron, observed for the first time in the 3d range, were also observed in the 4d
range. Indeed, the 4d emission spectra consist of a large number of lines charac-
teristic of atomic-like 4f–4d transitions, analogous to transitions between core
levels. Their presence confirms the highly localized character of the 4d−14fm+1

excited configurations but without theoretical computations it is not possible to
identify each observed feature. Indeed, a detailed study of the emission spectra for
the entire rare-earth series does not exist in the 4d range. Features related to the
presence of a giant resonance appear in 4d3/2 absorption. The corresponding decay
peaks are located above the 4d3/2 threshold. They are predicted as intense but are
very strongly reabsorbed. Therefore, they are strong only when the excitation takes
place in the vicinity of the threshold energy.

Electron-excited 4d spectra were observed for the elements from praseodymium
to lutecium [52–54]. Main characteristics are the following [55]. The 4d emission
spectra extend over about 50 eV including two groups of transitions, the 5p–4d and
4f–4d ones, which overlap towards the lower energies. 4f–4d transitions from the
initial configurations 4d94fm and 4d94fm+1 are present. The energy extension of each
of these configurations is about 20 eV. Consequently, on the high energy side of the
5p–4d lines, overlap takes place between the 4f–4d emissions originating from the
4fm and 4fm+1 configurations. Owing to the high number of levels associated with
each of the 4d3/2 and 4d5/2 sub shells and the small 4d spin–orbit interaction that
separates them, the two groups partially overlap in energy and the various transitions
are not well resolved. The 4d emission spectra of rare-earth metals then correspond
to the superposition of numerous multiplets and are very complex. Above the 4d3/2
threshold, 4d3/2

−14fm+1 high lying levels overlap the conduction levels and weak
interaction exists among them. Consequently, the discrete transitions located above
the 4d3/2 threshold are modified by interaction of the discrete levels with the con-
tinuum levels. In some rare-earths (cf. Sect. 4.3), this interaction can partially
delocalize the 4f electrons and make the direct radiative recombination hardly
probable. In insulator compounds, the mixing between the 4f and conduction levels
is not possible and the intensity of the resonance lines increases with respect to that
in the metal. As an example, let us mention the radiative decay of the 4d94fm+1

excited configuration and the 4d photoabsorption observed in LaB6 and CeB6 [56].
The experimental conditions enabled a good comparison between the emission and
absorption spectra. It was confirmed that the intense and broad peak observed in the
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emission coincides with the giant absorption peak. It must be the result of the
radiative decay of the excited configuration as are also the multiplet structures
observed under the 4d threshold.

It has been shown [55] that along the rare-earth series the probability of the 5p–
4d transitions increases by a factor of 2 whereas the probability of the 4f–4d
transitions increases by a factor of 20. The 5p–4d transitions are more prominent
than the 4f–4d transitions in the beginning of the series but they decrease gradually
and become barely detectable at lutecium while the transitions from 4f are pre-
dominant in this range. Radiative recombination between the 4f electrons and the
4d hole is expected even though autoionization channels are present.

4.2.2.4 Applications

In summary, owing to the localization of the 4f wave functions within the cen-
trifugal well of the attractive potential due to the inner hole, the nd94fm+1 highly
excited configurations in solid rare-earths can be treated as quasi-atomic. These
configurations are time-localized during the time scale of the measurement. They
differ from the optically excited configurations. Indeed, the lifetime of an inner hole
is much shorter than that of a hole in an optical level. The decay of the excited
X-ray configurations is rapid and tunneling has not enough time to take place. Due
to the presence of the resonance lines, the nd emissions of the rare-earths depend
strongly on the excitation energy.

The nd emission spectra are complex due to the presence of different recombi-
nation processes. The nd94fm+1 configurations can be de-excited through all the
atomic transitions possible from a configuration with an inner-shell vacancy. Indeed,
while in absorption, only transitions from the ground state nd104fm 2S+1LJ to the (J,
J ± 1) levels of the excited configuration are present, in emission all the J-levels of
the configuration nd94fm+1 are populated and decay towards the different J-levels of
the ground configuration. The emissions nd94fm+1–nd104fm are thus richer in lines
than the corresponding absorptions and clearly more spread in energy. Transitions in
the ions are also present. These transitions are observed towards higher energies of
the transitions in the excited configuration for all the rare-earths. The stronger ones
are the resonance lines, the weaker are the lines in the ion.

The complexity of the spectra explains why erroneous interpretations have often
been given to them and it is important to mention the following remarks. The reso-
nance lines are sometimes designated as the Mα and Mβ emissions. In fact, the Mα
and Mβ emissions are the transitions in the ion; they appear towards the highest
energy of the resonance lines. The totality of the transitions from all the J-levels of the
excited configuration are often not taken into account and only the emissions in
resonance with the absorption lines are considered in the interpretations. When the
energy of the incident electrons is varied, the contribution of the self-absorption
process is often overlooked: indeed, the resonance lines undergo a very strong
self-absorption and then they either are not observed or appear as an intensity min-
imum between two apparent peaks. This may introduce interpretation errors. Except
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for lanthanum, thullium and ytterbium, excitation emissions comprise a large number
of lines whose relative intensities vary in the vicinity of the excitation threshold.
Consequently, it is not possible to identify these emissions as a single peak.

The observation of intense lines from the excited configurations 3d94fm+1 of
open 4f-shell elements is a direct experimental proof of the highly localized
character of the 4f electrons and shows that the interactions between the 4f and
valence electrons are negligible. Inversely, when the excitation lines are weak or
absent, one can conclude that no 4f localized electrons are present. From the shape
of these emissions, the presence of interactions between the excited levels and the
continuum levels can be deduced; it is negligible when the emissions are sym-
metrical and of lorentzian shape. Conversely, when the excitation emissions have a
Fano shape, autoionization is present.

The 3d excitation emissions depend only on the valence of the rare-earth. As an
example, they are the same for cerium in the metal and in the trivalent oxide. In
contrast, they are absent in tetravalent cerium while 4f normal emissions are
expected. Cerium is easily oxidized in Ce4+. That must be taken into account in the
analysis of the emission spectrum [57].

Let us mention that coincidence spectroscopy between n′l′ and nl X-ray emission
and nl photoemission is now being developed for rare-earth compounds. Theoretical
model has been developed for the 5p–3d transitions in these compounds [58].

4.2.2.5 Photoemission

In all the rare-earth metals, valence photoemission is governed by the 4f electron
excitation. But, in contrast with XES, emissions from all the valence levels are
observed simultaneously and a weak peak due to 5d6s valence electrons is then
present in the spectra [59]. The 4f photoionization cross section is small at low
energy and is known to increase rapidly with the energy Ehν of the incident photons.
Thus, for an increase of the photon energy from 10 to 40 eV, 4f photoemission was
observed to increase very strongly relatively to that of the valence band [60].
Increase was also observed from 32 to 80 eV (Fig. 4.6) [61]. In the X-ray radiation
range, the 4f photoionization cross sections are high and this energy range is often
used for obtaining photoemission.

For the metals, at low Ehν, valence electron distribution is observed as an
asymmetric feature originating from the Fermi level EF. Thus, for praseodymium,
neodymium and samarium, levels with a 5d character are present around EF and a
peak is observed at 0.5–1 eV below EF for the three elements [43]. It is equivalent
to the peak observed at the same position in lanthanum and attributed to the 5d
electron distribution. Occupied 5d valence levels were also found at EF in f.c.c.
divalent ytterbium metal [62].

After ionization of a 4f electron from the 4fm ground state the rare-earth is in the
highly spread 4fm−1 final configuration. The multiplet structure of this final state is
complex and varies with the 4f occupation number. The spectrum becomes more
complex the closer the 4f sub shell is to the half-full shell. This complexity of the
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rare-earth metal 4f spectra has been widely confirmed and, initially, the energy
resolution was insufficient to resolve them [63, 64]. However, agreement has been
found between the XPS observations for the bulk metal and the calculations made
in intermediate coupling scheme [42, 43, 65]. In the beginning of the series, the
energy interval between the 4f levels and the valence band is small. The interaction
between 4f and valence electrons diminishes with Z increasing. The 4f spectrum
extends over about 10 eV and generally exhibits two large structures. Their energies
increase along the series and follow a regular variation with the atomic number
(Fig. 4.7) [59]. As an example, for dysprosium, two peaks are observed in 4f
photoemission, a highly structured peak at about −8 eV below the Fermi level and a
peak at −4 eV. On the other hand, for the ytterbium 4f14 configuration, two narrow
peaks with an energy separation of 1.3 eV were observed, in agreement with the
spin-orbit splitting of the 4f levels in Yb 4f13 final configuration. Other exceptions
were noted for europium and gadolinium, which have the 4f7 configuration in the
metal. The spectra of these two metals are simple because of the spherically
symmetric ground state of the half-filled 4f7 shell, which does not overlap in energy
with the valence states. Only one 4f peak (7F0) is present. It is located at about
−2 eV in europium while it is at −8 eV in gadolinium and can be considered as
arising from a core level. A single peak is also observed for protactinium of 4f1 final
configuration.

Fig. 4.6 Photoemission of
praseodymium excited with
photons between 32 and
80 eV [61]
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More recently, the “Hubbard-I” approximation, or HIA, described in chap. 1, has
been used to determine the excitation of the 4f shell in the light [66] and heavy [67]
rare-earth metals in order to interpret the XPS and BIS experiments. From com-
parison of the calculated spectra with the experimental photoemission [42], it was
shown that the main observed structures are reproduced by this theoretical approach
except in the immediate vicinity of the Fermi level. In this range, structures due to
valence 5d electrons are present, which were not taken into account in the calcu-
lated spectra. This study was made for praseodymium, neodymium and samarium
(Fig. 4.8) in Ref. [66] and for terbium, dysprosium, holmium (Fig. 4.9) and erbium
in Ref. [67] and confirm the atomic-like character of the 4f photoemission and the
presence of multiplets in the spectra.

Differences were observed between the 4f multiplet structures excited with
100 eV or with X-ray photons [68]. The sensitivity to the surface increases when the
photon energy decreases and the spectral changes observed with decreasing photon
energy are due to the simultaneous ionization of surface and bulk atoms. Complexity
of the 4f multiplets exists except for metal europium and ytterbium. For 4f pho-
toemission of divalent metal Yb 4f14, two 4f peaks 2F7/2 and

2F5/2, characteristic of
the final configuration 4f13, are observed in the XPS spectrum while for incident
photons of 100 eV, four peaks are present, the two characteristic of the bulk and two
extra peaks at 0.6 eV higher binding energy, characteristic of the surface atoms. For
Eu 4f7, one 4f peak 7F0 characteristic of the final configuration 4f6 in the bulk is
observed in the XPS spectrum and an additional peak at 0.4 eV higher binding
energy and characteristic of the surface atoms is observed when incident photons of
100 eV are employed. All the same, in EuPd5 and EuPt5 europium has the trivalent
4f6 configuration in the bulk and divalent 4f7 configuration at the surface [69]. For
the other rare-earths, the observations are more difficult because only differences in
relative intensities of the features appear. However, the 4f sub shell shift between the
bulk and surface atoms was determined for all the elements of the series and it was
found that it increases from about 0.4 to 0.7 eV going from trivalent cerium to
thulium [68]. This is due to increasing Z. Another possibility was also considered.

Fig. 4.7 Energies of the two
observed valence
photoemission peaks as a
function of the atomic
number [59]
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Fig. 4.8 XPS (squares) and
BIS (triangles) of neodymium
and samarium metal
compared to calculated
spectral functions (full line).
The Fermi level is at zero
energy [66]

Fig. 4.9 XPS (squares) and
BIS (triangles) of holmium
metal compared to calculated
spectral functions (full line).
The Fermi level is at zero
energy [67]
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For the trivalent rare-earths the total number of the valence electrons remains con-
stant but its division into electrons of each symmetry, s or d, can vary. This results in
the variation of the cohesive energies and of the energies of the valence band. The 4f
sub shell shift is, therefore, due to the change in the distribution of the valence
electrons. Lastly, broadening of the 4f peaks characteristic of the surface was
sometimes observed. This broadening was explained by different energy shifts
characteristic of different single crystal grains in the surface. Broadening observed at
low incident energies and absent in the XPS spectrum could also be due to small
second layer surface shift.

Samarium is a particular case: it was shown that the surface ions have a 4f
configuration different from that of the bulk ions [41, 70, 71]. In the bulk, samarium
has the configuration 4f5(5d6s)3 while at the surface its configuration is 4f6(5d6s)2.
The coordination number decreases at the surface, increasing the localization of the
electrons and the electron distribution tends to fill the 4f5/2 sub shell. The valence
change in samarium will be considered in the second part of this chapter.

Photoemission of the valence electrons was observed for the oxide RE2O3 series
[72]. The valence bands are formed from the 2p-oxygen and 5d6s-rare-earth orbitals
and their binding energies are larger in these insulator compounds that in the metals.
For the trivalent heavy rare-earths, the 4f multiplet structures were only slightly
modified by the chemical binding. This was a confirmation that the 5d6s valence
electrons alone are involved in the bonding with ligand atoms [73]. The features
characteristic of the 4f electrons were compared to the ionization probabilities of the
trivalent 4fm ions, deduced from the coefficients of fractional parentage, tabulated
by Cox [74]. It was deduced that the 4f electrons were localized and core-like,
resulting in relatively sharp 4f structures. The spectral resolution was limited in
these experiments. The rare-earth 4f energies were found to increase along the
series while the valence band energy remained constant. The energy necessary to
transfer an oxygen 2p valence electron to the rare-earth 4f levels was found to
decrease from lanthanum to europium, to jump to a larger value at gadolinium and
to decrease again from terbium to ytterbium.

Valence photoemissions of the halides of lanthanum and cerium were observed
and showed a large difference between the fluoride and the other compounds [75].
The binding energy of the fluoride np band is several eV higher than that of the
chloride and the bromide. The energy interval between the np band and the cerium
4f level is thus clearly larger for the fluoride than for the two other halides. A big
spectral difference was also observed in the photoemission of a core level indicating
a chemical difference between the two types of compounds. This will be considered
in a next paragraph.

Photoemission of the valence electrons of the cerium pnictides presents two
peaks, a narrow near the Fermi level and a main peak about 2–3 eV below the first.
For CeN, the main peak was shifted towards the higher binding energies with
respect to the other pnictides while the intensity of the peak at EF increases [76, 77].
This was attributed to the presence of a level of 4f symmetry, pinned at EF,
superimposed on a broad 5d band. When the anion atomic number increases, i.e.
when the lattice constants increase, the 4f level is pulled toward the higher energies
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and gradually overlaps the main band. From these spectra, the characteristics of
CeN were considered different from those of the other pnictides and it was deduced
that the 4f electrons were delocalized in CeN while in the heavier pnictides they
were localized and non-bonding. This could bring about some of the unusual
properties of CeN, anomalously small lattice constant and gold-coloured metallic
appearance (cf. Sect. 4.3).

The two peak structure present in cerium pnictides was also observed in pra-
seodymium and neodymium pnictides but the peaks were further removed from the
Fermi level [61, 78]. Consequently, the lower energy peaks cannot to be explained in
a Kondo model since this model concerns only the features tied to EF. Experimental
results were compared to calculations where the 4f electrons were treated as either
coupled with the valence electrons or localized and partial agreement was obtained
with each of these theoretical models [79]. On the other hand, for the heavier cerium
pnictides, it was not possible to reproduce the peak near EF from the LDA/GGA +
DMFT approach. The 4f electrons are localized and non-bonding in these materials.
Indeed, it was possible to obtain a good experiment-theory agreement by treating the
4f electrons as core electrons, i.e. not hybridized with the other electrons and not
hopping from lattice site to another site [80].

From valence photoemission and BIS, the occupied and unoccupied 4f levels of
GdP, GdAs, GdSb, GdBi, were found 8–10 and 5–6 eV below and above EF,
respectively [81]. From X-ray photoemission, the 4f levels of GdN films were
observed 7.8 eV below EF [82]. Comparable results were obtained for all the
pnictides of heavy rare-earths. The 4f electrons are thus localized core-like electrons
with fixed spin values and do not contribute to chemical properties. They contribute
only by their magnetic characteristics to particular properties of the compounds (cf.
Chap. 2). These properties can change with the composition and the hybridization
between the rare-earth 5d6s and pnictogen np electrons, with the crystalline
structure and the inter-atomic distances. The rare-earth monopnictides have the
simplest crystalline structure of the rare-earth compounds. But large changes of the
physical properties can be obtained by a change of the constituents, for example by
mixing different rare-earth pnictides. Numerous studies are now in progress on the
realization of new materials [83].

Photoemission of various other compounds was observed, including inter-
metallic compounds of type RE(M)n, RE(Si, Ge)2, RE(M)2(Si, Ge)2, where M is a
metal. For some rare-earths, the valence is mixed in these compounds. This is the
case for most intermetallic compounds of cerium, in which a mixture of the 4f0 and
4f1 configurations is present at the ground state. These materials are discussed in
Sect. 4.3.

Let us note that the Coulomb energy U can be derived from experiment by
combining the results obtained by XPS and BIS or by X-ray emission and
absorption. Experimental determination was made in the metals and values between
5 and 7 eV were found, in agreement with relativistic calculated values [84–86].

276 4 Rare-Earth Spectroscopy

http://dx.doi.org/10.1007/978-90-481-2879-2_2


4.2.2.6 Resonant Auger Emission

In parallel with the resonant X-ray emissions, resonant Auger emissions were
observed in the nd rare-earth spectra. These processes follow the mono-excitation
nd94fm+1. Non-radiative decay takes place either through the Coster–Kronig
transition

(a) nd94fm+1 → nd104fm−1 + εd, g
or through ionization of a core sub shell according to

(b) nd94fm+1 → nd104fm5l−1(or 6s−1) + ε(l ± 1)
or through double ionization of the excited configuration according to

(c) nd94fm+1 → nd104fm+15l−1 5l′−1(or 6s−1) + ε(l ± 1) or ε(l′ ± 1)

Contrary to normal Auger emissions, (a) and (b) processes lead to a single-hole
final configuration. The (c) process corresponds to an Auger emission in the
presence of a spectator excited 4f electron. All the three types of energetically
possible transitions are present simultaneously in the spectra, as was shown for Yb3+

[87]. Indeed, all the observed transitions in this spectrum have been identified by
comparison with the various Auger decay channels calculated in an atomic model.
As underlined in Chap. 3, the complete calculation of Auger transitions in the
ionized and excited systems is only manageable when a single f electron, or a single
f hole, is present, i.e. for La3+ and Yb3+. In this case, the Auger transitions in the
excited or ionized systems have equivalent probabilities and it is probable that a
change of the screening effect will not be sufficient to introduce a change of the
Auger probabilities.

The Coster–Kronig transition (a) is equivalent to the autoionization of the 4f
level. It gives the same final state as the direct 4f ionization 4fm→ 4fm−1 εd, g. It was
supposed that autoionization and direct ionization could interfere, yielding asym-
metric resonances with Beutler-Fano profiles. Transition of the (a) type was
observed for the first time for gadolinium [88] and dysprosium (Fig. 4.10) [89] and
later confirmed by numerous authors [90]. The final state of this transition is identical
to that of the 4f photoelectron peak and, consequently, it appears as an enhancement
of the photoemission peak when the incident photon energy is in a narrow band
around the excitation energy 4d94fm+1. It is thus generally named “resonant pho-
toemission”. But here, we keep the original name of resonant Auger in order to
underline the analogy with the resonant radiative emissions. Indeed, each 4d–4f
direct radiative recombination is in conjunction with a coupled non-radiative pro-
cess. Resonant Auger is frequently used to obtain the 4f distributions because the
intensity of this transition is clearly stronger than that of the normal 4f photoelectron
peak. As already underlined (cf. Chap. 3), non-radiative recombinations between sub
shells belonging to the same shell are always very fast and they dominate entirely the
other processes. Let us note that since the decay processes from excited and ionized
configurations are different, the lifetime of the core hole is not the same for the two
configurations.
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A very complete study of the electron-excited 4d Auger spectra of the rare-earth
metals from lanthanum to lutetium was published [91]. An advantage of the electron
beam irradiation is that excited and ionized configurations are produced simulta-
neously and the entire non-radiative recombination spectrum was observed. Decay
processes from the excited configurations 4d94fm+1, named here “direct recombi-
nation”, were observed to increase progressively in intensity along the series. They
become more intense than the Auger and Coster-Kronig transitions from gadolin-
ium. However, the use of an incident electron beam accelerated in the range 1600–
2000 eV was not favorable to the 4d excitation because the excitation cross sections
reach their maximum at the threshold energies, which are of the order of 100–350 eV
along the series, but decrease rapidly with increasing energy. These results confirm
the importance of the excitation with respect to ionization in the 4d range.

Comparisons between the rare-earth 4d and 3d spectra have shown that 4d
resonant Auger depended on the surface while 3d resonant Auger was characteristic
of the bulk [92]. However, most studies made in order to obtain the 4f distributions
were in the 4d range. In fact, in this energy range, the transitions to 4f levels are
strongly enhanced with respect to the transitions to valence band levels, which
remain low. The method is used essentially to investigate the valence of the
rare-earth (cf. Sect. 4.3). Some analysis of trivalent rare-earths are mentioned here
as an example.

Fig. 4.10 Auger 3d5/2
spectrum of dysprosium
induced by Al Kα, electrons
of 5 keV and Mg Kβ [89]
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Following the first observation, 4d Auger spectra of gadolinium, stimulated by
electrons and by photons were observed comparatively [93]. Resonant recombi-
nation from the 4d94f8 excited configuration was identified in the electron-induced
Auger spectrum as well as in the photoemission induced by photon energies in the
region of the 4d–4f resonance. The presence of multiplet structure was later on
identified [94].

Resonant Auger emission was observed for CeS, irradiated by photons of
energies between 100 and 140 eV [95]. The 4f level was present at about −2.5 eV
while the well-resolved sulfur p- and cerium d-bands were observed respectively at
about −5 eV and near EF. The cerium 4f peak was easily identified because its
intensity was strongly enhanced for photons of about 120 eV. This peak is clearly
separated from the valence bands, meaning that cerium is trivalent in this
compound.

Resonant Auger emissions and Auger emissions in the presence of the spectator
4f electron were also observed in LaB6 by excitation with photon energies in the
range of the 4d94f1 excited levels [96].

4.2.2.7 Resonant Inelastic X-ray Scattering (RIXS)

The study of RIXS in the gadolinium 4d range was among the first concerning
rare-earths [97]. The incident photon energies were varied from the energy of 4d
absorption maxima up to 30 eV above the ionization threshold. For incident pho-
tons of energy below the threshold, the 4d94fm+1excited configuration was created
and the resonant 4f–4d recombination to the ground state was observed. At the
same time, the 5p–4d transitions in the 4d94fm+1 configuration, i.e. in the presence
of the spectator 4f excited electron, were identified in the spectrum. These exper-
iments confirmed the important role of the 4d94fm+1 excited configurations as well
as the presence of the various transitions predicted in this range. Other results
concerning gadolinium can be cited. In (Y, Gd)2O3, calculations of the inelastic
scattering associated with the excitation 4d104f7 8S7/2–4d

94f8 8D7/2,
6D7/2,

8PJ
(J = 5/2, 7/2, 9/2) in the triply ionized Gd3+ agreed with the experimental obser-
vations [98]. The observed 4d–4f transitions of (Y, Gd)2O3 appeared nearly iden-
tical with those of Gd2O2S and in agreement with the atomic calculations. The same
situation holds for the transitions 4d105p64f7–4d95p64f8–4d105p54f7. These results
confirmed the localization of the 4f electrons in gadolinium [99].

Similar studies were made in the dysprosium 4d–4f range [100] In Dy2O3, triply
ionized ions are present and transitions Dy3+ 4d105p64f9 6H15/2–4d

94f10 were pre-
dicted. Spectra were recorded for incident radiation below the threshold ionization
and largely above (hv = 208.4 eV). In the latter case, fluorescence spectrum was
observed. These results confirmed those obtained by EXES although the observa-
tions seem to be different. Indeed, the 4d94f10 excited configuration is extended
over more than ten electronvolts. In RIXS, the incident radiation is a very narrow
energy band and only a few excitation energies of the 4d–4f excited configuration
were selected and the corresponding spectra observed. Consequently, striking
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variations of the transitions and their intensity were observed depending upon
which intermediate levels were excited. From such a method, it is thus possible to
analyze separately only a few multiplets at a time of the excited configuration while
the totality of the configuration is difficult to obtain. Two remarks can be made. 4d–
5p transitions in the presence of a 4f spectator electron, predicted towards the lower
energies of the corresponding transitions in the ion, were not clearly identified. The
4d ionization cross sections are small with respect to the 4d–4f excitation ones and
particularly with respect to the giant resonance. That explains the low intensity of
the emissions from ionized configurations.

Comparison between RIXS near the 3d and 4d thresholds of neodymium in
Nd2O3 has confirmed the differences predicted between these two energy ranges
[101]. Thus, different couplings must be used, intermediate coupling to treat the 3d–
4f transitions, L–S coupling in the 4d–4f range. Coster–Kronig transitions of 3d3/2–
3d5/2X type are highly probable in the 3d range and do not have an equivalent in the
4d range. In contrast, autoionization is strong in the 4d range. However, it is not
clear why 5p–4f transitions are absent at the 4d threshold while they are clearly
observed in EXES. RIXS excited in the region of the 3d–4f threshold is presented
in Fig. 4.11 for Nd2O3. Transitions above the 3d–4f threshold were observed at the
energies calculated for excited or ionized Nd3+ ion. These results confirmed the
agreement between experiment and calculation in a model of 4f localized electrons.

Fig. 4.11 RIXS of Nd2O3

excited at the 3d threshold.
The excitation energy is
indicated above each
spectrum [101]
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In the 2p range, RIXS of gadolinium in a Gd3Ga5O12 garnet revealed the presence
of the two multiplet families, attributed to the transitions from the 2p54fm+1 and
2p54fm5d1 intermediate excited configurations to the 3d94fm+1 and 3d94fm5d1 final
configurations [102]. The presence of an initial 2p64fm → 2p54fm+1 quadrupolar
excitation was then suggested to explain the observed low energy multiplet, in spite
of its very weak probability and of its absence in the LIII absorption spectrum.
Subsequently, experimental 2p–3d RIXS of samarium metal was compared with
spectra calculated by a Hartree-Fock-type model with relativistic corrections to
describe the 2p–4f excitation [103]. The observed transitions of low energy and
weak intensity were associated with the 2p54fm+1 excited configuration. Thus, the
theoretical interpretation by quadrupolar excitation was not discarded.

The 2p–3d RIXS of the trivalent cerium compound CeF3 was also analyzed [104].
Following the initial 2p excitation, the final configuration, Ce3+ 2p63d94f1, is
equivalent to the final configuration of the 3d photoemission. As discussed in the
following paragraph, the positioning of an initially unoccupied 4f level in the valence
band in the presence of a 3d hole is possible in the metal. Indeed, a weak photoe-
mission peak corresponding to the configuration 3d94f2V−1 was observed at about
878 eV in cerium and also in various intermetallic compounds but not in insulator
compounds such asCeF3.A veryweak peakwas detected inRIXS at this same energy.
It was attributed to the 3d94f2V−1

final configuration. But, quadrupolar excitation
followed by a dipolar transitions of the type 2p63d104f1 → 2p53d104f2 → 2p63d94f2

was supposed to explain the presence of this weak peak in ceriumRIXS [105]. All the
same, theoretical studies were made to justify the presence of quadrupolar excitation
2p64fm → 2p54fm+1 in Gd3+, Dy3+, Ho3+, Er3+ RIXS [106]. This interpretation was
based on the presence of a strong Coulomb interaction between the 4f electrons and
the 2p core hole in the final state. However, in the case of cerium, the predominant
interaction depends on which of the two above mentioned processes excited the
configuration 3d94f2. It was, therefore, surprising that both gave prediction of that
weak peak at the same energy, 878 eV.

In the case of LaS, LaNi and La2Ni7, the low energy peaks observed in lan-
thanum 2p–3d RIXS were interpreted as a transition between the 4f orbitals and the
valence band [107]. Indeed, it appears pertinent to associate these peaks to dipole
transitions rather than to quadrupole transitions.

In summary, when a continuous radiation selected to match the 3d5/2, or 3d3/2,
threshold is used, the spectral features must show resonance lines. Intensity of the
photoexcited resonance lines seems to follow the intensity of the absorption lines.
Above the ionization threshold, fluorescence is observed and is equivalent to
EXES. Fluorescence is in a non-resonant energy regime and absorption and
emission processes are independent. The ionized intermediate state can decrease by
Auger processes and the low intensity of the fluorescence with respect to RIXS is
due to the importance of the Auger decay. However, comparison between
fluorescence stimulated by monochromatic photons just above the threshold and
EXES must take into account the ratio of the photoionization and electroionization
cross sections and the experimental conditions.
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4.2.3 Core Levels

4.2.3.1 Photoemission

In photoemission of the core levels, the experimental resolution is limited by the
broadening due to the lifetime of the core hole. Inelastic energy losses of the
photoelectron in the solid also induce an asymmetry of the peaks towards the higher
binding energies. In rare-earth metals and compounds, core photoemission is cal-
culated to exhibit multiplet structure due to the presence of the open shell 4f
electrons and to their coupling with the core hole. But these structures are only
slightly resolved experimentally. However, the observation of a simple spin-orbit
doublet, 3d3/2 and 3d5/2, in the 3d photoemission of metal ytterbium was a con-
firmation of its 4f14 configuration and of its divalent character. Various core levels
of the rare-earths, 4s, 4p, 5s and 5p were determined, [73, 75]. Their energies were
obtained with respect to the Fermi level in the metal.

Let us recall that the effects due to the core hole present at the final state in XPS
are different from those in XAS. In XAS, perturbations due to the hole can be
neglected at absorption threshold because the excited electron remains partially
bound to the core hole and contributes strongly to the screening. In contrast, per-
turbations, sometimes named final state effect, must be taken into account in the
core level photoemission. Thus, following the 3d ionization, the energy of all the
levels increases, the partially filled 4f sub shell contracts, its radius decreases
making the electronic charge in the limited volume of the atomic sphere higher in
the 3d9 ion than in the neutral atom. Moreover, the perturbation due to the core hole
is responsible for the double excitation or ionization.

Calculations of the configurations 3d94fm in intermediate coupling for praseo-
dymium and neodymium were used for the interpretation of their corresponding 3d
photoelectron spectra [108]. A width of about 10 eV was calculated for the spectra
involving each of these configurations with the major part of the signal intensity
within an interval of 3 eV. When the interval between the inner 3d levels was taken
into account, the predictions were in agreement with the observations. Moreover,
the intensity ratio of 3d5/2 and 3d3/2 photoelectron peaks is 6/4, which is the ratio of
their statistical weights. This work shows that intermediate coupling scheme is
convenient to describe the interaction between a core hole and an open valence sub
shell. The relative intensity calculations based on the sum of squares of the Russell–
Saunders amplitudes had to be supplemented by a ponderation factor P that took
into account the coupling of the total J of the ground term with the j of the 3d hole,
thus forming a Jj coupling.

Various types of satellites are present in photoemission. They have been widely
studied because of their important role in the interpretation of the spectra. Low
energy satellites were observed in the 3d5/2 and 3d3/2 spectra of metal lanthanum (cf.
Chap. 3). Strong analogy exists between the 3d photoemission of lanthanum and that
of the light rare-earth metals. For cerium metal, a main peak is seen at 883.8 eV and
a weak peak at 878.9 eV. The main peak corresponds to the ionized configuration
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3d5/2
−14f1. The weak peak was successfully attributed to a shake-down satellite [109],

also labeled “well-screened” peak. Its energy is close to the value calculated for the
barycentre of the excited configuration 3d5/2

−14f2. This peak is obtained in the metal by
transfer of a valence electron into a 4f orbital, initially above the Fermi level and
stabilized by the presence of the core hole. The associated configuration is
3d5/2

−14f2V−1. This electron transfer accounts for the perturbation undergone by the
system during the creation of the hole. It depends on the distribution of unoccupied f
levels above the Fermi level. The low intensity of this satellite shows that interaction
between the 4f orbitals and the valence orbitals is weak in metal cerium. But it must
be underlined that the decay probability of a core hole is very high and it increases
with the hole energy. Consequently, the probability for the filling of the core hole to
take place before the singly ionized system underwent a tunneling process is high,
making the shake-down process hardly probable.

Analogous spectra were observed for praseodymium and neodymium. In these
metals, well-screened 3d−14fm+1V−1 configurations can also be created by relax-
ation of the 3d−14fm ionized configurations because the energy mixing of unoc-
cupied 4f levels with the valence levels is possible in the presence of the core hole.
The “well-screened” configurations are close in energy to the 3d−14fm+1 excited
configurations observed by X-ray absorption and EELS and calculated by the
atomic model. They are more stable than the 3d−14fm ionized configurations,
sometimes named by contrast “poorly screened” configuration. The intensity of the
shake-down satellites observed below each main 3d5/2, or 3d3/2 peak for cerium,
praseodymium and neodymium metals is only a few percents of the intensity of the
main peak. Their intensity decreases with the increasing of the number of 4f
electrons and no such peak is seen in the heavy rare-earths metals. This is due to the
increase of the 4f electron localization and of the 4f binding energies with respect to
the valence band.

Shake-down satellites were also predicted in intermetallic compounds of light
rare-earths, such as CePd3 [110]. In LaAu, LaAu2 and their cerium analogues,
shake-down peaks were observed about 4–6 eV below the main peak. In the light
RE-Au alloys, distortion of the main peak was observed. It was suggested that,
simultaneously to the creation of the rare-earth 3d hole, an Au 5d electron is
excited, leading to the configuration RE 3d94fm+1–Au 5d9 [111]. The energy of this
transition is approximately equal to the energy of the shake-down peak increased by
the average energy of the Au 5d band, i.e. by a few eV. The resulting peak is,
therefore, partially mixed with the main peak causing its distorted observed shape.
Shake-down satellites were also observed in cerium 3d photoemission of CeP,
CeAs and CeSb (Fig. 4.12) [77] but their observation was not discussed.

In the rare-earth insulator compounds, fluorides and other ionic compounds,
another type of satellite is present. The 4f orbitals of the light rare-earths are less
bound than the ligand orbitals both in the neutral and ionized system. After the 3d
ionization, the orbitals remain in the same energetic order and only the intervals
between them decrease. An electron transfer from a ligand orbital or from the
valence band to the rare-earth 4f levels is possible but necessitates energy. The 4f
levels are located in the band gap and the corresponding peaks are towards the
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higher binding energies of the main peak; these are shake-up satellites. The binding
energy of the 4f level increases with Z, making the energy interval between the
satellite and the main peak decrease [71]. The energy interval between the top of the
valence band and the 4f levels drops from 5 eV in LaF3 down to practically zero for
the europium compounds. In contrast, for YbF3, the satellite is located at lower
energy of the main peak. As the number of 4f electrons in the trivalent rare-earth
fluorides increases, the satellites moves from higher to lower energy of the 3d main
peak.

It appears that the spectral characteristics of the rare-earth 3d photoemission
depend on the relative energies of 4f levels and valence band in the presence of the
core hole. After the ionization of a 3d core electron, the 3d−14fm+1 excited con-
figurations can be observed if the 4f levels mix and interact with the valence levels.
Transfer of one valence electron into the 4f sub shell is then possible with no
additional energy. As already mentioned, this condition is achieved in metal and
metallic compounds of light rare-earths. But in their insulator compounds, there are
unoccupied 4f levels within the band gap. If they remain there in the presence of the
core hole, such a transfer is not possible and no shake-down satellite is to be
expected. In contrast, a shake-up process becomes possible.

Absolute energies of the various peaks must be taken into account in the
interpretation of the spectra. The normal peaks are predicted at higher energies in
compounds than in metals but the energy difference is generally only 1–2 eV,
except for the ionic compounds for which this difference can be of the order of 2–
3 eV. As seen from X-ray absorption spectra, excited configurations 3d−14fm+1 have
the same energy in the metal and the oxide if the rare-earth has the same valence in
the two solids. In metals, shake-down satellites associated with these excited

Fig. 4.12 3d photoemission
of cerium pnictides.
A shake-down peak is present
towards the lower energies of
the main peak [77]
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configurations are located about 5 eV below the normal peaks, associated with
ionized configurations. Lastly, in compounds, peaks corresponding to simultaneous
core ionization and valence excitation, or shake-up satellites, appear at energies
higher than those of the normal peaks. But the multiple J-levels belonging to the
3d94fm final configuration make the spectra complex and must be taken into account
[112, 113].

Let us consider cerium 3d5/2 photoemission in the insulator oxide Ce2O3. Two
peaks are observed at 884.0 and 887.2 eV. The peak at 884 eV is assumed to
correspond to the transition seen in the metal at 883.8 eV, namely the transition
between the ground state and the configuration 3d5/2

−14f1 of the singly ionized cer-
ium. No peak appears towards the lower energies in the oxide, unlike the metal for
which a weak shake-down peak was observed at 878.8 eV, corresponding to the
configuration 3d5/2

−14f2V−1. From 3d photoabsorption, the 3d5/2
−14f2 excited config-

uration is observed at the same energy in the metal and the trivalent oxide. A similar
statement can be made for the energy of the barycentre of the 3d5/2

−14f2 configura-
tion. When the change in the band structure between metal and trivalent oxide is
taken into account, the energy of the 3d5/2

−14f2V−1 configuration is predicted to
decrease slightly in the oxide with respect to that in the metal while no peak is
observed below 884 eV in the oxide. No shake-down satellite is, then, present in
Ce2O3. No energy transfer exists between the 4f and valence levels in the presence
of the core hole in the insulator oxide. This interpretation is different from the one
initially presented [110] where the photoemission peaks were compared by
adjusting the peak of lower energy observed in Ce2O3 at 884 eV with the 3d94f2V−1

“well-screened peak” observed at 878.9 eV in the metal. All the same, the 3d main
peaks observed for lanthanum and La2O3 at very different experimental energies
were adjusted. From this adjustment the main peak of La2O3 was attributed to the
4f1 configuration, in disagreement with the usual interpretation [114].

Double peaks analogous to those described for Ce2O3 were observed for Pr2O3

and Nd2O3 and the stronger peak has the higher energy for the three oxides. Double
peaks were also observed for lanthanum in La2O3 but in this case the peak of lowest
energy is stronger. This confirms that it is the main peak and not a “well-screened
peak” that is known to have a very low intensity. The peak located toward the higher
energies in La2O3 was identified as a shake-up satellite, often named “charge transfer
satellite”. It corresponds to an electron transfer from the ligand to a rare-earth
unoccupied 4f orbitals that takes place simultaneously with the perturbation caused
by the creation of the 3d hole. The same interpretation is valid for the peak at
887.2 eV in Ce2O3, which is stronger than the peak at 884 eV. The increase of the
excitation probability from cerium can be explained by the decrease of the energy
interval between the top of the oxide valence band and the unoccupied 4f orbitals
with the increase of the atomic number, already discussed in a preceding paragraph.

Some compounds have a complex crystalline structure. For example, two dif-
ferent La–O distances, 2.42 and 2.69 Å, i.e. two different atomic environments, are
present in La2O3, making possible the existence of two 3d5/2 peaks of slightly
different energies. The large variety of energies and shapes observed for the
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photoemission peaks of the light rare-earth compounds could then be attributed
partly to differences of the latter’s structural arrangements.

Other cerium trivalent compounds, CeF3 and CeCl3, were analyzed [115].
Double peaks were also present in each 3d5/2 or 3d3/2 core level spectrum at
energies clearly higher than those of the excited configurations 3d5/2

−14f2 and
3d3/2

−14f2. A dramatic change in the intensity ratio of the double peaks was observed
between these two compounds. For CeF3 the more intense peak is the one of lower
energy while for CeCl3 and also CeBr3, the reverse is observed. An analogous
situation was observed in the spectra of LaF3, LaCl3 and LaBr3 [116]. The lower
energy peak observed for CeCl3 around 884 eV corresponds to the one that appears
at the same energy in the metal and in Ce2O3. As already underlined, this peak
cannot be attributed to a shake-down satellite because such satellite is predicted at
much lower energy. The second peak, with higher energy, was attributed to a
shake-up transition. The intensity of this second peak is higher than that of the main
peak. This anomaly appears in numerous compounds of light rare-earths and must
be discussed.

In an insulating compound, a shake-up satellite is attributed to the excitation
from the valence shell to levels in the band gap. The stronger the bond the more
intense is the satellite. For lanthanum and cerium compounds, the intensity of this
high energy second peak is observed to increase with the covalent character of the
bonding by following an order comparable to that of the nephelauxetic series [117].
Let us recall that the nephelauxetic effect refers to the decrease of the
inter-electronic repulsion of metallic ions present in a compound. As a result of this
effect, the repulsion between two electrons present in the doubly occupied orbital of
a metal ion in a compound is reduced with respect to that in the respective gaseous
metal ion. The electron cloud expands, increasing the size of the orbital in the
compound. This electron cloud expansion is a result of a decrease of the effective
positive charge on the metal or an overlapping with ligand orbitals. Along the
nephelauxetic series, the covalence of the bonds increases and also the expansion of
the metal valence orbitals and the overlapping between metal and ligand valence
orbitals. The valence electrons are distributed between the metal and the ligand. The
inter-atomic transfers are facilitated and the intensity of the shake-up satellites
increases.

In analogy to covalent rare-earth compounds, it appears that the expansion of the
valence orbitals favours the excitation of the valence electrons into initially unoc-
cupied f orbitals. The important data are thus the respective energies of the oxygen
2p and rare-earth 5d–6s valence levels and of the 4f unoccupied levels. Moreover,
the energy interval between main and secondary peaks decreases with the increase
of the covalence, i.e. with the increase of the bonding. In the presence of a core
hole, the energy of the 4f levels involved is lowered owing to the attractive potential
of the hole. The screening of the core-hole potential may occur by the occupation of
additional f levels through electron transfer from the ligand levels depending on the
local electronic structure. The diversity of the observed results is due to the
diversity of the valence electron distributions depending on the considered solid.
Theoretical studies of the 3d XPS of trivalent rare-earth compounds, in particular of
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the oxides Re2O3 (RE = La–Yb) were made [118]. They used the Anderson
impurity Hamiltonian, which describes the excitation of rather localized electrons
hybridized with delocalized valence electrons [119, 120]. The energy of the con-
figurations is averaged over the multiplet terms, which are found to play a lesser
role in the 3d photoemission of the trivalent compounds. This work concludes that
two peaks are present. In the case of the light rare-earths, these peaks are interpreted
by a mixing of the 4fm and 4fm+1V−1 configurations in the presence of a 3d hole.
The relative intensity of the lower energy peak decreases with m increasing because
its final state has a larger weight of the 4fm+1V−1 configuration and this configu-
ration is not connected with the ground state. This model included in the calcula-
tions parameters that were chosen arbitrarily to fit the theoretical and experimental
spectra.

The Xα-molecular orbital method was also used to explain the double 3d pho-
toemission peaks observed for La2O3, Ce2O3, Pr2O3, Nd2O3 and the single peaks
observed for Eu2O3, Gd2O3, Dy2O3, [121]. First-principles calculations were per-
formed with no arbitrary fitting parameters included. But the localized character of
the 4f electrons is not taken into account. The double peaks characteristic of the
light rare-earths were shown to correspond to the bonding and antibonding levels
associated with the final configurations, 4fm+1V−1 or 4fm, in the presence or absence
of an additional rare-earth 4f electron. These peaks correspond then, respectively, to

a 3d�14fm
�� �þ b 3d�14fmþ 1V�1

�� �

b 3d�14fm
�� �� a 3d�14fmþ 1V�1

�� �

The presence of the two peaks observed for the light rare-earths was ascribed to
electron transfers from the ligand to the rare-earth 4f orbitals. The calculated
intensity ratios of these peaks were found to follow the experimental ratios for the
studied oxides.

The rare-earth 4d photoemission has received less attention than the 3d one
because the 4d3/2 and 4d5/2 transitions are not resolved. However, any apparent
anomalies observed are well explained in an atomic model that takes into account
the interactions between discrete configurations and the continuum. The 4d spec-
trum of europium metal was one of the first studied in detail [122]. The final
configuration was described as 4f7(8S)4d9, i.e. by considering only the ground level
of 4f7. In this simple model, only two multiplets, 9D and 7D, are expected, in
qualitative agreement with the experimental spectrum, which presents two main
structured maxima. From comparison between metal and oxide spectra of the heavy
rare-earths, terbium to lutetium, observed under ultra-high-vacuum, it was shown
that the 4d peaks occur at different energies in metal and oxide [123]. The obser-
vations of the 4d photoemission for all RE2O3 oxides and their comparison to
calculations in intermediate coupling scheme enabled the following of the evolution
of the spectra along the series [124]. The electrostatic interaction between the core
hole and the open 4f sub shell is large. Its effect is to introduce numerous
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unresolved components and to push a part of the levels far up above the ionization
limit. This interaction is stronger in 4d than 3d photoemission because the 4d–4f
repulsion terms are larger. For the heavy rare-earths, electrostatic interactions
dominate completely the spectrum, which spans about 30 eV. However, secondary
structures are also present. There are shake-up satellites due to the excitation of a
ligand valence electron to the 4f unoccupied orbitals. They are less prominent in the
4d than in the 3d spectra because the change of the system is less sudden in the
presence of 4d than 3d ionization and also owing to the large contribution of the
electrostatic terms. They are clearly resolved for the light rare-earths up to terbium.

Strong enhancement of the photoemission involving the 5s, 5p and 4f peaks was
observed by varying the energy of the incident photons through the region of the
giant resonance 4d104fm–4d94fm+1 in numerous materials [125].

Lastly, it must be underlined that broadening of the valence peaks can be
observed in the compounds. It is due to the decreasing of the lifetime of the core
hole. This decreasing is due to the numerous valence electrons of the ligands
contributing to inter-atomic Auger processes. This effect can be present also in
EXES and photoabsorption.

4.2.3.2 Auger Emission

Different processes considered as equivalent photoemission processes have been
observed in the 3d range of the rare-earths. When the incident photon energy is
varied across the region of the core excitation threshold, two interfering transitions
can lead to the same final state. For example, the 3d5/2 photoemission from the
ground state to the core-ionized configuration 3d5/2

−14fm and the de-excitation of the
core-excited configuration, 3d3/2

−14fm+1, to the same ionized configuration, 3d5/2
−14fm.

This last process is a Coster–Kronig transition. Interferences between these two
processes can strongly increase the core excitation cross section when the incident
photon energy is near the energy threshold. This phenomenon forms the basis of
so-called resonant photoemission. Prerequisite for interference is the coherence of
the processes involved. These processes will be considered along with the resonant
Auger processes in a following paragraph.

4.3 Mixed-Valence Rare-Earths

Some rare-earths have a series of compounds, whose valence is different from that
of the metal in its standard state. The ground state of these compounds may result
from the hybridization of one 4f electron with the valence electrons. This is the case
in tetravalent cerium compounds. In other compounds, rare-earths can have two
different valences. These are “mixed-valence” compounds. The two 4fm and 4fm−1

configurations are “frozen” on well defined sites and inhomogeneity is present in
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the material. The term mixed-valence then characterizes the fractional number of
ions of each configuration [126]. Each rare-earth can have one or the other of the
two 4fm and 4fm−1 configurations and fluctuations between them can exist. This
model was initially used to describe compounds of the heavier rare-earths. In order
for the valence fluctuations to exist, the presence of one 4f level in the immediate
vicinity of the Fermi level is necessary [127].

The time scale of the valence fluctuations, i.e. charge fluctuations, is predicted as
10−12–10−13 s. It is of the same order, or longer than the time of the magnetic
fluctuations and low enough to allow strong coupling between charge fluctuations
and phonons. These fluctuations can cause a disorder of the nearest-neighbor
positions. Properties associated with 4fm and 4fm−1 configurations can depend
strongly on the crystal structures. These characteristics render the compounds with
valence fluctuations interesting physical properties. Rapid process techniques like
X-UV and electron spectroscopies are necessary to study the fluctuations in
mixed-valence materials.

Particular attention is given here to cerium and to its tetravalent compounds. The
valence change of the cerium is due to a partial delocalization of the 4f electron and
its admixture with the other valence electrons. Interaction between the cerium 4f
electron and the valence electrons is larger for compounds in which the 4f electron
does not exhibit normal magnetic properties. Indeed, magnetic momentum and
localization decrease together. The trivalent 4f2 praseodymium can become also
tetravalent in some cases. Among the other rare-earths having two different
valences, samarium occupies a particular place because the change from the 4f5

configuration of trivalent samarium to divalent 4f6 samarium corresponds to the
filling of the 4f5/2 sub shell and appears as associated with the relative strength of
the spin–orbit interaction. Thus, the surface atoms of metallic samarium, initially
considered of mixed-valence, were found to have a single valence and to be
divalent though the bulk is trivalent [68, 71]. It is surprising that thulium, the
corresponding heavy element, changes from 4f12 trivalent to 4f13 divalent in some
compounds. Europium and ytterbium are known to have two valences. They are
divalent in the metal and in some compounds because of the high stability of the 4f7

and 4f14 configurations but trivalent, like other rare-earths, in their stable oxide and
numerous other compounds. This valence change does not induce modification of
the localized character of the 4f electrons in these two elements. The same holds for
trivalent terbium, which can be tetravalent because this valence change is favored
by the great stability of the 4f7 configuration.

In a mixed-valence compound, the weight of the two final configurations can be
different according to the characteristics of the employed experimental technique.
This is because for each experimental technique secondary effects arise. These
effects are different according to whether the measurements are obtained from
occupied or unoccupied distributions or whether the analysis concerns excited,
ionized or neutral configurations. Examples of experimental results obtained from
the various experimental methods previously described are reported here.

4.3 Mixed-Valence Rare-Earths 289



4.3.1 Density of Unoccupied States

4.3.1.1 X-ray Absorption

The LIII absorption spectra of the trivalent rare-earths present a single large max-
imum characteristic of transitions into the 5d6s unoccupied levels. For various
rare-earth compounds, these absorptions have complex shapes and two peaks of
different intensities are present. These additional features reveal a change in the
distribution of the valence electrons. As an example, let us compare the LIII

absorption spectra of γ- and α-cerium metal. A large peak is located at the same
energy in the two phases. An additional peak of low intensity is observed for α-
cerium 9 eV above the main peak [128]. These observations are in agreement with
the presence of 4f localized electrons in the two phases and with a change of part of
them from localized in the γ-phase to delocalized in the α-phase without change in
the 4f total occupancy. The spectrum of the α-phase appears as the superposition of
two independent spectra, distinct in energy, each corresponding to a different
valence configuration, thus to a different binding energy of the core level.

From a general point of view, based on the observation of two or more peaks in
the LIII X-ray absorption, one can deduce the presence of two or more valence
configurations in the analyzed rare-earth material. Indeed, the energy necessary for
the transfer of an electron from the 2p sub shell to the unoccupied 5d6s levels
depends on the number of the localized electrons. The valence may be deduced by
comparing the relative intensities of the peaks. The method is elaborate because of
limitations due to the energy resolution. These limitations are due to the intrinsic
width of the 2p level, equal to several eV for the rare-earths, and to the large
instrumental width in this energy range. The shape of the LIII absorption spectrum
has to be taken into account in order to resolve the experimental curve. Moreover,
the valence is generally determined by considering that the photoabsorption cross
sections are the same for the various conduction levels, which is evidently not
verified. In spite of these limitations, the energy shift between the two configura-
tions is sufficiently large to be clearly observed and a large number of experiments
were made using this method because it presents important advantages. Possible
use of the synchrotron radiation makes the method very sensitive. It can be used for
various samples, independently of temperature, pressure, concentration and surface
state. This is a fast technique (t < 10−16 s) with respect to charge fluctuations, which
permits the simultaneous observation of the two configurations present in the
compounds at intermediate valence. Consequently, it is very widely used for the
study of the intermetallic and mixed-valence compounds.

From experiments concerning intermetallic compounds of cerium [129–137] it is
possible to distinguish those for which the LIII absorption shows a single peak and
cerium is trivalent, such as CeCu2Si2, CeAl2, CeIn3, CeSn3, CeCu5, Ce–Au, from
those with two peaks in the LIII absorption, such as CeFe2, CeCo2, CeNi2, CeRh2,
CeIr2, CeRh3, CePd3, CeCo5, CeNi5, Ce5Rh4, more generally Ce–Co, Ce–Ni, Ce–
Mo, Ce–Ru, Ce–Rh, … alloys, where the cerium valence is superior to three.
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Increase of the cerium valence is observed in the presence of nd (n = 3, 4, 5)
transition elements. This electron transfer from the 4f orbital was found to take
place until the cerium valence is around 3.3. This valence variation was correlated
with the number of the valence electrons, characteristic of chemical environment,
with which the cerium 4f electrons can hybridize. Consequently, the cerium valence
increases in the presence of elements having a large density of states at the Fermi
level, as, for example the transition elements of the end of the series, where the
contribution of their d electrons to the cohesive energy is strong. This implies that
the cerium valence is bigger in the presence of transition elements of the end of the
series. Thus, the cerium valence deduced from lattice constant and neutron scat-
tering is 3.4 for CePd3 while it is only 3.07 for CeAl2.

Numerous studies have been made for a large variety of cerium intermetallic
compounds with three or four different atoms. Their aim was double, to study the
response of the cerium 4f orbitals to a broad range of chemical environments and to
determine the electronic configuration of compounds of particular physical prop-
erties. These researches necessitated the precise analysis of the near-edge X-ray
absorption structures and also the elaboration of new stable materials having very
different crystal structures. As an example, let us mention studies made for the
CeIr1–xRhxIn5 series. From cerium LIII absorption, it has been shown that cerium
was close to trivalent in these compounds and no measurable change of valence was
present in the 20–300 K range [138]. This series exhibits interesting properties such
as superconductivity and antiferromagnetism. The above results imply that the
characteristic temperature is very small in these materials. Moreover, from obser-
vation of the iridium LIII edge as a function of the temperature, no disorder was
observed around iridium and disorder-based models could not be applied to
describe the low temperature properties. They were ascribed to strong spin
fluctuations.

In LIII absorption of CeO2, two peaks of practically equal intensities were
observed. They are separated by only 6.7 eV. The spectrum of this insulator
compound is clearly different from that observed in metal and intermetallics and
this suggests the need to distinguish between the chemical compounds and metallic
mixed-valence systems [132, 139, 140]. Many-body processes were suggested to
interpret the second peak. In this model, the core hole induces a localization of the
4f orbitals, thus a change of the configuration in the final state. Other interpretation
suggested the presence of 4f electrons of different degrees of localization which
could be treated in terms of a one-electron model. The highest energy peak was
attributed to the localized 4f electron and a valence around 3.33 for the ground state
of CeO2 was deduced from the relative intensities of the two peaks. [141].
However, the peak corresponding to the 4f1 configuration is predicted towards the
lowest energy. In fact, in CeO2, the cerium atoms are tetravalent and no atomic-like
f level is occupied (cf. Chap. 1). The four outer electrons of cerium participate in the
chemical bond and are involved in a covalent O2p–Ce5d6s and O2p–Ce4f
admixture [142, 143]. Therefore, the interpretation of the two peaks observed in the
LIII absorption of CeO2 is the following: the highest energy peak is associated with
transitions from the 2p shell of the ground state of the 4f0 configuration towards

4.3 Mixed-Valence Rare-Earths 291

http://dx.doi.org/10.1007/978-90-481-2879-2_1


unoccupied levels of d–s character. The lowest energy peak corresponds to tran-
sitions towards the excited configuration created in the presence of the core hole by
stabilization of a 4f electron in the potential of the hole. The existence of extended
4f levels was also pointed out for other insulating tetravalent cerium compounds
such as CeF4. The features, characteristic of the extended levels, were found to have
a smaller spectral contribution for the fluoride than for the oxide because the
ionicity of CeF4 is higher, then its covalent character weaker. Close similarity was
observed between the LIII absorptions of TbO2 and TbF4 and those of CeO2 and
CeF4, respectively [144]. That gives clear evidence of an analogous 4f-ligand
mixing in the tetravalent compounds of the heavy and light rare-earths.

Consequently, when a single peak is observed in the LIII absorption of a cerium
compound, cerium is expected to be trivalent of 4f1 configuration. That is the case,
for example, for CeTe [145]. However, controversy exist each time that a partial
delocalization of the 4f electron in 5d levels appears possible. The number of 4f
electrons may, then, become less than one. For example, in CeN, cerium is expected
to be trivalent, in agreement with the presence of a single peak in the LIII

absorption. However, thermodynamical properties of CeN as well as 3d and valence
photoemission are characteristic of an intermediate valence compound. Indeed, the
valence band spectrum shows a narrow 4f peak pinned at EF, superimposed on a
broader 5d band. From the simultaneous presence of occupied 4f and 5d levels at
EF, a partial delocalization of the 4f electrons into d levels was predicted leading to
an intermediate valence character [146, 147].

Other rare-earths, samarium, thulium, trivalent in the metal, can be present in
mixed-valence compounds. Valence fluctuations take values between 3 and 2 in
these materials. Thus, the simultaneous presence of Sm3+ 4f5 and Sm2+ 4f6 was
observed from experiments at the LIII absorption edge. A shift of about 7 eV
towards lower energy is observed for the 2 valence with respect to the 3 valence, in
agreement with the well known chemical shifts. As an example, let us cite SmB6,
which has been widely studied because these characteristics of mixed-valence
compound were initially controversial. A samarium valence change from 2.60 at
300 K to 2.53 at 4.2 K was shown [148]. This change was explained by a variation
with the temperature of the cubic lattice parameter. In the energy range between 10
and 25 eV above the LIII absorption line, labelled XANES, double structures were
also observed in this compound. The energy separation, about 6.5 eV, was the same
as that observed for the absorption line and confirmed the proposed interpretation
(Fig. 4.13) [149]. Increase of the proportion of divalent ions with decreasing
temperature was confirmed from the analysis of the LIII absorption between 300 and
10 K (Fig. 4.14) [150].

Two peaks were also observed at the LIII threshold of the samarium in the
hexaboride solid solutions Sm1-xMxB6 with M = Yb2+, Sr2+, La3+, Y3+, Th4+, [148].
These peaks are characteristic of the simultaneous presence of Sm3+ 4f5 and Sm2+

4f6. It was found that the samarium valence increases with an increase of the
concentration of the Yb2+ and Sr2+ divalent ions whereas it decreases with an
increase of the concentration of La3+, Y3+, Th4+. These results agree with those
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deduced from other physical measurements. Existence of a relation between the
number of the 4f electrons and the nearest-neighbor distance was considered in
mixed-valence materials. However, it was shown from the analysis of the extended
LIII absorption fine structures that Sm0.75Y0.25S is a mixed-valence compound and
the Sm-S distance does not vary with the valence [151]. Each samarium ion adopts
an average position and no observable dynamic electron-lattice correlation is found.

From LIII absorption of thulium, its valence is 3 in TmS and 2 in stoichiometric
TmTe (Fig. 4.15) [152]. The absorption peak is shifted by nearly 8 eV towards lower
energy in TmTe and its shape is different. Energy shift and shape difference are

Fig. 4.13 LIII absorption of
LaB6, GdB6 and SmB6. The
onset is magnified 2.5 times
[149]

Fig. 4.14 Temperature
dependence of LIII absorption
of SmB6 [150]
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similar to those observed between Sm3+ and Sm2+ [153] and between Yb3+ and Yb2+.
TmSe is a mixed-valence compound, whose valence value has been debated because
it is different according to whether its determination is from the lattice constant, from
the magnetic neutron cross section or by X-ray spectroscopy. From LIII absorption,
the main peak of TmSe was observed at the energy of the Tm3+ peak and a shoulder
was present near the energy of the Tm2+ peak. Spectrum analysis gave a valence near
2.58, in agreement with the magnetically determined value. Values of 2.67, 2.65 and
2.70 were obtained for TmS, TmSe and TmTe, in closer agreement with the valence
derived from the lattice parameter measurements [154].

Ytterbium LIII absorption of YbInCu4 was measured above and below the
valence transition temperature, equal to 42 K. Spectra in the partial fluorescence
yield (PFY) and total fluorescence yield (TFY) are presented in Fig. 4.16 [155]. The
resolution is considerably better in PFY because, in this case, the measured
intensity is that of the Yb Lα 2p53d10–2p63d9 line. From these spectra, it is possible
to follow the temperature dependence of the valence. However, better precision was
obtained from RIXS (cf. Sect. 4.3.2.3).

When combined with EXAFS, which analyzes the crystal arrangement, the
analysis of the LIII absorptions enables us, therefore, to determine the ground state
of the mixed-valence compounds. This analysis can be made as a function of the
temperature and the composition. Results deduced from the LIII absorption spectra

Fig. 4.15 LIII absorption of
thulium in TmS (valence 3),
TmSe (valence 2.58 ± 0.07)
and TmTe valence 2) [152]
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have been generally discussed in parallel with the results obtained from other
techniques, XPS, BIS.

Now, let us consider results obtained from 3d photoabsorption. It was shown
qualitatively that cerium metal absorption observed at 77 K was characteristic of a γ
and α-phase mixing in proportions depending on the thermal history of the sample
[156]. For CeO2, which is often considered as the emblematic compound of the 4f0

configuration at the ground state, the 3d absorption is composed of two parts. The
first part, also indicated by the predicted spectrum for the Ce4+ 3d104f0–3d94f1

transition (Fig. 4.17) [157] is analogous to the 3d absorption of lanthanum. It con-
sists of two intense peaks at 883.4 and 901.0 eV, corresponding to the transitions to
3d94f1 3D1 and

1P1, and by a weak feature at 878.6 eV, due to the transition to 3d
94f1

3P1. The second part is characterized by two peaks at 888.6 and 906.3 eV. These
peaks are located towards the higher energies of the two intense peaks 3D1 and

1P1
and are characteristic of transitions towards empty 4f levels hybridized with con-
tinuum levels. These transitions have probabilities lower than those between
localized levels. The 3d3/2 peak at 906.3 eV is the stronger of the two secondary
peaks. The empty conduction levels have, then, a predominant f5/2 character, as
expected [86, 157, 158]. No spectral characteristics of the presence of the 4f1 con-
figuration at the ground state were observed in the 3d photoabsorption, contrary to
various suggestions [159–161]. Consequently, no mixing of configurations exists in
CeO2. These results are in agreement with those obtained from LIII absorption. The
same conclusions were obtained for PrO2 and TbO2 by comparing the 3d absorptions
with those of the corresponding Z − 1 elements in trivalent compounds. In the two

Fig. 4.16 LIII absorption of
ytterbium in YbInCu4
observed above and below
42 K: bottom, in the total
fluorescence yield (TFY); top,
in partial (Lα1) fluorescence
yield (PFY) [155]
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oxides, features are observed several eV above each main peak and attributed to
transitions towards empty 4f levels mixed with ligand levels [86]. These observa-
tions show the analogy between the tetravalent insulator compounds of the light and
the heavy rare-earths and their difference from mixed-valence compounds. The same
observations were made for the CeF4 and TbF4 fluorides [144]. The transitions to
non-localized 4f levels are weaker in the fluorides whose ionicity is high.

The advantage of the 3d absorption method is clear. From the 3d absorption, the
number of localized f electrons present in a solid at the ground state can be deduced
directly by comparing the experimental spectrum with the calculated atomic-like
spectrum while in the LIII absorption, the presence or absence of localized electrons
is deduced indirectly from the observation of a secondary effect.

From 3d absorption, thulium was found trivalent in TmAl2, TmS, Tm2O3 while
Tm3+ and Tm2+ were observed in TmTe and TmSe with mean valence values in
agreement with those deduced from lattice constants [162].

In the intermetallic compounds, the 3d absorption spectra of cerium include,
jointly, the peaks corresponding to the transition 3d104f1 2F5/2–3d

94f2 in Ce3+ ions,
the peaks corresponding to the transition 3d104f0–3d94f1 in Ce4+ ion, the features
corresponding to transitions to 4f levels mixed in the conduction band and char-
acteristic of the presence of Ce4+ ions. It was confirmed that the two Ce3+ and Ce4+

configurations were present in the CeNi2 and CePd3 mixed-valence compounds
and, consequently, hybridization exists between the 4f and conduction levels [157].
The contribution of the configuration 3d104f1 was determined experimentally in
each case. The average valence of cerium is 3.22 ± 0.06 for CeNi2 and 3.23 ± 0.05
for CePd3, in agreement with the values obtained from the LIII absorption [163].
The 3d absorption recorded by photo yield was used for the study of numerous
other compounds of the γ- or α-cerium [164, 165].

Fig. 4.17 Cerium 3d absorption in CeO2: the peaks A, B and C correspond to the transitions to
3d94f1 3P1,

3D1 and
1P1. The peaks Σ1 and Σ2 correspond to transitions towards empty 4f levels

hybridized with continuum levels [157]
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The polarization dependence of the rare-earth 3d absorption spectra has recently
been used to obtain the 4f charge distributions in the ground state [166]. The
method was applied to CePd2Si2. The 3d absorption spectrum of Ce3+ 4f1 was
calculated for different orientations of the polarization vector of the incident radi-
ation with respect to the crystal. With the help of a set of calculated reference
spectra, it was possible to determine the crystal-field ground state symmetry by
comparison with the experiment. This method that complements neutron scattering
is more sensitive and has the advantage to be specific of the element and its orbital
symmetry.

Broadening of 4d–4f multiplet structures was also observed by photo yield at the
γ-α phase transition of cerium metal [167]. It was interpreted as due to an increase
of 4f hybridization, therefore, an f–d mixing, in agreement with the absence of local
magnetic moment in the α-phase. No new structures appeared. This indicated that
the number of the 4f electrons does not change.

Close correspondence was observed between the 4d photoabsorption spectra of
cerium metal and CeF3 in the region below the giant resonance. Nevertheless, fine
structures were considerably sharper for the fluoride than for the metal because the
bond is ionic in the compound and, consequently, the 4f electron is more localized.
In contrast, only two peaks with no fine structure were observed for CeO2. This
spectrum is characteristic of the cerium 4f0 configuration in the ground state, as
expected for a compound of tetravalent cerium. However, some very weak struc-
tures can be detected and this could suggest the presence of a very small number of
localized 4f electrons [168]. From 4d5/2 photoabsorption observed by the total
electron yield method, the spectrum of CeF4 was found analogous to that of LaF3,
i.e. characteristic of the final configuration 4d94f1, while it differed completely from
that of CeF3. [169]. This result confirms that cerium is tetravalent in the ground
state of the fluoride. The same observation was made in the region of the 4d3/2 giant
resonance.

4.3.1.2 X-ray Magnetic Dichroism

XAS provides interesting possibilities for studying rare-earth magnetic systems
[170]. In the presence of a magnetic field, the (2J + 1)-fold degenerate ground state
4fm(J) splits into its 2MJ + 1 sub-levels and only the level −J is populated at
T = 0 K. For an incident radiation polarized in the magnetic field direction, in the 3d
range, the dipole transitions take place from the MJ level of the ground state to the
MJ′ levels of the final configuration 3d

94fm+1(J, J ± 1). The magnetic splitting of the
final levels is generally small with respect to the experimental resolution and cannot
be observed. In contrast, intensity dependence on the polarization and the tem-
perature is observable. In the case where the transitions to the final levels, char-
acterized by J + 1, J, J − 1, can be separated the spectral analysis supplies a direct
measurement of the weighted average of M2, i.e. of the square of the local magnetic
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moment of the rare-earth atom, as a function of the temperature.1 It was shown in
the particular case of dysprosium that the J + 1, J, J − 1 components of the
transition 4f9–3d5/2

−14f10 were clearly separated in a non-magnetic system. The
dysprosium spectrum in magnetically ordered materials was predicted to depend on
the polarization and the temperature. This effect occurs in most of the rare-earths.
Above the magnetic ordering temperature, the polarization dependence disappears.
The polarization of the rare-earth 3d absorption spectra depends on the magnetic
structure of the ground state 4fm(J), and therefore on the unequal population of the
MJ sub-levels in the presence of a magnetic field. Then, XAS can be used to
determine the local magnetic moment of the rare-earth atoms in a magnetically
ordered material as well as the orientation of the local moment with respect to the
total magnetization direction and its dependence on the field and the temperature.
Experiments were made in the cerium L and M absorption ranges for its inter-
metallic compounds [171, 172].

Magnetic dichroism can be measured by using the partial fluorescence yield
given by RIXS. This method was used in the cerium LIII range for the CeFe2
ferromagnetic intermetallic compound [173, 174]. A magnetic field of about 0.3 T
was applied to the polycrystalline sample. The field direction was aligned parallel or
antiparallel to the incident circularly polarized beam while the angle between
sample surface and radiation was chosen in order to make negligible the magnetic
anisotropy. The sample was cooled to about 20 K. Double structures were observed
but owing to the low intensity of the experimental signals no numerical data could
be obtained. These observations have revealed the presence of different final con-
figurations, in agreement with that which is calculated for an α-cerium type com-
pound such as CeFe2.

4.3.1.3 BIS, IPS and EELS

The BIS spectra observed for the γ and α phases in cerium metal have clearly shown
the difference between the two phases. A sharp peak is present above the Fermi
level in the α phase while no such peak is observed in the γ phase [175]. This peak
is characteristic of the 4f1 final configuration. A similar feature was observed in the
BIS spectra of α-type compounds, CeIr2 and CeRu2, in contrast with the spectrum
of γ-type compound CeAl where this peak was absent [5]. In addition, a 4f1 peak
was observed in CeRh3 and CePd3 and not in CeIn3, CeSn3 and CePb3 [176]. These
results are compatible with the prediction that the 4f electron hybridizes stronger
with the nd distributions of the transition metals than with the sp metal distributions
and that mixed-valence compounds often contain transition elements. For CePt5, a
4f1 peak is present and is clearly narrower than the 4f2 multiplet characteristic of the
Ce3+ initial configuration. The same observation was made for CeNi5 while strong

1The local magnetic moment is defined as |M| = −gμBJBJ where g is the Landé factor, μB the Bohr
magneton and BJ the Brillouin function.
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increase of the 4f2 multiplet was observed with increase of the cerium concentration
in a series of Ce–Ni alloys (Fig. 4.18) [177]. Thus, in Ce7Ni3, the 4f1 peak prac-
tically disappears while the 4f2 multiplet completely dominates the spectrum. On
the other hand, for PrPt5, NdPt5 and SmPt5, only 4fm final state multiplets with
m = 3, 4 and 6, are observed. These multiplets are shifted to higher energies as
compared to those observed for the metals. No peak characteristic of the (m − 1)
configuration was observed for these three compounds.

A prominent peak was also observed by BIS in the band gap of CeO2 and
attributed to the occupation of initially empty 4f levels (Fig. 4.19) [178]. Its full
width at half maximum is 1.2 eV. This peak was attributed to a 4f5/2,7/2 spin–orbit
doublet broadened by the lifetime and the instrumental function. Its presence was
considered as representative of the cerium 4f0 configuration of the ground state.

From IPS, the presence of the 4f12 and 4f13 thulium configurations has been
confirmed in TmSe. Agreement was obtained between the IPS measurement and the
previous determinations of the valence, which is estimated to be 2.6 ± 0.08 [179].
As underlined by the authors, the presence of the change 4f13–4f14 shows the
stability of 4f inner potential well, which may traps one 4f electron more than in
divalent atomic ground state.

Fig. 4.18 BIS of Ce–Ni
compounds [177]
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The 3d EELS spectra are characteristic of the 4f shell occupancy in the excited
ion and oxidation states of cerium and protactinium in compounds were determined
by this method, which is very sensitive when the second derivate of the spectrum is
used [180]. On the other hand, damage of CeO2 by an electron beam of high energy
(100 keV) was observed in a transmission electron microscope. It is well known
that a reduction of the oxides is expected under bombardment of electrons of high
energy. Indeed, the analysis of the cerium 3d absorption spectrum by EELS showed
the presence of both Ce4+ and Ce3+ ions [181].

4.3.2 Density of Occupied States

4.3.2.1 Photoemission and Resonant Auger

Valence photoemission of the isostructural γ-α phase transition in cerium metal has
been widely studied. Two peaks are present in each phase. In the γ phase, their
binding energies were 0.2 and 2.0 eV below EF. In the α phase, one was near EF and
the other at 2.1 eV below EF (Fig. 4.20a) [182]. In the γ-phase, with the energy of
incident photons Ehν varying from 40 to 60 eV, the peak at −2 eV increased more
rapidly than the peak at −0.2 eV while both peaks increased approximately in the
same manner in the α-phase (Fig. 4.20b). The strong intensity increase of the peaks
at −2 eV with Ehν confirmed their attribution to the 4f photoemission. The variation
of the lower energy peaks showed that the contribution of the 4f electrons is clearly
higher in the α-phase than in γ-cerium. However, the total number of 4f electrons
appeared to remain the same in the two phases. The peaks near EF presented a
difference of shape. In the γ phase this peak had a shoulder near EF whereas in the α
phase it was shifted closer to EF and exhibited a sharp cutoff. The contribution of the
4f electrons was thus important at the Fermi level in the α-phase where they were
predicted to hybridize with the 5d6s valence electrons. However, the phase transition
did not show a sudden change. Different interpretations of the two peak structure of
metal cerium were proposed [120, 183–185]. The peak at −2 eV can be considered to
correspond to the excitation of a 4f electron while the peak “near EF” could be due to

Fig. 4.19 XPS and BIS of
CeO2 [178]
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Fig. 4.20 Valence
photoemission of cerium:
a γ- and α-cerium for incident
photons of 55 eV normalized
to −1.0 eV; b α-cerium for
incident photons of 40–60 eV.
The intensity is normalized at
the energy of −1.0 eV [182]
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the excitation of a d electron, partially hybridized with a 4f electron in α-cerium. This
model explained the difference in peak shapes of the two phases. By taking into
account the strong variation of the 4f cross section with the energy hν of the incident
photons, it has been possible to explain the difference of emissions observed at hν
equal 21.2 and 40.8 eV. Then, two very weak peaks of equal intensity appeared at EF

and at −0.28 eV for γ-cerium with increasing hν. They were attributed to a very small
contribution of the 4f5/2 and 4f7/2 levels, respectively. For α-cerium, the shape of the
spectrum changed. The intensity of the 4f7/2 peak at −0.28 eV strongly decreased
and this indicated a loss of the atomic character of the 4f levels at the phase change
[186, 187].

From the 3d photoemission of the γ and α phases it was shown that multiplet
effects due to the coupling of the 3d hole with the open 4f sub shell were observable
in the two phases. But a 3d94f0 component was present in α-cerium and absent in γ-
cerium. These observations confirmed the presence of a phase-dependent change in
the electronic structure of cerium metal [175]. Thus, the 4f conduction electron
hybridization increased through the phase transition [188] while the number of
electrons occupying the 4f levels remained integral. The 4f delocalization took
place in the denser phase, i.e. in the α phase, and it was mainly responsible for the
phase transition. A 4f quasi-band was formed. However, the 4f levels do not form a
band in the usual sense but retain a partially localized character. The term strongly
correlated electrons is very often used to designate the 4f electrons. The 3d and 4f
photoemissions and also BIS of γ and α cerium were calculated from a generalized
Anderson Hamiltonian by using local spin-density approximation in the density
functional formalism (Fig. 4.21) [189]. Agreement was found with the experimental
results when the valence change at the surface was taken into account.

In fact, a change in the 4f electronic structure of α-cerium towards that of γ-
cerium was observed at the metal surface. The distributions of the 4f levels in γ- and
α-cerium were obtained experimentally from resonant 4d and 3d Auger spectra.
This experiment was based on the different surface sensitivity of the two types of
spectra and on the strong contribution of the 4f emissions in these processes. The
contribution of the 5d6s valence band emission was eliminated by subtracting the
part of the spectrum observed at energy smaller than the cerium 4d threshold. The
4f distributions of the two γ- and α-cerium phases are compared in Fig. 4.22 [190].
The surface sensitivity increases in the 4d range and a substantial surface dependent
change of the 4f electronic distribution of α-cerium metal towards the γ-like dis-
tribution was demonstrated. It is manifested by an intensity decrease of the
hybridized 4f peak close to the Fermi level. The same type de variation was
observed for CeIr2 [191].

It is interesting to compare the above valence photoemission of cerium with that
of praseodymium metal observed with photons of energy E0 between 32 and 80 eV
[61]. Two peaks were also observed for praseodymium. At E0 = 32 eV, a broad one,
located between −0.3 and −0.8 eV, is observed to be the stronger one. Its intensity
decreases when E0 increases. At E0 = 80 eV, it is replaced by a large band with a
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weak peak located at about −0.8 eV. The second peak is broad; it is located at
3.6 eV and its intensity increases considerably when E0 increases. It is due to the 4f
electrons. The band is essentially 6s5d character. The weak peak, which appeared at
0.8 eV, contains a small 4f contribution, which was attributed to a 4f–5d hy-
bridization [114, 192]. The double-peak structure observed for the light rare-earths
decreases substantially in intensity and moves away from EF as one goes from
cerium to praseodymium to neodymium. Only one peak is observed for samarium.

In the intermetallic compounds of light rare-earths of the type (RE)Ru2, (RE)
Pd2, (RE)Ir2 and (RE)Rh2 [78, 193], the 4f distribution was characterized by a
double-peaked structure with roughly constant separation between the peaks. These
distributions were obtained by resonant Auger from the 4d94fm+1 excited config-
uration. The peaks move together toward larger energy in going from cerium to

Fig. 4.21 3d photoemission, valence photoemission and 4f BIS of γ- and α-cerium: comparison of
calculated (solid lines) and experimental (dotted lines) spectra. Surface (dotted lines) and bulk
contributions (dashed lines) are indicated. The surface to bulk emission ratio IS/IB is indicated for
each spectrum [189]
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praseodymium and to neodymium but their energy separation remains approxi-
mately of the order of −2.5 eV. For cerium compounds, the low energy peak is
rather narrow and very near EF. For the other rare-earth compounds, this peak is
broadened and its intensity decreases. Near EF the 4f contribution is, therefore,
larger in the cerium compounds than in the other systems. However, a difference
can exist between cerium compounds of analogous chemical formulas. Thus, from
4d resonant Auger, a peak was observed at EF in CeRhSb while no peak but a gap
was present at EF in CeRhAs. These results can be easily understood since the first
case is a semimetal and the second a semiconductor [194]. Temperature dependence
of the valence photoemission was also observed. For CeNiSn, the intensity near EF

decreased when the temperature became inferior to 50 K while for LaNiSn, no
significant change with temperature was observed. The intensity decrease near EF

provided evidence for the presence of a pseudo gap at about 50 K. In these
experiments, very low energy photons were used because, in this energy range, the
measurements are bulk sensitive. Independently, from comparison of the 4d and 3d
resonant Auger spectra of CeRu2 and CeRu2Si2, it was shown that the 4f electrons
are more delocalized in CeRu2, i.e. when cerium is bound only to a transition metal
[93]. Difference of the photoemission observed at hν equal to 21.2 and 40.8 eV in
CeRu2 showed the presence of the very weak 4f5/2 and 4f7/2 peaks [195]. A small
part of localized 4f electrons is predicted to be mixed with the itinerant 4f electrons.
However this result has not been confirmed [196]. Further studies using
high-quality single crystals are needed in order to obtain a description of the
electronic structure.

It is important to underline that a change of the electronic structure was observed
for CeIr2, CePd3 and CeRh3 by varying the surface sensitivity part of the experi-
mental analysis. This change is analogous to the one seen for the α-cerium. Indeed,
from simultaneously valence and 3d photoemissions, the electronic structure of
these α-like cerium compounds was observed to be of the γ-like cerium type at the
surface, thus to be more localized [197]. This surface valence change can play an

Fig. 4.22 Resonant Auger of
γ- and α-cerium observed at
the 4d–4f (120 eV) and 3d–4f
(884 eV) resonances [190]
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important role in the physico-chemical properties of these materials, as for example
their surface reactivity.

Numerous other compounds, in which cerium is associated with aluminium,
silicon or transition elements, were analyzed by photoemission or resonant Auger.
Two peaks are observed, of which one is present near EF. This peak was generally
interpreted by the single impurity Anderson model as being a Kondo resonance of
f-electron character [119, 198]. Among those numerous compounds CeSi2 was
widely investigated. Two photoemission peaks were observed, one near −2 eV,
characteristic of the 4f0 configuration, the other near EF, characteristic of the 4f1

configuration, [199]. The spectra were recorded under 21.2 eV (HeI) and 40.8 eV
(HeII) irradiations, and the difference between them was used to single out the
contribution of the 4f electrons. The variation with the temperature of the low energy
peak was observed (Fig. 4.23) [200]. The natural width of the incident radiations is
about 2 meV and a spectrometer with a spectral resolution of about 5 meV was used.
The resolution was better than 20 meV. The photoemission observed at 300 K shows
two very weak peaks, one near EF, the other at −0.28 eV. This corresponds to the
4f5/2–4f7/2 splitting. At 12 K, the shape of the lower energy peak changed consid-
erably and a narrow maximum appeared at EF. It was interpreted in the Kondo
model. However, contrary to what was expected from this model, it was suggested
that the dependence of this feature on the temperature can be accounted for by

Fig. 4.23 Difference between
CeSi2 photoemision excited
by He II and He I and
observed at 12 and 300 K
(b) compared to two different
theoretical models (a) and
(c) calculated at the two
temperatures
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phonon broadening alone [201]. BIS experiments have then been made. Peaks
characteristic of the f0 and f1 initial configurations, respectively, were observed at
0.5 eV and about 5 eV (Fig. 4.24) [202]. An intensity decrease of the peak char-
acteristic of the 4f0 configuration with a transfer of intensity from this peak to the
peak characteristic of 4f1 was observed when the temperature varies from 15 to
300 K. This transfer was attributed to a change of the electron distribution. This is in
agreement with the Kondo model. Nevertheless, spectroscopic parameters such as
transition probabilities are not included in the interpretations and an instrumental
resolution approaching kTK, where TK is the Kondo temperature, was considered
necessary in further observations. Moreover, phonon effect cannot be discarded.

The compounds of type (RE)(M)2(Si, Ge)2 where RE is cerium or ytterbium, M
represents a transition or noble metal ion, were studied extensively. Let us mention
the study of the compounds with Si and M = Cu, Ag, Au, Pd, by valence pho-
toemission and 4d resonant Auger [203]. The cerium 4f distributions were deduced
from the difference between the spectra observed at hν = 112 and 122 eV, i.e. by the
difference between the spectra of photoemission and resonant Auger. For Cu, Ag,
Au compounds, two peaks were observed at about −2.5 and −0.6 eV, all with
analogous shapes except for the lower energy peak of the Cu compound. The lower
energy peak is weak but it increases from Cu to Au. For the Pd compound, the two
peaks are at about −2 and −0.5 eV and the intensity of the lower energy peak is
clearly higher than for the other compounds. The presence of these two features was
often attributed to the two different screening modes of the 4f hole in the final state
of the emission. The higher binding energy feature corresponds to screening of the

Fig. 4.24 Experimental BIS
of CeSi2 at 15 K (full circles)
and 300 K (open circles)
compared to the calculated
spectra at 15 K (full line) and
300 K (dotted line) [202]
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4f hole by an itinerant electron and the other by a localized electron. However, the
screening is mostly caused by itinerant electrons. Moreover, due to such screening,
a 4f feature is predicted to be blurred and pulled down below the Fermi level, in
contrast with the observations. In fact, the two features could be due to the dif-
ference in the character of the 4f electron, which may be either localized or
hybridized-like. The final configurations involved in the emission are then either f0

or f1.
Large variation of valence exists in ytterbium intermetallics. Thus, valence is

around 2.9 in YbCu5-xAlx and YbRh2Si2 while it is of the order of 2.7 in YbInCu4
and YbAl3. Electronic structures of β-YbAlB4 and its polymorph α-YbAlB4 were
particularly investigated because β-YbAlB4 was the first superconductor discovered
among the ytterbium compounds. Its transition temperature is 80 mK. Yb3+ and Yb2+

components were observed in the 3d3/2 and 3d5/2 photoemission spectra of each of
these two polymorphic compounds [204]. This is a direct evidence of the coexistence
of the two configurations 4f13 and 4f14. All ytterbium sites are crystallographically
equivalent in α- and β-YbAlB4 and the possibility of a spatial separation of divalent
and trivalent ions is thus excluded. From the ratio of the peak areas, valence of
2.73 ± 0.02 and 2.75 ± 0.02 is obtained for α- and β-YbAlB4, respectively. These
values deviate significantly from 3. Consequently strong hybridization exists
between the 4f and valence electrons in β-YbAlB4, despite the presence of a local
magnetic moment along the c axis. All the same, the valence band of β-YbAlB4

clearly shows the presence of Yb2+ 4f peak at the Fermi level. These observations are
in disagreement with the conventional schemes used to describe the superconduc-
tivity and show the need to generalize the measurements at low temperature.

Anomalous physical properties of CeOs4Sb12 have also attracted attention. The
electric resistivity shows a typical metallic character above about 50 K but increases
rapidly below this temperature. The electronic specific heat at low temperature
clearly increases. A localized f-electron model was suggested from the magnetic
susceptibility measurements while it was excluded by neutron scattering. Study of
the electronic structure in the vicinity of the Fermi level was then undertaken [205].
In order to raise the contribution of the 4f levels in the photoemission, incident
photons of energy equal to the maximum of the 3d5/2 absorption line, 882 eV, were
used. A peak characteristic of the 4f1 final configuration was observed around EF,
accompanied by a shoulder at −0.25 eV due to spin–orbit splitting. A structure
characteristic of the 4f0 final configuration was observed at about −3.2 eV. In
contrast, the spectrum obtained with incident photons of energy lower than 882 eV
was mainly due to the osmium 5d density of states, in agreement with the calculated
electronic distribution. From these observations, the cerium 4f levels dominate the
electronic structure at EF. With decreasing temperature, a pseudo-gap of about
50 meV is formed while another sharp feature is observed in the gap several meV
above EF. The pseudo-gap was attributed to a valence-4f hybridization gap. Its
dependence on the temperature shows a change of the hybridization. The feature just
above EF becomes sharper with decreasing temperature and results in the anomalous
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coexistence of hybridization-gap semiconducting and heavy fermion thermal states.
These anomalies were attributed to a dual character of the 4f electrons.

Other studies were made at very low temperature. Let us notice the analysis of
CeNi2Ge2 below 20 K by UV angle-resolved photoemission spectroscopy (ARPES)
and its comparison with augmented spherical wave band calculations by the
DFT-LDA method [206]. Around −2 eV, the levels of nickel 3d character were
interpreted to be predominant. Their contribution to the spectrum decreases with
decreasing binding energy and almost vanishes at EF while cerium 4f levels are
present from about −0.4 eV and their contribution increases rapidly in approaching
EF. A high density of unoccupied cerium 4f levels is also present above EF. In this
interpretation, only the extended levels were discussed. Dependence of the hy-
bridization between extended and 4f levels as a function of the symmetry of the
crystal field is also an important theme of research.

Studies by ARPES were made for other Ce(M)2Ge2 compounds by using soft
X-ray radiation in order to decrease the surface contribution [207]. From the same
experimental method with soft X-ray radiation and relativistic band calculation
based on LDA it was shown that ytterbium is nearly divalent in YbCu2Ge2. The Yb
4f levels cross EF and weak valence fluctuations are expected [208].

From cerium 3d or 4d photoemission of a mixed-valence compound, two sets of
photoemission peaks, separated by approximately ten electronvolts, were observed.
Each set is characteristic of one of the valences. In the 3d range, the spin–orbit
separation is of about 18 eV and the two series of 3d3/2 and 3d5/2 peaks are well
resolved. In the 4d range, the spin–orbit splitting is only of the order of a few eV
and the different peaks can be difficult to resolve and interpret. In the mixed-valence
cerium compounds, 3d peaks characteristic of the 4f1 (Ce3+) and 4f0 (Ce4+) initial
configurations are well observed. A feature characteristic of the well-screened 4f2

configuration is also present. This feature is expected to be more intense in the
mixed-valence compounds because of the presence of a 4f–5d6s hybridization. The
valence can be estimated from the intensity ratio of the peaks attributed to the 4f1

and 4f0 initial configurations. From this estimate, it was confirmed that cerium is
trivalent in CeAl2, CeCu2Si2 and has mixed valence in CePd3 [209], in CePt3 and in
the Ce–Ni and Ce–Co alloys [50]. But the valence of the mixed-valence compounds
deduced from 3d photoemission was generally too low. Let us remark that the 3d3/2
and 3d5/2 peaks characteristic of the Ce4+ configuration are narrow and similar to
the lanthanum 1P1 and

3D1 peaks. The transition probabilities towards these levels
are different from the probabilities towards partially hybridized levels and it has to
be taken into account in the determination of the valence.

In summary, even a small change in the characteristics of the 4f electrons, like
their partial delocalization, has a very significant influence on the properties of the
intermetallic materials and is at the origin of those special properties.

Let us consider now photoemission involving the valence electrons of chemical
compounds. In an insulator compound with a large band gap like CeO2, the situ-
ation is different from that of the intermetallic materials. It was shown, from
self-consistent band calculations using the muffin-tin approximation, that in CeO2,
of energy gap 6.9 eV, each cerium ion was associated with two oxygen ions by
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covalent bonds [210]. In this model, the oxygen 2p band was filled, cerium was
tetravalent and a charge equivalent to that of about two electrons was present in the
interstitial region between the rare-earth and oxygen ions. Some delocalized-like 4f
electrons were mixed with the valence ones and unoccupied 4f levels were expected
in the band gap. Consequently, despite the fact that the bonding is mainly between
cerium 5d and oxygen 2p band, the 4f orbital is predicted to participate in the
chemical bonding [211]. Valence photoemission and BIS were found in agreement
with these predictions (Fig. 4.19) [178]. In photoemission, there was no indication
of the presence of localized 4f electrons in the ground state while a prominent peak
observed by BIS in the band gap was attributed to the filling of initially empty
levels by localized 4f electrons. This result was in agreement with other results
obtained by LIII absorption and discussed in the previous paragraph. The same
electronic distribution was predicted in CeF4. Indeed, from comparison between
CeF3 and CeF4 valence photoemission, a peak due to a localized cerium 4f level in
CeF3 was observed just above the valence band, while this peak was absent in CeF4
[142]. This result confirmed that CeF4 is a tetravalent compound. In PrO2, the Pr
4f–O2p overlap is predicted to decrease because the localization of the 4f electrons
increases with the atomic number. However, PrO2, as well as CeO2, are calculated
to be tetravalent compounds [210]. When PrO2 is in the ground state, 4f levels
situated in the band gap are expected to contain one localized electron.

Controversy exists whether or not it is possible to differentiate covalence and
mixed valence by high energy spectroscopy. It has been claimed that core electron
photoemission, as well as L absorption spectra, could not distinguish between the
two properties [142, 212–214]. As already underlined, when an atom is ionized to a
core hole, the extended levels are weakly affected while the localized levels
undergo an important increase of their energy. The creation of a core hole leads to a
renormalization of all the levels, including the 4f levels, and can cause the
appearance of a 4fm+1 configuration. When 4f levels are mixed with a filled valence
band, it was shown that interaction exists between these extended 4f levels and the
other 4f levels [114, 120]. Consequently, in CeO2, extended covalent orbitals with
f-symmetry and localized 4f orbitals associated with a deep hole are present at the
same time and it is necessary to take them into account together each time a core
hole is suddenly created in cerium. A strongly relaxed configuration is created
simultaneously with the normal configuration and a second peak is associated with
them. Thus, the presence of double peaks does not imply the existence of two
different valences in the ground state of the material.

In 3d photoemission, the double peak intensity depends on the interactions
between 4f electrons and the core hole and the relative intensities of the peaks are
not usually predicted but only their energies. In each 3d5/2, or 3d3/2, photoemission
of CeO2, an intense peak corresponding to 3d94f1 atomic-like final configuration
was observed along with the main peak associated with the 3d94f0 final configu-
ration [178]. These two peaks are separated by about 15 eV. This large energy
separation is characteristic of the large energy change which accompanies the
transfer of one localized 4f electron to a more extended orbital. A satellite asso-
ciated with the 3d94f1 peak is also present. The intense peak associated with 3d94f0
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indicates the presence of extended covalent orbitals with f symmetry while the other
peaks correspond to configurations in which localized 4f orbitals are populated in
the presence of the core hole. These peaks were predicted by a many-body cal-
culation taking into account the coupling between extended f-symmetry orbitals and
the different final populations. It was concluded that discrete final levels in core
level spectroscopy do not necessary reflect the presence of an initial mixed-valence
state. Let us mention that in the two Ce2O3 and CeO2 insulator oxides, no
shake-down satellite is present. Indeed, the 3d5/2

−14f1 configuration is observed at
about 884 eV in the two compounds.

Similar spectrum was observed for CeF4 but the separation between 3d94f1 and
3d94f0 has, in this case, dropped down to 13.5 eV and the separation between
3d94f1 and 3d94f2 is also reduced [142]. Moreover, the relative intensity of the
3d94f1 and 3d94f2 peaks is lower than for CeO2 because the covalence is weaker in
the fluoride. It was concluded that the compound CeF4 is tetravalent, as is CeO2.

In contrast with the valence photoemission of chalcogenides that exhibits a
single 4f peak of binding energy 2.4–2.6 eV, two peaks are present in the valence
photoemission of the cerium pnictides. From UV photoemission and 4d autoion-
ization, the two 4f peaks of CeP, CeAs and CeBi, are observed at about −0.6 eV
and about −3.0 eV, respectively in the three compounds, but with different inten-
sities [215]. The attribution of these peaks to the presence of 4f electrons was
verified by increasing the energy of the incident photons. The peak at −3 eV was
found characteristic of the 4f1 configuration while the peak at −0.6 eV indicated the
presence of a hybridization of the cerium 4f and the pnictide p orbitals, due to the
covalent character of the bonding. The hole present at the final state of the pho-
toemission is partially delocalized on pnictide p levels. The lower energy peak is the
most intense in CeP. Its intensity decreases in the CeP, CeAs, CeBi sequence, that
is with the size of the ligand, and it becomes very low for CeBi.

For CeN, a narrow peak superimposed on a broader band was observed at EF in
X-ray photoemission from the valence band. This peak was attributed to an electron
of cerium fluctuating between f and d orbitals [76, 77]. Hardly distinguishable for
CeP, this peak remained unresolved in the other pnictides. Large valence band was
observed about −2 to −3 eV below EF for all these compounds. A structure was
present on the high-binding energy side of this band at about −3 to −4 eV from EF.
In CeN, in contrast with the other pnictides, a 4f level is very near EF and ener-
getically mixed with the valence band in this compound.

In the 3d photoemission, only two main 3d3/2 and 3d5/2 peaks corresponding to
trivalent cerium and two weak shake-down peaks were observed for all the pnic-
tides except for CeN. For this compound, two additional peaks were observed, each
one shifted to higher energies of its corresponding main peak by 11 eV. Additional
peaks were also observed in the 4d photoemission of CeN and cerium metal at low
temperature (Fig. 4.25) [76, 77]. They were attributed to the tetravalent 3d94f0

configuration, which is predicted to be very well separated from the 3d94f1 one. The
presence of these Ce4+ 3d3/2 and 3d5/2 peaks in the CeN spectrum and their absence
from the CeP, CeAs, CeBi spectra as well as in the CeSe spectrum, had already
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shown that CeN occupied a particular position among the pnictides because cerium
has a mixed valence between 3 and 4 in this compound.

From self-consistent energy band calculations, the theoretical lattice constant
was derived and compared with its measured value [216]. It was deduced that the 4f
electrons are delocalized-like in CeN while they are localized and non-bonding in
the heavier pnictides. Several recent calculations using the LDA/GGA + DMFT
approach [80] or more simply using the LDA + U method [217] have confirmed
that the lattice constants and physical properties of the pnictides were correctly
described by a model of delocalized 4f electrons for CeN and localized ones for the
heavier pnictides.

Typical examples of valence fluctuating compounds are present among the
samarium, thulium and ytterbium compounds as, for example, thulium
monochalcogenides. At standard pressure, TmS is a trivalent metal and TmSe is a
mixed-valence compound. TmTe is a divalent magnetic semiconductor up to a
pressure of 2 GPa; between 2 and 6 GPa it shows a mixed valence and becomes a
trivalent metal above 6 GPa. The anomalous magnetic properties of TmSe were
believed to be caused by fluctuations between divalent and trivalent states of the Tm
ion. Both these valence states were clearly shown by X-ray photoelectron spec-
troscopy [218]. Features observed in the photoemission spectra of these materials
are not reproduced from calculations of the electronic structure using the

Fig. 4.25 Cerium 4d
photoemission in CeN and
metal: a at liquid-nitrogen
temperature; b at standard
temperature [76]
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approximations LSDA and LDA + U [219, 220] because the atomic multiplet
effects are not taken into account in these calculations. In contrast, agreement
between theory and experiment was obtained when the approach described in
reference [221] was adopted. In this approach, the atomic multiplet effects enter
naturally in the one-particle Green function and the model is adapted to treat
localized electron systems such the 4f electrons in these compounds. Spectroscopic
data were obtained, and are reported in references [222, 223]. In TmS and TmSe,
the thulium ions have localized 4f12 electrons and a narrow f band is present near EF

while TmTe has localized 4f13 electrons. Comparison between experiment and
theory was made in reference [224]. An isolated 4fn ion was embedded in the solid
described by the Hubbard approximation. The presence of this ion was taken into
account by introducing its atomic self-energy in the crystal Hamiltonian. The
observed multiplet structures were well described theoretically by considering the
ground state as an almost pure f12 configuration in TmS, a mixture f12 + f13 con-
figuration in TmSe and a pure f13 configuration in TmTe.

Valence fluctuations were also observed in the 4f and core level photoemission
of samarium monochalcogenides [225]. In SmS, fluctuations between divalent and
trivalent configurations exist. The valence fluctuations between them are less than
3 % and the ground configuration was found very close to 4f6. The reduction of the
number of the 4f electrons from 6 to 5 becomes more noticeable above 6 kbar. In
SmSe and SmTe, samarium is divalent. No chemical shift or splitting of the core
levels of samarium in the three divalent chalcogenides was observed. In contrast, in
Sm0.82Gd0.18S, the presence of the gadolinium ions can be considered as equivalent
to an external pressure and divalent and trivalent samarium ions coexist.
Distribution of 4f levels associated with the Sm2+ ion in this compound is identical
to that of the divalent compounds. Owing to the presence of the Gd3+ ion, multi-
plets associated with the Sm3+ ion have different energies from those associated
with trivalent samarium in SmSb for example. These energy variations are con-
nected with an electronic semiconductor-metal transition without a structural
change. A delocalization of a 4f electron to the 5d, 6s conduction band at standard
pressure is associated with this transition. Recently, partial 4f delocalization
induced by the pressure was observed in samarium and ytterbium monochalco-
genides [226].

Among rare-earth borides, SmB6 and YbB12 are typical examples of valence
fluctuating semiconductors. SmB6 was the first studied mixed-valence compound.
The presence of the two configurations 4f5 and 4f6 was rapidly confirmed by
photoemission [227]. With 150 eV incident photons, i.e. in surface sensitive con-
ditions, photoemission demonstrated that the SmB6 valence changes from uni-
formly mixed in the bulk to non-uniformly mixed on the surface while in samarium
metal the changes are from single valence in the bulk to inhomogeneously mixed
valence on the surface [70]. It was verified that these observations were not due to
some superficial contamination. These experiments used incident photons in the
energy range of the 4d → 4f photoabsorption and took advantage of the large
intensity of the 4f electron emission in this range: indeed, they were resonant Auger
experiments. Clearly resolved multiplets associated with the 4f6 and 4f5 initial
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configurations were observed in high-resolution angle-resolved photoemission at
the 4d–4f resonant energy of 140 eV [228]. From this experiment the lowest Sm2+

4f6 multiplet structure is observed at −15 meV below EF. Actually, SmB6 is the
subject of great interest because it has a very low temperature residual conductivity
that is not well understood. It was suggested that its unusual transport properties are
related to the presence of 4f-character surface states in the band gap and to their
temperature dependence. Consequently, surface properties of SmB6 have been
widely investigated. Recently, the study of cleaved single crystals at low temper-
ature was made by X-ray photoemission [229]. Valence around 2.6 was obtained, in
agreement with the previous values from Mossbauer spectroscopy or X-ray
absorption spectroscopy [150]. This photoemission analysis showed the complexity
of the SmB6 surface. Stoichiometric deviation and formation of a sub-oxide with
increasing temperature have been observed. But difficulties in the interpretation of
surface sensitive measurements have been underlined. This is the case, for example,
in the recent analysis of 4f-character surface states by angle-resolved photoemis-
sion. In summary, various physical properties of SmB6 vary with the temperature
and these variations follow the variation of the samarium valence. This shows the
importance of valence in understanding the physical properties of SmB6 and, in
general, its decisive role in the physical properties of the materials.

4.3.2.2 X-ray Emission

Cerium 3d emission and absorption of CeNi2 have been observed under the same
experimental conditions (Fig. 4.26) [157]. In absorption, a comparison between the
experimental curve and the theoretical curve calculated as described in Sect. 3.2.4
shows the presence of the two final configurations, 4f1 and 4f2. The valence is found
equal to 3.22, in agreement with the value predicted from the LIII absorption. An
additional structure, observed at about 5.5 eV above the multiplets of the 4f1 final
configuration, is characteristic of the transitions towards the extended conduction

Fig. 4.26 3d absorption (full
line) and emission (dotted
line) of CeNi2 [157]
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levels above EF. In emission spectrum, lines in coincidence with the absorption lines
are observed. They are resonance emissions, whose observation confirms the pres-
ence of the excited configurations 4f1 and 4f2 and, consequently, the existence in this
compound of ions with the configurations 4f0 and 4f1 in the ground state, respec-
tively. An unresolved feature is observed towards the lower energies of the reso-
nance lines. It is characteristic of the extended valence states and its presence makes
the shape of the emission spectrum not rigorously identical to that of the absorption
spectrum. From the intensity of the emissions characteristic of the configurations 4f0

and 4f1, the valence is only 3.2. These results underline again the many possibilities
offered by the resonant emissions, in conjunction with the corresponding absorp-
tions, to determine the number of the localized electrons and the electron configu-
rations of the rare-earths. Spectral resolution is mediocre but sufficient to supply data
compatible with those obtained by other more recently used methods.

The rare-earth nitrides that can be used as high polarization materials in spin-
tronics have been studied extensively. Among them, the most promising are GdN,
which is expected to become a future magnetic sensor, and EuN. The electronic
structure of these compounds must be well known in order to make easier their
understanding. Concerning GdN, absorption and emission have been observed at
the NK edge. Absorption was measured in the total fluorescent yield mode and the
spectral distribution was found in good agreement with the theoretical densities of
states [230]. Thus, energies of the two Gd t2g and eg levels, which correspond to the
Gd 5d orbitals split by the crystal field, are observed, and agree with their theo-
retical predicted energies. Agreement between experiment and theory was also
observed for the N 2p valence band, whose the maximum is at about −2 eV below
the absorption threshold. The Gd 4f levels are predicted at −8 eV. From Gd 3d
absorption, a single 3d94fm+1 excited configuration was observed, which corre-
sponds to the ground configuration 4f7. The experimental conditions employed
were not adapted to obtain information on the occupied 4f distributions and the
proposed attribution for the Gd Mα and Mβ emissions cannot be accepted.
However, it may be concluded that, for the considered epitaxial GdN film, no
interaction exists between the Gd 4f and N 2p levels, the 4f electrons are strongly
localized and no 4f level is present near the zero energy. In contrast, low density of
valence states was predicted with a band gap of a few meV at the zero energy [231].
These valence states are thought to be at the origin of the half-metallic electronic
structure of this compound.

In EuN, the presence of ions Eu3+ (J = 0) was predicted. However, from X-ray
magnetic dichroism of EuN thin films, it was shown that few percents of Eu2+ are
also present [232]. These Eu2+ ions are in the origin of the magnetic properties and
strongly localized levels close to EF are predicted to be associated with them. The
presence of such levels could have a large influence on the conduction properties.
Consequently, theoretical and experimental studies of the electronic structure of this
material have been developed. Concerning nitrogen, analogy was found between
the N 1s absorption and emission of EuN and those previously observed for GdN
[232]. Thus, the energy separation between the RE 5d t2g and eg levels is
approximately the same in the two compounds. The valence level distributions are
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thus similar in the two materials. From Eu 3d absorption, Eu3+ was found to be
prevalent but the presence of a small amount of Eu2+ was confirmed. From DMFT
(LSDA+U) calculations, EuN appears as a semiconductor with a minimum indirect
gap of 0.3 eV. X-ray photoemission shows that the 4f levels associated with Eu3+

are about −7.5 eV below the valence band. On the other hand, the presence of a
Eu2+ f7 8S level close to the top of the valence band has been demonstrated.
Valence band and atomic-like 4f levels of Eu2+ are energetically mixed and a
possible interaction between the valence levels and a small concentration of 4f
levels associated with the magnetic Eu2+ ions could explain the complex properties
of this material.

4.3.2.3 Resonant Inelastic X-ray Scattering

RIXS in the 2p–3d range was used to probe the γ-α transition in cerium metal under
pressure [233]. The number of localized 4f electrons was found to decrease from
0.97 in the γ phase at 1.5 kbar to 0.81 in the α phase at 20 kbar. This decrease had
already been observed but here the change is larger than expected. Mixing of
different electron configuration was also expected in ytterbium intermetallics due to
the possible presence of the Yb3+ (4f13) and Yb2+ (4f14). RIXS study as a function
of the temperature was made for YbAgCu4 and YbInCu4 [155] in the range from 15
to 300 K. In this range, the RIXS signal decreases continuously for YbAgCu4. The
average number of 4f holes varies continuously from 0.87 at 15 K to 0.93 at 300 K.
In contrast, for YbInCu4, a sharp valence transition was observed at 42 K with a
sudden variation from 0.83 to 0.96 of the number of 4f holes.

The γ-α phase transition of Ce–Th and Ce–Sc solid solutions was also observed
by RIXS in the 2p–3d range [234]. The structural transition was obtained as a
function of temperature by substituting thorium or scandium for cerium, i.e. by
using chemical pressure. Indeed, volume contraction of about 12.3 % was obtained
in the Ce0.93Sc0.07 solid solution. The main component of the cerium 2p–3d
spectrum corresponds to the 4f1 configuration. A weak “pre-edge” structure,
observed towards the lower energies of the main peak, at about 877 eV, was
associated with a hybridization process of the 4f orbitals in the presence of a core
hole. It corresponds to the peak already discussed in 2p–3d RIXS of CeF3. It can be
identified with the low energy photoemission peak observed in cerium metal and
intermetallics. To the γ-α phase transition, an increase of the low energy peak,
associated with an increase of the 4f-valence hybridization, was deduced from the
measurement of the ratio of the observed peaks.

RIXS in the 3d–4f range was applied to CeO2 [235] and PrO2, [236]. The two
oxides were treated as intermediate valence compounds while CeO2 is generally
considered as the typical compound with a 4f quasi-delocalized electron. The
cerium 3d absorption has been described in Sect. 4.3.1.1 (Fig. 4.17). When the
incident photon energy is that of the main peak, i.e. 884.1 eV, which is charac-
teristic of the 3d94f1 configuration (Fig. 4.27), the fluorescence spectrum comprises
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the resonant emission, 3d94f1–3d104f0, at the energy of the absorption line,
accompanied by a peak characteristic of the hybridized 4f-valence electrons,
3d94f1–3d104f1V−1 towards the lower energies. When the incident photon energy is
that of the structure located at 889.3 eV, the fluorescence consists of a single peak
that can be designated as the emission in the presence of a hole in the valence band.
Indeed, the secondary absorption peak can be considered as reflecting the presence
of the extended 4f states mixed with the conduction states.

4.4 Conclusion

A large variety of unusual phenomena such as the coexistence of a semiconducting
behaviour and a significantly high specific heat at low temperature, as well as the
presence of unconventional superconductivity, can be encountered in numerous
rare-earth compounds. These phenomena are generally attributed to a competition
between the localized and itinerant character of the 4f electrons, associated with a
strongly anisotropic 4f spatial distribution related to the shape of the atomic
potential. Changes in the 4f localization associated with effects of temperature,
pressure or alloying are observed in the light rare-earths. These changes are more
important for cerium than for praseodymium and remains weak for neodymium.
Characteristics of the 4f distributions are governed by the interactions among

Fig. 4.27 Cerium 3d
absorption and RIXS in
CeO2: experimental (dots)
and calculated (solid lines).
The arrows on the absorption
indicate the excitation
energies used for the RIXS
[235]
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different sub shells and a spectral analysis of the 4f electron distributions is
essential. Concerning the heavier rare-earths, one characteristic of their compounds
is the phenomenon of intermediate or mixed valence, where two different 4f
electron occupancies coexist. The concept of mixed valence is suitable to describe
compounds that have a narrow 4f level as well as a broad 5d band at the Fermi
level. The 4f electrons do not participate in bonding and no delocalized 4f electrons
are present in these compounds. The intermediate valence compounds have inter-
esting physical properties directly related with the non-integer number of the 4f
electrons.

The strong surface reactivity of the rare-earths perturbs the observations.
Superficial oxidation of the metals can be accompanied by a change of the valence,
as in the case of the tetravalent cerium oxide. Intrinsic differences of valence
between surface and bulk materials have also been observed. This factor has to be
considered in the choice of the analysis techniques.

Photoemission spectroscopy is actually the most used technique. Large
improvement of the resolution to a few meV and development of experiments at
low temperature have achieved big progress in X-ray photoemission spectroscopy
in recent years. Its handicap is its high sensitivity at the surface under usual con-
ditions. Incident radiation of the order of 5–8 keV has been used to increase the
escape depth of the photoelectrons thus making it possible to probe the bulk
electronic structure. The presence of a hole at the final state can induce secondary
effects in the photoemission from the core levels and the method is used actually to
determine the valence distributions.

Along with the advantageous intense synchrotron radiation, RIXS and related
analyzes have been developed but their interpretations are difficult. The most
important advance concerns the use of these spectroscopies to determine magnetic
structures [170].

Among the methods using incident X-ray radiation, XAS is the only one giving
a direct determination of the number of localized nf electrons in a solid. Because the
excited electron screens the core hole, the perturbation due to the presence of the
hole is predicted to be negligible during the excitation process. Then, the config-
uration of the ground state may be obtained directly provided that the broadening
due to the width of the core level is sufficiently small. Considering the important
role of the d–f dipolar transition probabilities, the nd absorptions can determinate
directly the number of the localized nf electrons present in a solid.

EXES describes the densities of states of a selected orbital moment and atomic
number. The excited configurations can be analyzed leading to the direct mea-
surement of the number of localized 4f electrons present in any rare-earth com-
pound. These experiments are the most suitable in the 3d range. In the 4d range the
presence of a giant resonance and the low intensity of the other peaks make the
precise determination of the number of localized electrons more difficult. Well
chosen experimental conditions made the method suitable for the bulk. EXES has
been used only for the metals and several oxides. Generalization of this method is in
need to be developed. The same needs to be done for its non-radiative counterpart,
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the electron-excited resonant Auger emission. To make these methods more effi-
cient, experiments at low temperature are necessary.

Observations of transitions from excited configurations play a very important
role in the determination of the electron configurations in the 4f element com-
pounds. In these materials, the excitation is a single-site process and the excited
states can be described with the help of an atomic model. It has been shown that
solid-state effects have only a small influence on these configurations. The number
of localized electrons determines the magnetic ordering, which appears as a second
order process. In contrast, hybridization of 4f levels with the other valence levels
plays an essential role in the electronic properties of some intermetallic compounds.
Electron distributions and spectral transitions are generally explained by a single
impurity model. But, the electron distributions must be considered together with the
local surrounding, crystal field and temperature. For example, a study of the
relaxation dynamics of the photoexcited heavy electron compounds as a function of
temperature can be mentioned. It was shown that the relaxation rate decreased
strongly with the temperature and dropped by more than two orders of magnitude at
liquid helium temperature [237]. Two interpretations were considered: –the
electron-phonon thermalization inducing the slowing down of the relaxation; –the
presence of a narrow gap in the density of states near the Fermi level. The slowing
down of the relaxation at low temperature can be explained by a phonon “bottle-
neck” mechanism. This anomalous slowing down of the decay dynamics upon
cooling was initially studied by low energy spectroscopy but the same observations
are expected in other energy ranges.

Rare-earth compounds with their unusual and surprising properties form one of
the challenging classes of materials in modern condensed matter physics.
Considering the interplay between different models that takes into account simul-
taneously their principal physical parameters is essential in order obtain an insight
into all the exotic properties of these recently synthesized compounds.
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Chapter 5
Actinide Spectroscopy

Abstract Differences and similarities between 5f and 4f electrons are pointed out.
Changes of the characteristics of the 5f electrons along the series are described.
Spectroscopic analysis of actinide compounds throwing light on the localized or
delocalized character of the 5f electrons are discussed by analogy with the obser-
vations made for the rare-earths.

Keywords Localized 5f electrons � Actinide metal � Actinide inter-metallics �
Actinide compounds

5.1 Introduction

Experimental studies of the actinides beyond neptunium are difficult because they
are highly radioactive. The observations are limited by the severe safety precautions
that are required. Other constraints are due to the high surface reactivity of the
actinides, principally connected with oxidation processes. Actinide metals oxidize
rapidly when exposed to air and moisture. One of the major technical difficulties in
actinide spectroscopy research is the fast diffusion of oxygen, which leads to a
surface degradation and is manifested by the presence of the oxygen spectrum. The
studies are often restricted to the range in which the diffusion processes are slowed
down by low temperature. The surface oxide layer can be removed in situ by ion
sputtering. After several repeated sputtering cycles, oxidation of the surface is
generally not detectable. But, the cleaning of bulk samples can prove very difficult.

The presence of each new radioactive element has always been confirmed by the
observation of some of its intense X-ray lines. The first identification using this
method was made as early as 1939 when Cauchois and Hulubei, the discoverers of
astatine (Z = 85), proved unequivocally their discovery by their observation of its
three emission lines Kα1, Lα1 and Lβ1 [1, 2]. Concerning the actinides, one can
mention as an example the identification of 102 nobelium from the observation of
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its K emissions [3]. Electron probe microanalysis was widely employed to char-
acterize actinide compounds in single crystal or polycrystal form [4], to control the
quality of newly synthesized compounds, to detect impurities and composition
variations [5].

X-ray absorption spectra were observed in various energy ranges, LIII, MIII,
MIV–V, NIV–V, initially in order to determine the energy of the levels, then to obtain
the densities of unoccupied states, in relation with the theoretical predictions. X-ray
emission spectra stimulated by electrons were observed in the same energy ranges
with particular attention to the nd–5f resonant emissions. However, the number of
the elements studied in a systematic manner is small.

Photoemission has been one of the mostly used methods for the experimental
determination of the actinide electronic structure. The valence states were observed
preferably with the He II line at 40.8 eV as incident radiation. But at this energy, the
photoionisation cross sections of 5f and 6d sub shells are nearly equal and it is
difficult to distinguish between their contributions. However, the 5f photoionisation
cross section is considerably larger at 40.8 eV than at 21.2 eV (He I line) and
comparison between the results obtained using these two different excitation
energies brings out the contribution of the 5f electrons to the spectrum. XPS was
used to measure the binding energies of the core levels in metals and compounds
and to observe the valence bands. Particular attention was given to the changes
undergone by the 5f levels with a variation of the valence electron distribution.
Auger electrons emitted in resonant conditions were also observed. As already
underlined, the photoemission is extremely sensitive to the surface contaminants
among which oxygen is the most abundant, easily detectable by its O2p emission.
Because of the fast oxygen diffusion and degradation of the solid samples, thin
layers deposited on an ad hoc substrate have often to be used.

Studies using synchrotron radiation have been developed in order to observe the
inelastic X-ray scattering and fluorescence emission in the vicinity of an absorption
threshold. Experiments were made in the region of the LIII, MIV,V and NIV,V

thresholds but are not numerous.
These experimental studies have as essential aim to determine the presence and

the number of 5f localized electrons in solid actinides. Among the parameters
studied, the intensity of the spectral characters associated with the 5f5/2 or 5f7/2
sub shells can be considered. These parameters depend on the filling of the 5f sub
shells, therefore on the coupling in the 5f sub shells. For non-localized 5f elec-
trons the two 5f5/2 or 5f7/2 sub shells are filled simultaneously and the coupling is
of the LS type. In contrast, when localized electrons are present, the 5f5/2 sub shell
is filled preferentially and for the elements near the half-shell j–j coupling pre-
vails. This is the case of americium with six 5f electrons and no observed
magnetic moment. For the other actinides, the problem is complex, particularly for
plutonium because its number of 5f electrons is considered [6] to be 5.2 and the
metal is not magnetic.
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5.2 Density of Unoccupied States

5.2.1 X-ray Absorption

The LIII (2p3/2) absorption energies in thorium[7], uranium [8] and plutonium [9]
have been known for a long time. This absorption takes place in the Fermi level
and, consequently, its energy was considered as equal to the energy of the LIII level
and used as reference. The other levels were deduced by combining the energy of
the LIII absorption discontinuity with those of the L emission lines [10]. The values
obtained for metal uranium are given in Table 5.1. The levels of plutonium were
determined from the LIII absorption of the metal [9] and the L emissions emitted by
fluorescence from a sample of PuO2 [11, 12]. They are given also in Table 5.1. The
accuracy was approximately 1 eV. These values are in agreement with those
obtained later from photoelectron spectroscopy [13–16] except for the more exterior
unresolved levels.

Table 5.1 Energy levels of
Uranium and Plutonium:
(1) [10]; (2) [12]; (3) [14]

Plutonium Uranium

(2) (3) (1) (3)

LI 23,099 23098.9 21,753 21757.4

LII 22,259 22262.4 20,943 20947.6

LIII 18,050 18053.2 17,163 17166.3

MI 5928 5929.3 5548 5548.0

MII 5546 5542.9 5181 5182.2

MIII 4562 4558.4 4302 4303.4

MIV 3968 3969.0 3725 3727.6

MV 3774 3774.6 3550 3551.7

NI 1556 1555.0 1439 1440.8

NII 1379 1373.8 1272 1272.6

NIII 1119 1116.5 1042 1044.9

NIV 846 845.1 780 780.4

NV 797 797.9 738 737.7

NVI,VII 420 418.6 380 391.3

380.9

OI 345 348.2 325 323.7

OII 282 275.7 256 259.3

OIII 212 208.2 198 195.1

OIV 102 112.3 97 105.0

OV 102 101.6 97 96.3

PI 72 70.7

PII,III 28 42.3

32.3
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In the LIII spectral range of the actinides, 16.3–19.9 keV from thorium to curium,
the energy resolution is low and the LIII level is between 7 and 10 eV wide. The
dipole absorption transitions take place towards the distribution of unoccupied 6d
levels. The transitions to 5f are of quadrupolar nature and thus much weaker.
Despite the low energy resolution, numerous experiments were made in this
spectral range. Experiments are easier because the protective safety screen absorbs
well the particles but lets pass the radiation without a marked intensity loss.
Consequently, it is possible to work safely around the sample and still get a sig-
nificant X-ray signal.

LIII absorption of uranium glasses and oxides with different oxygen concentra-
tions have been analyzed [17]. A broad main peak, more than 10 eV large, is
present at the threshold. It corresponds to transitions from the U 2p3/2 level to the
lowest d, s-like unoccupied band, consisting of the U 6d, 7s orbitals. Additional
structures were observed between 10 and 15 eV above the main peak. They are
characteristic of the atomic distribution around the emitting atoms. Information on
the oxygen–uranium bonds as a function of the inter-atomic distances and the
oxygen concentration was deduced from these observations. An analogous spectral
shape was observed for the MIII absorption. However, the MIII main peak is nar-
rower and the resolution of the spectra is better because the width of the inner level
is smaller. For the neptunium compounds, the LIII absorption edge was observed to
shift to higher energies when the valence increases [18]. The presence of a second
peak towards the higher energies of the main peak was attributed to the existence of
different configurations in the final state, due to a different number of 5f electrons.
However, this second peak is located about 15 eV above the threshold and, in this
energy range, such a peak could also depend on the atomic arrangement.

In the LIII range, the resolution is strongly limited by the lifetime of the 2p3/2 core
hole. In order to improve the energy resolution, partial fluorescence yield mode was
used [19]. The spectrometer is tuned to the Lα1 (2p3/2–3d5/2) fluorescence line and
the absorption is recorded by monitoring the Lα1 intensity as a function of the
incident energy. The spectral width is then limited by the width of the final state, i.e.
the width of the 3d5/2 core hole, of the order of 4 eV. However, as underlined in
Chap. 3, absorption and fluorescence spectra can be different because relaxation of
the configuration with a core hole can take place prior to the fluorescence emission
while such a process is absent in absorption. Indeed, an additional peak was
observed towards the lower energies of the main peak. It was attributed to the 2p–5f
quadrupolar transition. But as already underlined in Chap. 4, the probability of the
p–f transition is very small and another possibility has been considered for the
rare-earths. The main peak is due to the U 2p3/2–6d transition. It is observed at lower
and slightly higher energy, respectively, in U5+ and U6+ compounds with respect to
the U4+ in UO2 oxide. This unexpected variation between U4+ on the one hand and
U5+ and U6+ on the other hand was explained by a very short U–O bond in the U5+

and U6+ compounds, which has as consequence a strong mixing of the U6d and O2p
orbitals and an increase of the covalence character of the bond. The peak located
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15 eV above the main peak was attributed to multiple scattering of the U 2p3/2
photoelectrons along the bond axes. Its energy depends on the chemical interactions,
i.e. on the metal–ligand distances and varies according to the compounds.

The LIII absorption spectra have recently been used in order to determine what
multiconfigurational states take part in the absorption process for uranium, pluto-
nium and their inter-metallic compounds. Indeed, the screening of the core hole is
different for each electronic configuration and consequently a different energy is
associated with each of them in the absorption spectrum. Since the peaks corre-
sponding to each configuration cannot be resolved, the determination of the dif-
ferent configurations is deduced from the analysis of the shape and the width of the
total absorption curve. It was deduced from these experiments that, in inter-metallic
compounds, uranium could have the f3, f2 and f1 configurations while plutonium
could have the f6, f5 and f4 configurations [20].

LIII absorption of metal americium was observed simultaneously with RIXS for
values of the pressure between the standard value and 23 GPa [21]. No change of
the electron configuration was observed except for a slight shift of the LIII edge
towards the higher energies and a small increase of the 6d bandwidth. Although this
spectral range is not adapted to the analysis of the 5f electrons, these results suggest
that the stability of the 5f6 configuration should be sufficient to explain the absence
of an observable change of the 5f electron number under pressure.

The MIII (3p3/2) absorption corresponds to the transition of a 3p3/2 electron to the
6d7s distributions and its inflexion point gives the position of the Fermi level in the
metal. This absorption was observed together with MIV–V (3d3/2–3d5/2) absorptions
for uranium and plutonium metal and oxide [22, 23]. By comparing the energies of
the MIV and MV absorption lines and the energies of the MIV and MV levels given
in Table 5.1, it is possible to deduce the energy interval between the 5fn+1 orbitals
and the Fermi level EF in the metal. However, for uranium and plutonium, inac-
curacy on the level energies is of the order of the energy differences between EF and
the absorption lines. Then, it is possible to conclude only that the 5fn+1 orbitals are
very near EF.

As discussed for the rare-earths, the nd photoabsorption gives directly the
unoccupied nf level distribution. The variation of the photoabsorption coefficient
with photon energy was observed near the MV (3d5/2) and MIV (3d3/2) thresholds of
Th and ThO2 [24]. One slightly asymmetric absorption line is seen at each
threshold. These lines show a close analogy with those observed in lanthanum.
They are characteristic of the presence of localized unoccupied 5f levels energeti-
cally mixed with the conduction levels.

MV (3d5/2) andMIV (3d3/2) absorptions of uranium in metal and dioxide have been
analyzed [25]. Each spectrum presents one absorption line, slightly asymmetric
towards the higher energy in the metal, quasi-symmetric and narrower in the oxide.
The thickness of the absorber was chosen to have a negligible effect on the shape of
the absorption lines (cf. Chap. 3). Indeed, the absorption coefficient varies strongly in
this range and the thickness effect is very large. It should lead to a change in the shape
of the lines, which should appear strongly asymmetric towards the higher energies in
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the presence of such effect. Consequently, the experimental shape of the absorption
lines can be determined only if the thickness of the absorbent is known. The lines in
the oxide are shifted with respect to the metal towards the higher energies by 1.6 eV
for MV and 1.2 eV for MIV. This shift is characteristic of an increase of the oxidation
state of the uranium. The absence of absorption jump in suitably chosen experimental
conditions shows that the unoccupied 5f levels are highly localized on each ion in the
two materials. The NIV (4d3/2) and NV (4d5/2) absorptions are analogous to 3d3/2 and
3d5/2 absorptions. They present also narrow lines.

In the 5d3/2–5d5/2 edge range, a high absorption probability forms the so-called
“giant” resonance [26]. The 5d absorptions of thorium and uranium were observed
by XAS and EELS and compared to theoretical predictions deduced from an
independent particle model using Hartree–Fock wave functions [27]. Qualitative
agreement obtained between experiment and theory confirmed the interpretation of
this resonance as the 5d–εf transitions to the continuum states. Independently,
photoexcitation cross sections were calculated for metal uranium of configuration
(5f5/2)

3 (7s6d)3 in a Dirac-Fock model while the relativistic photoionization cross
sections were calculated in the electric dipole approximation [28]. By comparison
with the previous experimental 5d spectrum of metal uranium, the peak at 98 eV
was attributed to the 5d5/2 → 5f7/2 transitions and the unresolved peak located
towards the higher energies to the 5d3/2 → 5f5/2 transitions while the broad max-
imum centred at 112 eV was attributed to the photoionization. The agreement
between experimental and theoretical results confirmed that in its metallic state
uranium has the configuration (5f5/2)

3. Another calculation in the random phase
approximation has correctly predicted the giant dipole excitation [29]. On the other
hand, the configuration in the gas is known as being (5f5/2)

47s2(J = 0). Excitation
from 5d can take place only to the J = 1 level. This explains why no multiplet
splitting exists in the excited state and only a single high peak is seen in the
corresponding excitation spectrum [30].

For U3O8, the 5d3/2,5/2 absorption was found in agreement with the spectrum
calculated for the 5f2 configuration [31]. These results are discussed together with
the emission at Sect. 5.3.1. It must be underlined that the very large variation of the
absorption coefficient in the 5d region requires the use of very thin absorber screen,
difficult to achieve in solids. The thicknesses of the absorbers used are generally too
large and this makes the spectra unusable.

The distribution of the unoccupied part of the oxygen np orbitals in UO2 can be
deduced from the O 1s absorption. Comparison between the O 1s absorptions of
UO2 and CeO2 revealed a close analogy between the two spectra [32]. The two
oxides crystallize in the fluorite structure and belong to the same space group. Their
unit cell parameters are very close, 5.47 Å for UO2 and 5.40 Å for CeO2 and the
arrangement of the anions around each cation is the same. One expects the energy
distribution of the valence orbitals to be also the same. In CeO2, no localized 4f
electron is present (Chap. 4). All the same, four valence electrons of uranium
including one 5f electron participate in the chemical bond. Their orbitals are
hybridized with the O2p ones and the ensemble forms the valence band. The two
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remaining 5f electrons are localized and do not interact with those in the band.
The O 1s absorptions of UO2, U3O8 and UO3 have been compared [33]. Their
threshold energies differ by only a few tenths of eV, showing that the transitions
take place to unoccupied levels of the same symmetry. The shapes of the O 1s
absorption edges observed for UO2 and U3O8 differ only slightly. For UO3, the
absorption edge is clearly less pronounced. This may be explained by an increase of
the density of empty delocalized 5f orbitals, situated at the bottom of the conduction
band and to which no transition can take place. Beyond 4 eV, the absorption
structures differ because they depend on different atomic arrangements.

The 3d photoabsorption of plutonium in its α and δ phases is presented in
Fig. 5.1 [34]. The same sample was observed at standard temperature (phase α) and
at 400 °C (phase δ) [35]. Marked difference between the absorption spectrum of the
two phases near the MV (3d5/2) and MIV (3d3/2) thresholds was observed. One
quasi-symmetric line is observed for δ-plutonium; it is shifted by about −0.8 eV
with respect to the first line of α-plutonium. When the electron localization
increases, the screening of the nuclear charge is enhanced. This can explain the
above shift to the lower energies. Moreover, no absorption jump is observed for δ-
plutonium, showing that the empty 5f levels are not mixed with the conduction
states. The absorption shape is similar to that observed for the rare-earths and
describes the transitions to unoccupied 5f levels of 3d3/2 or 3d5/2 electrons, which
are highly localized on each ion. In contrast, for the α-plutonium phase, an

Fig. 5.1 The 3d5/2
absorptions of α and δ
plutonium [35]
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absorption jump is observed along with two structures, S1 and S2, denoting the
presence of transitions to 5f levels, that are hybridized with continuum levels.
However, one resonance line is observed in the emission spectrum in coincidence
with the R2 peak. The presence of this line shows that part of the empty 5f levels in
α-plutonium is localized; these are the levels towards which a 3d electron can be
excited. Consequently, the spectral changes observed between the α and δ phases
can be interpreted as due to an increase of the 5f level localization in the
high-temperature δ-phase.

5.2.2 Electron Energy Loss Spectroscopy (EELS)

Numerous actinide compounds were investigated by EELS in a transmission
electron microscope. When the spectra are produced by a beam of electrons at high
accelerating voltages, they are equivalent to X-ray absorption spectra. From
observations made at standard temperature and at liquid N2 temperature, it was
shown that UO2 is stable under the electron beam. However, some materials
showed a reduction under electron beam. Thus, reduction of the uranium was seen
in SrCa2UO6 at standard temperature [36]. It was shown that the reduction by the
electron beam decreases at low temperature.

As seen previously for the rare-earths, the observations by EELS confirmed a
correlation between the intensity ratios of the M4 and M5 absorption lines and the
number of the 5f electrons. The ratio of the areas beneath the M5 and M4 peaks was
calculated and it was shown to increase along the series. It increases also signifi-
cantly with the actinide valence. Empirical relation was then searched between the
branching ratio M5/(M4 + M5) and the number of 5f electrons. It was suggested that
the branching ratio depended on the spin–orbit coupling of the electrons in the
valence band and on the electrostatic interactions between the core hole and valence
electrons. It may also depend on solid state effects such as the bonding, but these
effects have a minor influence in the actinides. The measurement of the branching
ratio associated with M4 and M5 absorption lines was then used to determine the
valence of uranium compounds and observe its quasi-linear variation with the
number of the 5f electrons. An advantage of this method of determination of the
oxidation states is that different parts of the same sample can be probed with a high
spatial resolution in an electronic microscope.

Analogous experiments were conducted in the N4,5 range [37]. The branching
ratio N5/(N4 + N5) was obtained [38]. For uranium and plutonium, it is higher for
the dioxide than for the metal and the lines of the oxide are narrower. However, it is
concluded from these measurements that the valence remains the same in the two
materials. Change of the branching ratio between α-Pu, δ-Pu and aged δ-Pu was
observed. This change results from the increase of the localization of the 5f elec-
trons due to self-irradiation damage with time. The δ-Pu structure is not cen-
trosymmetric as expected because the electronic structure is dominated by 5f
electrons. Consequently, the bonds between each atom of plutonium and its 12
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nearest neighbours have largely varying strengths and that makes the crystal highly
anisotropic compared to other fcc metals [38].

The branching ratio associated with the transition of a core 4d electron to the
unoccupied 5f levels depends on the 5f spin–orbit interaction and the available 5f
levels. When the splitting due to the 5f spin–orbit interaction can be neglected in
comparison with the other broadenings, the branching ratio depends only on the
statistical weights (2J + 1) of the 4d5/2 and 4d3/2 levels and is equal to 3/5. In a
solid, if the 5f electrons are delocalized into the valence band, their spin–orbit
interaction decreases and the branching ratio has the statistical value 3/5. If the
electrons are localized, the system is well described in the intermediate coupling
scheme. The strength of the spin–orbit interaction was estimated for the actinides
from the partial occupancy of valence levels at a given site. The X-ray absorption
branching ratio from 4d to 5f levels was determined in order to follow its progress
along the series [39]. According to these authors a connection exists between the
angular part of the spin–orbit contribution and the degree of 5f localization. Indeed,
they have obtained a good agreement between the parameters deduced from the
measurement of the branching ratios and those obtained from LDA–DMFT cal-
culations. Comparison was made for the metals and the oxides from uranium to
curium.

The N4,5 EELS spectra of thorium, uranium, neptunium, plutonium, americium
and curium metals observed in a transmission electron microscope are shown in
Fig. 5.2 [40]. The intensity variation of the 4d3/2 peak confirms that the 5f
electrons occupy preferentially the 5f5/2 level up to americium, which has the 5f5/2
almost full half sub shell with six 5f electrons while only a small number of
electrons are present in the 5f7/2 sub shell, resulting in J–j coupling for this metal.
In contrast the 4d3/2 peak increases for curium, due to intermediate coupling. All
the same, in the 5d range, agreement exists between the electron energy loss
spectra and the direct photoabsorption peaks. This was observed, for example, for
the uranium 5d photoabsorption peaks derived from energy loss data. It was
shown that the electron energy loss spectra exhibit similar shapes and positions in
the fluorite UF4 and in the metal [41]. More recently, observation was made in
this energy range for thorium, uranium, neptunium, americium and curium metals
(Fig. 5.3) [42].

A giant resonance was observed for all the studied metals. It corresponds to the
ensemble of the 5d–5f dipole transitions. Indeed, the contribution of the 5d spin–
orbit interaction is smaller than that of the 5d–5f electrostatic interactions and all the
dipole-allowed transitions are considered as contained within the giant resonance,
except for the first actinides, thorium, uranium, neptunium. Structures of low
energies, named “prepeak”, are observed for these metals. They are due to transi-
tions with ΔS = 1, allowed as a consequence of the influence of the 5d spin–orbit
interaction. This has been widely discussed for the transition f0–d9f1. These tran-
sitions appear energetically resolved from the giant peak for the lighter actinides.
Beyond the americium they become absorbed in the giant peak and therefore
energetically unresolved from it. On the other hand, the width of the giant
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resonance is strongly reduced between plutonium and americium. This is because
for americium the 5f5/2 half sub shell is filled.

In EELS, a core hole is present in the final state and this hole is not screened, in
contrast with photoabsorption, where the photoelectron remains in the vicinity of
the core hole and screens it. The presence of the core hole could contribute to
partially increase the localization of the 5f electrons.

Fig. 5.2 The 4d EELS
spectra for Th, U, Np, Pu, Am
and Cm metals, normalized to
the 4d5/2 peak height [40]
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Fig. 5.3 The 5d EELS
spectra for the α-phases of Th,
U, Np, Pu, Am and Cm
metals [42]
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5.2.3 BIS and IPES

No core hole is created by these two experimental methods and this explains the
analogy between the spectra obtained by BIS and by IPES despite differences in
the energy of the analyzed radiation and, consequently, in the analyzed depth and
the spectral resolution.

The BIS spectra of thorium and α-uranium metals show narrow bands charac-
teristic of the 5f unoccupied level distributions in the absence of core hole [43]. The
shape of the spectra is rather similar in the two metals but for uranium a band is
“pinned” to EF and the spectrum spreads up to 3 eV while for thorium it is present
between 3 and 6 eV above EF and no 5f level is present at EF.

The spectra obtained for UO2 by BIS [44, 45] and by IPES [46] were similar.
A broad peak centred at about 5 eV above the bottom of the conduction band was
attributed to a distribution of initially unoccupied 5f levels. This interpretation was
confirmed by an intensity diminution of the peak in the case of an oxidation of the
sample, thus of a decrease in the number of 5f electrons. A shoulder observed at
about 2.5 eV was attributed to the presence of unoccupied 6d levels. That confirmed
the results obtained from reflectivity measurements of UO2 single crystals
attributing the observed energy gap of 2–3 eV to the transition 5f–6deg [47, 48].
From these experimental data, the excitation from the valence levels of higher
energy to the unoccupied levels of lowest energy was suggested to be of the 5f–6d
type and not 5f–5f, as expected for an f–f Mott–Hubbard insulator. More recently,
spectra observed by BIS and quasi-identical to that cited previously, were differ-
ently interpreted [49]: it suggested the mixing of unoccupied U6d–O2p levels
located beyond +6 eV from the conduction band minimum. However, this sug-
gestion appears unrealistic.

The BIS spectrum of UC obtained with MgKα radiation was also analyzed [50].
A sharp main peak was observed at +2.4 eV above EF with a shoulder located at
+1 eV. The two structures were identified as a spin–orbit split pair of the U 5f level
and they are followed by a long tail that extends up to +12 eV into the uranium 6d
energy region. However, because of the large U 5f cross section at the MgKα
energy, contribution of the U 5f levels is also expected in this energy range.

5.3 Density of Valence States

5.3.1 X-ray Emission

The MV (3d5/2) and MIV (3d3/2) emissions of thorium in metal were analyzed in the
vicinity of the 3d5/2 and 3d3/2 thresholds [34]. The core hole was created by
electronic bombardment at energy near the threshold. The emission spectrum was
compared to the absorption spectrum observed under the same experimental con-
ditions (Fig. 5.4). As in the emission spectrum of lanthanum, 3d5/2 and 3d3/2
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resonance lines were recorded in coincidence with the corresponding absorption
lines. The appearance of resonance lines shows the strongly localized character of
the 5f electron of the 3d–15f1 excited configuration increasing its recombination
probability during the lifetime of the 3d hole. The intensity ratio of the 3d5/2 and
3d3/2 lines is the same in emission and absorption. However, their shape is different.
The resonance emission lines are highly asymmetrical towards higher energies and
wider than the corresponding absorption lines. These characteristics reveal the
existence of an interaction between the excited 5f levels and the other unoccupied
ones. This interaction is absent for lanthanum, whose emission and absorption lines
have similar shapes. The thorium 5f excited levels are 1.7 eV above the Fermi level
and no 5f electron is initially present in the metal. Weak features were observed
towards the low energies of the resonance lines in the oxide ThO2 (Fig. 5.5). They
are characteristic of the presence of valence electrons. Indeed, no 4f electrons are
present in the La2O3 3d emissions and strong analogy is observed between the
ThO2 5f–5d and La2O3 4f–4d resonant emissions [51].

The MV and MIV emissions and absorptions of uranium in metal are represented
in Fig. 5.6 [25]. Large variation of the emission intensity as a function of the energy
E0 of the incident electrons was observed around the 3d5/2 threshold. The energy of
the 3d5/2 level is equal to 3.55 keV. For E0 equal to 4.3 keV, the emission spectrum
includes the MIV–OIII normal line and two intense resonance lines in coincidence
with the two MIV and MV absorption lines. The energy of the MIII threshold is close
to 4.3 keV. For E0 equal to 5 keV, the ionization can take place from the MIII level.
The MIII–NIV and MIII–NV (Mγ) lines with energy near the 3d5/2 threshold were

Fig. 5.4 The 3d absorption and emission spectra of thorium metal
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observed. An additional emission was observed towards the low energies of the MV

resonance line. It was interpreted as the transition of an itinerant 5f electron towards
the 3d5/2 hole. This transition can be considered as a 5f band emission and reveals
the presence of itinerant 5f electrons. It is predicted towards the lower energies of
the resonance line, in contrast to the rare-earth 4f–3d normal emissions of the 4fn−1

final configuration, which correspond to the transition of a localized electron and
are located towards the higher energies of the resonance lines. As expected, when
E0 increases, the intensity of the resonance lines decreases while that of the normal
lines and the valence band increases strongly. Consequently, at E0 equal to 8 keV,
the MV resonance line was not resolved from the 5f band and especially from the
very close and intense Mγ line. From these observations, it was deduced that
localized 5f electrons, of the type analogous to the 4f electrons of the rare-earths,
were present in the uranium metal simultaneously with itinerant 5f electrons. No
transition of 5f delocalized electrons to 3d3/2 core hole was observed and the 3d3/2/
3d5/2 intensity ratio of the resonance lines is higher than the ratio of the absorption
lines. Differences between the MIV and MV emission spectra suggest that the 5f
electrons are localized mainly in J = 5/2 levels. The transition probabilities of
localized electrons are higher than those of delocalized electrons (cf. Chap. 3) and
therefore the relative number of the two types of electrons cannot be deduced from
the intensities of the emissions. The MIII absorption threshold was measured in the
same sample in order to determine the energy of the Fermi level. Based on the
energy differences between the MIII, MIV and MV levels, the itinerant 5f electrons
were centred around −2 eV under the Fermi level and the excited states less than
1 eV above [52].

Fig. 5.5 The 3d absorption and emission spectra of thorium oxide ThO2
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The α-plutonium emission spectrum near the MV absorption is plotted in Fig. 5.7
[34, 53]. At 5.3 keV, the self-absorption effect remains weak and so does the
intensity of the normal line Mγ. The resonance line R is the strongest of the
emission spectrum. It coincides with the R2 absorption peak while no emission is
observed at the energy of the R1 absorption peak. At higher incident energies, the
intensity of R decreases while that of Mγ increases strongly. Mγ becomes highly
asymmetric towards the higher energy masking the emission due to 5f itinerant

Fig. 5.6 The 3d absorption and emission spectra of α-uranium: the emissions are observed under
irradiation by electrons of 4.3, 5 and 8 keV [25]
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electrons. In the MIV range, only an absorption peak is observed, no resonance line
is present and emission is observed towards the lower energies of the absorption
peak. From these observations, the configuration of α-plutonium is a mixture of
delocalized and localized 5f electrons. Since the 5f5/2 discrete levels are preferen-
tially occupied, the 3d3/2–5f excitation is very weak and no resonance line is
observed in this range (Fig. 5.8) [34]. The 3d3/2 emission located towards the small
energies of the absorption is characteristic of the presence of a 5f band. From the
energy of this emission, the average energy of the occupied 5fn distribution is at
about 2 eV below the Fermi level.

Changes of the 3d spectra were seen in UO2 (Fig. 5.9) [25]. They were shifted
towards the higher energies by more than 1 eV with respect to the metal spectra.
The resonance lines were stronger, narrower and quasi-symmetrical in the oxide.
They were still observed at 8 keV. In contrast, the emission due to 5f itinerant
electrons was weaker. The 5f electrons are clearly more localized in the oxide than
in the metal. The emission from the 5f itinerant electrons was shifted by 3.5 eV
towards the higher binding energies with respect to the emission in the metal
(Fig. 5.10) [25]. The 5f itinerant electrons in the oxide are then approximately at
6 eV below the Fermi level of the metal and are energetically mixed with the 2p
states of the oxygen. Energy level diagrams were deduced from these experimental
results [52].

Uranium 4d emission spectrum in UO2 was also analyzed [54]. The X-ray
emission lines taking place between core sub shells are well described by an atomic
model in the solid. Let us consider the 4d5/2–5p3/2 emission. In the absence of open

Fig. 5.7 The 3d5/2 absorption and emission spectra of α-plutonium: the emission is observed
under irradiation by electrons a of 5.3 keV; b of 7.1 keV [34]
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sub shell, one expects it to be a discrete line of Lorentzian shape and of width equal
to the sum of the widths of the two levels, 4d5/2 and 5p3/2. In fact, the observed
emission has a complex shape and is extended over about 6 eV. Such a shape
suggests that the electrons of the initial and final configurations interact with
localized non-coupled electrons of uranium. The 4d5/2(5f

2)–5p3/2(5f
2) emission was

calculated in the ion 5f2 with the help of the multiconfigurational Dirac–Fock
method (cf. Chap. 3). Each line has a natural Lorentzian shape. This natural shape
has little influence on the final shape, which is composed of a large number of
transitions between the numerous levels of the initial and final configurations. The
above ab initio atomic calculation reproduces well the shape of the emission. The
error in the absolute value of the energy is only about 2 %.

Another confirmation of the presence of the 5f2 configuration of uranium in UO2

was obtained from the observation of the 4d5/2
5 5f3–5f2 resonant emission and

4d3/2
3 5f3–6p1/2

1 5f3 emission in the presence of an additional excited 5f electron
forming a “spectator electron” situation [54]. Each of these two emissions consists
of a large number of lines, whose observed mean energies are 743 and 762.5 eV,
respectively. The calculated energies of the 4d5/2–5f transitions in the ion and the
excited atom differ only by a few eV’s. This difference is of the order of or smaller
than the difference between the calculated and experimental values. The same is

Fig. 5.8 The 3d3/2 absorption
and emission spectra of α-
plutonium: the emission is
observed under irradiation by
electrons of 7.1 keV [34]
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true for the 4d3/2–6p transition, making it impossible to base the interpretations on
calculated energies. In the absence of photoabsorption spectrum, the identification
of the resonant emissions was based on the measurement of their relative intensities
at different incident electron energies E. In an energy range of several eV around the
threshold, excitation is much more probable than ionization. A value of 75 was
evaluated for the ratio of the photoexcitation to photoionization cross sections at the
U 4d5/2 threshold energy ES. Conditions for the observation of resonant emissions
are favourable with incident electrons of energies from ES up to 1.5 time ES. In this
range, the more intense emissions are from the excited atom and the transitions in
the ion are observed as structures of low intensity. However, 4d–5f emission in the

Fig. 5.9 The 3d absorption and emission spectra of UΟ2: the emissions are observed under
irradiation by electrons of 4.3 and 8 keV [25]
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4d5/2
−1 ion seems to have been observed [49]. It was accompanied by a line, attributed

to a satellite, but, taking into account the energies of the levels as measured in
Ref. [55] and the spectra observed in Ref. [54], this line can be attributed to the
4d3/2–6p1/2 emission whose intensity is known to be low. The line in the ion has
thus a low intensity.

In the 5d range, both absorption and emission were observed for U3O8 [31]. The
general shape of the spectra depends on the experimental conditions (Fig. 5.11)
[54]. The absorber thickness was too large. In emission, the incident electron
energies used were equal to 4ES, 12.5ES, 33ES, leading to strong self-absorption
effects. These experimental constraints change the relative heights of the peaks and
introduce broadenings that modify strongly their shapes. However, it appears
clearly that absorption and emission maxima coincide. The experimental data
obtained for U3O8, which is not purely 5f2, were compared to calculated spectra for
the configuration f2. Despite the above constraints, a general good agreement was
obtained between experimental and calculated spectra. As an example, the structure
observed at 100 eV in absorption and emission appears also in the calculated
spectra and the peak observed in emission at 80 eV is identified as a transition in the
presence of a spectator electron. These results confirm the localized character of the
5f2 electrons in uranium oxide.

It should be noted that oxygen Kα emission of the three uranium oxides has been
observed by RIXS at the oxygen 1s edge [33]. Excitation energy dependence was
observed for UO3 but not for UO2 and U3O8. These results were explained by

Fig. 5.10 The 3d emission spectra of α-uranium and UΟ2: the emissions are observed under
irradiation by electrons of 8 keV [25]
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structural differences. In the case of UO3, the oxygen–uranium hybridization varies
with the oxygen site and the contribution of non-equivalent oxygen sites depends
on the excitation energy.

In conclusion, as in the 3d spectra of the rare-earths, in the 3d and 4d emission
spectra of the actinides transitions to excited and ionized states are simultaneously
present. Resonant emissions as well as emissions in the presence of an excited
spectator electron are characteristic of configurations with localized electrons and
take place in a time scale similar to that of the core-hole lifetime, i.e. of the order of

Fig. 5.11 The 5d spectra of UΟ2: a observed emission at E0 equal to (1) 500 eV, (2) 1500 eV,
(3) 4000 eV, and observed absorption [51]. b Calculated emission probability (1010 s−1) of U4+

resonance emission, U4+ 5d95f3–6p55f3 and U5+ 5d95f2–6p55f2. c Calculated photoexcitation cross
section from U4+ 5f2 3H4 [54]
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10−14–10−16 s. From the observation of such transitions, one can obtain information
on the dynamics of the electrons in the excited configurations of high energy that
throw light on the presence and the number of strongly localized electrons.
Excitation and decay are two independent processes. Consequently, no interference
exists between them and this makes easy the interpretations. This approach can be
generalized to complex compounds because of the inner shell aspect of the tran-
sitions involved. From the energies of resonance and normal lines, it is possible to
deduce the respective energy levels of the localized and itinerant 5f electrons and
therefore the energy level diagram of the material.

5.3.2 Photoemission

The valence band of the metal actinides was observed by UPS and XPS [43, 55–
57]. Comparison between the photoemission of thorium and uranium metals had
revealed the characteristics of the 5f electrons in uranium (Fig. 5.12). An intense

Fig. 5.12 X-ray valence
photoemission of a thorium;
b α-uranium [43]
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narrow peak characteristic of the U 5f electrons was observed just below the Fermi
level in the photoemission of uranium. This peak is strongly asymmetric to the
higher binding energies and thus reveals a partial mixing of 5f electrons with the
distribution of the 6d7s valence electrons centred some tenth of an eV under EF. In
contrast, for thorium, only the 6d7s valence distributions was observed.

The same situation exists for neptunium and for plutonium in the α-phase as in
the δ-phase [58–61]. The photoemission of the two phases of plutonium extends
through 4 eV and has a similar shape except near the Fermi energy. In α-plutonium,
a broad peak is present and reaches maximum intensity at about 100 meV below EF.
In δ-plutonium, a much narrower intense peak is present just at EF, in agreement
with the theoretical predictions; it is followed by a small peak at about 1 eV below
EF. A very weak structure is observed between these two peaks. The shape of the
spectrum observed for the δ-phase is consistent with the increased tendency towards
localization. Indeed, the spectrum of a partially filled 5f shell with a localized
character presents a multiplet structure. The δ-phase spectrum, calculated assuming
four localized 5f electrons out of the five 5f ones, reproduced rather well the
observed photoelectron spectrum (Fig. 5.13) [62, 63]. The four localized 5f elec-
trons created a stable singlet state, δ-Pu 5f4, located under EF. For α-Pu, a large
region of high binding energies reveals that 5f electrons strongly correlated with the
valence electrons are also present. In summary, from uranium to plutonium, the
valence band extends towards the higher binding energies. The maximum, which is

Fig. 5.13 He II valence
photoemission of α- and
δ-plutonium (points)
compared to LDA
calculations
(solid curves) [62]
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pinned at EF, becomes narrower and more pronounced with increasing atomic
number. At this energy, the observed intensity was attributed to the presence of
itinerant 5f electrons. On the other hand, the multiplets observed in the structures
towards the greater binding energy of this maximum are clearly more accentuated in
plutonium and indicated the presence of an increasing number of localized 5f
electrons.

For americium metal, there is a density of occupied states at EF. However, in the
photoemission obtained with He II, the intensity observed at EF is low compared to
the high intensity observed between −5 and −1 eV below EF [64, 65]. Indeed, in
this energy range the observed emission includes a broad peak centred round EF-
3 eV and a secondary peak located at about EF-1.8 eV. Its shape is almost the same
as that of the emission excited by incident photons of low energy (He I). Only the
relative intensities of the peaks are different (Fig. 5.14) [65]. This intensity differ-
ence is due to the important role played by the photoionisation cross sections in
photoemission spectra. The excitation cross section of the 5f electrons increases
with the energy of the photons more rapidly than that of the other electrons. The
same is verified in the X-ray range, where the probability of the 5f electron exci-
tation is an order of magnitude higher than that of the 6d and 7s electron. From
these comparisons it follows that, unlike early actinides, in americium the 5f levels
are not centred at EF but are shifted to higher binding energies. Only the 6d7s
valence electrons are present at EF while the peaks observed below EF in the He II
spectrum are attributed to the 5f electrons. These observations provide the exper-
imental evidence that a change from itinerant to localized 5f electrons occurs
between metallic plutonium and americium, in agreement with the difference of
their crystalline structures. According to these data, all the 5f electrons of ameri-
cium would be localized. Owing to the absence of magnetic order in its ground
state, americium metal is considered as trivalent, with the ground configuration

Fig. 5.14 He I and He II
valence photoemission of
high purity americium metal
film [65]
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5f6 (J = 0). This configuration is stable in the actinides. The strong 5f spin–orbit
interaction favours the filling of the 5f5/2 sub shell. The photoemission should, then,
give the description of a final state of the configuration 5f5. However, the peak
observed at EF-1.8 eV was considered as due to the 5f6 final configuration and only
the peak at EF-3 eV to the 5f5 final configuration. No interaction exists between the
delocalized valence distribution and the localized electrons but an energy mixing is
present and that could make possible the localization of an initially valence electron
in the 5f levels and explain the stability of the 5f6 final configuration. Another
interpretation of the two peaks was also suggested, based on the presence of the
strong 5f spin–orbit interaction, which could introduce a splitting of almost 1 eV
between final levels associated with two different spin components. It must be
underlined that the theoretical models used are not adapted to describe localized
electrons and no satisfactory fit is obtained between the theoretical predictions and
the observed structures. On the other hand, in a research undertaken in order to
determine the changes of the electronic structure under pressure [66], partial
delocalization of the 5f electrons has been predicted theoretically and experimental
work is in progress in this subject.

As indicated in Chap. 1, the localization of the valence electrons increases with
the decreasing size of the sample. From UPS and XPS observations of plutonium
ultrathin layers, it was suggested that the degree of localization of the 5f electrons
also depends on the layer thickness. For a single monolayer, the spectrum is
dominated by a broad asymmetrical peak centred on 1.6 eV under EF (Fig. 5.15)
[59]. This non-structured peak was attributed to the presence of localized 5f elec-
trons. However, it must be underlined that such a large peak is also present in the
oxide spectrum since the oxidation of an ultrathin layer is easy. With increase of the
number of layers, this peak is gradually wiped out and its intensity is spread out
between 0 and 1 eV below EF. The shape of the emissions also depends on the

Fig. 5.15 He II valence
photoemission of plutonium
recorded after ion etching at
various temperatures [59]
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surface characteristics. The 5f electrons present on the surface are calculated to have
a more localized character than generally observed because of the decreased
coordination number and the presence of defects. These modifications are not
reproduced by the calculations.

As already underlined, the oxidation of the actinide surface is rapid. The strong
dependence of the photoemission on the surface permits the detection of any
contaminant of even a fraction of a monolayer. The photoemission spectra are
therefore well adapted to probe a sample of small thickness and analyze its chemical
composition. The He II line is mainly used as incident radiation. At this energy, the
cross sections of the plutonium 5f, 6d and oxygen 2p sub shells are comparable and
the photoelectrons are emitted almost entirely from the first five monolayers. Let us
recall that the bond is not ionic in the oxides, contrary to what is often claimed [67].
Significant covalent character is present [68] and increases along the series and with
the metal valence. From protactinium to plutonium, each element has several ox-
idation states. This appears as typical of the partial localization of the 5f electrons.
In the dioxides, four electrons of the actinide contribute to the chemical bond. From
the XPS spectra of UO2, the O2p–U5f6d7s valence band is located between EF-4
and EF-10 eV. The presence of the localized 5f electrons is detected around −2 eV
under the Fermi level. The attribution of this structure to 5f electrons is confirmed
by its absence in the ThO2 photoemission (Fig. 5.16a) [69]. No electron is present at
EF in agreement with the insulating properties and with recent calculations [67].
The same results were obtained by UPS using He II radiation [70]. It was shown

Fig. 5.16 X-ray valence photoemission of a ThO2 and UO2. b UO2, U3O8 and γ-UO3 [69]
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that assuming the presence of only one 5f electron in the valence band is sufficient
to account for the experimental binding energies [71]. The intensity of the peak at
EF-2 eV decreases with an increased oxidation, namely with a decrease of the
non-hybridized 5f electron number. It vanishes for UO3 (Fig. 5.16b). This confirms
the interpretation proposed for this peak. Indeed, in this oxide, all the uranium
valence electrons are present in the valence band and no quasi-pure 5f orbital is
occupied. The same observation is made in all the hexavalent uranium compounds
[72]. For NpO2, as for the UO2, the presence of the 5f electrons is characterized by a
single narrow line.

Photoemission was observed for UO2 with photon energies near the U 5dIV,V
absorption thresholds [73]. The spectra were interpreted as taking place from the 5f2

ground state to 5d95f3 excited configuration. As for the metal, the transitions to the
levels of higher spin were found to correspond to weaker peaks located at 98–
100 eV. The transitions to the multiplets with S equal to 1/2 or 1 could be
responsible for the strong features at about 108–110 eV. The latter partially overlap
the transitions to the continuum and this explains why the excited configurations
have low probability to decay by direct recombination.

The experimental densities of states of Pu2O3 and PuO2 are compared in
Fig. 5.17 [74] to densities of states obtained from a hybrid DFT-type calculation
without spin–orbit splitting. The photoionization cross section of the 2p valence
electrons of oxygen is 1.5 bigger than those of the 5f and 6d electrons of plutonium,
which are almost equal. However, it was not taken into account in the theoretical
curves. Pu2O3 is characterized by two peaks at 1.6 and 5.5 eV and PuO2 by two
peaks at 2.5 and 4.6 eV below EF. The two oxides are predicted to be insulators, in
agreement with the experiment. The peaks of lower energies correspond to 5f

Fig. 5.17 Valence
photoemission of Pu2O3 at
room temperature and PuO2 at
77 K (points) compared to
calculated densities of states
(line) [74]
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plutonium electrons whereas the peaks of higher binding energies correspond to
valence 2p O electrons mixed with the valence electrons of the metal. No fine
structure is observed in the spectra. The 5f levels of PuO2 at EF-2.5 eV are more
bound than those of Pu2O3 at EF-1.6 eV because the valence and the ion charge are
higher. The separation energy between the plutonium 5f and valence orbitals
decreases with the stabilization of the 5f orbitals. This energy decrease in PuO2 with
respect to Pu2O3 is explained by the difference in their crystalline arrangement. In
PuO2, eight oxygen neighbours are present at 2.34 Å whereas in Pu2O3 only four
neighbours at 2.36 Å and three neighbours at 2.62 Å are present. These changes
induce an increase of the Pu–O bond strength and of the covalence in PuO2.

Actinide dioxides are often non-stoichiometric. Their surfaces can be easily
perturbed during the measurements. Thus, UO2 can oxidize rapidly. It was shown
that a short exposure of UO2 to atomic oxygen at room temperature oxidizes the
surface up to UO3. The formation of this high oxide is manifested by the disap-
pearance of the U 5f emission peaks in the photoemission spectrum. The case of
plutonium has been particularly studied because of its technological interest. Thin
plutonium films can be provided as reasonably clean surfaces but the surface of the
bulk metal oxidizes at room temperature and the thickness of the oxide layer
depends strongly on the environment. In the presence of molecular oxygen, the
sesquioxide (Pu(III)) is formed, then the dioxide (Pu(IV)). In contrast to UO2,
atomic oxygen does not incorporate into the bulk PuO2, which is only covered by
chemisorbed oxygen that is released at 200 °C. The presence of a higher oxide
PuO2+X had been considered but most recent results show it is not stable [75] while
the stability of the Pu 5f4 configuration is higher than that of U 5f2.

Study of a clean plutonium surface and its oxidation was carried out on
gallium-stabilized δ-plutonium [76]. Under a residual pressure of some 10−11 Torr
at 77 K, the metal surface initially cleaned by laser ablation undergoes a superficial
contamination from residual gases, which can take place over a time scale of several
hours. This vacuum environment favours the initial formation of Pu2O3. Then,
PuO2 grows on the Pu2O3 layer. At 150 °C, Pu2O3 forms within minutes. Both
oxides coexist over a wide range of thickness. However, after an extended period of
time under the same pressure but at room temperature, the only oxide present at the
surface was Pu2O3.

As in the other actinide oxides, in Am2O3, the photoemission intensity is zero at
the Fermi level in agreement with the non-metallic character of the oxide. The O
2p–Am 6d7s valence band is located between EF-6 to −3 eV and the peak towards
the lower energies at about EF-2 eV is attributed to americium 5f levels. This
interpretation is confirmed by the intensity increase of this last peak with the
increase of the incident photon energy (Fig. 5.18) [65]. The energy of the 5f peak is
not shifted with respect to that in the metal. This is characteristic of the presence of
localized 5f electrons, whose number remains the same in the two materials.
Americium has three valence electrons in the metal and in its trivalent oxide. The
final state of the photoemission is predicted to have the 5f5 configuration. However,
the observed photoemission has no structure. It was suggested that no interaction
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exists between the 5f5 final configuration and the valence electron distribution in the
oxide. The 5f5 configuration is calculated to be very strongly localized and stable
and only its ground state is predicted to be observed. Further studies are needed to
confirm this interpretation.

The actinides are divalent in the monochalcogenides. US is known as having the
most stable ferromagnetic state among these compounds. From VUV photoemis-
sion, the valence state distribution of US has revealed the presence of two narrow
peaks, one located around EF, the other in the range from −1 to −0.5 eV below it,
and of a broad weak structure around −5 eV (Fig. 5.19) [77]. The more intense part
of the spectrum corresponds to the 5f electrons. The peak at EF is attributed to
itinerant 5f electrons while the feature near −1 eV was suggested to be due to the
5f3 configuration. The broad band centred around EF-5 eV was the S3p–U6d7s
valence electron band. These interpretations were based on the dual character of the
5f electrons. More recently, XPS has been observed from single-crystalline samples
of US at 20 K. A single asymmetrical peak was observed near EF. The additional
structure detected by UPS was attributed to the presence of surface states and it was
concluded that the U 5f electrons were itinerant in US [77]. However, the energy
resolution with which the asymmetrical peak is observed by XPS could be reduced
by the possible presence of secondary electrons and this could explain the differ-
ence between the two experimental results.

For USe and UTe, the XUV photoemission peaks have energies similar to those
of US. Thus, a broader feature is present near −1 eV and a narrow peak is seen at
the Fermi level. But the relative intensities are different. Here the more intense part
of the spectrum is the wide emission located between about EF-1.5 and EF-0.2 eV,
which corresponds to the 5f electrons [78]. The lattice constants are 5.489 and
6.155 Å for US and UTe, showing an increase of the distance between the uranium
atoms passing from US to UTe, followed by an increase of the localization of the 5f
electrons, as expected from the intensity increase of the emission characteristic of
the localized 5f electrons.

Fig. 5.18 He I and He II
valence photoemission of an
Am2O3 film [65]
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The plutonium divalent compounds are weakly paramagnetic. It was suggested
that the configuration of plutonium in these compounds was close to 5f6. As for the
uranium divalent compounds, the VUV photoemission observed for PuSe [79]
reveals the presence of several peaks. A large structure is present between EF-2.5
and EF-1.5 eV. A non-negligible part of the spectral intensity is concentrated in a
narrow peak near EF. A peak is also present at about EF-1 eV and a much smaller
feature exists between these two peaks. All the three peaks have already been
observed in the Pu δ-phase. They represent a characteristic feature of the plutonium
5f electron distribution, which is largely independent on a particular crystal envi-
ronment. From LSDA and LSDA-SIC as well as LDA + U calculations, a peak is
predicted in the vicinity of the Fermi level but the structures round EF-1 eV are not
well represented by these theoretical models [80, 81]. In contrast, the DMFT cal-
culations give a picture similar to the experimental spectra for PuSe and PuTe [82].
However, the agreement is better for PuTe than for PuSe, probably because the
PuTe photoemission was obtained from a single crystal while for the PuSe spectra
thin films were used. This theoretical model is less satisfactory for UTe. The above
comparisons confirm that in order to describe the electronic structure of actinide
compounds dynamic correlations must be taken into account due to the partially
localized character of the 5f electrons in these materials.

The difference between the 5f distributions of the divalent compounds of ura-
nium (UX) and plutonium (PuX) results from the difference in the number of their
localized 5f electrons. In UX, a large part of the 5f electron spectral intensity is
located between EF-1 and EF-0.5 eV and a narrow peak is present at EF. In PuX, the
5f distribution is much more spread out and structured. A broad maximum is
centred at about EF-2 eV and the three peaks already seen in δ-Pu between EF-1 and

Fig. 5.19 Valence
photoemission of US at low
temperature and various
incident photon energies. The
spectra are normalized to the
S 3p peak height [77]
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EF are present. The maximum seen at EF-2.0 eV in PuSe was attributed to an
unresolved final-state 5f4 multiplet. This feature is not noticed for bulk metal
plutonium but develops gradually when the thickness of plutonium layers is
reduced down to a few monolayers. Its relative intensity can be taken as a measure
of the 5f localization. By analogy, the maximum centred at EF-1 eV in USe was
attributed to a multiplet, which could belong to the 5f2 final configuration.

Among the monopnictides, UN was well studied. At TN = 53 K it is antiferro-
magnetically ordered. The U–U distance is 3.46 Å. This distance is smaller than
that of the other UX compounds. The N 2p band has a lower binding energy than
the O 2p band. It is closer to the 5f levels. These different parameters favour the
presence of a partially itinerant 5f character in UN. The U 5f levels were predicted
theoretically to be present in a large energy range from EF down to −6 eV.
A relatively intense narrow peak, slightly mixed with U 6d band, was expected at
EF as well as a broad band combining U 6d band and N 2p levels between −3 and
−6 eV [83]. The single crystal photoemission spectrum is in agreement with these
predictions (Fig. 5.20) [83]. The electronic distribution spreads over a wide energy
range. Towards the higher energies, it is characteristic of the valence states and of
the presence of a covalent bonding. In this energy range, the spectrum has a shape
similar to that observed for ThN [84] but it is more intense because 5f electrons are
present and are hybridized with U 6d and N 2p electrons. Simultaneously, the 5f
electrons appear in an asymmetrical peak near EF extending up to −2 eV and the 6d
density vanishes in this range. UN seems to be the compound with the widest
energy distribution of 5f electrons. The 5f peak near to EF could reveal the presence
of quasi-localized 5f electrons. The 5f wave functions extend outside core regions
and partially overlap the N 2p orbitals. There is no contamination by oxygen.
Consequently, all the observed features are characteristic of UN.

USb is an antiferromagnet with TN = 214 K. Various experimental results, such
as a large magnetic moment and a small electronic specific heat coefficient, indicate
a partially localized model as adequate to describe the 5f electrons in this

Fig. 5.20 Valence
photoemission of UN
compared with the calculated
total valence band [83]
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compound. This is in agreement with the fact that the lattice parameters of USb are
larger than the UN ones. Two peaks are present below EF between about −0.6 and
−0.06 eV [85]. They are predominantly 5f in character. These two peaks were
assigned to the 5f2 final-state multiplet. They indicate the presence of localized U 5f
electrons. The intensity of the multiplet structure is higher in USb than in UN.
A band located at about 1 eV is ascribed to the U 6d electrons and a deeper and
wider band to Sb 5p electrons.

Electronic structure calculations in mononitrides from thorium to plutonium
resulted in theoretical values for the lattice parameters that agree with their
experimental ones. This seems to demonstrate the presence of delocalized 5f
electrons while a rapid lattice increase for AmN indicates the presence of 5f
localization. However, the possibility to have intermediate localization as is the case
in compounds of PuX type must be considered. The plutonium–nitrogen phase
diagram exhibits only one known phase, PuN. This compound is antiferromag-
netically ordered at TN = 13 K. The emission intensity due to plutonium 5f electrons
is concentrated around −2 eV while a large peak due to the N 2p–Pu 6d7s valence
band is present between −2 and −5 eV. Comparison between the spectra obtained
with He I and He II radiation revealed clearly the contribution of the 5f electrons to
the photoemission (Fig. 5.21) [86]. A sharp peak is seen at EF and another one
at −0.85 eV as well as a weak peak at −0.5 eV. Contrary to the observations made
for the monochalcogenides, the maximum at −2 eV is absent in PuN and the PuN 5f
features are found similar to that observed for the metal δ-Pu. Consequently, the

Fig. 5.21 Valence photoemission of PuN prepared by sputter deposition under varying nitrogen
partial pressure with a He I, b He II incident radiation [86]
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degree of 5f localization in PuN does not differ much from that of the plutonium
metal. These same three peaks are also observed in the carbides [87].

PuSb crystallizes in the NaCl-type structure. It is ordered magnetically below
TN ≈ 85 K with a magnetic moment of 0.75μB. These characteristics suggested that
the 5f electrons were mostly localized and only a weak hybridization with con-
duction electron was present [88]. The density of states at EF is very low. The
intensity is present in a non-structured broad maximum centred at about −1.7 eV
(Fig. 5.22) [77]. This structure is not observed in bulk plutonium phases but
develops when the thickness is reduced down to few plutonium monolayers. Its
intensity increases for energy incident photons jumping from 21.2 to 40.8 eV. This
was attributed to an unresolved final-state 5f4 multiplet. A similar broad structure is
observed in other trivalent compounds.

NaCl-type metallic UC was observed by XPS with the help of Mg Kα radiation
[50]. At this energy, the photoionisation cross section of U 5f levels is approxi-
mately 20 times greater than that of U 6d levels and 40 times greater than that of U
7s and C2s levels. The cross section of C2p is negligible. A single narrow peak was
observed at −0.6 eV and ascribed to the U 5f electrons. A shoulder was seen
between −2 and −4 eV and ascribed to U 5d levels mixed with U 5f levels. C2s
band is seen around −9 eV. Differences between experimental results and band
calculations suggest the presence of correlation effects between the 5f electrons.

In most of the plutonium metallic systems as well as in a broad range of its
compounds three equally sharp peaks are observed within 1 eV below EF. Only a
few details are modified from one compound to another. For example, the sharp
peak located just at EF can undergo a slight shift towards higher binding energies or
an additional very weak peak can appear. The spectral intensities can also vary
considerably between different compounds. These peaks are expected to have a
common origin. Their dependence on the incident photon energy reveals their 5f

Fig. 5.22 Valence
photoemission of PuSb and
PuTe at He II [78]
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character. It reveals also that they are not related to the surface. A certain 6d
admixture could be present. The observations of these peaks at the same energies in
very different materials show that they cannot be related to any particular band
structure and are quasi-independent of the surrounding. They are characteristic of
the presence of localized 5f electrons. It was suggested that they were associated
with the 5f5 multiplet while the structure present between 1 and 2 eV could be
related to the 5f4 multiplet.

Study of the inter-metallic compounds is actually in progress. Their valence
states photoemission is observed in order to follow the electron distribution changes
responsible for their various macroscopic properties [89–91]. In UB2, the U–U
distance is only 3.123 Å and the specific heat coefficient is 10 mJ/mol K2. The
photoemission shows an intense sharp peak just below EF, characteristic of the 5f
electrons (Fig. 5.23) [91]. In UFeGa5 and UPtGa5, the U–U distances are,
respectively, 4.258 and 4.341 Å. The spectral distribution reveals also the presence
of an intense peak at EF, particularly for UFeGa5, which is paramagnetic as UB2.
The same intense peak is seen in UGe2, UCoGe and URhGe, which are super-
conductors under 0.8 K. In other compounds, such as UPt3 a peak is present at EF

but it is weaker than the higher energy structures. Contrary to the previous com-
pounds, in UPd3 no peak is seen just below EF, where the density of states is very
low. The maximum of the valence states distribution is located at −3 eV and the
contribution of U 5f levels was predicted to be noticeable in the −1 to −0.5 eV
energy range. This compound has a specific heat coefficient of only 7.6 mJ/mol K2

while it is equal to 420 mJ/mol K2 for UPt3, which has a high density of states near

Fig. 5.23 Valence
photoemission of UB2,
UFeGa5, UPtGa5 and UPd3 at
800 eV [91]
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EF. From the intensity variation of the narrow peak near EF, the number of the
localized 5f electrons appears to decrease from UB2 to UPd3, where uranium is
tetravalent [92]. However, it should be underlined that the density of the valence
states of palladium is much higher than that of boron. This makes the comparison
difficult. Analysis of the core levels was made simultaneously from the same
samples in order to evaluate the number of the localized 5f electrons and, conse-
quently, to deduce the relative importance of the hybridization between uranium 5f
and ligand electrons in these materials (cf. Sect. 4.3).

Inter-metallic uranium compounds with other valence states have been observed
and present analogous characteristics, namely an intense narrow peak just below EF,
a broad feature between about −1 and −0.5 eV and complex multiple peaks on the
high binding energy side of this peak. For example, such distribution was observed
for UNi2Al3 and UPd2Al3. For URu2Si2, analysis of the spectrum was made by
varying the energy of the incident photons [93]. The narrow peak observed at EF

was attributed to U 5f electrons, while the intense feature centred around −2 eV was
attributed to Ru 4d valence states. In a general point of view, it was considered that
for a large majority of compounds the spectra are characteristic of a material with
one of the three U 5f electrons being itinerant and contributing to the valence band
while the remaining two 5f electrons are localized.

The isostructural PuCoGa5, PuRhGa5 and PuCoIn5 superconductors, called
Pu-115 series, have critical temperatures an order of magnitude higher than their
cerium counterparts. Their superconducting temperatures are between those of the
Ce-based and d-electron superconductors. In contrast, UCoGa5 shows no evidence
of strongly correlated electron characteristics. The photoemission of Pu-115 com-
pounds presents a strong peak close to EF and a structure located around 0.5 eV
[94]. The peak and the structure were interpreted as revealing the presence of
itinerant and localized 5f electrons, respectively [95].

5.4 Core Levels

5.4.1 X-ray Photoelectron Spectroscopy (XPS)

Core-level binding energies were determined experimentally from the X-ray
absorptions and emissions [9, 10] and from the photoemission peaks [14]. The
values obtained for thorium, uranium and plutonium are given in Table 5.2 and
compared to the energies of the N, O and P levels measured for thorium and
uranium by XPS [55, 96, 97]. The core-level energies obtained from X-ray spec-
troscopy are in agreement with those obtained by photoelectron spectroscopy
except for the PII,III (6p) levels [98]. The proximity between the 6p levels and the
ligand levels had induced confusion in the primary measurements, which have been
corrected.
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The spectra of the n = 5 core levels present secondary peaks, whose number
increases along the series. This splitting of the peaks results from the strong
interaction of the 5l hole present at the final state with the localized electrons of the
incomplete 5f sub shell. The splitting is particularly important for the 5d levels. The
5d3/2 and 5d5/2 spin–orbit components are not recognized in the spectra of the
heavier elements. Atomic-like calculations are necessary in this aim but it is difficult
to identify the electronic structure of the investigated material from the 5d
photoemission.

In contrast to the 5d core levels, the 4f core levels were observed extensively.
The chemical shift of these levels was measured and the valence was deduced from
these measurements. As an example, the binding energy of U 4f7/2 peak increases
by 1.7–1.8 eV as the oxidation state of uranium increases from U(IV) in UO2 to U
(VI) in UO3 [99]. From these measurements, it was shown that U(IV) and U(VI)
ions, analogous to those found in UO2 and UO3, were mixed in U3O8 and U2O5

while no U(V) was present in these oxides [100]. Similar results were obtained by
the same authors for the uranium fluorides.

Table 5.2 Energy levels of
Thorium and Uranium:
(1) [10]; (2) [55]; (3) [98]

Energy levels

Thorium Uranium

(1) (2) (3) (1) (2) (3)

LI 20,460 21,753

LII 19,688 20,943

LIII 16,296 17,163

MI 5181 5548

MII 4821 5181

MIII 4038 4302

MIV 3488 3725

MV 3330 3550

NI 1323 1439

NII 1160 1272

NIII 959 966.4 1042 1043.0

NIV 711 712.4 713.0 780 778.3 780.1

NV 676 675.2 675.7 738 736.2 737.7

NVI {335 342.4 343.9 {380 388.2 390.5

NVII {335 333.1 334.6 {380 377.4 379.6

OI 290 325

OII 224 233.8 256 258.4

OIII 173 177.2 178.9 198 194.8 197.2

OIV {87 92.5 {97 102.8

OV {87 85.4 87.0 {97 94.2 96.0

PI 60 41.4 72 43.9

PII {41 24.5 25.2 {28 26.8 28.1

PIII {41 16.6 17.2 {28 16.8 17.2
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Shake-up satellites are known to be located towards the higher energies of the
main peak. They are attributed to the excitation of an electron from an occupied
orbital to an empty or partially filled electronic level, which takes place simulta-
neously with the creation of the core hole. In the compounds, they correspond
generally to an inter-atomic shake-up process with transfer of a ligand electron to an
unoccupied metal level. In the actinides, no satellites associated with the 4d or 5d
peaks were found. On the contrary, satellites were observed to the high binding
energy side of the 4f peaks in numerous thorium and uranium compounds [101].
These satellites are very sensitive to the local chemical environment and their
analysis gives information on the electronic structure and on the valence and
conduction levels in the solid.

The observation of the shake-up satellites associated with the actinide 4f levels
was developed at first for the uranium compounds [102, 103]. Energetically sep-
arated satellites were recorded for UO2 and UO3 and used to identify the presence
of the U(IV) or U(VI). Initially, two satellites were predicted for each uranium
oxide [103]. Independently, the 4f core-level spectra of the dioxides were recorded
from thorium to californium (Fig. 5.24) [98] and a satellite was associated with each
4f peak of the light actinides. This satellite is attributed to the excitation of a valence
electron to the 5f levels, often unsuitably named “charge transfer”. Its position
depends on the energy necessary to transfer an O2p valence electron to the empty
actinide 5f orbitals and its intensity is a function of the hybridization strength
between the O2p and actinide 5f orbitals. Its presence was confirmed in several
experiments (Fig. 5.25) [70]. The intensity of these satellites increases from thorium
to plutonium and decreases for americium and for curium; their shapes remain
similar up to curium. For berkelium and californium, strong shape distortions are
observed and indicate the existence of additional exchange interactions, which are
present when the number of localized 5f electrons is superior to six.

The 4f core-level spectrum of UN is complex (Fig. 5.26) [83]. Three satellites
are seen at higher energies of the 4f7/2 peak. Only two are observed for 4f5/2
because the presence of the N 1s peak perturbs the observation of the third one. The
satellite observed at +7 eV of the 4f7/2 peak is analogous to others seen in numerous
compounds of uranium and attributed to an inter-atomic shake-up. The two other
unresolved satellites are at +3 and +1 eV of the main peak. It was suggested that
this unresolved strongly asymmetric main peak corresponds to a mixing of the 5f3

and 5f2 configurations, the 5f3 configuration being connected with the peak of the
lowest binding energy.

Inter-metallic compounds have been studied recently (Fig. 5.27) [91]. The U
4f7/2 peak of UB2 is very close to that observed for the metal. Its slightly asym-
metric shape is typical of the shape expected for a simple metallic material and no
satellite is present. The asymmetry increases for UGe2, UFeGa5. A satellite of
higher energy may also be present, for example for UNi2Al3 and UPd2Al3. For
UPd3 and UPt3, a shoulder was observed approximately at the binding energy of the
main peak observed for the previous materials. This shoulder can be attributed to a
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Fig. 5.24 4f photoemission
of oxides from thorium to
californium [98]

Fig. 5.25 Uranium 4f
photoemission a of UO2; b of
UO2.2 for MgKα incident
radiation [67]
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Fig. 5.26 Uranium 4f photoemission of UN, decomposed into the main lines and their satellites
and N 1s photoemission [83]

Fig. 5.27 Uranium 4f
photoemission of a UB2,
b UFeGa5, c UPtGa5 and
d UPd3 at 800 eV [91]
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well-screened peak and thus associated with the 5fn+1 configuration. The main peak,
shifted by about 1–2 eV towards the higher energies, is thus associated with the 5fn

configuration. From this energy shift, the number of localized 5f electrons is smaller
in UPd3 and UPt3 than in the other materials. It was suggested that this number was
close to two while it could be close to three in all the other uranium inter-metallic
compounds.

Few changes of the 4f core-level spectra were observed between americium in
metal and trivalent compounds (Fig. 5.28) [65]. A satellite was seen towards the
low binding energies in the metal and not in the compounds. This satellite was
designated as a well-screened peak. By analogy with the 3d photoemission of the
light rare-earth metals (cf. Chap. 4), this peak can be attributed to a shake-down
satellite corresponding to the excited configuration 4f−15fn+1. The presence of this
configuration can be related to the localized character of the 5f electrons in
americium.

As for the rare-earth metals, the excited (nl)−15fn+1 configuration can be created
simultaneously with the formation of a core hole in a conductor but not in insulator
compounds because of the presence of the energy gap. The energy of this
“well-screened” configuration is lower than that of the (nl)−15fn ionized configu-
ration, which corresponds to the main peak, often designed as “poorly screened”
peak. As already underlined, the presence of a shake-down satellite depends on the
energy interval between the top of the valence band and the empty 5f orbital. Its
intensity depends on the coupling energy between valence band and localized 5fn

levels. This coupling is weak making the shake-down satellite weak. Its intensity
decreases with an increase of the 5f orbital localization and it can fade out. These
satellites are expected only for the metals and inter-metallic compounds of light
actinides. For the insulator compounds, the empty 5f orbitals are generally pulled
down into the forbidden band, leaving no observable shake-down satellite.

Fig. 5.28 Americium 4f
photoemission of metal,
Am2O3, AmN and AmSb.
The low energy satellite is
observed only in the metal
[65]
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The energy of the main photoemission peak is equal to the energy of the core
level as determined from X-ray emission and absorption or EELS and comparison
between these various data can be used to identify the main peak. This was done for
the rare-earths and resulted in the elimination of several ambiguities (cf. Chaps. 3
and 4). For the actinides, the levels concerned are generally the 4f levels. No
comparison between the energies of the levels determined by photoemission and by
other methods is made and no absolute energy scale is given in the figures.
Consequently, numerous doubts exist about the designation of the poorly- and
well-screened peaks. The peak of lower energy was often considered as a
well-screened peak. The main peak was then either practically absent in americium
[64] or very weak in thorium [55] and plutonium compounds [59, 86], in contra-
diction with the descriptions reported above.

Indeed, interpretations were based on a new model, different from the one used
to describe the rare-earth spectra and initially developed to interpret the valence
band spectra of the actinides. In this new model, the final configuration associated
with the low binding energy peak is characterized by a strong mixing of the 5f
orbitals with the valence band. The high binding energy peak is, then, associated
with the presence of localized 5f electrons. Consequently, the low energy peak is
dominant in the hybridized systems while the high energy peak is intense in
localized systems. This description should not to be confused with the one previ-
ously developed in this text, from which the low energy peak, designated as well
screened, corresponds to the formation of the (nl)−1n′fm+1 excited configuration and
has a low or negligible intensity.

Theoretical analysis of the 4f photoemission spectra for dioxides was carried out
using the impurity Anderson model and including the exchange interaction among
5f electrons [104]. It was shown that the energy Δ needed to transfer a O2p valence
electrons to an actinide empty 5f orbital decreases from thorium to curium, then
jumps up for berkelium. Good agreement was obtained between experimental and
calculated spectra. The effect due to exchange interaction remains weak up to
neptunium but becomes pronounced beyond. The valence was found to have almost
integral values except for neptunium, plutonium and berkelium. It was about 4.6 in
PuO2 and 7.5 in BkO2. Consequently, these two oxides were considered as
mixed-valence materials. The correlation energy U is inferior to Δ in the beginning
of the series. Neptunium on, Δ becomes smaller than U and the oxides are not of the
Mott–Hubbard type. They have the characteristics of the oxygen–actinide charge
transfer, which are responsible for the insulator properties of the material.

It should be remarked that some 4f core-level spectra of actinides were not
correctly interpreted: the main peak is considered as having at the final state a 4f
hole, well screened by the 5f electrons; the satellite is then interpreted as being the
poorly-screened main peak. This interpretation is equivalent to the identification of
the main peak with a shake-down satellite while these satellites are known as
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having a weak intensity. Let us recall that the energies of the core transitions can be
determined from the level energies as deduced from X-ray spectra and, conse-
quently, no ambiguity can exist in the interpretations.

5.4.2 Resonant Auger Emission

As for the rare-earths, resonant Auger taking place from an excited configuration
towards a singly ionized one was observed also in the actinide spectra but initially
identified with a shake-up satellite. This is the case for α-uranium metal [105].
A peak corresponding to the resonant Auger transition (5d5/2)

−15fn+1–5fn−1 was
observed at −2.3 eV below EF when the incident photons have energy near the 5d5/2
threshold, i.e. when the excitation probability is larger than the probabilities of the
other processes. The observation of this peak has revealed the presence of localized
uranium 5fn+1 electrons with n integer.

Auger process was observed at the 3d threshold in UO2 [106]. From the excited
configuration 3d94f145f3, different decay processes are possible, like the autoion-
ization to 3d104f135f2εg and Auger decay in the presence of the spectator 5f electron
to 3d104f125f3εg. The multiplet structure of this Auger process was observed near
the 4d3/2 photoemission peak and was difficult to resolve (Fig. 5.29) [106].
However, it was clearly identified. This observation showed the presence of the
excited configuration 3d94f145f3 in UO2.

Auger decay processes of the super Coster–Kronig type, 5d95fn+1 → 5d105fn−1 +
e−, were observed in single crystals of UxTh1-xSb, UTe, UPd3 and UO2 [107]. The
observation of these transitions involves the decay of the core excited 5d95fn+1

configuration and indicates that localized 5f electrons are present in these materials.
Indeed, the spectra of these four compounds are dominated by the transitions
involving localized 5f electrons. From the same excited configuration, the Coster–
Kronig transition, 5d95fn+1 → 5d105fn6d−1 + e−, can also take place. At the reso-
nance, i.e. for incident photons of 98 eV, an asymmetric peak was observed near EF

in α-U [108]. It was attributed to the 6d valence band mixed with 5f states towards
the higher energies. Asymmetry towards the higher energies slowly increases in the
presence of gallium, which is known to stabilize the fcc phase with respect to the
less symmetrical phases. That favoured the localization of the 5f electrons and
explained the extension of the band towards the higher energies up to −3 eV. In
UO2, no peak is observed near EF. A quasi-symmetrical peak is observed at −2 eV,
at the energy of the asymmetrical extension observed in the metal and attributed to
the 5f localized electrons. A large band attributed to the 2p oxygen orbitals mixed
with the valence electrons of uranium is present between −5 and −8 eV. This
description is in agreement with the one obtained by valence photoemission.
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5.5 Conclusion

The physical properties of actinides and their compounds are governed by the
presence of the 5f electrons. In the metallic materials, the 5f electrons were initially
considered as forming narrow bands. However, while the density of states of thorium
was correctly described by theoretical calculations, it was difficult to treat in the band
formalism the nearly localized 5f electrons of uranium. It was then shown that the 5f
electrons may either be localized or itinerant and it was difficult to treat theoretically
the intermediate stage between localization and itinerancy. With the exception of
cerium, there is a difference between the actinides and the lanthanides. Whereas the
4f electrons always keep their localized character in all the trivalent rare-earths, in
the actinides the 5f electrons behave with a more complex manner. In the heavy

Fig. 5.29 Uranium 4d photoemission of UO2 and MN6,7N6,7 Auger transitions at a 3d3/2 and
b 3d5/2 resonant photon energies. The vertical bars indicate calculated major components of the
multiplets [106]
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actinides, the 5f electrons are localized. In the light actinides, they can be in narrow
bands or be partially localized and partially hybridized with the valence electrons.
Delicate balance between 5f bonding and localization appears to be the valid
solution to be retained. The 5f electrons have a dual character. Thus, hybridization of
5f orbitals with the 6d, 7s orbitals exists for the light actinides but it is only partial.
Two-fluid models, localized atomic-like and itinerant band-like, were suggested to
treat the dual character of the 5f electrons in the light actinides and in a number of
their compounds. It was, moreover, suggested that the impact of the 5f localization
could depend on the other atoms present in the compounds of light actinides and on
the close overlap between the 5f orbitals and the ligand orbitals.

For the heavy actinides, from americium, the lattice constant suddenly increases
and the above overlap is reduced. Moreover, orbital contraction accompanies the
increase of the nuclear charge. Both these effects lead to a localization of the 5f
electrons in metal and compounds. However, this localization is often considered as
fragile so that a pressure increase might be enough to make the 5f electrons lose
their localized character.

The fundamental question is, then, to know the localization regime of the 5f
electrons. Valence changes and fluctuations already observed in rare-earth materials
have a high probability to be present also in the actinide compounds and the debate
concerning the characteristics of the 5f orbitals seems yet incompletely resolved.
This is because very few experimental techniques yield direct evidence of the
number of the localized 5f electrons or, conversely, of the number of the orbitals
participating in bond formation. Moreover, the spectra give an instantaneous
description of the electronic configuration but eventual valence fluctuations are
unobservable. The shape of the transitions involving a localized 5f electron is not
very sensitive to the configurations concerned. Only their energy position and their
intensity vary and these parameters have rarely been measured with precision. That
explains why a method such as photoemission has been privileged: indeed, the
strong variation of the peak shape from one compound to another could be a useful
parameter in the interpretation of the photoemission spectra.

However, to determine the number of localized 5f electrons, the direct method is
spectral analysis of the X-ray emissions stimulated by electrons including excita-
tions from the nd core levels to 5f levels. Indeed, the observed nd–5f resonance
lines demonstrate the localization of 5f electrons on the atomic sites having an nd
core hole and give information on their dynamics. As already underlined, resonance
lines are only observed if the interactions between the excited and continuum levels
are weak, that is to say if the excited electron remains localized on the same atom
with the same spin orientation during the lifetime of the core hole. It appears that
only the nf electrons undergo sufficiently small relaxation effects for the observation
of resonance lines to be possible while resonance emissions are not observed in the
spectra of the transition elements and their compounds. This can be explained by
the difference between the characteristics of the d and f wave functions.

The normal nd–5f emissions vary also strongly according the character of the 5f
electrons. If itinerant 5f electrons are present, normal emission is expected towards
the lower energies of the absorption transitions. If the 5f electrons are localized,
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normal emissions in the ions with an 3d or 4d hole are predicted towards the higher
energies of the resonance lines as observed in the rare-earth spectra. The big
advantage of this type of experiment is the possible comparison between the
experimental and calculated 5f emissions, which enables the determination of the
number of the localized 5f electrons. Electron stimulated X-ray emission is thus an
excellent method to obtain precise information on the localization or itinerancy of
the 5f electrons in the actinides. Owing to the remarkable characteristics of plu-
tonium, observation of the spectra of its six crystallographic phases in order to
determine its 5f electron spatial distribution could turn out very revealing.

In summary, for the light actinides, as for cerium, the number of localized nf
electrons decreases with an increase of the oxidation state while beyond americium
the oxidation state remains constant. The most studied typical case is that of ura-
nium, for which the valence varies between 3 and 6. To this variation is associated a
decrease of the number of localized 5f electrons from 3 to 0 while, in contrast, the
number of the 5f electrons in the valence band increases but is not an integer.
Particular electronic properties and complex crystallographic and physical charac-
teristics are inherently connected with the simultaneous presence of localized and
itinerant 5f electrons. This makes the study of the electronic structure of actinide
compounds a very important challenge.
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