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Preface

Photoinduced processes in nucleic acids are phenomena of fundamental importance

for our biosphere. Ultraviolet solar radiation has been a continuous factor of

evolutionary pressure since early biotic ages by triggering mutations, cell death,

and carcinogenesis. The study of how UV radiation impacts nucleic acids has a long

history, which parallels the evolution of our understanding of genetics from the

beginning of the twentieth century. It has, however, been mainly in the last decade

that major knowledge gaps have been filled in the field. This has been achieved

thanks to the development of advanced spectroscopic techniques and computational

models, which have allowed real-time observation and simulation of the evolution

of electronic excitations caused by radiation.

This book embraces a broad range of topics in nucleic-acid research. It brings

together leading specialists from different subfields, providing a deep overview of

the current state of knowledge, including recent achievements, open problems, and

comprehensive lists of references. While each chapter was developed as a thematic

and self-contained text, a certain degree of overlap was maintained to interrelate

individual contributions. Consequently, the chapters can be read in any order and

the reader can profit from the diverse perspectives on the same subjects originating

from different authors.

In the two volumes, theoretical, computational, experimental, and instrumental

aspects are discussed. It is hoped, therefore, that they are of value to a wide

spectrum of readers – students, scientists, and technologists. The first volume

focuses (but not exclusively) on the spectroscopy and dynamics of photoexcited

nucleobases and their analogues in different environments. The emphasis of the

second volume is on larger fragments, from base pairs to duplexes, and on phe-

nomenological aspects, including physiological effects, prebiotic chemistry, and

charge-transport phenomena.

Editing a book of such a broad scope, involving so many different topics,

sometimes felt an overwhelming experience. It began with the difficult task of

selecting, among a large community composed of highly-active and successful

researchers, those who would be invited to contribute a chapter. Although we had
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to make some hard choices, we think that we have achieved a balanced result, with

an approximately equal share of experimentalists and theorists from more than ten

countries in Europe, North and South America, and Asia. Considering that the

invited contributors are leaders in their fields, they were free to organize their

chapters, taking only into account the broad subject area provided by us.

We are glad that, exactly as planned, the book turned out to be a very well

integrated collection of independent chapters, where the focus is on reviews of

particular topics rather than on the research of individual groups or the presentation

of new data. Naturally, we must acknowledge all the authors for their efforts and

insightful contributions. We are also grateful to all the reviewers of individual

chapters, whose constructive critique was invaluable to the success of this text.

We thank Massimo Olivucci, who invited us to edit these volumes for Topics in

Current Chemistry. We also express our gratitude to Arun Manoj Jayaraman from

Springer, who patiently coordinated the publishing project.

For us, editing this book was a challenging task, constantly bringing us face-to-

face with phenomena outside our area of expertise. We can only hope that the

readers enjoy the same informative and enlightening experience.

Mario Barbatti

Antonio Carlos Borin

Susanne Ullrich
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Photoinduced Processes in Nucleic Acids

Mario Barbatti, Antonio Carlos Borin, and Susanne Ullrich

Abstract Photoinduced processes in nucleic acids are phenomena of fundamental

interest in diverse fields, from prebiotic studies, through medical research on

carcinogenesis, to the development of bioorganic photodevices. In this contribution

we survey many aspects of the research across the boundaries. Starting from a

historical background, where the main milestones are identified, we review the

main findings of the physical-chemical research of photoinduced processes on

several types of nucleic-acid fragments, from monomers to duplexes. We also

discuss a number of different issues which are still under debate.

Keywords DNA fragments � Excited states � Excitons �Nucleobases �UV radiation
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1 Introduction

Interest in photoinduced effects in nucleic acids is deeply linked to the history of

DNA itself. In fact, less than one decade after Miescher isolated the “nuclein” in

1869 [1], the bactericidal effect of UV radiation was discovered and became a

fertile field of investigation [2]. When it was finally determined in 1928 that this

lethal effect of UV radiation was caused by its absorption by nucleic acids, it raised

the first speculations that DNA could be related to growth and reproduction [3], a

fact only finally confirmed in 1944 [4]. Since then, immense effort has been

dedicated to understanding exactly how radiation and nucleic acids interact. One

major motivation for this interest rests, naturally, on health aspects: UV radiation is

the main environmental agent triggering skin carcinogenesis [5]. Furthermore,

mutagenic effects of radiation have also helped to shape life on Earth. In fact, it

might be that even the evolutionary selection of nucleic acids as hereditary agents

was partially induced by their physical-chemical response to the very high levels of

UV radiation in the early-biotic world. From these initial motivations, the research

on photoinduced effects in nucleic acids also points to a future where optical

devices will take advantage of the unique charge-transport properties of these

biological polymers.

In this chapter, we quickly survey many of these themes while pointing to

specific literature. Most of these topics will also be examined in depth in the

remaining chapters of this book. Given the overwhelming breath of the field,

spreading over different disciplines, from basic physical chemistry to medical and

applied engineering, even a quick survey needs to be limited to restricted bound-

aries. We will focus on experimental and theoretical research on physical-chemical

aspects of how nucleic-acid fragments respond to photoactivation.

This chapter is organized as follows. In Sect. 2 the main historical milestones of

the field are summarized; a survey of the basic properties of the absorption and

emission spectra of nucleic acids is presented in Sect. 3. In Sect. 4 the current state

of knowledge concerning the photodynamics of several nucleic-acid fragments,

from monomers to duplexes, is presented, based mainly on results from time-

resolved experiments and computational modeling. Finally, in Sect. 5, several

different topics currently under debate are discussed. Needless to say, the selection

of these topics was a very personal choice, reflecting our specialties.

Photoinduced Processes in Nucleic Acids 3



2 Historical Background

In this section we survey the main milestones in research on photoinduced effects in

nucleic acids (Table 1), bringing us to the current state of this field.

The knowledge that UV radiation may have a deleterious effect on organisms

dates back to long before the discovery of how nucleic acids encode genetic

information. In 1877, Downes and Blunt discovered that sunlight has a bactericidal

effect [2] and later, in 1893, Ward demonstrated that this effect was caused by the

“blue-violet half of the spectrum” [20]. At the dawn of the twentieth century, Finsen

showed that the bactericidal action of UV radiation could be used to cure cutaneous

tuberculosis [7]. For this discovery he was awarded the Nobel Prize in Physiology

or Medicine in 1903.

In the late 1920s, Altenburg demonstrated that UV radiation could induce

mutations in fruit flies [3] and Gates found that the bactericidal action spectrum

peaked at 260–270 nm and correlated with “some single essential substance in the

cell” [21]. Gates also seems to have been the first to recognize that this substance

could be nucleic acids. In fact, he noted that the association between nucleic-acid

absorption and lethal action would have “wider significance in pointing to these

substances as essential elements in growth and reproduction” [9], an exceptional

insight which would be confirmed only years later when the role of DNA in heredity

was finally determined [4]. Meanwhile, one can find, for instance, claims that

nucleic acids “act as a protecting sheath to the encased proteins, thus preventing

their dissociation by the action of ultraviolet” [22].

Table 1 Milestones in the investigations of UV effects on nucleic acids

Year Milestones

1865 Maxwell theory of electromagnetism

1869 Miescher discovers DNA [1]

1877 Bactericidal effect of sunlight is discovered [2]

1896 Unna proposes that UV radiation could cause skin cancer [6]

1903 Finsen is awarded the Nobel Prize for using UV to treat cutaneous tuberculosis [7]

1928 Mutagenic effect of UV in fruit flies is observed [3]

1928 Relation between UV and skin cancer in animals is shown experimentally [8]

1928 Gates associates bactericidal action to nucleic acid absorption [9]

1944 Heredity function of DNA is discovered [4]

1953 Watson and Crick double-helix model is published [10]

1962 Photoinduced pyrimidine dimers as cause of DNA damage is proposed [11]

1982 UV-induced mutation hotspots in DNA are identified [12]

1995 Crystal structure of DNA photolyase from E. coli is determined [13]

2001 Time-resolved spectroscopy of nucleosides is published [14, 15]

2002 Conical intersections in nucleobases are computationally determined [16–18]

2007 Ab initio nonadiabatic dynamics simulations of cytosine–guanine pair are published [19]

4 M. Barbatti et al.



In 1896, Unna associated excessive exposure to solar radiation, especially UV,

to skin cancer [6]. In the 1930s, through animal research, it was established that UV

radiation could cause skin cancer [8, 23, 24]. Consequently, a large amount of effort

was dedicated to the characterization of UV-induced carcinogenesis (see [25] for a

review) and also photoinduced repair [26]. The determination of the molecular

structure of DNA [10] paved the way for the discovery that photochemically-

formed pyrimidine dimers cause biological damage [11].

The spectroscopy of nucleic acids has been investigated since the 1930s [27–

30]. The very low luminescence of these compounds under physiological condi-

tions – an important indicator of the occurrence of internal conversion – has also

been known for a long time [29, 31, 32]. Nevertheless, time-resolved spectroscopy

of nucleic acids has been a much more recent development [14, 15].

Computational investigations into the electronic excitation of nucleic-acid frag-

ments date back to the 1970s, when a number of simulations based mainly on

semiempirical approaches helped with the assignment of measured absorption

spectra. These early works are reviewed in [33]. In the 1990s, with the advance

of computational capabilities and theoretical methods, the first high-level simula-

tions of the absorption and emission spectra of the nucleobases were reported [34–

36]. In the early 2000s, the importance of conical intersections for explaining the

photophysics of nucleobases [16–18] emerged from a series of studies performed

by a number of groups. A few years later, the first ab initio nonadiabatic dynamics

simulations of nucleobases and base pairs were published [19, 37].

3 Absorption and Emission

The five nucleobases composing DNA and RNA – adenine, guanine, cytosine,

thymine, and uracil (Scheme 1) – are good UV chromophores, with absorption

peaks at about 260 and 200 nm (Fig. 1 and Table 2) and maximum extinction

coefficients between 8,000 and 15,000 M�1 cm�1 [28–30, 39, 42]. For a discussion

of high resolution spectroscopy of nucleic acids, see de Vries [43]; for photoelec-

tron spectroscopy, see DOI: 10.1007/128_2014_550.

In comparison, the DNA spectrum peaks at 260 nm and has an extinction

coefficient of about 6,800 M�1 cm�1 [38]. It presents strong hyperchromism and

the absorbance of denatured DNA is about 30% higher than that of native DNA

[44]. Together with urocanic acid (peaking at 280 nm) [45], proteins (peaking at

280 nm because of aromatic residues), and melanin (broad absorption below

300 nm) [46], DNA is one of the main UV chromophores in mammalian skin

[47]. In fact, common analytical methods for determining the DNA concentration

and protein contamination in DNA samples are based on the measurement of the

260-nm absorption and of the 280/260-nm absorption ratio [48].

Thanks to the UV absorption by the ozone layer in the atmosphere, the solar

irradiance in this range of wavelengths is very much reduced at the Earth’s surface
(Fig. 1) [40, 41]. Although this greatly decreases the probability of photoexcitation

of DNA, it still occurs, being the main cause of skin cancer [49].

Photoinduced Processes in Nucleic Acids 5
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Scheme 1 Natural nucleobases and base pairs

Fig. 1 Absorption spectra of native human DNA [38] and of DNA nucleobases in water

[39]. Terrestrial [40] and extraterrestrial [41] solar UV irradiance

6 M. Barbatti et al.



DNA luminescence is very low, similar to its building blocks, whose quantum

yields are on the order of 10�4 (Table 2) [32, 33]. This implies that dissipation of

the UV radiation energy happens through internal conversion mechanisms, which

time-resolved spectroscopy and computational simulations have determined to

occur on picosecond timescales for individual nucleobases and paired bases, but

which can take much longer in single and double strands [39].

4 Photodynamics

Motivated by the need to understand the mutagenic and carcinogenic effects of UV

radiation, photodynamic properties of the individual nucleobases, nucleosides,

nucleotides, base pairs, and single and double strands have been intensively studied,

as can be appreciated throughout this book. Collectively, the literature has demon-

strated the validity of a bottom-up approach, in which the understanding acquired at

the molecular level is transitioned, in a stepwise fashion, from minimal models to a

realistic system. The individual steps contributing to this endeavor are reviewed

below and a short survey of experimental results is given in Table 3.

From monomers in the gas phase to DNA in vivo, different processes act to

stabilize the excited nucleic-acid system (Fig. 2). At the monomer level (Fig. 2a),

deactivation after UV excitation is ultrafast (subpicosecond to picosecond time

scales) and involves conical intersections induced either by ring deformation or by

hydrogen dissociation [85]. In the case of base pairs (Fig. 2b), the internal conver-

sion pathways followed by the monomers are complemented by intermolecular

ultrafast proton-transfer processes [86]. When dealing with stacked bases (Fig. 2c),

single strands, and double strands, the situation is blurred, as the relaxation pro-

cesses become very much dependent on the specific sequence of nucleobases. The

overall picture is that monomer and base-pair pathways are replaced by – or may

co-exist with – excimer processes [65]. In vivo, the situation is even more complex

Table 2 Band maximum (λmax), extinction coefficient (ε), and quantum yield (ϕ) for absorption
and fluorescence of the nucleobases in water (W, pH 7) and in the gas phase (GP). sh - shoulder

Base Phase

Absorption Fluorescence

λmax (nm) ε (103 M�1 cm�1) Refs. λmax (nm) ϕ (10�4) Refs.

Ade W 260, 207 15, � [28, 39] 321 2.6 [32]

GP 252, 207 12, � [28]

Gua W 252, 271 (sh) 14, 10 [39] 328 3.0 [32]

GP 293, 284 [29]

Cyt W 269, 230 10, 8 [39] 314 0.8 [32]

GP 290 (sh),~260 [28]

Thy W 207, 269 10, 8 [30, 39] 338 1.0 [33]

Ura W 258, 202 8, 9 [42] 309 0.5 [32]

GP 244, 205 (sh) [28]

Photoinduced Processes in Nucleic Acids 7
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(Fig. 2d) and, besides all these processes, diverse biochemical mechanisms are in

action, including enzymatic excision and photorepair of pyrimidine dimers [84].

4.1 Monomers

The photophysical characteristics of all nucleobases will be discussed individually

in this section. Despite their structural differences, all nucleobases share some

common photophysical features and general trends [51]. (1) Ultrafast internal

conversion is completed within a few picoseconds. (2) Lifetimes of the purine

bases are generally shorter and described by a single time constant. (3) Pyrimidine

bases show more complex deactivation dynamics with multiple and slightly longer

time constants. (4) All time constants generally decrease with higher initial excita-

tion energy. (5) The excited-state lifetimes of the nucleosides in polar solvents are

generally shorter than those of the gas-phase species. (6) Structural modification of

nucleobases may change the lifetimes by orders of magnitude. These experimental

Fig. 2 Schematic excitation and relaxation processes in monomers, base pairs, strands, and

in vivo. (a) For monomers, ultrafast internal conversion (IC) takes place via ring distortion and

dissociation processes [85]. (b) For base pairs, in addition to monomer processes (left), ultrafast IC
may also occur via proton transfer along the hydrogen bonds (right) [86]. (c) For stacked bases,

ultrafast formation of long-living excimers (left) competes with ultrafast IC in the monomers

(right) [65]. (d) In cellular medium, ultrafast IC causes pyrimidine dimerization, while diverse

enzymatic processes may be activated for repair in longer time scales [54]
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observations are largely based on time-resolved pump-probe measurements in a

molecular beam (gas-phase), including time-resolved ion yield (TR-IY) and pho-

toelectron (TR-PES) spectroscopies, and condensed-phase transient absorption

techniques (TR-TAS) with additional contributions from fluorescence lifetime

measurements. Specific discussions on reaction pathways and the dynamics of

nucleobases can be found in Giussani et al. [87] and Mai et al. [88], respectively,

while solvation effects are discussed in Pollum et al. [89] and Improta [90]. A

comprehensive discussion of modified nucleobases can be found in Pollum et al.

[89] and Matsika [91].

4.1.1 Purine Bases

For the purine nucleobases, TR-IY and TR-PES showed bi-exponential decays with

time constants of <100 fs and ~1.2 ps for adenine and <100 fs and ~360 fs for

guanine following photoexcitation at 267 nm (Table 3) [50, 51]. TR-PES studies on

adenine, extended to a larger wavelength range, displayed a clear trend in the

second time constant, which decreased from 1,035 to 700 fs between the excitation

wavelengths of 265–200 nm [92]. For both purine bases, the experimentally

observed bi-exponential decay was interpreted as initial population of the ππ*
state, followed by relaxation on the nπ* surface to a conical intersection that

leads back to the electronic ground state. This picture has been revised by more

recent theoretical studies and the longer time constant is now assigned primarily to

a C2-atom puckering pathway on the ππ* state (see atom numbering in Scheme 1)

and, to a lesser extent, an additional C6-atom puckering pathway [85, 93]. At high

excitation energies, experiment and theory have shown that dissociative πσ* states

play a significant role in the deactivation of adenine [16, 92, 94]. This competition

among the different reaction pathways is discussed in more detail in Sect. 5.1.

In water, the time-resolved spectrum of adenine under 263-nm irradiation shows

two time constants – a major component of 0.18 ps and another component of

8.8 ps. Based on their relative contributions to the signal, they have been associated

with deactivation of different tautomers. The short time constant has been attributed

to 9H-adenine, while the long time constant has been assigned to the deactivation of

7H-adenine [52, 53, 95, 96]. Recent simulations have shown, however, that the 7H

tautomer should contribute to the short time constant as well, through water–

adenine electron transfer [97].

The adenosine and guanosine nucleosides in water, as measured by TR-TAS at

263-nm photoexcitation, show single-exponential decay times of 290 and 460 fs,

respectively [14], which are in close agreement with fluorescent lifetime measure-

ments on the nucleotides, and interpreted in analogy to the mechanisms in isolated

nucleobases. Recently, it has been proposed that deactivation of adenosine follows

a different pathway in comparison to adenine, with occurrence of intramolecular

proton transfer along an OH···N3 hydrogen bond [98].

Photoinduced Processes in Nucleic Acids 11



4.1.2 Pyrimidine Bases

The photophysics of the pyrimidine bases is far richer, with various time constants

which may be associated with competing relaxation pathways, intersystem cross-

ings, and the existence of multiple tautomers [17, 99, 100]. This complexity is

reflected in inconsistencies throughout experimental studies, where fitting proce-

dures based on multiple exponentials have yielded femtosecond to nanosecond time

constants which have then been interpreted with various photochemical models. For

267-nm photoexcitation, time constants extracted from TR-IY and TR-PES data

with a bi-exponential fit yield ~0.1 and 5 ps and 0.1 and 1 ps for thymine and uracil,

respectively (Table 3) [50]. The presence of a nanosecond component is inconclu-

sive [101, 102] as is an additional, intermediary time constant of ~500 fs obtained

from TR-PES data for 250-nm photoexcitation [51].

For thymine and uracil, ab initio dynamics simulations [85, 103] relate the time

constants to a competition between two major reaction pathways. Part of the

population relaxes quickly to the ground state through a ππ* state, similar to the

purine bases. The remaining population is trapped in the second excited state (also

with ππ* character) and relaxes to the nπ* minimum (first excited state) before

completing the internal conversion to the ground state after a few picoseconds.

In the case of cytosine, the presence of three tautomeric forms (1:1:0.25 for keto:

enol:keto-imino) in the molecular beam adds experimental challenges. TR-IY

experiments have distinguished between the photodynamics of the keto and enol

tautomeric forms based on their characteristic absorption spectra (keto origin at

314 nm; enol origin at 278 nm) [68] and via chemical substitution [74]. With 280-

and 290-nm photoexcitation, the observed dynamics are described by three expo-

nential decay components of <0.1 ps, ~1 ps, and a long picosecond-nanosecond

contribution, which can unambiguously be assigned to the biologically relevant

keto tautomer [68]. The first two time constants have been assigned to motion out of

the Franck–Condon region of the initially excited ππ* state, followed by internal

conversion to the ground state either from the ππ* state or via the nπ* state.

Computational simulations regarding the latter internal-conversion step are still

contradictory [85, 104–107]. Although the computational models tend to show

similar pathways and conical intersection structures, differences in the energetic

balances of the several potential energy surfaces which depend on the computa-

tional method have a major impact on the output distribution. However, one striking

feature observed in different simulations is deactivation of a significant fraction of

excited cytosine in a region with a three-state crossing (see also Sect. 5.2).

The presence of a long time constant is again controversial [74]. It has tenta-

tively been associated with intersystem crossing, but excited-state tautomerization

into the low-energy nπ* state of the keto-imino tautomer has also been proposed

[68]. Time-resolved experiments performed with photoexcitation wavelengths

shorter than 278 nm may include a mixture of contributions from the keto and

enol tautomers. Comparison with methylated cytosine, where the enol form has

been eliminated, allows separation of the individual contributions [74]. It was found
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that enol cytosine decays an order of magnitude slower than the keto tautomer, with

time constants decreasing from 45 to 3 ps for excitation wavelengths ranging down

to 260 nm. The internal conversion mechanism is presumed to be similar to the keto

tautomer, but requires surpassing a slightly higher barrier along the pathway to the

conical intersection with the ground state [104]. Experimentally, time-resolved

studies to date have not differentiated the photodynamics of the keto-imino tauto-

mer, but they are expected to resemble those of the keto tautomer.

In aqueous solution, TR-TAS revealed single-exponential decays of 540, 210,

and 720 fs for thymidine, uridine, and cytidine, respectively, which have been

associated with internal conversion to the ground state [14].

4.1.3 Modified Bases

Even minor structural modifications, such as tautomerization [108, 109] or chem-

ical substitution of the ring moiety [110–113], have been shown to alter profoundly

the photochemistry of the natural DNA bases discussed above. Adenine and

2-aminopurine, with strikingly different emission quantum yields, are a classic

example [108]. On a molecular level, these dissimilarities can be understood in

terms of restrictions on the access to efficient nonradiative deactivation pathways

available to the natural nucleobases. Fluorescent analogues are of fundamental and

practical interest. For example, they may serve as fluorescent markers in biological

imaging applications with minimal perturbations to the biomolecules because of

their structural similarity to the natural counterpart [114, 115]. Substitution of one

or more molecular ring atoms with sulfur or nitrogen produces thio- and

aza-nucleobases, respectively, some of which show significant triplet quantum

yields. They are good candidates for use as photosensitizers in photodynamic

drug therapy because of their potential for singlet oxygen generation [116–

118]. These possible applications, and also fundamental scientific interest in sub-

stitution effects on the excited-state dynamics of the natural nucleobases, have

triggered experimental and theoretical studies of their thio- and aza-derivatives.

Thio-analogues

Absorption spectra of the thiobases are red-shifted compared to their natural

analogues, placing their absorption maximum into the UVA spectral region [119–

122]. Photoexcited thiobases primarily relax from the S2(ππ*) state via nonradiative
pathways but instead of internal conversion back to the neutral ground state (S0),

excited-state flux is channeled into the triplet manifold [122–124]. Pathways for

T1(ππ*) population, either via singlet or triplet nπ* states, have been predicted

theoretically [123–125]. Intersystem crossing occurs remarkably fast (hundreds of

femtoseconds), with quantum yields close to unity [122, 126, 127]. The triplet state

population eventually decays back to the ground state on nano- to microsecond

timescales, predominantly nonradiatively [122, 128]. Although a small fraction
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deactivates via phosphorescence, self-quenching by other molecules in the ground

state has been reported [129].

Aza-analogues

The photophysical properties of the azabases are less well characterized. Although

some general patterns emerge, certain aspects regarding the intersystem crossing

pathways remain inconclusive. Generally, the absorption spectrum of the azabases

exhibits a slight red shift compared to the natural counterparts [130–132]. They can

be classified into two opposing groups with either near unity or insignificant triplet

quantum yields, with the energetic location of the nπ* states playing a key role in

accessibility [111, 130, 131]. 6-Azauracil and 8-azaadenine fall into the former

group, while 8-azaguanine and 5-azacytosine are part of the latter [132]. For

6-azauracil and 8-azaadenine photoexcited to the S2(ππ*) state, the two mecha-

nisms proposed for population of the triplet manifold are S2(ππ*)! S1(nπ*)!
T1(ππ*) and S2(ππ*)!T2 (nπ*)!T1(ππ*) [133, 134]. These pathways are inac-

cessible in 8-azaguanine and 5-azacytosine, where the lowest singlet nπ* state is

higher in energy than the first two singlet ππ* states [132].

4.2 Base Pairs

Molecular clusters with non-covalent interactions provide the next stepping stone in

our endeavor to transition to more biologically relevant scenarios, where base

stacking and pairing offer stability and recognition characteristics to DNA.

The photodynamics of adenine-thymine (AT) [79, 101, 102, 135] pairs have

been investigated in a molecular beam with TR-IY and, in one instance, also

coupled to photoelectron spectroscopy. Following 267-nm photoexcitation, the

AT base pair relaxes with a triple-exponential decay of 0.12, 1.3, and 6.1 ps

(Table 3). A primarily intramolecular relaxation mechanism has been proposed,

in agreement with semiempirical dynamics simulations [136], noting the resem-

blance of the time constants to those of the adenine and thymine monomers. A

similar conclusion was reached for the adenine-adenine (A2) homodimer, but

surprisingly this was not the case for thymine-thymine (T2), which showed a

significant discrepancy in the second time constant. A follow-up study [79] with

thorough analysis of time-traces observed in fragmentation mass channels revealed

time constants similar to the thymine monomer in the TH+ trace and the authors

proposed the presence of hydrogen bonded and stacked dimers in the molecular

beam as a possible explanation.

Ab initio calculations predict hydrogen-bonded dimers to be the lowest energy

structures [137]. On the other hand, experimentally, stacked thymine dimers have

also been observed in a supersonic expansion, but without any evidence for stacked

AT and A2 structures [137]. It is therefore plausible that the A2
+, AT+, and TH+
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mass channels display the photodynamics of the hydrogen bonded cluster, which

are similar to the monomers (intramolecular relaxation), whereas the T2
+ channel

represents the stacked configuration.

To date, accurate time constants from time-resolved gas-phase measurements

are not available. IR-UV spectra of gas-phase GC base pairs in diverse conforma-

tions shows that the Watson–Crick arrangement has a distinctive broad UV spec-

trum, indicative of subpicosecond lifetimes [139]. Reaction pathway [140] and

dynamics simulations [19, 136, 141] point to an intermolecular relaxation mecha-

nism, where a conical intersection between the ground and the excited states is

reached along a proton-transfer path between nucleobases.

4.3 Stacking, DNA Fragments

The investigation of fragments with stacked bases is a quickly growing area of

experimental and computational research [65, 66, 80, 81, 83, 136, 142–148].

Besides their intrinsic interest, all this attention is also motivated by the connection

of this area to photoinduced dimerization, related to health issues [5], and to the

development of unusual plasmonic structures, which are of direct technological

interest in organic electronics [149]. In-depth discussions of several aspects of

excitation of large nucleic-acid fragments can be found in Plasser et al. [150],

Chen et al. [151], and Lu et al. [152]. Physiological aspects of excitation of

nucleobases are discussed in Häder et al. [153] and Cadet et al. [154]. For reviews

of charge and energy transport in nucleic acids, see Changenet-Barret et al. [155]

and Kawai and Majima [156].

While the gas-phase studies on individual nucleobases and base pairs summa-

rized above have provided unprecedented spectroscopic details on the photochem-

ical mechanisms, condensed-phase techniques have added exciting capabilities to

investigate the effects of spatial organization in DNA fragments. For example,

investigation of single stranded oligo- and polynucleotides provides insights into

the effects of base stacking, sequences, and helical conformation in the absence of

pairing. The latter can subsequently be introduced through the addition of a

complementary strand in specifically designed duplexes.

Most strikingly and counterintuitive to the idea of inherent photoprotection,

TR-TAS experiments on single polymer strands revealed decay times that are

orders of magnitude longer than those of the isolated building blocks [39,

157]. In a simplified general picture their photophysics may be summarized as

follows.

Single stranded homopolymers, e.g., (dA)18, show both short (~1 ps) and long-

lived components, which have been attributed to different degrees of base stacking

[65, 158–160]. Specifically, poorly stacked regions decay similarly to monomers,

while stacked sections, subject to electronic coupling between adjacent bases,

decay more slowly. In stacked regions, photoexcitation populates Frenkel-exciton

states, which are thought to be delocalized over two [161] neighboring bases and
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decay in less than 1 ps to a long-lived intrastrand excimer/exciplex state. The latter

relaxes to the electronic ground state on 10- to 200-ps timescales via charge

recombination or, under certain circumstances, may result in mutagenic photo-

chemical products. In unstacked and poorly stacked regions, UV excitation popu-

lates monomeric ππ* states, which decay to the ground state in less than 1 ps.

Although this simplified picture brings some general elements to explain the

excited-state relaxation in strands, the contributions of monomeric relaxation and

excimer formation seem to be deeply dependent on the nucleobase sequences. For

instance, the (dT)18 homopolymer does not form excimers and follows the pico-

second pathways of thymine monomers [65].

This line of experimental research has been systematically advancing towards

more realistic scenarios as found in DNA, where base stacking and pairing typically

go hand in hand. Overall, studies on duplex strands of complementary homopoly-

mers or alternating base sequences, joined through hydrogen bonding, revealed,

somewhat surprisingly, that intrastrand photodynamics are mostly preserved. For

example, long-lived states in duplex (dA)18 · (dT)18 and (dAdT)9 · (dAdT)9 resem-

ble those of the (dA)18 homopolymer [65]. Similar strand-localized excitation and

relaxation dynamics have been observed in duplexes comprising GC base pairs

[162, 163].

A large amount of computational and theoretical work addressing stacking is

available as well: the characterization of the electronic states in terms of charge-

transfer character and delocalization properties for different DNA fragments [164,

165], the time evolution of the populations through these states [81, 144], and the

characterization of photoinduced dimerization [166, 167] have been the major

goals. To accomplish them, excitonic models [146, 168, 169] and electronic-

structure calculations [142, 170] have been employed over the last decade, helping

to explain several aspects of the interaction of DNA with UV radiation, such as the

origin of the hyperchromism already mentioned in Sect. 3 [44, 171].

Even though notable advances in our understanding of electron-transfer pro-

cesses in DNA have been achieved [172] to the point that it has even been possible

to model DNA-based molecular switches [173], other facets, such as the degree of

exciton delocalization, are still under debate [174]. Taking the collective literature

of experimental and theoretical studies into account, significant discrepancies

regarding specific photochemical details emerge. Investigations of stacked frag-

ments, for example, have resulted in a number of different scenarios, with a variety

of electronic structures involving different degrees of energy and charge delocal-

ization and a hierarchy of relaxation timescales, from subpicoseconds to nanosec-

onds [65, 80, 81]. Sometimes, even apparently contradictory pictures have

emerged. For instance, while computational investigations of duplexes of Watson–

Crick pairs in water predicted that charge-transfer states should be energetically

higher than the bright states [142], investigations of polyadenine indicated that

charge-transfer states are preferentially populated by low-energy UVA excitation

[81]. Additionally, based on reaction-path simulations for (dA)10.(dT)10, it has been

shown that intramonomer relaxation processes could, in principle, account not only

for the short time constants observed in duplexes, but also for the long ones, without
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formation of excimers [143]. At the time of writing, no clear general picture of the

relaxation processes following the excitation of fragments containing stacked bases

has emerged.

4.3.1 Photoinduced Pyrimidine Dimers

Pyrimidine dimers are among the most important photoproducts of DNA excitation

because of their close connection to cell lethality, mutagenesis, and carcinogenesis

[5, 175, 176]. For this reason, they have been extensively investigated for decades

[26, 177, 178] to characterize their formation [83], enzymatic recognition [179,

180], and repair [84, 181].

The formation of pyrimidine dimers (Scheme 2) can occur via direct UV

excitation of DNA, or via photosensitization [175, 182, 183]. It has been shown

that one of the most important dimers, T<>T, is formed within 1 ps after 272-nm

excitation [83]. The formation of T<>T occurs through fast relaxation of the

thymine–thymine complex in the S1 state, followed by internal conversion to the

ground state [147, 167, 184]. Triplet pathways for pyrimidine-dimer formation have

also been reported [147, 184, 185]. At least for T<>T, the triplet pathways seem to

be of minor importance [186] in the case of direct excitation of the nucleobases,

although they may still play a major role in cases of photosensitization [182].

Repair of pyrimidine dimers is carried out by different enzymes [187–190] or

other molecules [191–193], following a number of different mechanisms [183,

194]. The repair is triggered by an electron injection into the dimers [84, 166,

188, 195] and its efficiency is dependent on the specific sequence of bases neigh-

boring the dimer [196, 197], among other factors [198]. It has been shown that CPD

repair by photolyase [84] occurs through two sequential bond breakings within

approximately 90 ps for T<>T. In addition, several hundreds of picoseconds are

needed to transfer the electron back to the enzyme.

Scheme 2 Cyclobutane and (6-4) pyrimidine–pyrimidone dimers formed from adjacent thymines
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Several computational investigations are available, focusing either on spectro-

scopic characterization [199, 200] or on particular mechanisms of formation [147,

167, 183, 184, 198, 201, 202] and repair [166, 183, 188, 203–208] of pyrimidine

dimers. Many of these models are based on very realistic environments, which

include solvent effects, DNA neighborhood, and binding interactions to enzymes

[188, 203, 206, 209].

The repair of T<>T has been an especially puzzling issue for theorists. Simu-

lations carried out by diverse methods [203, 204, 208] have predicted barriers

which are too low to account for the experimental results. Metadynamics simula-

tions employing a quantum mechanics/molecular mechanics model with an active

site including the backbone and several amino acids with dispersion-corrected DFT,

for instance, established an upper limit of 2.5 kcal/mol for this barrier [206], while

the experimental activation energy for the repair has been estimated to be 4.02 kcal/

mol [195]. Although this difference looks numerically small, it corresponds to a

factor of ten in the reaction time.

5 Open Problems and Debates in the Field

5.1 Deactivation of Adenine: Multiple Pictures

It has been determined by several gas-phase time-resolved experiments that

UV-excited adenine returns to the ground state within about 1 ps [50, 54–56]. How-

ever, there are a few points of divergence among researchers in the field.

One first discrepancy is the role of NH dissociation. According to Stolow et al.,

after low-energy excitation (267 nm), deactivation of adenine in the gas phase takes

place through NH dissociation (πσ* state) or ring-distortion pathways involving the
ππ* and nπ* states, while only the latter are active at higher energies (250 nm) [55,

210]. This interpretation has been disputed by theoretical and experimental works,

which show that ring-distortion pathways dominate at low energies, while NH

dissociation happens above a certain onset between 247 and 200 nm [92–94, 211]

(Fig. 3).

Although simulation results mostly favor ring-distortion pathways after excita-

tion of adenine in the gas phase, there is an ongoing debate about which kind of

distortion takes place. We will return to this issue in Sect. 5.4. More recent

experimental data employing 267-nm excitation and strong field ionization have

shown that the fragments of adenine, produced through dissociative ionization,

group into two time windows, 750 fs and 1.25 ps [56]. Although not definitive, this

piece of information suggests that two different ring-puckering reaction paths are

activated, which the authors speculate may be associated with relaxation via the Lb
and the nπ* minima.

Another point which is unclear about adenine deactivation is the short time

constant revealed by the experiments. This time constant of about 100 fs has been
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interpreted as an indication of deactivation to the ground state [212], but also as

evidence of relaxation into the S1 state [55, 213]. The scenario is even more

complicated when it is taken into account that the ionization potential along the

main reaction pathways changes significantly in relation to the ionization potential

in the Franck–Condon region [214]. Experimentally, this potentially leads to loss of

the ionization window before the conical intersection is reached and the measured

time constant consequently underestimates the true relaxation time.

5.2 Cytosine: Tautomers, Triple Intersections, and Triplet
States

Cytosine poses a challenge to time-resolved experiments because of the existence

of multiple tautomers under molecular beam conditions. The broadband nature of

femtosecond pulses and hence lack of spectral selectivity prohibits tautomer-

specific measurements, except for the case of distinctly different absorption spectra.

More typically, one has to resort to other means, such as chemical substitution, to

correlate decay time constants with specific tautomeric forms. After 267-nm exci-

tation in the gas phase, cytosine decays with two time constants, 160 fs and 1.86 ps

Fig. 3 Schematic representation of the deactivation pathways in adenine. From the Franck–

Condon region, adenine relaxes to a mixed nπ*/ππ* S1 minimum. From this minimum, puckering

at C2 or C6 atoms can bring the molecule to conical intersections in the picosecond scale. For

higher excitation energies, conical intersections formed by NH dissociation may also be reached
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[50] (see Table 3; these values are 210 fs and 2.2 ps according to [68] and 500 fs and

4.5 ps according to [74]). It has recently been pointed out that the shorter time

constant may split into two, 50 and 240 fs (262-nm excitation) [56] and there is also

the possibility of a third time constant with much longer values for excitation near

the band origin (>150 ps at 290 nm) [68]. While the short time constant increases

linearly with the pump wavelength (from 200 fs at 260 nm to 900 fs at 290 nm), the

second time constant – which is on the order of a few picoseconds – increases

exponentially (from 2.7 ps at 260 nm to 45 ps at 285 nm) [74]. Moreover, the

lifetime of cytosine seems to be very sensitive to substitutions at C5 (see numbering

in Scheme 1). For instance, the second time constant for 5F-Cyt increases to 17 ps

[74]. Additionally, this time constant disappears upon methylation at position

1 [74]. This complex decay pattern has led to multiple interpretations of cytosine

deactivation. In particular, there are ongoing debates about the nature of the conical

intersections [215], the role of tautomers [74], and the importance of triplet

states [216].

The original model for cytosine deactivation proposed that the short time

constant corresponds to the motion away from the Franck–Condon region, while

the second, few-picosecond time constant corresponds to the internal conversion to

S0 [68]. This interpretation is not supported by dynamics simulations, which have

shown that internal conversion should occur on a subpicosecond scale [105–107,

136, 215, 216]. There is no agreement, however, about which reaction path should

be the most important. Dynamics based on CASSCF surfaces may predict domi-

nance of a semi-planar conical intersection (large active space) [85, 107, 215], or of

an intersection with out-of-plane NH2 distortion (small active space) [106]. Dynam-

ics based on semiempirical methods point to a major role of an intersection

puckered at the C6 atom [105, 136].

The nature of the second time constant (a few picoseconds) is also unclear. It

may, on the one hand, correspond to delayed internal conversion through a pathway

escaping from the S1 minimum [85]. On the other hand, the disappearance of the

second time constant upon N1 methylation [74] may indicate that tautomeric effects

are in place. In molecular beams, cytosine should be present as keto and enol

tautomers [217]. Because N1 methylation should strongly reduce the enol popula-

tion, the long time constant has been assigned to the internal conversion of the enol

tautomer [74].

Returning to the short timescale, computational simulations have revealed an

odd feature in cytosine potential energy surfaces: an energetically available three-

state conical intersection involving S0, S1, and S2 [218]. Dynamics simulations of

cytosine in the gas phase based on CASSCF and CC2 surfaces using surface

hopping and multiple spawning have shown that this three-state crossing region –

corresponding to a quasi-planar geometry – may play an important role [106, 107,

215]. Even more astonishing, about 15% of cytosine deactivation took place

through this kind of crossing in less than 100 fs, making it one of the fastest

deactivation processes proposed so far.

When dealing with nonadiabatic transitions, transfers between states of the same

multiplicity happen with much greater probability than transfers between states
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with different multiplicities. For this reason, the picosecond deactivation of

nucleobases have always been regarded as an internal conversion problem, with

intersystem crossing appearing as residual elements on much longer timescales

[219]. Recent surface-hopping dynamics with CASSCF for cytosine, including

internal conversion and intersystem crossing, have shown that a notable amount

of up to 20% of the keto population (but not enol) could be transferred to the lowest

triplet state within 1 ps of the excitation [216, 220]. This picture, if confirmed by

higher level simulations, has the potential to change deeply our understanding of

the deactivation mechanisms in organic molecules.

5.3 Why Does Thymine Have the Longest Lifetime?

Thymine has the longest excited-state lifetime among the five canonical

nucleobases in the gas phase. According to [50], after 267-nm excitation, thymine

shows a double-exponential deactivation with 105-fs and 5.12-ps time constants

(Table 3). The long time constant, which has been assigned to the excited-state

lifetime of thymine, was attributed at first to a trapping of the population in the S1
(nπ*) state after a quick relaxation from the initially excited S2 (ππ*) state [221]. As
a second possibility, an independent study proposed that the deactivation occurred

solely on the ππ* state, without any major influence of the nπ* state. In this case, the
trapping site is located at another region of the S1 surface at a minimum with ππ*
character [100]. Either way, from one of those S1 minima, thymine would take a

few picoseconds to find the seam of conical intersections to the ground state,

explaining its longer lifetime. This interpretation has been disputed, since two

sets of dynamics simulations predicted that the S2 (ππ*)! S1 (nπ*) relaxation

time itself occurs on a few picoseconds [103, 222]. Hence both elongated

S2 (ππ*)! S1 (nπ*) relaxation and then S1 (nπ*) trapping, would contribute to

the long time constant.

While S1 (nπ*) trapping is easy to explain, a long S2 (ππ*) lifetime is counter-

intuitive. The barrier to deactivation from S2 (ππ*) to S1 (nπ*) is in principle too

small to justify it [221, 223, 224]. It has been pointed out that it is difficult to

rationalize the differences in lifetimes of thymine and uracil based only on the

analysis of the potential energy curves computed with fully correlated methods

[224]. Kinetic reasons may be behind the anomalous behavior of excited thymine,

which, in spite of the small energy barriers, could spend substantial time spanning

the flat S2 (ππ*) surface until finding an intersection to S1 (nπ*) [222]. However, it
is still possible that the S2 (ππ*) trapping is just an artifact of dynamics simulations

limited to CASSCF surfaces. In fact, recent experiments based on ultrafast X-ray

Auger probing indicate that thymine excitation at 266 nm should populate the S1
(nπ*) state within only 200 fs [225].
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5.4 Dynamics Simulation Cacophony

In the last few years, nonadiabatic dynamics of excited states has become an

important method for determining the ultrafast behavior of excited molecules.

These simulations have helped to explain how the molecules relax through the

manifold of excited states. In particular, trajectory-based methods, such as multiple

spawning and surface hopping, consider all nuclear degrees of freedom, without the

need for a pre-selection of a reaction coordinate. On the contrary, the reaction

coordinate emerges as the result of the simulation. Dynamics simulations of mono-

mers, base pairs, and stacked fragments have been reported with different methods

and at diverse electronic structure levels and, in spite of all information that they

have provided, a less discussed aspect of these works is that simulations performed

at different levels often lead to disparate results.

Divergences can be found in the simulations for all nucleobases. Take, for

instance, adenine (Table 4). Dynamics simulated with ab initio MRCI predicts

ultrafast deactivation through a C2-puckered conical intersection within 0.53 ps

[37, 211], somewhat faster than the experimental lifetime, 1.1 ps. Dynamics

simulated with semiempirical MRCI, however, predict that the deactivation should

take place at a C6-puckered conical intersection within 0.9 ps [211]. Similar results

are obtained for adenosine with another semiempirical CI procedure [136]. If

dynamics is simulated with TDDFT with a number of different functionals, the

lifetime is at least three times longer than the experimental value [211]. The same is

true for dynamics with TD-DFTB [228], whose lifetime is a factor of ten longer

than the experimental value. With ADC(2), deactivation takes place within 1.3 ps

through C2- and C6-puckered intersections [226].

From a general standpoint, the problems with dynamics simulations are mainly

related to the compromise between quality and computational costs. To perform

dynamics with on-the-fly computation of electronic quantities, the computational

level has to be downgraded by the use of small basis sets of double-ζ quality,

usually without diffuse functions, the use of single-reference methods, and missing

dynamic electron correlation. In the case of adenine, with three energetically close

deactivation pathways (Fig. 3), the inaccuracies introduced by these approxima-

tions have dramatic effects on the fate of the simulations. The most serious

problems with dynamics simulations seem to be caused by the electronic structure

method rather than by the dynamics method. For instance, dynamics of uracil and

thymine with surface hopping and multiple spawning with CASSCF lead to very

similar results [103, 222].

The failure of TDDFT to describe the dynamics of adenine is not only because of

the time-dependent procedure, but also the DFT ground-state deficiencies. In [211]

it is shown that in-plane deformations of the pyrimidine ring are overstabilized in

the ground state compared to out-of-plane deformations. When the excitation

energies are added to these wrong ground-state surfaces, it results in ill-shaped

excited-state surfaces. Curiously, one of the best results at the TDDFT level was
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obtained with BHLYP functional, where an overestimation of the excitation ener-

gies led to error compensation.

One common approximation in most dynamics simulations is not to consider the

influence of the probe signal. The deactivation time is directly compared to the time

constant of the time-resolved experiments without considering, for instance, the

effect of the ionization or stimulated-emission probabilities on the time constant.

Recently, a number of works have started to address this feature in a more complete

way by simulating the probing process [103, 229]. Nevertheless, the errors made by

neglecting a full description of the probe process are usually secondary in compar-

ison to the errors caused by bad description of the potential surfaces. A notable

exception may be in the measurements of adenine in water reported in Buchner

et al. [53]. In that work, it was shown that the long time constant associated with

7H-adenine pumped at 266 nm increases from 2.8 to 8.5 ps for probe wavelengths

varying between 248 and 238 nm.

5.5 UVA or UVB: Which Is Most Dangerous?

There is a critical balance between DNA absorbance and solar irradiance which is

of most fundamental importance for health. Although UVA irradiation at the

Earth’s surface is several orders of magnitude higher than UVB, UVA absorption

by DNA is much smaller than UVB absorption (see Fig. 1). For this reason, there is

a long-standing debate about which range of irradiation is most harmful in terms of

Table 4 Deactivation of adenine in the gas phase according to dynamics simulations at different

levels. C2, C6, and NH give the fraction of the excited population following each of the three main

reaction paths. τ is the excited state lifetime

Method Electronic structure C2 (%) C6 (%) NH (%) τ (ps) Refs.

TSH MRCIS 79 21 – 0.53 [211]

TSH OM2/MRCI 5 95 – 0.90 [211]

TSH ADC(2) 54 43 3 1.3 [226]

TSH TD-PBE – – 100 ~20 [211]

TSH TD-B3LYP 25 0 75 ~4.5 [211]

TSH TD-PBE0 0 0 0 1 [211]

TSH TD-BHLYP 100 0 0 ~3.5 [211]

TSH TD-ωB97XD 100 0 0 ~8 [226]

AMD TD-CAM-B3LYP 100 0 0 ~4.5 [211]

AMD TD-M06-HF 0 0 100 ~9.5 [211]

TSH TD-DFTB NA NA NA 11 [227]

TSH FOMO/AM1 0 ~100 0 ~1.6 [136]

Expt. 1.1 [50]

TSH trajectory surface hopping, AMD adiabatic molecular dynamics, NA not available
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carcinogenic effects [230]. (For sunburn (erythema), it is well established that UVB

is much more harmful than UVA [231].)

Up to a decade ago, the predominant view was that, whatever the relative

importance of UVA and UVB for initiating carcinomas, completely different

mechanisms were in play for each case: on the one hand, UVB radiation would

induce formation of CPD and (6–4)PD (Scheme 2); on the other hand, UVA could

induce the formation of reactive oxygen species and free radicals which could lead

to mutations [25] (see also [153, 154]).

This view has, however, shifted since the work of Mouret and co-authors

[49]. Their work showed that both UVA and UVB induce pyrimidine dimerization.

While UVB induces formation of a number of dimers, especially T<>T, T<>C,

and thymine–cytosine (6–4)PD, UVA induces almost exclusively formation of

T<>T. This distribution of dimers has intriguing implications. CPDs and (6–4)

PDs are both able to block DNA synthesis and gene transcription. However, (6–4)

PDs are more efficient than CPDs in blocking these processes. For this reason,

while (6–4)PDs tend to kill the cell, CPDs are more prone to mutagenesis. Still

considering that UVA has a deeper penetration depth in the skin than UVB, it adds

to the possibility that UVA may be as much or even more harmful than UVB. This

opens a series of questions about the most effective composition of sunscreens and

the epidemiological effects of a reduction of the ozone layer, which would increase

the UVB content, relative to UVA, of the solar radiation spectrum at the Earth’s
surface.

5.6 Does Ultrafast Deactivation Matter for Photostability?

It is quite often stated that the ultrashort lifetimes of nucleobases imply an enhanced

photostability [109]. Although reasonable, this claim has not been thoroughly

justified, although it also fits well with the missing signal of the biological tautomer

of guanine in R2PI spectra, often interpreted as an indication of ultrafast deactiva-

tion of this tautomer [232, 233].

Even though it is likely that the ultrafast processes offer an enhanced

photostability, it is also doubtful that they still play any essential role for life.

First, long-lived excimers seem to be more important than ultrafast monomers when

dealing with excited DNA [65]. Second, UV-screening by melanin [234] and other

biochemical protective mechanisms [235] should be the leading protectors against

mutagenesis.

However, this does not mean that photostability was never important. It may

have exerted considerable selective pressure in early biotic ages and even before.

The primitive atmosphere lacked a protective ozone layer and the UV levels at the

surface would have been much higher than those observed today [236]. Without any

intrinsic photostability, it is improbable that complex organic substances would

have accumulated under these conditions. An example of this photostability in

prebiotic chemistry can be found in 4-amino-1H-imidazole-5-carbonitrile.
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This molecule, one of the most promising prebiotic precursors of purine nucleotides

[237, 238], has a 20-h lifetime under 254-nm irradiation [239], providing time for

conversion into a purine base [240]. However, survival for a few hours may also be

too short to allow the synthesis of more complex products. In this case,

photostability would have to be enforced by other complementary means, such

as, for instance, ice cavities [241]. (For an in-depth discussion of prebiotic aspects

of nucleic-acid photoprocesses, see Sandford et al. [242].)

Another result indicating that photostability may have played an important role

in shaping life on Earth is the exceptionally short excited-state lifetime of Watson–

Crick GC-pair conformations, compared to other GC-pair conformations, as

revealed by IR-UV spectroscopy [139] and ab initio reaction paths [140]. Once

more, if this ultrafast deactivation can be taken as evidence of photostability, it

would imply that Watson–Crick conformations may have been selected over other

conformations to compose all genetic code on Earth because of their intrinsic

capacity to dissipate the radiation energy without undergoing photochemical

processes.

Even if the relation between ultrafast processes and photostability is confirmed,

its role in evolution of life will still remain open. At the same time that DNA has

native bases that deactivate much faster than analogue molecules, as in the case of

9H-adenine (0.18 ps at 263 nm in water [52]) and 7H-adenine (8.8 ps [52]), other

alternative bases also show ultrafast deactivation (for instance, hypoxanthine at

266 nm in water, 0.13 ps [243]), but do not appear in the genetic code. Naturally,

many different selection pressures were active to produce modern RNA and DNA

[244]. At this point, the importance of photostability in the primordial stages of life

remains obscure.

Conclusions

Thanks to a synergetic effort of experimental, instrumental, and theoretical

research over the last few decades, our understanding of the photoinduced

processes in nucleic acids has advanced to the point that many of the dynamic

processes have been determined. It is now clear that the photodynamics of

nucleic acid fragments involve very different processes when dealing with

monomers, base pairs, stacked bases, single strands, or duplexes. These

processes are also strongly influenced by the environment, be it vacuum,

solution, or the native cell nucleus.

The knowledge of how nucleic acids respond to irradiation has shed light

on diverse problems, including the impact of UV radiation on prebiotic and

early-biotic chemistry and on photoinduced carcinogenesis. Moreover, cur-

rent research in the field points to the use of photoinduced processes in

nucleic acids to explore charge and energy transport in DNA, aiming at

applications in organic electronics.
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153. Häder D-P, Richa, Sinha RP (2014) Physiological aspects of UV-excitation of DNA. Top

Curr Chem. doi:10.1007/128_2014_531

154. Cadet J, Grand A, Douki T (2014) Solar UV radiation-induced DNA bipyrimidine photo-

products: formation and mechanistic insights. Top Curr Chem. doi:10.1007/128_2014_553

155. Changenet-Barret P, Hua Y, Markovitsi D (2014) Electronic excitations in guanine

quadruplexes. Top Curr Chem. doi:10.1007/128_2013_511

156. Kawai K, Majima T (2014) Photoinduced charge-separation in DNA. Top Curr Chem.

doi:10.1007/128_2013_525
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14:2920

217. Bazso G, Tarczay G, Fogarasi G, Szalay PG (2011) Phys Chem Chem Phys 13:6799

218. Kistler KA, Matsika S (2008) J Chem Phys 128:215102
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(2009) J Phys Chem A 113:12686

223. Zechmann G, Barbatti M (2008) J Phys Chem A 112:8273

224. Yamazaki S, Taketsugu T (2011) J Phys Chem A 116:491

225. McFarland BK, Farrell JP, Miyabe S, Tarantelli F, Aguilar A, Berrah N, Bostedt C, Bozek JD,

Bucksbaum PH, Castagna JC, Coffee RN, Cryan JP, Fang L, Feifel R, Gaffney KJ, Glownia

JM, Martinez TJ, Mucke M, Murphy B, Natan A, Osipov T, Petrović VS, Schorb S,
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UV-Excitation from an Experimental

Perspective: Frequency Resolved

Mattanjah S. de Vries

Abstract Electronic spectroscopy of DNA bases in the gas phase provides detailed

information about the electronic excitation, which places the molecule in the

Franck–Condon region in the excited state and thus prepares the starting conditions

for excited-state dynamics. Double resonance or hole-burning spectroscopy in the

gas phase can provide such information with isomer specificity, probing the starting

potential energy landscape as a function of tautomeric form, isomeric structure, or

hydrogen bonded or stacked cluster structure. Action spectroscopy, such REMPI,

can be affected by excited-state lifetimes.

Keywords Clusters � Conical intersections � DNA bases � Hole burning � Nucleo-
tides � R2PI � REMPI?
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1 Introduction

Understanding the response of DNA bases to UV radiation is critical for both

practical and fundamental reasons [1–5]. Nucleobase photochemistry following

UV absorption constitutes a fundamental step in radiation-induced DNA damage.

Short excited-state lifetimes are often described as nature’s strategy to protect the

building blocks of life against UV photodamage. Furthermore, UV photo-selection

may have played a key role in prebiotic chemistry on an early Earth. This photo-

chemistry schematically involves two steps: absorption of a photon prepares the

nucleobase in an excited state, followed by the ensuing chemistry. The first step, the

excitation, can be probed by various forms of electronic spectroscopy. The second

step, the dynamics of the excited state once it is formed, can often be followed in the

time domain, which is the topic of the next chapter. This current chapter focuses on

the frequency domain, probing primarily the excitation step. However, some time

domain information also follows from the frequency domain because both steps are

connected by Heisenberg’s uncertainty principle, ΔEΔτ� h/2π, such that a shorter

excited-state lifetime, τ, corresponds to a larger linewidth, ΔE.
The fate of a molecule upon irradiation depends on the shape of the excited-state

potential energy landscape [6]. Electronic excitation places the molecule in the

Franck–Condon region of the excited state, the starting point for a number of

competing possible processes, such as fluorescence, internal conversion,

intersystem crossing, or exciplex formation [7, 8]. The availability of these path-

ways and their relative rates, or associated excited-state lifetimes, determines the

outcome of this competition and thus the product of the photochemistry. One

molecule can therefore be intrinsically more resistant to damage than another,

even though they absorb UV light equally. Furthermore, the same molecule can

have different UV responses, depending on the molecular environment. Of partic-

ular interest in the case of the nucleobases is the rate of internal conversion,

compared to other possible processes. Internal conversion returns the molecule to

the electronic ground state in a radiationless way, and thus converts electronic

energy to heat in the form of ground state vibrational energy. Heat can subsequently

be safely dissipated to the environment. When internal conversion is fast enough to

prevent other photochemical reactions from taking place, the molecule has a very

short excited-state lifetime, τ*, and is stable against UV photodamage [9–12].

Rapid internal conversion, when available to a molecule, diffuses electronic

energy by converting it to internal energy in the ground state, and therefore

minimizes access to other photochemical pathways. Generally, the biologically

most relevant forms of the purines and pyrimidines exhibit the shortest excited-

state lifetimes, thus selectively minimizing the chances for photochemical damage

in the molecular building blocks of life. In stark contrast, many other nucleobase

derivatives, even isomers, have orders of magnitude longer lifetimes (see Fig. 1).

In fact, ultrafast internal conversion – the same property found in many UV

sunscreens – is observed for all nucleobases implicated in replication today and,

intriguingly, there are no examples of canonical nucleobases which are highly
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fluorescent [1]. Strengthening the correlation between excited-state lifetime and the

propensity for photoreaction is the observation that the minor DNA base

5-methylcytosine, with its tenfold longer lifetime than cytosine, is a hotspot for

photodamage [13].

Evolution requires the existence of self-replicating molecules; the selection of

the nucleobases as building blocks of those macromolecules would logically have

taken place before any biological processes. Therefore, if the excited-state proper-

ties have played a role in a chemical selection of today’s nucleobases, they are a

relic of prebiotic chemistry on an early Earth.

The intramolecular mechanism governing the ultrafast internal conversion in

single purines and pyrimidines is now emerging. The key is the occurrence of

conical intersections which connect the excited-state potential energy surface,

reached by photon absorption, to the ground state energy surface. The dramatic

lifetime differences between derivatives of nucleobases appear to be caused by

variations in the excited-state potential surfaces which restrict or slow access to

these conical intersections [14].

The excited-state potential energy surface, and thus the corresponding electronic

absorption and dynamics, is affected by molecular structure and by interactions,

such as those with solvent molecules. To disentangle the different effects, it is

desirable to study isolated molecules, which is possible in the gas phase under

collision-free conditions. First, this makes it possible to observe intrinsic properties

and explore the potential energy surfaces of the individual molecules. Second, by

employing double resonance techniques, it is possible to perform isomer specific

spectroscopy. Some details of how interactions affect excited states can be studied

by cluster spectroscopy in the gas phase. Once intrinsic properties are mapped out,

they may be extrapolated to bulk conditions, which are the subject of later chapters.

2 Vibronic Spectra

The nucleobases are heterocyclic aromatic compounds which absorb to their first

excited electronic state in the 31,000–37,000 cm�1 range. This range also forms the

onset of absorption in the liquid phase. Figure 2 shows resonance enhanced

Fig. 1 Compilation of gas-phase excited-state lifetimes of selected nucleobases and derivatives
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multiphoton ionization (REMPI) spectra of all of the canonical bases and some

derivatives, as well as some of their clusters, representing base pair combinations.

Asterisks indicate origins of different tautomers for the monomers and different

hydrogen bonded structures for the clusters. Table 1 lists the respective S1 S0
origins.

Table 1 Observed S1 band origins of nucleobases, nucleosides, base-pairs, and assorted

nucleobase derivatives

Compound Origin cm�1 Remarks References

Nucleobases Guanine 32,864 7H enol syn [15]

33,269 Oxo-imino [15]

33,910 Oxo-imino [15]

34,755 N9H hydroxyl-

amino

[15]

Adenine 36,105 π–π* [16, 17]

36,062 n–π* [16, 17]

Cytosine 31,826 Keto [18]

~36,000 Enol [18]

Thymine 36,000 Broad onset [19]

Uracil 36,700 Broad onset [19]

Nucleosides Guanosine 34,443 Enol [20]

20-Deoxyguanosine 34,436 Enol [20]

30-Deoxyguanosine 34,443 Enol [20]

Base-pairs G–C 33,314 C in enol form [21]

~32,800 Doubly H-bonded [22]

A–T 35,064 [23]

G–G 33,103, 33,282 [24]

A–A 35,040 [16, 25]

C–C 33,483 [18]

Derivatives 1-Methylcytosine 31,908 [18]

5-Methylcytosine 31,269 [18]

5-OH-uracil 34,440 [26]

5-NH2-uracil 31,939 [26]

9-Methylguanine 34,612 [24]

2,4-

Diaminopyrimidine

34,459 Diamino [27]

2,6-Diaminopurine 34,881

32,215

9H diamino

7H diamino

[27]

Derivative

pairs

9-mG-1mC 33,000 Broad [22]

C-1mC 33,419 [18]

C-5mC 32,500, 32,691,

32,916

[18]

5mC–5mC 32,493, 32,691,

32,872

[18]

M (as in 1mC) designates methyl
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Levy and coworkers reported the first REMPI spectra for uracil and thymine in

1988 [19]. The spectra were very broad, merely showing an onset of unstructured

absorption around 36,000 cm�1 for T and somewhat higher energy for U. These

results suggested the absence of useful resolved spectroscopy for nucleobases.

However, this picture changed with the first report of the resolved guanine

REMPI spectrum [28], followed by those of adenine [29] and cytosine [30]. Obser-

vation of these spectra became possible with the employment of laser desorption jet

cooling techniques, optimized for the study of these types of molecules [31–34].

The vapor pressure of the nucleobases at room temperature is too low for gas

phase spectroscopy and heating to obtain sufficient vapor pressure causes thermal

degradation. With some care, adenine can still be sufficiently heated in an oven to

form a seeded supersonic beam, but this does not work satisfactorily for the other

bases. Pulsed heating at a rate of the order of 1,000�K in 10 ns allows fragment-free

vaporization of all bases and this heating rate can be achieved with pulsed laser

desorption. Typical experiments use a Nd:YAG laser at 1,064 nm with 10 ns

pulses of a fraction of a mJ/cm2 to desorb from a graphite substrate, which is

moved to expose fresh material in subsequent shots [32, 35, 36]. To permit

spectroscopy, the desorbed molecules are entrained in a pulsed supersonic expan-

sion, cooling them to internal temperatures corresponding to the order of 20 K

[32]. Such temperatures are low enough for the vibronic spectroscopy described in

this chapter, but it may be noted that ions in a cold trap can be cooled to lower

temperatures by about an order of magnitude and entrainment in helium droplets

leads to even lower temperatures [37, 38].

2.1 Spectroscopic Techniques

In molecular beams, direct absorption is generally not measurable because the

optical density is too low. Intracavity techniques can sometimes be used, such as

cavity ringdown [39] and microwave spectroscopy [40], but the common approach

is a form of action spectroscopy, especially laser-induced fluorescence (LIF) and

resonance-enhanced multiphoton ionization (REMPI). A consequence of this tech-

nical limitation is that the excited state becomes part of the detection method and

thus the dynamics of the excited state can influence the outcome of the measure-

ment. In particular, both LIF and REMPI are blind for transitions to an excited state

with a lifetime significantly shorter than the laser pulse duration. The following

sections will discuss some implications of this limitation for understanding excited-

state behavior.

A major advantage of gas-phase spectroscopy is the ability to perform isomer-

specific measurements by double resonance, or hole-burning techniques. Figure 3

schematically outlines this approach for the case of REMPI. Purple arrows indicate

wavelengths which are scanned to obtain a wavelength-dependent spectrum. In

Fig. 3a this produces a vibronic REMPI spectrum. In Fig. 3b the blue arrow represents

the probe laser, set to a single resonant wavelength in the REMPI spectrum. Its ion

signal comes from one specific isomer. The purple arrow represents the burn laser,
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which precedes the probe laser by typically 100 ns. Whenever the burn laser is

resonant with a transition it depletes the ground state and alters the Franck–Condon

area, resulting in a dip in the ion signal from the probe laser, but only if both lasers

interact with the same isomer population. Therefore, a scan with the probe laser

produces an ion-dip spectrum which amounts to an isomer-selected rovibronic spec-

trum. In Fig. 3c, the same procedure is followed with an IR laser as probe laser to

generate an isomer selected ground state IR spectrum. In Fig. 2, asterisks denote

origins of different isomers, identified by double resonance spectroscopy.

Electronic spectra essentially contain information about the energy difference

between the ground state and the excited state. By reducing the ground state

vibrational population to v¼ 0 through cooling, vibronic spectral structure can

provide additional information on the excited state. IR–UV hole burning, on the

other hand, provides ground state vibrational frequencies which can be used to

identify the starting structures of the excitation, especially tautomeric form and

cluster structure. Further information can be derived from line contours for identi-

fying excited-state symmetries and lifetimes.

The latter is demonstrated in Fig. 4, showing the comparison of a peak in the

REMPI spectrum of 2,4-diaminopyrimidine with simulated lineshapes based on

different Lorentzian linewidths [27]. The upper limit to the linewidth of 0.5 cm�1

thus observed in this case corresponds to a lower limit in the excited-state lifetime

of 10 ps.

Further information about the excited-state dynamics may be derived by com-

paring these electronic spectra, e.g., by comparing frequency shifts between various

isomers and derivatives and by contrasting broad vs sharp spectra. Furthermore,

since all these REMPI spectra were obtained with nanosecond pulses, the absence

of signal from selected species may point to ultrafast internal conversion.

Fig. 3 Schematic diagram of spectroscopic techniques. Purple arrows indicates wavelength that

is being scanned to obtain a spectrum. Blue arrows indicate fixed wavelength. Green arrows
indicate time delay between two laser pulses. (a) REMPI provides vibronic spectra. (b) UV–UV

hole burning separates isomeric contributions to the UV spectrum. (c) IR–UV hole burning

provides isomer selected ground state IR spectra
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3 Isomers

The origins on the UV spectra, obtained by REMPI, reflect the energies of the S1
excited state relative to the S0 ground state, which is difficult to obtain computa-

tionally with any reasonable accuracy. Figure 2 shows that both the purine and

pyrimidine bases absorb in the same frequency range, but significant shifts exist

between different related compounds. For example, adenine absorbs 3,000 cm�1 to
the blue of the lowest energy observed tautomer of guanine [27, 41]. Adenine,

which is 6-aminopurine (6AP), also absorbs about 3,500 cm�1 to the blue of its

isomer 2-aminopurine (2AP). Comparing those two isomers, one notices not only

the large difference in origin, but also the fact that the adenine spectrum features

only a few lines while the 2-aminopurine spectrum is very extensive and covers a

large frequency range [42]. These observations are consistent with a model that is

summarized schematically in Fig. 5 [41]. This model assumes excitation to an S1
state, which interacts with a second excited state through a curve crossing. This

picture represents potential curves as a function of a single internuclear coordinate.

In the more general case of multidimensional potential surfaces, to be discussed

below, the curve crossing is replaced by a conical intersection. The second excited

state may couple with the electronic ground state to quench fluorescence and

phosphorescence. In the case of the purines, the S1 state is likely to be of π–π*
character and the second excited state is likely to be of n–π* character, to be

discussed below. The absorption characteristics of the purines and their excited-

state lifetimes then depend strongly on two parameters: (1) the relative energies of

these two states and (2) the amount of electronic coupling between them.

Possible arrangements are shown schematically in Fig. 5. A curve crossing, as

sketched schematically for 6AP, will typically lead to spectra which are diffuse or

show a cutoff at absorption energies larger than that of the crossing. If, on the other

hand, as sketched for 2AP, the interaction between the two excited states is weak, or

if the S1 state is significantly lower in energy, then we may expect a sharp and

extended vibronic spectrum. A lower energy S1 state is also consistent with the

large observed red-shift. Finally, the other extreme is sketched in the inset. If the

interaction is strong and the S1 state is higher in energy, then it is possible to have a

Fig. 4 Detail of the 34,720 cm�1 peak in the 2,4-DAPy REMPI spectrum, compared with

simulations of the rotational envelope at three different Lorentzian linewidths [27]
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barrierless curve crossing, resulting in a completely structureless vibronic spectrum

and an extremely short excited-state lifetime.

Within this picture, the striking photochemical difference of purine and adenine

as compared to 2-aminopurines is the result of the relative energies of the π–π* and
the n–π* states. The fact that the origin for the 2AP spectrum is significantly to the

red of the adenine spectrum implies that the S1 state is lower in this case. Further-

more, the extent of the spectrum suggests that 2AP does not exhibit a curve crossing
as sketched in Fig. 5, as opposed to adenine. Therefore the gas-phase spectra

Fig. 5 Left along vertical axis: REMPI spectra of 6-aminopurine (adenine) in red and

2-aminopurine in blue. Right: schematic potential energy diagrams of the excited state as a

function one internuclear coordinate, representing a model with a curve crossing between S1 and

another excited state. The inset shows the case without a barrier, which would not produce a

discrete spectrum; see text for details
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suggest that the amino substitution in the 2-position of purine lowers the excited-

state potential of the π–π* state, while substitution in the 6-position has little effect.
This is fully consistent with solution results, as well as with circular dichroism

measurements by Holmen et al. which identify a π–π* state about 4,000 cm�1

below the n–π* state for 2AP [43].

4 Derivatives

When we consider more than one internuclear coordinate, we can describe the more

general situation as illustrated schematically in Fig. 6. The crossings of

multidimensional potential surfaces are conical intersections. These features can

only occur in regions of the potential energy landscape which represent a defor-

mation of the molecular frame from the ground state equilibrium geometry. The

following case study of adenine derivatives serves as an example [29, 44–56]. For

4-aminopyrimidine (Fig. 7 top left), surface hopping calculations identified two

conical intersections [57]: deformation at the C2-position (red circle) leads to

deactivation of the excited state with a lifetime, τ*, of 1 ps, and deformation at

the C5¼C6 bond (blue rectangle) leads to deactivation with τ* of 400 fs.

Immobilizing the latter with a five-membered ring forms adenine with a single

conical intersection due to the C2 deformation and τ* of 1 ps. Figure 7 (bottom left)

shows the geometry at this conical intersection as calculated by Marian

et al. [58]. Substitution at the C2-position further modifies the excited-state poten-

tial and eliminates this conical intersection. Consequently, both 2,6-diaminopurine

and 2-aminopurine have fluorescent excited states with lifetimes of the order of

nanoseconds. In fact, the latter is used as a fluorescent tag in DNA research. In the

same way, C5 substituents in pyrimidines alter excited-state lifetimes over a range

of picoseconds to nanoseconds by modification of the topography of the potential

energy surfaces around C5¼C6 torsion and stretching coordinates [59–61]. Interest-

ingly, the same coordinates are found to play a role in thymine photo-dimerization in

Fig. 6 Schematic potential

energy diagram (as function

of two inter-nuclear

coordinates) with two

conical intersections

connecting the S1 excited

state, via an intermediate

state, with the S0 ground

state. Arrows indicate
competing de-excitation

pathways
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DNA [62]. Other excited states also need to be considered: N9–H motion forms an

additional coordinate in adenine which can lead to a conical intersection with a πσ*
state [16, 54]. A weakly absorbing nπ* state plays a role as well, in addition to the ππ*
state, and can sometimes serve as a “dark state” with an extended lifetime [17, 63].

Furthermore, purine, the parent compound of adenine and guanine, forms triplet

states in high yield [64]. Lifetimes also depend strongly on tautomeric forms, as

discussed in Sect. 6 [15, 65–69]. Understanding these mechanisms helps explain

how subtle structural differences between substituted nucleobases can produce

excited-state lifetime differences of orders of magnitude.

A similar strong effect can be observed in uracil (U) derivatives upon substitu-

tion in the C5-position [26]. Two-photon ionization and IR/UV double resonance

spectra of the uracil analogues, 5-OH–U and 5-NH2–U, show that there is only a

single tautomer present for each with an excited-state lifetime of 1.8 ns for 5-OH–

Ura and 12.0 ns for 5-NH2–Ura, as determined from pump-probe experiments.

These lifetimes are 3 and 4 orders of magnitude longer, respectively, than that for

unsubstituted uracil [70]. Nachtigallova et al. determined vertical excitation ener-

gies, excited-state minima, minima on the crossing seam, and reaction paths

towards them by means of multi-reference ab initio methods [26]. They found

sizeable barriers on these paths which provide an explanation for the lifetimes of

several nanoseconds observed in the experiment.

Kistler and Matsika reported a similar effect for cytosine derivatives as well [60,

71]. For example, 5-methyl-2-pyrimidin-(1H )-one (5M2P, with a methyl substitu-

ent in the C5-position instead of the amino group in the C4-position) has a

fluorescence lifetime which is orders of magnitude longer than the picosecond

lifetime of cytosine [5, 63, 70, 72]. This excited-state lifetime difference correlates

directly with a lower S1 excitation energy for 5M2P, analogous to the energetic

considerations for adenine vs 2-aminopurine.

Fig. 7 Ring deformations

at C2 or C5¼C6 lead to

conical intersections which

mediate internal conversion

at different time scales

depending on molecular

structure: on the order of

1 ps for C2

pyramidalization (bottom
left) and 400 fs for C5¼C6
stretch and torsion. Details

in text
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5 Character of the Excited State

The character of the first excited states is not always entirely clear but generally the

UV spectra contain contributions to two excited states, of ππ* and nπ* character,

respectively [17, 46]. The π–π* transition carries most oscillator strength and the

nπ* state can function as a dark state for internal conversion, depending on whether
the relative energies lead to the occurrence of conical intersections. In the case of

adenine, Lee et al. characterized the excited states based on rotational band contour

analyses [17]. They showed that the lowest nπ* and ππ* states can be labeled with

their excited-state vibronic symmetry, and exhibit a strong ππ*–nπ* vibronic

coupling via an out-of-plane vibrational mode. They assigned the band at

36,062 cm�1 as the n–π* transition and the 36,105 cm�1 band as the π–π* transition
by symmetry analysis. The band at 36,248 cm�1 provides evidence of the strong

ππ*–nπ* vibronic coupling via an out-of-plane vibrational mode.

Sobolewski and Domcke showed that in the excited-state dynamics a πσ* can

also play a role along an NH nuclear coordinate [73]. Motion along this coordinate

can lead to hydrogen loss and Hunig et al. demonstrated this channel by detecting

the dissociating hydrogen using Lyman-α excitation and analyzing the kinetic

energy from the Doppler shift [54].

6 Tautomers

A complication in the study of nucleobase structure and dynamics is that these

compounds exhibit multiple tautomeric forms. The electronic spectra, such as those

in Fig. 2, may contain contributions of all the tautomers present in the beam.

As shown in Fig. 2, the S1 S0 transitions of the two most stable cytosine

tautomers, keto and enol, are a remarkable 4,000 cm�1 apart, while energetically

they differ by only 0.03 eV [18, 30]. The third major tautomer, keto-imino, is

significantly higher in energy [74–76] and not observed in these spectra (Fig. 8).

The keto form is the biologically important one, with Watson–Crick base pairing in

DNA, and predominant in solution. In matrix isolation, Szczesniak et al. observed

both keto and enol forms with higher abundances for the latter and small contribu-

tions from the imino form [77]. Brown et al. have obtained rotational constants for

all three tautomeric forms by microwave spectroscopy [78]. Schiedt et al. also

identified the existence of keto and enol tautomers of neutral cytosine in the gas

phase by anion spectroscopy [79].

Kosma et al. reported excited-state dynamics by probing with different excita-

tion wavelengths in a range from 260 to 290 nm, which allowed them to distinguish

between keto only vs mixed populations [80]. They conclude that the deactivation

pathways are quite different for the different tautomers, with three time constants

for keto-cytosine and two for the others. Theoretical treatments in the literature had

focused on modeling the latter, while the new results point to the importance of
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tautomeric distinction in these analyses. For the keto form, the two faster channels,

with femtosecond and picosecond lifetimes, are consistent with fast, but not

barrierless, excited-state relaxation via conical intersections between the 1ππ* and

ground state [74]. The third channel with a lifetime of hundreds of picoseconds at

290 nm is proposed to involve excited-state tautomerization to a low-lying 1nπ*
state of the keto-imino tautomer [81]. The authors propose that, in the condensed

phase, this channel would be quenched by rapid back hydrogen-transfer, catalyzed

by hydrogen-bound water molecules [82, 83]. Consequently, this pathway would

not alter the inherent photostability.

In most cases, electronic spectra of different tautomers do not exhibit significant

shifts and thus vibronic spectra potentially consist of overlapping contributions

from a number of tautomers. Such overlapping electronic spectra can be

disentangled by IR–UV double resonance spectroscopy. However, an additional

complication with this technique is that it is based on action spectroscopy in which

the probe signal is multiphoton ionization. As a result this approach is blind for

tautomers for which the excited-state lifetime is significantly shorter than the laser

pulse. Such tautomers do not show up in the electronic spectrum to begin with.

A case in point is the so-called guanine puzzle [15, 68]. The REMPI vibronic

spectrum consists of the overlapping spectra from four different tautomers, as

determined by UV–UV hole burning [35, 84, 85]. However, the identification of

the specific tautomers by IR–UV double resonance spectroscopy proved challeng-

ing. Two enol tautomers could easily be assigned based on the strong OH stretch

Fig. 8 The major

tautomers of cytosine. The

IR–UV double resonance

experiments observe the

keto and enol forms

(yellow) but do not

distinguish between the two

enol tautomers
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around 3,600 cm�1. However, the other two species were initially incorrectly

assigned as keto tautomers. Figure 9 shows the ten lowest energy tautomers of

guanine with relative energies in wavenumbers from [66]. Clearly the two keto

tautomers (N7H and N9H) are the lowest energy forms and their IR spectra formed

a quite reasonable match with calculated frequencies for these forms, making this a

plausible assignment. However, subsequent data from a helium droplet experiment

exhibited slightly different IR spectra which formed a better match with the keto

forms [38]. This led to a re-analysis of the IR–UV data and a reassignment of the

two tautomers from the keto to the imino form. This assignment was subsequently

confirmed by IR–UV measurements in the imino stretch region below 2,000 cm�1

[66]. Gas-phase microwave experiments also found the keto tautomers [40].

These observations are summarized in Fig. 9 in which the red tautomers were

observed by the two techniques that involve direct absorption in the ground state

(helium droplets and microwave), while the yellow tautomers were observed by the

technique that involves action spectroscopy via the electronic excited state

(REMPI). This difference suggests that the lowest energy forms are most abundant

in the gas phase in all cases, but are not observed with REMPI because they have

short-lived excited states. This explanation is confirmed by computations, showing

a rapid internal conversion pathway through a conical intersection, which is not

accessible for the higher energy enol and imino tautomers [68].

The tautomeric landscape of adenine is somewhat less varied than in the case of

guanine because of the absence of the oxygen. Plützer and Kleinermanns reported

IR–UV double resonance spectroscopy and observed two tautomers [51]. Both

tautomers are of the amino form, with the 9H form most abundant and a small

presence of the 7H form. This finding is consistent with microwave measurements

by Brown et al. [86]. In conditions of jet cooling the imino form appears to be

absent, although in the gas phase at elevated temperature the IR spectra seem to

comprise multiple tautomers, including imino.

Fig. 9 Ten of the lowest energy tautomers of guanine. Relative energies in wavenumbers from

[66]. Yellow structures are observed in gas-phase nanosecond REMPI experiments. Red structures
have sub-picosecond excited-state lifetimes. Structures 1–4 are observed in helium droplets. Keto–

N9H is the Watson–Crick structure
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Microwave measurements of uracil in a heated cell suggest the diketo form as

the most abundant. Brown et al. reported the first microwave measurements in a

seeded molecular beam and also concluded that the diketo form was predominant

[87, 88]. Viant et al. reported the first rotationally resolved gas-phase IR spectra of

uracil [89]. This work employed a slit nozzle, an IR diode laser, and a multi-pass

arrangement to obtain high-resolution IR absorption spectra of the out of phase ν6
stretching vibration. The rotational analysis unambiguously assigned this species to

the diketo tautomer. Brown et al. also observed the diketo form of thymine in a

seeded molecular beam, based on hyperfine structure [90].

7 Intermolecular Effects: Clusters

It is often assumed that the same internal conversion processes govern the

subpicosecond de-excitation timescales of nucleobases in solution, albeit modified

by solvent interactions. It is reasonable to postulate that the chromophore is affected

primarily by the first solvent shell. Therefore many of the details of the dynamics in

solution can be elucidated by studying clusters with small numbers of water

molecules [35, 36, 91–96]. It appears that hydrogen bonding can play a role in

two ways. First, the excited-state potential energy surfaces are modified, thus

affecting possible trajectories through conical intersections. Second, the hydrogen

bond itself provides another possible coordinate for coupling excited states and the

ground state. This effect is not limited to hydrogen bonding with water, but may

also play a role in base pairing and in intramolecular hydrogen bonds. This

coordinate can be thought of as an analogue of the N–H stretch coordinate corre-

lated with a πσ* state, and its associated conical intersections [73, 97–100]. In the

latter case, if the πσ* potential surface fails to reconnect with S0, the hydrogen can

actually dissociate. In the hydrogen bonded case, the hydrogen is confined to the

system and this coordinate can only mediate a single or double proton transfer.

An example is that the specific Watson–Crick (WC) structure in isolated GC

nucleobase pairs has a short excited state lifetime which is explained by proton

motion in the middle hydrogen bond [22, 101–103]. By contrast, in other GC base

pair structures this coordinate does not lead to accessible conical intersections [22,

104]. Figure 10 shows the eight lowest energy structures of hydrogen bonded GC

clusters, with the very lowest energy structure representing the WC structure. The

two lowest energy structures, marked in red, were not directly observed in

gas-phase experiments with nanosecond timescale REMPI detection, while the

next two higher energy structures, marked in yellow, were observed and identified

by IR–UV hole burning [21, 22, 104].

For AT base pairs, the Watson–Crick structure was also not identified; however

in this case it is not the lowest energy structure so it is possible that it was

insufficiently populated in the molecular beam [23]. In REMPI spectra of homo

base pair combinations, the predicted lowest energy structure was not observed.

This absence occurred for GG dimers [105], CC dimers [18], and AA dimers
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[25]. In these homodimers the missing structure is symmetric, so it is possible that

an excimer state is formed with a considerable splitting, causing a shift in the UV

band outside of the experimental range. However, it is also possible that the absence

of those cluster structures in the REMPI spectra is because of short lived excited

states which are dark in nanosecond timescale REMPI detection. For

9-methyladenine-adenine clusters, Plützer et al. identified a stacked structure,

which they detected on the mass of protonated adenine. They interpreted their

finding as involving hydrogen transfer from the 9H-position of the adenine. Schultz

and coworkers reported indications of this process in time-resolved photoelectron

spectroscopy studies of adenine and adenine-containing clusters [93, 106–108] and

in nucleobase pair analogues [101, 109, 110].

Another structure in which hydrogen bonding occurs and possibly affects

dynamics is in nucleosides in the syn configuration. Nir et al. found by double

resonance spectroscopy that isolated guanosine indeed forms an internal hydrogen

bond between 50OH and 3N [111]. Nevertheless, they found a sharp REMPI

spectrum, implying a relatively long-lived excited state. By contrast, an REMPI

spectrum for adenosine has not been observed, suggesting a possibly short excited-

state lifetime [112, 113]. It should be noted that, for guanosine in the gas phase

only, the enol tautomer has been observed, so far, which suggests that the keto

tautomer is selectively short-lived, analogously to the nucleobase. So whether and

to what extent the shortened lifetime observed in solution is an intrinsic property of

nucleosides remains an open question. Other aspects of the role of the sugar moiety

in excited-state dynamics may also play a role. It has been proposed that the

additional degrees of freedom provide a bath for quenching excited-state excitation.

Furthermore, in solution the dynamics may be further complicated because the

sugar also provides additional hydration sites.

Another intermolecular interaction is base stacking, which provides much of the

stability in helices. In the π-stacked structural motif, exciplex formation appears to

Fig. 10 The lowest energy structures of hydrogen bonded GC clusters with energies in kcal/mol.

Yellow structures were observed in REMPI experiments, while red structures were not
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play a major role in the photodynamics [113, 114]. The overlap of the π-clouds
depends critically on the relative position of the molecules. For example, Schreier

et al. have shown that thymine dimer formation in DNA is determined largely by

conformational properties at the instant of excitation [115]. In solution phase

experiments, Crespo-Hernández and Kohler and coworkers have shown that base

stacking in single- and double-stranded DNA favors non-radiative decay via the

formation of charge-transfer or exciplex states [116–118]. Such states decay much

more slowly than the ππ* states in single bases (see Fig. 11). These considerations

are the topic of the next chapter.

8 Summary

Electronic and vibrational spectroscopy of isolated nucleobases sheds light on

excited-state dynamics indirectly in a number of ways. UV–VIS excitation spec-

troscopy probes the potential energy landscape in the Franck–Condon region,

which establishes the starting conditions of any ensuing photochemistry. The

combination with IR hole burning to obtain vibrational spectroscopy as well offers

the important opportunity to obtain isomer selected data. This approach makes it

possible to probe individual tautomers, structural conformers, isomers, and cluster

structures. This isomer selectivity, as well as the fact that nucleobases can be

studied free of interactions, provides unique insights into their intrinsic properties,

unperturbed by any secondary effects of the biological environment. Therefore such

Fig. 11 Simplified Jablonski diagram, showing major possible processes for deactivation of the

excited state in nucleobases: Fluorescence is typically slow, in the nanosecond range. Internal

conversion back to the ground state in the sub-picosecond time scale occurs for selected single

bases and some hydrogen bonded base pairs. Exciton formation in stacked bases can lead to

exciplex states in less than a picosecond for specific stacked structures. Those states subsequently

decay to the ground state by charge recombination on the 100 ps time scale
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gas-phase experiments offer the best data for comparison with computational

chemistry at the highest levels. The frequency domain is coupled with the time

domain by the inverse relationship between energy and linewidth. Particularly in

the 10–100 ps range, excited state lifetimes may be derived from spectra linewidths.

Shorter lifetimes not only lead to extensive broadening but often render excited

states unobservable by action spectroscopy, such as REMPI or LIF, with nanosec-

ond timescale laser pulses. It is possible that future experiments in the frequency

domain will provide additional insight into excited-state dynamics. Examples may

include spectroscopy with shorter laser pulses, including a trade-off between time

and frequency resolution, spectroscopic characterization of the hot ground state

products of internal conversion, and more elaborate studies of clusters with water to

detail the role of micro hydration.
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Abstract The main intrinsic photochemical events in nucleobases can be

described on theoretical grounds within the realm of non-adiabatic computa-

tional photochemistry. From a static standpoint, the photochemical reaction path
approach (PRPA), through the computation of the respective minimum energy
path (MEP), can be regarded as the most suitable strategy in order to explore the

electronically excited isolated nucleobases. Unfortunately, the PRPA does not

appear widely in the studies reported in the last decade. The main ultrafast

decay observed experimentally for the gas-phase excited nucleobases is related

to the computed barrierless MEPs from the bright excited state connecting the

initial Franck–Condon region and a conical intersection involving the ground

state. At the highest level of theory currently available (CASPT2//CASPT2), the

lowest excited 1(ππ*) hypersurface for cytosine has a shallow minimum along

the MEP deactivation pathway. In any case, the internal conversion processes in

all the natural nucleobases are attained by means of interstate crossings, a self-

protection mechanism that prevents the occurrence of photoinduced damage of

nucleobases by ultraviolet radiation. Many alternative and secondary paths have

been proposed in the literature, which ultimately provide a rich and constructive

interplay between experimentally and theoretically oriented research.
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Abbreviations

A Adenine

AC Avoided crossing

ANO Atomic natural orbital

aug-cc-

pVDZ

Augmented correlation-consistent valence double-ζ plus
polarization

C Cytosine

CASPT2 Complete active space second-order perturbation theory

CASSCF Complete active space self-consistent field

CC Coupled cluster

CC2-LR Approximate coupled cluster singles and doubles linear response

cc-pVDZ Correlation-consistent valence double-ζ plus polarization
CCSD(T) Coupled cluster singles, doubles, and perturbative triples

CI Conical intersection

CIS Configuration interaction singles

CPU Central processing unit

CR-EOM-

CC

Completely renormalized equation of motion coupled cluster

DFT Density functional theory

DNA Deoxyribonucleic acid

DZP Double-ζ plus polarization
EA Electron affinity

EOMEE-CC Equation-of-motion excitation-energy coupled cluster

FC Franck Condon

G Guanine

gs Ground state

HL Highest-occupied molecular orbital lowest-unoccupied molecular

orbital

HOMO Highest-occupied molecular orbital

IC Internal conversion
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IP Ionization potential

IR Infrared

IRC Intrinsic reaction coordinate

ISC Intersystem crossing

LIIC Linear interpolation of internal coordinates

LUMO Lowest-occupied molecular orbital

MECP Minimum energy crossing point

MEP Minimum energy path

min Minimum

MO Molecular orbital

MRCI Multireference configuration interaction

MRCISD Multireference configuration interaction singles and doubles

MS-

CASPT2

Multistate complete active space second-order perturbation theory

NAB Nucleic acid base

NO Natural orbital

OM2 Orthogonalization model 2

PCO Projected constraint optimization

PEH Potential energy hypersurface

PRPA Photochemical reaction path approach

QCEXVAL Quantum chemistry of the excited state of Valencia

RI-CC2 Resolution of identity approximate coupled cluster singles and

doubles

RNA Ribonucleic acid

SOC Spin-orbit coupling

STC Singlet-triplet crossing

T Thymine

TDDFT Time-dependent density functional theory

TS Transition state

TZVP Valence triple-ζ plus polarization
U Uracil

UDFT Unrestricted density functional theory

UV Ultraviolet

Vis Visible

XMS-

CASPT2

Extended multistate complete active space second-order

perturbation theory

1 Introduction

When deoxyribonucleic/ribonucleic acid (DNA/RNA) is irradiated by ultraviolet

(UV) light, population of the excited states of their basic chromophores, the

nucleobases cytosine (C), thymine (T), uracil (U), adenine (A), and guanine (G),

is expected to occur (see molecular structures in Fig. 1). In fact, the DNA
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absorption spectra closely resemble those of the building-block monomers, apart

from the well-documented decrease of intensity (hypochromism). In principle, light

absorption produces mainly excited states of singlet multiplicity. Thus, after the

absorption process, what is the fate of the energy in the populated singlet excited

states in the nucleobases? The present chapter is devoted to review the up-to-date

detailed understanding of the properties, obtained on theoretical grounds, of the

respective electronically excited-state species and to describe the knowledge gath-

ered in the last decade on the underlying mechanisms controlling the photochemical

evolution of the excited nucleobases.

According to modern computational photochemistry [1], the progression of the

changes in the molecular structure of an excited state taking place upon light

absorption can be monitored by means of the photochemical reaction path
approach (PRPA) [2–6], which can be undertaken by computing the corresponding

minimum energy path (MEP) [5, 7–12] along the 3N-6 dimensional potential

energy hypersurface (PEH), where N represents the number of nuclei of the system.

Consequently, the computational strategies related to the MEP computations are

firstly addressed. A brief account of the quantum-chemical methods usually

employed in connection with the MEP calculations is subsequently considered.

The essentials of the photochemistry of the pyrimidine (T, C, U) and purine (A, G)

nucleobases are in turn next considered. The conclusions and future perspectives

derived from the global work performed within the framework of theoretical and

computational photochemistry by so many different world-wide outstanding groups

are finally outlined.

Fig. 1 Chemical structure and labeling of DNA and RNA nucleobases with their conventional

name and the IUPAC nomenclature (within parentheses)
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2 Computational Strategies in Photochemistry

Considering the excited and ground-state (gs) PEHs and the possible different

reaction paths that a system might evolve through, molecular processes can be

regarded in the realms of photophysics or photochemistry (adiabatic and

non-adiabatic) [13–18]. Absorption and emission processes can be clearly identi-

fied as photophysical processes. From the theoretical standpoint they involve

calculations at similar molecular structures. In an adiabatic reaction path, once

the vertical absorption takes place, the system may proceed along the hypersurface

of the excited state to reach usually a minimum, leading eventually to an emitting

feature. In a non-adiabatic photochemical path, part of the reaction occurs on the

excited state hypersurface and, after a non-radiative jump at the hypersurface

crossing (or funnel), continues on the hypersurface of another state, normally the

ground state. The process of a radiationless jump is denoted as internal conversion

(IC) or intersystem crossing (ISC) depending on whether the spin multiplicity of the

two hypersurfaces involved is the same or different, respectively. At the molecular

level, the internal conversion may be mediated by an avoided crossing (AC) or a

conical intersection (CI) [1, 19–22]. Among several researchers, the systematic

work developed by Robb, Bernardi, Olivucci, Garavelli, and co-workers has

repeatedly shown in the last 2 decades the important role that the CIs play in

organic photochemistry, as well as in biochromophores (see, e.g., Olivucci [1]

and references cited therein). Depending on the nature of the CI, the corresponding

radiationless transition can yield specific photoproducts or relax energy towards the

ground-state initial situation. The main photochemical events of the isolated

nucleobases can be classified within the area of non-adiabatic photochemistry

because the energy of the excited nucleobase is dissipated directly towards the

ground-state at the original configuration. This fact has been related to the

well-known photostability of the genetic material [6, 23, 24].

2.1 Photochemical Reaction Paths

In general, the photoinduced reaction can be studied by building and characterizing

the photochemical reaction path [2–6]. It can be achieved by computing the MEP

starting at the ground-state equilibrium geometry of the nucleic acid base (NAB)

and evolving along the PEHs of the photochemically relevant excited states

involved in the main electronic transitions bearing significant computed oscillator

strength at the vertical absorption, the so-called spectroscopic or bright excited

states [5, 6, 25–28]. Therefore, the requirements for computation of the pathways or

simply paths can be systematized in the following steps:

• Determination of the ground-state equilibrium structure, that is, the

Franck–Condon (FC) geometry at a given level of theory.

• MEP computation of the bright excited states from the FC region.
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• Analysis of the information provided by the MEP: geometrical changes, minima

inferred, saddle points, and crossings between states.

• Check on the stability of the results and the conclusions from them derived upon

higher levels of calculation.

The MEPs allow the rationalization on static grounds of different experimental

data such as the excited-state lifetimes, the nature of the photoproducts (if present),

as well as certain qualitative aspects related to quantum yields, transient absorp-

tion, and emission spectra. It is worth recalling that the information so obtained

can be directly related to the motion of a vibrationally cold molecule with

infinitesimal momentum. The approach is closely related to the method using the

motion of wave packets or semi-classical trajectories on potential energy surfaces

commonly used to describe ultrafast photochemical processes [5]. Based on actual

MEP computations, two main profiles for the photochemical reaction path

corresponding to the bright states have been found, depending on the nucleobase,

nature of the excited state, and level of calculation employed. They are schemat-

ically depicted in Fig. 2.

As illustrated in Fig. 2, the mapping of the photochemical reaction path

computed by following the MEP from the starting FC structure may lead to

the ground state passing through a minimum (S1)min and a transition state

(TS) before reaching the CI (Fig. 2a) or directly to a CI in a barrierless way

(Fig. 2b). Since the barrier heights are computed to be relatively small [26], the

two situations are consistent with the ultrafast components detected experimen-

tally, both in solution and in the gas phase. In this respect, it should be

remembered that fluorescence lifetimes of DNA/RNA nucleosides and nucleo-

tides recorded in solution fall in the sub-picosecond timescale, suggesting the

Fig. 2 Schematic profiles based on MEP computations for the main photochemical reaction paths

found in the literature for the decay of nucleobases: (a) passing through a minimum (S1)min and (b)
directly to the CI
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presence of an ultrafast internal conversion channel [23, 29, 30]. For gas-phase

isolated purine and pyrimidine bases, very short lifetimes, in the picosecond

regime have also been determined (see [31–34] and previous chapters about

experimental studies). Thus, analysis of the reaction coordinate and relative

energies obtained from the MEP computation yields useful information on the

excited state lifetime and nature of the main deactivation path inherent in the

internal conversion process.

As pointed out by Garavelli, Bernardi, and Cembran [5], and repeatedly empha-

sized by Michl [20, 35], well-recognized pioneers in the field, MEP mapping should

be considered the preferred computational strategy in photochemical studies in

contrast to standard geometry optimization of the excited states and/or determina-

tion of the lowest-energy CI. The MEP computation starting from the FC point

offers information on the structure and accessibility of the photochemical reaction

path, i.e., the driving forces responsible for the photoinduced nuclear motion. The

MEP provides the intermediates, transition states, and interstate crossings directly

accessible by the molecular system. Many other stationary points can be computed,

thereby rendering a more complete view of the hypersurfaces. However, if those

points are far away in terms of energy and geometry with respect to those of the

MEP, they are not bound to become meaningful for the photochemical event of

interest. For example, as seen below for G, the first decay crossing point intercepted

by the MEP along S1 differs from the minimum energy crossing point (MECP)

(in practice the lowest-energy CI) [28]. The acronym CI should preferably be

reserved just for those cases where the CI has been fully characterized by using

the corresponding algorithms [1, 19–22]; otherwise the word crossing or MECP or

related [9, 36] should be accordingly employed. In practice, for the sake of

simplicity, the computed crossings are normally coined as CI, irrespective of the

actual characterization.

In modern photochemistry, the efficiency of radiationless decay between

different electronic states taking place in internal conversion and in intersystem

crossing processes is usually associated with the presence of crossings involving

hyperlines and hyperplanes, respectively, which behave as funnels where the

probability for non-adiabatic jumps is high [20, 21]. A crossing seam occurs

between two states of the same spin multiplicity when they intersect along an

(F � 2)-dimensional hyperline as the energy is plotted against the F nuclear

coordinates, where F is the number of internal degrees of freedom (3N�6). In

any point of the (F � 2)-dimensional intersection space the energies of the two

states are the same. The degeneracy is lifted along the two remaining linear

independent coordinates, x1 and x2, that span the branching subspace

corresponding to the gradient difference vector and the non-adiabatic coupling

vector, respectively [20, 37]. Clearly, x1 and x2 do not have to be orthogonal to

each other. The crossing seam can be seen as being formed by an infinite

number of CI points. The corresponding PEHs at a CI point have the shape of

a double cone when the energy of the upper and lower states is plotted against the

x1 and x2 coordinates. Accordingly, the feature is denoted as “conical intersec-

tion.” Great theoretical efforts have been focused on the localization of the
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lowest-energy point in the intersection of two PEHs [22, 38–40]. The

corresponding algorithms are based on Lagrange multipliers [10, 41–45] and on

projected gradient techniques [46, 47]. These tools are currently available in

popular software packages such as GAUSSIAN [48] and will not be further

discussed here since they have been considered in detail in previous reviews

[1, 19–22, 47, 49, 50]. Molecular structure optimization of stationary points as

well as MEP computations on both the ground- and excited-state PEHs can be

carried out using standard methods. Description of the crossing region requires,

however, special algorithms as two potential energy hypersurfaces are degenerate

and the gradient and Hessian cannot be unambiguously computed. Regarding the

computation of MECPs as implemented in the MOLCAS software, the crossing

searches are performed using the restricted Lagrange multipliers technique, in

which the lowest-energy point is obtained under the restriction of degeneracy

between the two states of interest [9]. No non-adiabatic coupling elements are

calculated. On the other hand, MEPs are built as steepest descent paths in a

procedure [10] based on a modification of the projected constrained optimization

(PCO) algorithm of Anglada and Bofill [11] and follows the Müller–Brown

approach [11, 12]. Each step requires the minimization of the energy on a

hyperspherical cross section of the PEH centered on the initial geometry and

characterized by a predefined radius. The optimized structure is taken as the center

of a new hypersphere of the same radius, and the procedure is iterated until the

bottom of the energy hypersurface is reached. The MEP coordinate corresponds to

the so-called intrinsic reaction coordinate (IRC) [9] when mass-weighted coordi-

nates are used [12]. It is anticipated that, to the best of our knowledge, despite the

conceptual importance of MEP computations, only a few groups have computed

MEPs using high-level correlated wave function methods for DNA/RNA

nucleobase monomers [6, 25–28, 51–61]. In other studies, just simple geometry

optimizations, linear interpolations between the FC region and an MECP, relaxed

scans, or/and related techniques have been carried out. Unless wisely used, such

strategies do not guarantee the presence or absence of energy barriers; they can

even yield in certain cases unconnected profiles and therefore they may render

useless information from a photochemical standpoint. Furthermore, the MECP

might be irrelevant to understanding the non-adiabatic photochemistry of a given

molecular system. A molecule that has reached the seam of a CI will fall to the

lower hypersurface right away and will not have time to ride the seam looking for

its lowest energy point. Only those interstate crossings that can be reached by the

excited molecule in the short time available become relevant. From a photochem-

ical standpoint, the effective funnel locations are those in which the seam is first

reached and not the lowest-energy point in the intersection subspace. Therefore,

the exploration of the deactivation pathways from the bright state at the FC region

of the systems considered using the minimum energy path (MEP) approach has

become mandatory nowadays.
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2.2 Quantum-Chemical Methods

The improvement seen over the last few years in conceptual, programming, and

technical aspects related to quantum-chemical software is certainly outstanding. It

particularly holds true regarding the tools required for the correct treatment of

excited states in molecular systems. Thanks to the efforts of so many colleagues

devoted to basic research in method development and efficient software implemen-

tation, the interaction between the application-oriented researcher and the computer

software may become really creative.

As proved by the joint efforts of different research groups, highly accurate

multiconfigurational ab initio quantum-chemical methods [complete active space

self-consistent field/complete active space second-order perturbation theory

(CASSCF/CASPT2) and multireference configuration interaction (MRCI), basi-

cally] are needed to provide accurate reaction profiles able to identify the operative

decay paths in nucleobases. We briefly describe here the most relevant aspects of

the CASPT2//CASSCF approach as employed in the study of the decay processes in

NABs and refer the reader to the available publications for further details on the

theory and application of the CASSCF/CASPT2 [14, 18, 62–66] and the MRCI

methods [67, 68].

The CASSCF method [69, 70] has been extensively employed to describe

photochemical reaction paths. Nowadays, the computation of MEPs, excited-state

minima, transition states, and crossing points can be run routinely at the CASSCF

level because the analytical evaluation of gradients and second derivatives are

available for CASSCF wave functions and it has been successfully implemented

in well-known quantum-chemical packages such as GAUSSIAN [48], MOLCAS

[71–73], and MOLPRO [74, 75], among others. To take into account the remaining

electron correlation effects, multiconfiguration second-order perturbation methods,

such as CASPT2, which employ the CASSCF wave function as zeroth-order wave

function in the perturbation step, are subsequently applied to the nuclear arrange-

ments computed at the CASSCF level. The protocol is known as CASPT2//

CASSCF, being probably the CASPT2//CASSCF/6-31G* level of computation,

the most widely used [76]. That is, geometries for the singular points of the PEH are

obtained at the CASSCF level employing the 6-31G* basis set, whereas single-

point CASPT2 calculations are performed at the structures thus obtained.

Since the bright spectroscopic state of the nucleobases, denoted generically as
1(ππ*), involves a reorganization of the π electronic system with respect to the

ground state, the active space employed in the CASSCF computations has to

include ideally the full π-valence molecular orbitals (MOs) with the respective π
electrons active. In practice, the full π-valence active space is not really required to
describe accurately the lowest excited states of π character. By using different

criteria it can in fact be efficiently reduced. For instance, by inspection of the

occupation of the natural orbitals (NOs) obtained at the second-order level, it is

typically found that NOs topologically equivalent to the deepest occupied canonical

π MOs and the highest valence π virtual canonical MOs do not play a significant
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role in the description of the CASSCF wave function of the excited state. Their

respective occupation numbers are close to two and zero, and therefore they can be

safely treated as inactive and virtual MOs. Let us recall that, by definition, in the

CASSCF method, the inactive and virtual (or secondary) MOs have in all config-

urations occupation number values of two and zero, respectively. The CASSCF

wave function is formed by a linear combination of all possible configurations that

can be built by distributing the active electrons among the active MOs (defined by

the user) in all possible ways, consistent with the given spatial and spin symmetry

constraints of the system under study. That is, in the configuration space spanned by

the active orbitals, the CASSCF is complete (full). Within the framework of the

variational method, the condition of stationary is searched for both the coefficients

of the linear expansion and the MOs. In other words, the coefficients of the linear

expansion and the orbitals implied in the description of the CASSCF wave function

are optimized. The active space has to be properly enlarged with the lone-pair MOs

and electrons in order to describe the dark states such as the 1(noπ*) state, i.e., the
electronically excited state mainly described in the CASSCF wave function by the

one-electron promotion from the lone-pair localized on the oxygen atom to

the corresponding π* NO [16, 77–79].

Experience has shown that by employing a given basis set, the CASPT2//

CASSCF description of the photochemical reaction paths of pyrimidines may

yield a completely different photochemical view with respect to that provided at

the CASSCF level [15, 80]. Furthermore, the nature of the excited state involved in

the decay towards the ground state also turns out to be different, which has been

ascribed to the differential electron correlation between the ground state and the

distinct possible excited states implied in the crossing. With the current possibility

of performing MEP computations at the CASPT2 by using numerical gradients

(MOLCAS) [72, 73] and CASPT2 geometry optimizations employing analytical

gradients (MOLPRO) [81], the stability of the results obtained at the CASPT2//

CASSCF level with respect to the CASPT2//CASPT2 findings can finally be

evaluated for the nucleobases as has been recently carried out for models of the

protonated Schiff base of retinal [76]. Certainly, MEP computations at the CASPT2

level represent a tremendous highly-demanding computational task, even for the

current splendid standards in computer technology. Research efforts directed

towards that target have already been started in different groups. Thus, the question

arises as to whether MEP-CASPT2//CASPT2 computations support the

MEP-CASPT2//CASSCF findings for nucleobases? At present that is really an

open question, although recent preliminary results produced in our group seem to

point out that it is actually the case for all the NABs. In fact, at the final preparatory

stage of the present review, the first MEP computation at the CASPT2//CASPT2

level for C has been made available by Nakayama et al. (see supporting information

in [61]). The findings support the presence of a minimum along the main decay

path, thus validating the view gathered from previous results obtained at the

CASPT2//CASSCF level, which are distinct from those found for T and U

[26]. Nevertheless, the CASPT2 approach, as any other quantum-chemical method,

is not free of limitations. It is inherent at its original formulation related to the
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choice of the zeroth-order Hamiltonian. For instance, the open- and closed-shell

electrons are not equally treated which causes a certain imbalance between elec-

tronic states which is reflected in the computed relative energies [82], as has been

documented in the studies of the ionization potentials (IPs) [83–86] and electron

affinities (EAs) [86, 87] of the nucleobases. On the other hand, in principle, the

CASPT2 wave functions corrected up to first order might not be orthogonal, even

though the zeroth-order wave functions used come from averaged-CASSCF calcu-

lations. For some time the multi-state extension of the CASPT2 method

(MS-CASPT2) was believed to be a solution to solve this problem. In fact, the

MS-CASPT2 [66] has been shown to be especially efficient in clearing up the

valence-Rydberg mixing in spectroscopic applications [88, 89]. Photochemistry

deals primarily with valence states. Therefore, the MS-CASPT2 is not suited for

photochemical applications of medium-size molecular systems, such as the

nucleobases, because the off-diagonal elements of the corresponding effective

Hamiltonian matrix between valence states are much larger and more differential

than those involving valence and Rydberg states. As a result, the MS-CASPT2

computations may sometimes lead to spurious results and artificial avoided cross-

ings [36]. Recent advances in the extended MS-CASPT2 (XMS-CASPT2),

however, certainly look promising to alleviate the problem considerably [76, 90,

91]. They are going to become especially relevant when the characterization of the

lowest-energy CI is required. In practice, the CASPT2 can be confidently applied to

locate, in a good approximation, the first interstate crossing point along an MEP

computation [6, 36].

Much of the success of the CASPT2 method in earlier spectroscopic applications

has been achieved because it has been used in conjunction with atomic natural

orbital (ANO-type [92–94]) basis sets [6, 13–18, 62, 65, 80, 95–98]. Less flexible

basis sets should be systematically checked with respect to the generally contracted

ANO-L [94] basis sets or segmented basis sets including electron correlation in

their construction (e.g., correlation consistent type). In order to maintain a balanced

description along the different regions of the PEHs involved, the relative energy

differences should be calculated with the same basis set and level of calculation as

used for the geometry optimizations and structural MEP characterization with no

symmetry restrictions when appropriate. In summary, the current state-of-the-art

methodology for describing photochemical reaction paths can be denoted by

CASPT2//CASSCF/6-31G* and preferably CASPT2//CASSCF/ANO C,N,O

[4s3p1d]/H[2s1p] through actual MEP computations, either by using the original

IRC formulation [7, 8] or the related improved algorithms [5, 9–11].

3 Non-Adiabatic Photochemistry of Pyrimidines

The non-adiabatic photochemistry of pyrimidine NABs is reviewed in this section,

both in the singlet and triplet manifolds. Along the ultrafast IC of singlet-excited

nucleobases, the lowest triplet state might also be populated by an ISC mechanism,
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a possibility that has been explored by several groups. First, a brief overview of the

theoretical absorption spectra will be outlined in order to underline the importance

of determining the bright excited state, from which the photochemical decay

originates. A chronological inspection about the studies focused on the subject

shall be given next, describing in most cases the strategies employed and the main

features determined on the PEHs of the ground and low-lying excited states, such as

minima, TS, and crossings. The MEP computations available to characterize the

main decay mechanisms capable of rationalizing the experimental findings are

finally considered.

3.1 Photochemical Reaction Paths for Thymine

Several computational methods have been employed over the years to determine

the vertical absorption energies of T, including time-dependent density functional

theory (TDDFT) [99], coupled cluster (CC) [100, 101], DFT/MRCI [102], and

CASPT2 [80, 103, 104]. The values for the bright 1(ππ*) state stand in agreement

with previous experimental data (4.8 eV [23]), yielding the values 4.95, 5.20, 5.15,

5.18, and 4.89–5.06 for the TDDFT, approximate coupled cluster singles and

doubles linear response (CC2-LR), equation-of-motion excitation-energy coupled

cluster singles, doubles, and perturbative triples [EOMEE-CCSD(T)], DFT/MRCI,

and CASPT2 methods, respectively. It is also worth noting that the bright state of T

corresponds to the second lowest-energy singlet state, or S2, computed vertically.

The excited state related to the lone-pair promotion is located at a lower vertical

energy at the FC region and thus it will be considered a dark state due to its lower

population upon irradiation. Since the bright state is described mainly by the

one-electron promotion from the highest-occupied MO, HOMO-like, to the

lowest-unoccupied MO, LUMO-like, the label 1(ππ* HL) is used accordingly.

Holding the proper description of the absorption of the bright excited state,

subsequent computations have been performed over the last decades in order to

elucidate the photoinduced decay mechanisms prevailing in T. As can be seen

below, distinct excited-state minima and crossings among the lowest-lying ππ* and
nπ* singlet excited states and the ground state have been suggested to play an

important role depending on the computational strategies employed.

In 2006, Perun et al. [105] found three different CIs, characterized by strongly

out-of-plane distorted geometries. These crossings were described at the CASSCF/

cc-pVDZ level of theory and connected to the FC geometry by using the linear

interpolation of internal coordinates (LIIC) technique at that same level of theory.

The lowest-lying CI involved the crossing between the lowest excited 1(ππ*) state
and the ground state, (gs/ππ*)CI, being accessible in a barrierless manner from a

previously found shallow minimum on the 1(ππ*) hypersurface. In the same year,

Merchán et al. [26] performed a CASPT2//CASSCF/ANO study on the photochem-

ical pathways of T, C, and U, suggesting a unified model that contains the decay

behavior of all three pyrimidines. MEP calculations on the bright 1(ππ*) state from
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the FC geometry led the T molecule (and also U) to the ethene-like distorted

(gs/ππ*)CI crossing with no barriers along the path. An equilibrium region on the
1(ππ*) hypersurface, characterized by a planar geometry, was determined to be far

from the MEP reaction path. Two distinct decays were then proposed involving

direct and indirect paths. In the latter, the presence of the flat region on the S1 might

trap a certain percentage of the excitation energy before decay either by light

emission or in a radiationless manner. The authors performed a theoretical analysis

in order to ascertain the degree to which electronic correlation and the algorithm

used to reach the (gs/ππ*)CI influenced the results of the calculation [26]. The main

aspects of such analysis are next summarized.

Figure 3 shows the computed MEPs by using different basis sets and active

spaces, increasing systematically the electron correlation. The calculations were

performed using the full π-valence active space, and three extra virtual orbitals were
subsequently added in order to check the results upon the enlargement of the active

space. The π-valence active space comprises ten electrons in eight orbitals, namely

10in8. With three extra correlating orbitals added, the active space becomes 10in11.

As can be seen in Fig. 3, the MEP computed with the 6-31G basis set leads to a

planar minimum in the 1(ππ*) hypersurface, as previously reported by Perun

et al. [105]. However, employing the same active space but increasing the flexibility

of the one-electron basis set employed yields a very different result (see the MEP at

CASPT2//CASSCF/6-31G* level in Fig. 3). In this case, the system decays in a

barrierless manner towards an ethene-like CI. The same result holds true after

adding extra correlating orbitals to the active space, thus validating the previous

Fig. 3 MEP computations of T at the CASPT2//CASSCF level of theory with the 6-31G and

6-31G* basis sets and including three extra correlating orbitals (10in11) in the active space
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result obtained with the 6-31G* basis set. The illustration highlights the importance

of the electronic correlation in order to give a proper description of the photochem-

ical pathways actually accessible in a given molecular system. Moreover, the

technique used to optimize the excited state also plays a key role in the result

obtained in the calculation. Optimizing 1(ππ*) with the 6-31G* basis set yields a

planar minimum, identical to that found with the CASSCF/6-31G MEP, whereas

the MEP at the CASSCF/6-31G* decays to the ethene-like CI as shown in Fig. 3. In

other words, for T, determination of the different stationary points independently

(geometry optimization for the ground state and the excited state, and CI search) at

the CASSCF/6-31G* level, connecting those regions of the hypersurface subse-

quently by the LIIC procedure (strategy 1, hereafter), will offer a view of the

photochemistry of the system similar to that displayed in Fig. 2a, i.e., through a

minimum on the excited hypersurface. A similar situation occurs if the geometry

optimizations are carried out at the MS-CASPT2 level [106, 107]. Nevertheless,

CASPT2//CASSCF MEP computations employing a basis set with polarization

functions on the C,N,O atoms (strategy 2) will lead to a scheme similar to that

depicted in Fig. 2b, that is, a barrierless deactivation of the excited state towards the

ground state. The available variety of results depending on the computational

strategy employed is therefore not surprising. In fact, the conclusions derived

from those studies are strongly dependent on the strategy used. It is especially

crucial in dynamics simulations, where the outcomes become biased with respect to

the static strategy chosen. The findings emphasize the importance of the systematic

approach outlined in Sect. 2.1, the PRPA protocol, in order to unveil the photo-

chemical decay upon light irradiation in molecular systems.

Continuing with the chronological review of the theoretical studies on the decay

channels in T, in 2007 Hudock et al. [106] revisited the S2
1(ππ*) bright state

hypersurface, finding a minimum structure optimizing with the MS-CASPT2

method. The work is a clear representative study of strategy 1. The CI between

the S2
1(ππ*) and S1

1(nπ*) states was also characterized at the CASSCF and

CASPT2 levels of theory. On the basis of LIIC calculations between the FC, the

S2 minimum, and the S1/S2 CI, together with ab initio molecular dynamics at the

CASSCF level, a two-step decay to the 1(nπ*) state was suggested as the main

mechanism, which differs from the direct decay towards a crossing with the ground

state proposed in previous studies [26, 105]. The first step implied a fast relaxation

to the 1(ππ*) minimum on S2, and next an energetic barrier had to be surmounted to

reach the crossing S1/S2 CI. In that year, Serrano-Pérez et al. [56] studied at the

CASPT2//CASSCF level the role of the triplet states in the decay channels of T and

their population mechanisms mediated by the 1(ππ*) bright state. Three different

singlet-triplet crossing (STC) regions were characterized: (1) one located just after

the FC region with the 1,3(nπ*) states with a sizable spin-orbit coupling (SOC) that

favors the population of the triplet state, which subsequently decays together with

the also populated 1(nπ*) state towards a 1,3(nπ*) minimum, (2) a minimum that can

be surmounted via both the singlet and triplet manifolds and that holds an extremely

large SOC populating the triplet state and subsequently reaching a minimum in the
3(ππ*) hypersurface, and (3) an extended STC region near the ethene-like CI
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between the 1(ππ*) and the ground state, with a relatively high SOC between the
1(ππ*) and 3(ππ*) states, which leads to the 3(ππ*) minimum. From there, a small

barrier was obtained to reach the 3(ππ*) STC with the ground state, recovering the

planarity of the molecule.

In 2008, Zechmann and Barbatti [108], within the framework of strategy 1,
built on the results obtained by Hudock et al. [106] and considered the existence

of a 1(ππ*) minimum on the S2 hypersurface, discarding the direct decay towards

the ethene-like CI. Several gs/S1-
1(ππ*) and gs/1(nπ*) CIs were optimized in the

study at the CASSCF and MRCI levels of theory and then the proposed decay

paths from the 1(nπ*) minimum on S1 to the CIs were explored with the LIIC

technique. The (gs/nπ*)CI structure was found higher in energy with respect to

the 1(nπ*) minimum, thus making unfavorable the IC process to the ground state.

As for (gs/ππ*)CI, the strategy used, LIIC, could not be conclusive on the barrier

obtained. In contrast to this study, the direct path was again supported in a study

carried out by González et al. [109], who employed the CASPT2//CASSCF

approach to look for different arguments that might help explain the relative

lifetimes experimentally found in T. The presence of tautomers and a 1(πσ*)
dark state was evaluated and discarded, together with the possibility of a 1(ππ*)
minimum on the S2 hypersurface, which was ascribed to a higher 1(ππ*) state

centered in an oxygen atom.

A year later (in 2009), Lan et al. [110] studied the photochemical decays of T

with the semiempirical orthogonalization model 2 (OM2)/MRCI method,

performing a series of excited state optimizations that led to the characterization

of a minimum in the 1(nπ*) state, and a (nπ*/ππ*)CI crossing was reached by

optimizing the 1(ππ*) bright state. Both (gs/nπ*)CI and (gs/ππ*)CI CIs were

located, lying lower in energy than the (nπ*/ππ*)CI crossing. LIICs were

performed between the different minima and the crossing points with the ground

state, concluding that the 1(nπ*) state was protagonist in the photochemical

decay of T. Asturiol et al. [57] employed the MS-CASPT2//CASSCF method,

taking into account different amounts of electron correlation in the CASSCF

wave function, in order to characterize two decay paths from the FC region

leading to the ethene-like (gs/ππ*)CI structure. The first involves the direct decay

from the bright state towards the CI and corresponds to the path determined by

Merchán et al. [26]. In contrast, the second is described as an indirect path that

involves the minimum on the 1(ππ*) state, suggested previously [26] as respon-

sible for increasing the lifetime of the excited state. In this case, Asturiol

et al. [57] also determined the most favorable decay channel from this minimum

structure, yielding a small barrier to reach the CI between the 1(ππ*) and 1(nπ*)
states, (nπ*/ππ*)CI, and afterwards a barrierless profile to (gs/ππ*)CI. Etinski

et al. [111] studied the STC regions, reaching similar conclusions to those by

Serrano-Pérez et al. [56], highlighting the possibility of a reaction path mediated

by the lowest-lying triplet T1
3(ππ*) state as a possible decay mechanism which

would imply longer lifetimes. Szymczak et al. [112] carried out a study aiming

at explaining the longer decay lifetime of T with respect to the other canonical

NABs in the picosecond timescale [31, 32, 113]. The authors characterized the
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S1/S2 seam at the CASSCF and MRCI singles and doubles (MRCISD) levels of

theory, finding six different minima. Similar to the findings obtained by Hudock

et al. [106], a minimum on the S2 state of ππ* character was also found featuring

an elongation of the C4–O8 and C5–C6 bonds and shortening of the C4–C5

bond. This point was connected to the lowest S1/S2 crossing point. Two different

possibilities were proposed from this CI: (1) going through the S1
1(nπ*) state

and towards a planar minimum, with a barrier that might be surmounted reaching

the (gs/nπ*)CI or (2) going through the 1(ππ*) state yielding an S2
1(ππ*)

pyramidalized minimum that might be overcome to reach the ethene-like

(gs/ππ*)CI. A characterization of the different CIs obtained was performed,

finding an uphill feature for the (gs/nπ*)CI, whereas the (gs/ππ*)CI was found

to have a barrier that needed to be overcome. The possibility of trapping into the

S2 minima was confirmed performing dynamics based on PEHs at the CASSCF

level and it was assigned to the effect of higher S3 and S4 states via avoided

crossings, which reduces the direct decay. The delay to reach the S1/S2 crossing

caused by the flatness of the S2 hypersurface in the 1(ππ*) minimum was

proposed to be responsible for the longest excited-state lifetime in T [31, 32,

113]. During the same year, Serrano-Andrés and Merchán [6] analyzed and

compared the most probable decay channels in the naturally occurring vs the

modified NABs in order to find the particular decay patterns of the canonical

nucleobases. MEP computations on the 1(ππ*) PEH of 1-fluorothymine yielded a

barrier along the path, thus hindering the direct deactivation towards the ethene-

like CI with the ground state. As explained by the authors, these findings speak

in favor of the choice of the biological nucleobases by natural selection based on

their resistance to photochemical damage. On the other hand, methyl substitutes

were found to have a photochemistry similar to that previously found for the

canonical nucleobases.

In 2010, further exploration on the S1/S2 seam of intersection was performed by

Asturiol et al. [114], yielding further insights into the topology of the seam. Direct

quantum dynamics simulations were carried out with the same purpose, an inter-

esting topic which will be covered in additional chapters of the present book. That

same year, González-Luque et al. [55] completed the study on the triplet population

mechanism in the DNA/RNA NABs, initiated previously in T [56], and compared

the available channels for reaching the triplet manifold. T, together with A and U,

displayed many ISC regions along the MEP of the bright state, related to the

presence of low-lying singlet and triplet 3(nπ*) states. These results may help to

explain the prevalence of T and A components in the phosphorescence of DNA

[115–117]. Barbatti et al. [118] also made a comparative analysis of NABs,

focusing on the dynamical aspects of the lowest-lying 1(ππ*) excited state using

the CASSCF and MRCI methods to compute the energy gradients. In contrast to the

predictions from MEP computations, the computational approach employed in the

dynamics simulations did not show any activation of the direct pathway towards

the crossing with the ground state. Instead, the shallow minimum in the second

excited state of 1(ππ*) character was pointed out to be the main feature on the

photochemistry of T retaining the excitation for a few picoseconds.
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More recently (in 2012), Yamazaki and Taketsugu [107] published a paper

alerting on the importance of including dynamical electron correlation to

describe properly the critical points on the PEHs of the low-lying excited states

of T, U, and 5-fluorouracil. Strategy 1 was however used. In contrast to previous

studies in which a 1(ππ*) minimum was found on the S2 hypersurface with an

elongation of the C–O bond [106, 112, 119], here the 1(ππ*) minimum was

located on the S1 PEH by using the MS-CASPT2 method. The disappearance of

the S2 minimum is explained as a result of further inclusion of dynamic electron

correlation compared to the previous CASSCF and MS-CASPT2 calculations.

The S1
1(ππ*) minimum was found to be shallow, with a very small energy

barrier along the connected LIIC path towards the ethene-like CI, (gs/ππ*)CI.
Fluoro-compounds were also computed showing larger barriers, in agreement

with the results suggested by Serrano-Andrés and Merchán [6]. The hypothesis

of a direct path to the crossing with the ground state involving only the lowest-

lying 1(ππ*) state is then supported by these results [107], although MEP

computations (strategy 2) would be required to determine accurately the most

relevant route in the decay process taking place in T.

In general, many critical points on the PEHs of the lowest-lying excited state of

T have been located, raising several hypothetical reaction pathways for

non-radiative decay. Dynamics simulations have been performed with relatively

fast methods such as ab initio CASSCF [57, 106, 112, 114, 118] or the semiempir-

ical OM2/MRCI [110] methods, giving rise to lifetimes on the same timescale as

the experimental data [31, 32, 113]. However, dynamics simulations employing

highly accurate methods for the determination of the underlying PEHs, such as the

CASPT2, are still prohibitive due to the high computational cost. Developments in

this direction will surely help to evaluate the obtained data and provide converged

results. Meanwhile, the PRPA and CASPT2//CASSCF computations provide the

most efficient decay mechanisms present in the NAB [6, 26]. A direct relaxation of

the 1(ππ*) bright state towards an ethene-like CI with the ground state without

barriers is predicted by such an approach as the main decay channel (see Fig. 4).

This picture emerges after systematic analyses within the CASPT2//CASSCF

approach [26]. In addition, preliminary results obtained in our group at the

CASPT2//CASPT2 level also points to barrierless relaxation towards the ground-

state PEH. Of course, accurate dynamics would be required for a direct comparison

of the theoretical determined lifetimes with those derived experimentally. From the

PRPA findings [6, 26], the direct and barrierless nature of this relaxation route can

be related to very short lifetimes such as those observed in the molecular beams in

the sub-picosecond timescale [23, 32–34]. Longer time signals might be attributed

to the presence of a flat region far from the main decay, as displayed in Fig. 4.

Moreover, other relaxation routes involving switches to the lowest-lying 1(nπ*)
state and barriers are also expected to increase the time spent in the excited state.

Finally, the several STC regions with their large associated SOCs and singlet-triplet

degeneracy imply the low-lying triplet states as main actors in one of the secondary

decay routes [55, 56], which may provide a rationale for the experimental signals of

longer time.
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3.2 Photochemical Reaction Paths for Cytosine

In C, the 1(ππ* HL) state is located vertically below the lower 1(noπ*) state at the FC
region. According to several ab initio methods, the molecule absorbs UV light at

longer wavelengths as compared to the other NABs. In particular, the TDDFT [99],

CC2-LR [100], EOMEE-CCSD(T) [101], DFT/MRCI [102], and CASPT2 [80,

104] methods estimate the vertical energies for the 1(ππ*) state at 4.63, 4.66,

4.69, 4.62, and 4.41–4.68 eV, respectively. These values are in agreement with

the gas-phase experimental data, 4.6 eV [23].

As for T (and the other NABs), several CIs have been determined in the

theoretical studies on the photochemistry of C. To illustrate such diversity of

crossings, we revise in this section the published works describing in more detail

those aspects related to the distinct CIs. Special attention is also given to the

different levels of theory and computational strategies used, which give rise in

some cases to different decay mechanisms.

The first multiconfigurational ab initio quantum chemical study on the deacti-

vation processes undertaken by C after absorption on the lowest singlet 1(ππ*)
excited state was reported in 2002 by Ismail et al. [77]. At the CASSCF/6-31G*

level, the authors concluded on the basis of IRC calculations that the most probable

decay of the 1ππ* state was described by a barrierless path in which an adiabatic

switch to the 1(noπ*) state occurs, reaching subsequently a minimum region. From

the equilibrium region, the system might reach a CI with the ground state by

surmounting a barrier height of 3.6 kcal/mol (0.16 eV), and consequently decay

back to the original ground state structure. An alternative decay path was also

obtained, involving a population transfer from the 1(noπ*) to the 1(nNπ*) state

through a CI placed 9.8 kcal/mol (0.42 eV) above the minimum of the 1(noπ*)

Fig. 4 Scheme of the decay

paths of T, C, and U on the

basis of CASPT2 results.

Reused with permission

from Merchán

et al. [26]. Copyright (2006)

American Chemical Society
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state. The system may further decay towards a CI involving the 1(nNπ*) and the

ground state.

Just one year later (in 2003), Merchán and Serrano-Andrés [78] showed that, in

order to provide a correct description of the PEHs of the excited states of C, an

adequate treatment of dynamic electron correlation (not considered previously) was

mandatory. The authors in fact performed CASPT2 calculations on top of opti-

mized CASSCF structures, demonstrating that the excited 1(ππ*) state was directly
connected through a CI with the ground state, and consequently the system might

decay back through a mechanism that does not invoke the 1(noπ*) state. From the

FC region, the 1(ππ*) state was described to evolve to a minimum structure and then

to a CI with the ground state by surmounting a barrier height of 2.5 kcal/mol

(0.11 eV). The path implying the 1(nNπ)* state described by Ismail et al. [77] was

also studied at the CASPT2 level. A similar CI was identified, accessible from the

minimum of the 1(ππ*) state by surmounting a 12.0 kcal/mol (0.52 eV) barrier

height. Such a description was obtained by using the LIIC strategy and the

CASPT2//CASSCF approach. The 6-31G** basis set was used throughout. In

both papers [77, 78], the CI mainly responsible for the radiationless deactivation

of excited C was characterized by the interchange of the single-double bond

character with respect to the ground state minimum geometry and a slight

pyramidalization of the C6 atom. This type of CI will be further referred to as

bond-inversion CI (see Fig. 5). In the CI involving the 1(nNπ)* and the ground state,
the amino group suffers a pronounced out-of-plane distortion from the ring and it

will consequently be denoted as amino-puckered CI (cf. Fig. 5).

In 2004, Blancafort and Robb [58] (see also [52]) proposed a decay mecha-

nism based on CASPT2//CASSCF/6-31G* results in which the bright state

would first decay to a minimum structure, then pass to a S1/S2 CI, and finally

decay back to the ground state through a gs/S1 crossing region by surmounting a

small energy barrier. The key idea presented in the paper is that the 1(ππ*) state
decay is mediated by a three-state CI which involves the excited 1(ππ*) and
1(noπ)* states and the ground state. Due to the strong mixing related to such a

Fig. 5 Frontal and side views of the structures for the distinct CIs characterized among the lowest-

lying excited states and the ground state of C
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threefold degenerate situation, the state in that particular region is defined as a

mixed 1(noπ)*/1(ππ*) state. This work showed the intrinsic difficulty to charac-

terize unambiguously the nature of the states of C at the crossing region, a

problem that will frequently emerge in future studies. IRC calculations were

carried out at the CASPT2//CASSCF level.

Besides the description of the non-radiative decay mechanism responsible for

the intrinsic photostability of the nucleobase, the processes leading to a possible

population of the triplet states also started to be studied, due to their likely

involvement in the photochemistry of C. In 2005, with the joint efforts of different

groups, MEP CASPT2//CASSCF/6-31G** work appeared regarding the subject

[51]. By connecting the 1(ππ*) minimum to the bond-inversion CI, the system

might pass through an STC region with the 3(ππ*) state. That same year, Tomic

et al. [120] studied the relaxation process of the 1(ππ*) state of C using the

DFT/MRCI//TDDFT/TZVP approach. A minimum structure was obtained by

computing an unconstrained geometry optimization from the FC region. It was

subsequently connected with a CI involving the ground state by a constrained

minimum energy path calculation. The decay path so estimated is characterized

by an energy barrier height of around 0.2 eV, and it was assigned as the main

radiationless response of the bright state. A similar CI was firstly obtained in 2004

by Sobolewski and Domcke [121] by geometry optimization of a localized excited

state of the G-C base pair system employing the configuration interaction singles

(CIS) method. The crossing region, featuring a large elongation and twisting of the

C5C6 double bond, is usually identified in the literature as ethene-like (gs/ππ*)CI
crossing (see Fig. 5). A few months later, the importance of the (gs/ππ*)CI in C was

further highlighted by Zgierski et al. [122] (see also [123, 124]). On the basis of

completely renormalized equation of motion coupled cluster singles, doubles, and

perturbative triples [CR-EOM-CCSD(T)] energy calculations at CIS/cc-pVDZ

geometries, the authors showed that the initially excited 1(ππ*) state might decay

to (gs/ππ*)CI, along a path involving a negligible energy barrier. The authors

considered that the bright 1(ππ*) state switches along such a decay path to an

out-of-plane deformed singlet excited state of biradical character, which is the

one that actually crosses with the ground state. The authors concluded that the
1(nπ)* state will not play an important role in the ultrafast non-radiative decay

mechanism of C, as previously pointed out by Merchán and Serrano-Andrés [78].

In 2006, Merchán et al. [26] (see also [6]) offered a unified study on the ultrafast

decay of the pyrimidine NABs by computing CASPT2//CASSCFMEP calculations

of the related bright states, testing different active spaces and basis sets. The authors

showed that both T and U can decay along a barrierless path to an ethene-like CI

with the ground state. Meanwhile, the C system seemed to decay to a minimum

structure. Nevertheless, since the path obtained by an LIIC calculation in C at the

CASPT2(14,10)/ANO-S C,N,O [3s,2p,1d]/H[2s1p] level of theory between the FC

region and an ethene-like (gs/ππ*)CI crossing has a barrier height of only 2.5 kcal/

mol (0.11 eV), it was suggested that the minimum described might be a spurious

result probably due to the limited correlation employed in the geometry optimiza-

tion approach, which was performed at the CASSCF level.
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At the beginning of 2007, a new paper exploring the PEHs of C appeared, this

time using the MRCI method in conjunction with three different types of expan-

sions [125] (see also [126]) and the cc-pVDZ basis set. Kistler and Matsika

concluded that the 1(ππ*) state decays to a minimum region from which it may

evolve along two different paths characterized by similar energy barrier heights of

around 0.14 eV. One of them would lead the system to the ethene-like CI,

(gs/ππ*)CI, the other, to a crossing point characterized by an out-of-plane distortion
of the N3 atom, whose geometry actually corresponds to that characterizing the

amino-puckered CI. The latter crossing was claimed to involve the 1(ππ*) and

ground state and not the 1(nNπ)* state as was found previously [77, 78]. The paths

described in the paper were obtained by a combination of mass-weighted gradient-

directed and LIIC computations. In the same year (2007), Blancafort [59] further

studied the system on the basis of IRC calculations at the CASPT2//CASSCF/6-

31G* level, leading to the conclusion that from a minimum of the 1(ππ*) state the
system might decay to the ethene-like (gs/ππ*)CI by surmounting a barrier height of

0.11 eV or decay first to the 1(nNπ)* state and subsequently to the ground state along
a path characterized by an energy barrier height of 0.21 eV. The CI involving the
1(nNπ)* state and the path connecting the FC region to such a crossing point closely

resembles the one previously described [77, 78]. Due to the relatively small barrier

found, it was suggested that the 1(nNπ)* state can contribute to the ultrafast decay of
the system. On the other hand, Blancafort did disclaim the importance of the bond-

inversion CI since, according to his new outcomes, it entails much higher

energies [59].

In 2008, Kistler and Matsika [127] characterized three different three-state CIs

and showed their connection with the previously described two-state CIs [125],

which, according to the authors, still remain the main funnels back to the ground

state. A computational strategy based on the MRCI method was employed,

implemented in a similar fashion to that used by the same group in 2007

[125]. The paper did not present a new main deactivation mechanism of the system

with respect to that reported in 2007, but provided some useful knowledge about the

PEHs and the possible involvement and relevance of three-state CIs. Since 2008,

different excited-state dynamics studies on C have been performed [118, 128–131],

which will be discussed in another chapter of the book. One of the earlier dynamics

studies was performed by Hudock and Martı́nez [128]. The energies of the popu-

lated regions of the PEHs during the dynamics simulation were determined at the

CASSCF/6-31G* level. The three different CIs with the ground state depicted in

Fig. 5, i.e., ethene-like CI, bond-inversion CI, and amino-puckered CI, were

obtained. Such relevant regions were reoptimized with the MS-CASPT2//MS-

CASPT2 approach, and the interpolated paths connecting them with the FC struc-

ture were computed. At the higher level of theory employed, the ethene-like and

bond-inversion CIs were described to be reached by surmounting an energy barrier.

Meanwhile, the path connecting the FC region and the (gs/nNπ*)CI structure was

found to be barrierless.

In 2009, Lan et al. [110] studied the photoinduced relaxation dynamics of C

using the semiempirical OM2/MRCI method. The optimization of the bright
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1(ππ*) state from the FC region led to the characterization of a minimum

structure. Two CIs between the bright excited 1(ππ*) state and the ground state

were obtained. The first can be classified as an ethene-like CI, and is here

considered the most relevant since it is placed at lower energies. The second is

an amino-puckered CI, and its role in the deactivation process is believed to be

less important due to its higher energy.

In 2010 a paper on the population of triplet states in NABs was published [55]. It

was shown at the CASPT2//CASSCF/ANO-S C,N,O [3s,2p,1d]/H[2s1p] level that
an accessible STC region was located near the ethene-like CI described in 2006

[26], which connects the singlet 1(ππ*) and triplet 3(ππ*) states. Once populated, the
3(ππ*) might relax to a minimum structure, from where it might further decay to an

STC region with the ground state.

In 2011, Barbatti et al. [130] (see also [118]) performed dynamics simulations

computing the energy gradients with the CASSCF and MRCISD methods,

employing the 6-31G* basis set. One minimum on the S1 PEH and four different

CIs with the ground state were obtained along the trajectories. The low-lying CIs

are related to the ethene-like type, bond-inversion, and amino-puckered CIs. LIIC

calculations were computed between the FC region and those CIs. The paths

obtained both at the MRCISD and CASSCF level were found to be barrierless,

with the exception of the CASSCF one related to the bond-inversion CI.

This year (2013), a study of C and its imino and enol tautomers has been reported

by Nakayama et al. [61]. The picture obtained from MEP computations at the

MS-CASPT2//MS-CASPT2/Sapporo-DZP level gives support to the scheme

depicted in Fig. 2a.

In contrast to T (and also to U), CASPT2//CASSCF MEP computations from the

bright state of C do not end in the ethene-like CI with the ground state [26].

According to the LIIC strategy between the FC and the ethene-like CI, a barrier

height of 2.5 kcal/mol (0.11 eV) was found [26]. The different findings between the

LIIC andMEP approaches were initially ascribed to a lack of geometry optimization

at the highest level (CASPT2) including dynamic electron correlation. Nevertheless,

preliminary results with the CASPT2//CASPT2 approach give rise to a well-

identifiedminimum, distinct from the CI, which is consistent with the recent findings

mentioned above [61]. In addition, new experimental studies have recently reported

a dependence on temperature of the fluorescence [132], which supports the presence

of a barrier to reach the CI. In any case, this barrier is estimated to be very small, thus

preserving a fast decay process in C, provided a slight excess of energy. For these

reasons, strategy 1 outlined in the previous section may work out correctly for C,

whereas for T it leads to a different picture with respect to the preferred MEP

calculations. Thus, at the highest level of theory currently available, C reveals itself

with an unparalleled behavior as compared to T and U, which brings a new question:

what in C is the underlying source of such uniqueness? While the response to this

question arises, let us also keep our minds open for further improvements in the

treatment of dynamic electron correlation.
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3.3 Photochemical Reaction Paths for Uracil

The computed vertical transition energies for U show a similar ordering as that

found in T. The 1(nπ)* state appears as the lowest-lying vertical excited state, below
the 1(ππ* HL) state. Transition to the latter accounts for the largest population after
UV irradiation. The TDDFT [99], CC2-LR [100], DFT/MRCI [102], and CASPT2

[80, 104] methods produce the following vertical energies for the 1(ππ* HL) state:

5.17, 5.34, 5.33, and 5.02–5.23 eV, respectively. The theoretical results are in

agreement with the experimental band maximum of U compiled by Crespo-

Hernández et al. at 5.1 eV [23].

For U, similar decay channels as in T have been found. Nevertheless, in certain

studies small differences have been reported, as described next. In 2004, Matsika

[133] performed the first ab initio quantum-chemical study on the deactivation

processes undertaken by U after absorption of the bright singlet 1(ππ*) excited state.
On the basis of MRCI/cc-pVDZ calculations, the author proposed that the bright
1(ππ*) state might decay back to the ground state along a barrierless path charac-

terized by a CI between the 1(ππ*) and 1(noπ)* state and a second CI between the
1(ππ*) and the ground state. From the FC structure a computed gradient-driven path

led to a seam of intersection between the 1(ππ*) and 1(noπ)* state. The geometries of

such a degenerate region have a relevant elongation of the C5C6 double bond, and

at the energy-minimized point of the seam the ring was deformed in a boat

arrangement. From that structure, a new gradient-driven path on the 1(ππ*) PEH
ended in a minimum structure, while a second gradient-driven path computed from

a different point of the (noπ*/ππ*)CI seam connected it with a CI between the 1(ππ*)
and the ground state. The latter CI showed a strong pyramidalization of the C5 atom

that led to quite a large value of the HC6C5H dihedral angle, referred to hereafter as

ethene-like CI, (gs/ππ*)CI.
In 2005, Matsika [134] further studied the U system at a similar level of

computation, and obtained a three-state CI which is not predicted to be involved

in the relaxation processes of the bright state of the system since it is placed 0.4 eV

above the vertical excitation energy of the 1(ππ*) state. In the same year, the joint

efforts of different groups addressed the problem on the basis of CR-EOM-CCSD

(T) energy calculations at CIS/cc-pVDZ geometries [123] (see also [124]). The

authors proposed that the 1(ππ*) state might decay along a barrierless path to the

(gs/ππ*)CI crossing. From the FC region, the initially excited 1(ππ*) state will

switch to an out-of-plane deformed excited single state of biradical character,

which was related to the one that actually crosses the ground state at the ethene-

like CI. Such a picture of the photoreaction path experimented by U was obtained

by performing two relaxed scan calculations on the S1 PEH, one along the

C4C5C6N1 dihedral angle and the second modifying the HC5C6H dihedral

angle. Note, however, that those relaxed scans do not guarantee a connected path

among the different stationary points produced.

In 2006, Merchán et al. [26] (see also [6]) studied the ultrafast decay of

pyrimidine NABs performing CASPT2//CASSCF calculations. For U it was proven
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that the MEP computation of the bright 1(ππ*) state from the FC region, including

an appropriate amount of electron correlation energy by enlarging the active space

with a number of extra correlating MOs, leads directly to the ethene-like (gs/ππ*)CI.
The energies along the described path were computed at the CASPT2(14,10)/ANO-

S C,N,O [3s,2p,1d]/H[2s1p] level of theory.
A year later (in 2007), a study of the triplet states of U based on CASPT2//

CASSCF/6-31G** calculations was reported by Climent et al. [60] (see also [55]).

It was shown that along the previously described decay path of the bright 1(ππ*)
state [26], two STC regions were accessible. The first was located at the beginning

of the computed MEP of the 1(ππ*) state, and involved the 1(ππ*) and 3(noπ)* states.
From such a region the 3(noπ)* state might further evolve to a minimum structure, in

the vicinity of which a CI with the 3(ππ*) state was found. The second is placed near
the ethene-like CI, and mediates a population transfer from the 1(ππ*) state to
3(ππ*). The triplet state might further evolve to an equilibrium geometry. That

region of the PEH is connected to a third STC region involving the 3(ππ*) and the

ground state by surmounting an energy barrier height of around 0.2 eV. In the same

year (2007), Hudock et al. [106] analyzed the deactivation processes of the bright
1(ππ*) state of U from a dynamic perspective, where the static description of the

PEHs was provided on the basis of MS-CASPT2//MS-CASPT2/6-31G* outcomes.

A minimum structure on the S2 PEH and a CI between the S1 and S2 states were

identified, and LIIC calculations were obtained connecting such structures with the

FC region. The results showed that after excitation the system might decay without

any energy barrier either to the S2 minimum or to the S1/S2 CI. The PEH is the

steepest descent along the path leading to the S2 minimum. Dynamics simulations

showed a predominance for this path. From the S2 minimum the system might reach

the S1/S2 CI overcoming a small energy barrier. Both the S2 minimum and the S1/S2
CI display an elongated C5C6 double bond, but while the molecular ring in the

equilibrium structure keeps its planarity, it is considerably folded along the C6-N3

axis in the crossing region.

In 2008, Mercier et al. [135] studied the radiationless decay processes of U at the

MS-CASPT2//CASSCF/6-31G* level of theory and using the LIIC strategy. A

barrierless profile was obtained on the PEH of the 1(ππ*) state connecting the FC

region to an ethene-like (gs/ππ*)CI crossing. Along such a path the 1(noπ)* state

crosses, and consequently part of the population might switch to such a state and

further relax to the minimum structure. From the equilibrium geometry of the 1(noπ)*
state, the systemmight reach a CI with the ground state overcoming an energy barrier

height of 36.7 kcal/mol (1.59 eV). The described critical points on the 1(noπ)* PEH,
the minimum structure, and the CI with the ground state presented significant

elongations of the C4O8 and C5C6 bonds.

In 2009, Lan et al. [110] studied the U photophysics employing the semiempir-

ical OM2/MRCI method. Performing an unconstrained optimization of the bright
1(ππ*) state from the FC region, they obtained a barrierless profile leading to a CI

with the 1(noπ)* state. In this region, the ring kept its planarity and the C5C6 bond

length increased. From the described CI the authors proposed that the system can

further evolve along the PEH of the 1(ππ*) state and decay to the ethene-like
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(gs/ππ*)CI point or switch to the 1(noπ)* state and decay via a crossing with the

ground state (gs/noπ*)CI. The latter crossing region features a strong distortion

localized on the C4O8 bond, which is placed perpendicular to the plane of the

molecular ring. In the same year, Etinski et al. [111] used the resolution of identity

approximate coupled cluster singles and doubles (RI-CC2), the DFT, and the

DFT/MRCI methods to study the decay of the bright state of U and in particular

the mechanisms for triplet population. The work was mainly based on geometry

optimizations of the lowest singlet and triplet excited states, and on the determina-

tion of spin-orbit coupling matrix elements (SOMEs), using a one-center mean-field

approximation of the Breit–Pauli Hamiltonian. From the FC region, the optimiza-

tion of the 1(ππ*) state at the RI-CC2/cc-pVDZ level did not evolve towards a

minimum structure, and in fact the calculation did not converge due to a root-

flipping problem between the 1(ππ*) and the 1(noπ)* state. Such a result made the

authors suspect the presence of a nearby CI involving these states. LIIC calculations

at the DFT/MRCI/TZVP level of theory between the TDDFT- and unrestricted

UDFT-optimized geometries of the 1(noπ)* and the 3(ππ*) states, respectively,

showed the presence of a plausible path leading to the population of the 3(ππ*)
state. The path involved the passage from the 1(ππ*) to the 1(noπ)* state and the

subsequent decay from the 1(noπ)* to the 3(ππ*) state.
In 2010, Delchev et al. [136] presented a paper comparing the relaxation

mechanisms of U and the related 4-pyrimidinone heterocycle, by using the CC2,

CASSCF, and CASPT2 methods and the 6-31G*, cc-pVDZ, and aug-cc-pVDZ

basis sets. In agreement with the previous results of Matsika [133] and Merchán

et al. [26], a barrierless path was obtained on the 1(ππ*) hypersurface from the FC

region to the ethene-like CI, (gs/noπ*)CI by means of coordinate-driven minimum

energy path computations along the HC6C5H dihedral angle coordinate. A barrier

was however obtained for 4-pyrimidinone.

In 2011, Nachtigallová et al. [119] (see also [118]) performed a study on the

non-adiabatic dynamics of excited U. At the CASSCF/6-31G* and MRCISD/6-

31G* levels a minimum structure on the S2 PEH and different CIs between the

S1 and S2 states and between the S1 and the ground states were optimized. A

LIIC path among different important regions of PEHs was obtained with the

same methods. In this manner, a path from the FC region to a minimum of the

S2 PEH was described, connected to an S1/S2 CI by surmounting a small energy

barrier (similar to those previously characterized in T) from which the system

can finally decay along the S1 PEH to (gs/noπ*)CI. As for T, the dominant path

was related to the indirect relaxation from the bright 1(ππ*) state to the ground

state via the 1(nπ*) state. This decay channel was associated with the picosecond

lifetime observed in the experiments [31, 32, 113]. Additional deactivation

pathways were found in the dynamics, corresponding to the direct 1(ππ*)
decay to the ground state via (gs/ππ*)CI, which was ascribed to the

sub-picosecond lifetime [113]. In a fraction of trajectories, decay paths involving
1(σπ*) states and a ring-opening CI were also observed. The existence of these

two additional channels in U, not found in T, was proposed to be responsible for

the shorter lifetime of U compared to T.
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The MS-CASPT2 method and the Sapporo-DZP basis set were used in 2012 by

Yamazaki and Taketsugu [107] in order to address the problem. The authors

concluded that the 1(ππ*) state might decay to a minimum structure from the FC

geometry and subsequently to a CI with the ground state. This CI was different from

the previously described ethene-like CI [6, 26, 110, 118, 119, 123, 124, 133, 135,

136], since both the C5 and the C6 were slightly pyramidalized and the ring was a

little folded along the C6N3 axis. Along the path leading to the 1(ππ*) minimum

structure, the 1(noπ)* state might be populated by the presence of a CI between these

states, from where the system might further relax to an equilibrium geometry. The

MS-CASPT2 geometry optimization of the 1(ππ*) state converged to a minimum

structure. Starting at the minimum so obtained, a MS-CASPT2 relaxed scan

calculation using the N1C6C5C4 dihedral angle up to a value of around 120� as a
driving coordinate was computed. An LIIC path was then produced in order to

connect the final point of the relaxed scan to the CI between the 1(ππ*) and the

ground state. No significant differences for the decay paths in U and T were found,

concluding that the effect induced by the methyl substitution was weak, and

pointing out other factors such as solvent effects for the longer lifetime of T. The

biexponential decay of the excited-state signal observed experimentally was

ascribed to the deactivation from both 1(ππ*) and 1(noπ)* minima.

As described for T above, it is worth noting that the results obtained from the

application of strategy 1 lead to the photochemical view of U according to the

scheme depicted in Fig. 2a [106, 107, 118, 119]. Within strategy 2, the decay

mechanism predicted by the PRPA in U is basically the same as that described for T

[6, 26]. Briefly, after excitation to the 1(ππ*HL) state, the initially planar U

molecule becomes deformed, increasing mainly the HC6C5H dihedral angle. The

system evolves barrierless towards a CC-ethene-like crossing point (gs/ππ*)CI (see
Fig. 4), in which the energy can be funneled to the ground state. A similar decay

channel is obtained for 1-methyluracil, whereas barriers are found in 1-fluorouracil

and 5-fluorouracil [6], in which an NH or CH is substituted by NF or CF, respec-

tively. Comparison of these distinct findings obtained with the PRPA and the

CASPT2//CASSCF approach allow rationalization of the different excited-state

lifetime observed in the experiments for the canonical and modified U [137,

138]. Hence, almost identical decay times have been measured in water for U

(96 fs) and 1-methyluracil (93 fs). Conversely, 5-fluorouracil displays a sevenfold

increase in the state lifetime (694 fs) [137, 138].

4 Non-Adiabatic Photochemistry of Purines

As shall be seen below, A and G have a rich non-adiabatic photochemistry.

Consequently, especially for the former, the reaction paths of electronically excited

A have been actively studied, being quite often the research target of many different

groups. In comparison, relatively less attention has been paid to G.
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4.1 Photochemical Reaction Paths for Adenine

The A NAB has three low-lying singlet excited states, two of ππ* nature (the Lb and

La states) and a third 1(nπ*) state. The 1(ππ* La) state is related to the transition

bearing the largest oscillator strength among the lowest-lying states. It is energet-

ically higher than the 1(ππ* Lb) state. The CC2-LR [100], EOMEE-CCSD(T) [101],

DFT/MRCI [102], and CASPT2 [25, 27, 80, 104] methods estimate the vertical

transition energy of the 1(ππ* La) state at 5.25, 5.23, 5.15, and 5.30–5.35 eV,

respectively. Meanwhile, the 1(ππ* Lb) is predicted at 5.25, 5.04, 4.99, and

5.16–5.20 eV, respectively. The experimental band maximum is reported by

Crespo-Hernández et al. at 5.2 eV [23]. The relative position of the 1(nπ*) is,

however, more controversial. It has been placed either above or below the 1(ππ*)
states. The multiconfigurational CASPT2//CASSCF approach establishes the

following ordering of the 1(nπ*), 1(ππ* Lb), and
1(ππ* La) states: 4.96, 5.16, and

5.35 eV, respectively [80].

The first PEH studies in A found different minima for the 1(ππ* Lb) and
1(nπ*)

excited states [139, 140]. CIs were subsequently located in 2005 by the groups of

Sobolewski, Domcke, Marian, Li, Sølling, and coworkers, characterized by out of

plane distortions of the C2 and N1 atoms [141–144]. Three-state CIs were also

found by Matsika [134]. Low barrier heights of the order of 0.1 eV were obtained

from the minima on the S1 hypersurface using LIIC and gradient- and coordinate-

driven approaches together with the CASPT2//CASSCF, DFT/MRCI//TDDFT,

and TDDFT//CASSCF protocols. The overall picture was that deactivation path-

ways in A imply the 1(nπ*) state as key intermediate. Hence, the 1(ππ* Lb) and
1(ππ* La) states transfer the population energy to the 1(nπ*) state on the S1
hypersurface and next the molecule might evolve adiabatically on this PEH

until reaching two types of crossings with the ground state, (gs/nπ*)CI or

(gs/ππ*)CI. Sobolewski, Domcke, and coworkers [145, 146] also located another

type of CI involving 1(πσ*) states and hydrogen abstraction from the NH and

NH2 groups. However, this deactivation mechanism was predicted to compete

only at higher energies, above 5 eV. In the same year (2005), Blancafort [53]

computed MEPs at the CASPT2//CASSCF level to connect accurately the previ-

ously found minima and CIs. Two main paths were proposed for the non-radiative

deactivation of the 1(ππ* Lb) state: a direct decay to the ground state almost

barrierless and an indirect decay via the 1(nπ*) intermediate state in which a small

barrier was also estimated for the population transfer from the 1(nπ*) minimum to

the ground state, in agreement with the aforementioned studies [141–144].

In 2006, Serrano-Andrés, Merchán, and Borin [25, 27] (see also [6]) published

two comprehensive works focusing on the photophysics of A and two modified

NABs: 2-aminopurine and 7H-adenine. The CASPT2//CASSCF approach was used

to determine the most favorable evolution, as obtained by MEP calculations, for the

bright excited states [1(ππ* La) in A]. A direct barrierless decay to the

CN-methanamine-like crossing with the ground state was obtained. The 1(ππ* Lb)

and 1(nπ*) states were shown to cross along the 1(ππ* La) path. Hence, further
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MEPs were computed along these states and from the corresponding crossings. The

differences measured experimentally [32, 147–149] for the fluorescence and

non-radiative quantum yields of those molecules were rationalized as the presence

or absence of energy barriers along the MEPs from the spectroscopic state. Whereas

a solely barrierless profile was obtained for the non-fluorescent A, significant

energy barriers were found for the other non-canonical bases. Hence, the ultrafast

decay was attributed to the barrierless profile of the bright 1(ππ* La) state and the

picosecond signal to crossings from the 1(ππ* La) state to the 1(nπ*) and 1(ππ* Lb)

states and barrier-based photochemical paths along the latter two states after

direct light absorption. A year later (in 2007), Zgierski et al. [150] used the

CR-EOM-CCSD(T)//CIS/cc-pVDZ level of theory to explore the PEHs of the

lowest-lying states at different degrees of C2-puckering. As for pyrimidines, a

biradical channel was suggested for the radiationless decay of A, involving the

(gs/ππ*)CI as in previous studies [25, 27].

In 2008, Fabiano and Thiel [151] performed a dynamics study of

the non-radiative deexcitation of A at the semiempirical OM2/MRCI level. The

(nπ*/ππ* La)CI, (gs/ππ* La)CI, and (gs/nπ*)CI crossings were determined and, on the

basis of the dynamics calculations, a two-step process was proposed characterized

by an ultrashort transition from the S2 hypersurface to S1 followed by a subsequent

transition to S0. Later (in 2009), Conti et al. [54] reported an MEP study with the

CASPT2//CASSCF and MS-CASPT2//CASSCF methodologies designed to treat

homogenously all the previously proposed reaction paths, that is, the direct decay of

the 1(ππ* La) state to the CI with the ground state, the internal conversion from
1(ππ* La) to the lower-lying 1(ππ* Lb) and

1(nπ*) states, and the decays involving

the 1(πσ*) dissociative states. Great efforts were made to estimate the radiationless

transitions rate constants for the distinct processes. Both sub-picosecond and

picosecond signals [113, 147, 152] were attributed solely to the 1(ππ* La) state,

predicting longer lifetimes for the decay of the 1(nπ*) and 1(ππ* Lb) states.

In 2010, Barbatti et al. [118] obtained from ab initio CASSCF dynamics

simulations a high predominance of the straightforward deactivation mechanism

to the ground state, although it was not assigned to the shortest relaxation time

observed experimentally in the order of 100 fs [32, 113, 147, 152, 153]. González-

Luque et al. [55] also studied in 2010 at the CASPT2//CASSCF level the triplet

population mechanism of A. As for T and U, three STC regions were found to be

easily accessible from the singlet main decay pathway. Two of them were mediated

by the presence of lowest-lying singlet and triplet 3(nπ*) states, and the third was

close to the end of the main MEP on the 1(ππ* La) singlet excited state and the

methanamine-like CI of this state with the ground state. More recently, Barbatti

et al. [154] performed a detailed study of A dynamics in the gas phase in order to

find the reason for the discrepancies obtained in previous studies on the dynamics

[118, 151, 155–157] concerning the predominant mechanism. Simulations with the

semiempirical (OM2) and ab initio MRCI methods predicted similar timescales,

although through different IC channels. On the other hand, those computations

carried out at the TDDFT level and employing different functionals failed to predict

the ultrafast decay. A distinct topography of the PEHs was obtained depending on
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the level of theory, which was proved to be the origin of the discrepancies. These

findings are in line with previous theoretical results obtained for U and T and the

outcomes of the analysis performed in Sect. 3.1 for T (see Fig. 3 and the

related text).

The application of the PRPA to study the photochemistry of A has allowed the

establishment of two distinct decay mechanisms as displayed in Fig. 6 [6, 25, 27,

53, 54] which differ in the accessibility of the CIs between the excited and ground

states. Population to the 1(ππ* La) state deactivates the energy through a barrierless

path to the (gs/ππ* La)CI crossing, thus providing a direct deactivation route.

Considering that it involves the spectroscopic state, this is the primary deactivation

pathway of excited A (τ1). Secondary decay (τ2) channels will depopulate the other
two low-lying singlet excited states, 1(nπ*) and 1(ππ* Lb), activated through

crossings along the 1(ππ* La) MEP or by direct absorption. Regarding the crossings

(shown in Fig. 6), two structures appear, (nπ*/ππ* La)CI and (ππ* Lb /ππ* La)CI,

from which the system evolves towards the minima of the 1(nπ*) and 1(ππ* Lb)

states, respectively. From the 1(nπ*) minimum, the system can decay to the ground

state by surmounting the 1(nπ*)TS and via the (gs/nπ*)CI. Other decay paths from

the 1(nπ*) minimum involve an adiabatic process to the 1(ππ* La) hypersurface

leading finally to the lowest (gs/ππ* La)CI (see Serrano-Andrés et al. [27]). No direct

connection with the ground state occurs for the 1(ππ* Lb) state from its minimum,

(ππ* Lb)min. Instead, a low-energy S1/S2 CI is present connecting the
1(ππ* Lb) and

1(nπ*) states, (nπ*/ππ* Lb)CI. A not so clear scenario is found for the interpretation

Fig. 6 Scheme of the decay paths of A on the basis of CASPT2 results. Reused with permission

from Serrano-Andrés et al. [27]. Copyright (2006) WILEY
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of the experimental lifetimes [113, 147, 152], according to the different explana-

tions proposed in the literature. Dynamics studies have begun in the last decade

which can solve these problems. Nevertheless, the demands on time and central

processing unit (CPU) power are nowadays still limiting systematic studies to find

converged results upon increasing levels of theory for the description of the PEH.

4.2 Photochemical Reaction Paths for Guanine

The bright state of G computed vertically corresponds to the lowest-lying excited

state 1(ππ* La), being the
1(noπ*), and 1(ππ* Lb) states above it. Electronic transition

to the latter state accounts for large oscillator strengths, similar to that related to
1(ππ* La). Hence, both

1(ππ*La) and
1(ππ* Lb) states can be equally populated at

higher energies. The CASPT2//CASSCF approach establishes the vertical energies

at 4.93, 5.54, and 5.77 for the 1(ππ* La),
1(noπ*), and 1(ππ* Lb) states, respectively

[28, 80]. Other methods, such as TDDFT [99], CC2-LR [100], and EOMEE-CCSD

(T) [101] also predict a 1(ππ*) as the lowest excited state at 4.88, 4.98, and 4.86 eV,
respectively, in agreement with the CASPT2//CASSCF findings and the gas-phase

experimental data, 4.6 eV [23].

The location of excited-state minima and exploration of the PEHs through the

LIIC strategy and using the CASPT2//CASSCF approach was first addressed by

Chen and Li [158] in 2006. A S1 ππ* minimum was found in the proximity of the CI

with the ground state. The two-step decay observed experimentally [32] was then

attributed to the initial deactivation to the S1 minimum and the subsequent energy

barrier needed to reach the CI. Later (in 2007), Marian [159] employed the DFT//

MRCI protocol to study the lowest-lying excited state of several tautomeric and

rotameric forms of G, which for this NAB are close in energy in the gas phase. In

this study, which was mainly focused on the proper assignment of the infrared

(IR)-UV bands of the absorption spectrum, two CIs between the S0 and S1 states

were located: (gs/ππ*)CI and (gs/noπ*)CI. Zgierski et al. [160] (see also [124])

carried out a comparative study on G and a modified NAB, propanodeoxy-

guanosine, in which the out-of-plane deformation of the six-membered ring at the

C2 position is hindered. On the basis of CC2/cc-pVDZ computations and mapping

of the PEHs of the lowest singlet states, an ultrafast internal conversion was

proposed for G and not for the modified base.

In 2008, the role of the 1(πσ*) dissociative state was studied by Yamazaki

et al. [161] at the CASPT2//CASSCF level of theory, exploring the PEHs of the

ground and lowest-lying excited states along the coordinate-driven stretching of the

NH bond. As for the other NABs, these paths are present at much higher energies

than those involving non-reactive deformations of the ring and therefore they are

relatively less relevant for the decay process of excited G. In the same year,

Serrano-Andrés, Merchán, and Borin [28] (see also [6]) proposed a model for the

photochemical decay mechanisms of G focusing on the 1(ππ*La),
1(ππ*Lb), and

1(noπ*) states. MEP computations on the S1 state at the CASPT2//CASSCF level
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brought the population directly to the funnel with the ground state in a barrierless

manner. Conversely, the deactivation of the 1(noπ*) state showed energy barriers.

In this study, the authors also presented an illustrative example highlighting the

relevance of the crossing points obtained along the MEPs as compared to those

obtained by geometry optimization techniques. Both types of crossing points were

determined via MEP and MECP optimizations, respectively, and they were

connected along the computed seam. An energy barrier was found from the former

to the latter. As explained by Serrano-Andrés et al. [28], the excited G funnels the

energy to the ground state already at the first point with a large probability for

population transfer. Hence, decay does not take place at the MECP region, but at

the first accessible crossing point along the reaction path. Serrano-Andrés

et al. completed the work by including the first study on the dynamics of the

excited-states of G, finding lifetimes of the order of <100 fs for the decay of the

S1. Further non-adiabatic dynamics simulations have been computed since then by

Lan et al. [162] and Barbatti et al. [118, 163] at the semiempirical OM2/MRCI and

ab initio MRCI levels of theory. Themain role of the relaxation channel of the 1(ππ*)
state is also proposed in these works, although discrepancies appear in the pathways

and the assignment of the lifetimes.

For G, the intrinsic population of the triplet mechanism was studied in 2010 by

González-Luque et al. [55] at the CASPT2//CASSCF level of theory by performing

MEP computations. ISC regions were obtained only in the surroundings of the

(gs/ππ* La)CI, as in C. From the STC point, the MEP led to the equilibrium structure

of the 3(ππ* La) state, which can further decay by phosphorescence light emission

or in a radiationless manner through an STC with the ground state [55].

On the basis of the PRPA and CASPT2//CASSCF computations [6, 28], the most

efficient decay channel in G at low excitation energies correspond to a barrierless

evolution along the bright 1(ππ* La) state towards an out-of-plane methanamine

CN-like crossing with the ground state (see Fig. 7), thus explaining the ultrafast

radiationless decay measured in molecular beams [32]. The direct and barrierless

profile of such a relaxation pathway might be related to the shortest lifetime

measured at 148 fs [32] (τ1 in Fig. 7). Secondary reaction paths are also predicted,

which involve the evolution from the lowest-lying 1(noπ*) minimum. Two possible

decays are determined: (1) after surmounting a very low energy barrier represented

by a transition state 1(noπ*)TS, the system can reach the (gs/noπ*)CI, in which the

C6N1 bond twists and the six-membered ring distorts placing the oxygen atom

almost perpendicular to the ring; (2) via the corresponding CI, the molecule can

switch to the La PEH and once there to the accessible (gs/ππ* La)CI. Such indirect

pathways are responsible for retaining the excited-state population and are therefore

expected to be responsible for longer lifetimes measured with time-resolved spec-

troscopy [32], as displayed in Fig. 7 (τ2). At higher UV irradiation energies the
1(ππ* Lb) may contribute with other decay channels involving first a decay towards

a minimum structure, 1(ππ* Lb)min, and then a population transfer to the
1(ππ* La) or

1(noπ*) states, mediated by the corresponding CIs. The triplet population mecha-

nism is predicted in regions close to the main MEP and at low energies, close to the

singlet-singlet CI, which is a common feature to all NABs [55]. On the other hand,
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since G (and also C) have the low spectroscopic 1(ππ* La) state below the 1(nπ*)
state, nπ*-mediated ISC mechanisms are not favorable, which is in contrast to the

other NABs. These results explain the reported lower contribution of G and C to the

phosphorescence of DNA [115–117].

5 Final Remarks and Future Perspective

In the present contribution we have reviewed the studies undergone in the last

decade on the decay mechanisms of UV irradiated NABs. In particular, we have

focused on the results obtained within the framework of a static description. The

concepts and tools of modern theoretical photochemistry based on MEP computa-

tions and determination of the photochemically relevant CIs are extensively used. A

large number of works have been carried out, reflecting the very rich and complex

photochemistry of NABs. Figure 8 displays the results of the analysis of the

literature, in which the prevalence of studies on pyrimidines is evident. Many

photochemical channels have been drawn involving states of ππ*, noπ*, noπ*, and
πσ* character and a large amount of two- and three-state CIs between them have

been located. Among the different computational strategies employed, the most

popular is the LIIC technique, which allows an inspection of the PEHs. Strategies

such as constraint (or coordinate-driven) geometry optimizations have also been

employed. In order to determine the most efficient decay mechanisms among all

Fig. 7 Scheme of the decay paths of G on the basis of CASPT2 results. Reused with permission

from Serrano-Andrés et al. [28]. Copyright (2008) American Chemical Society
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possible deactivation paths, we emphasize the importance of following a systematic

approach in which, first, highly accurate multiconfigurational quantum chemical

methods must be used together with theoretical strategies based on mapping the

MEP for the efficient transit of the energy in the excited states toward accessible

CIs, the so-called photochemical reaction path approach (PRPA), and, second, the

stability of the conclusions derived from the results must be evaluated upon higher

levels of theory. The findings obtained in such a manner determine the most

probable decay mechanisms present in the UV irradiated NABs and at the same

time build the basis for subsequent studies on the dynamics able to provide

quantitative lifetimes and reaction rates. The CASPT2//CASSCF protocol and the

CASSCFmethod are normally used in the static and dynamics studies, respectively.

Regarding the former type of works, it is surprising that the MS-CASPT2//MS-

CASPT2 approach has been preferred rather than the CASPT2//CASPT2 strategy,

even when the MS-CASPT2 method can lead to unphysical results in the CI region.

On the basis of the PRPA results, a general picture has been drawn for the decay

mechanism of the DNA and RNA bases. The photochemistry begins with the

absorption of energy by the bright 1(ππ*) state, computed vertically at energies in

the range 4.41 (C)–5.35 (A) eV, in agreement with the gas-phase experimental

data. In C and G, the electronic transition involves the lowest singlet excited state,

Fig. 8 Statistical evaluation of published computational ab initio studies on the decay mecha-

nisms of isolated nucleobases. Seventy five theoretical studies were considered in the analysis, in

which only the main computational strategies and methods were taken into account

Excitation of Nucleobases from a Computational Perspective I: Reaction Paths 89



whereas the other NABs have close-lying or lower-lying 1(nπ*) and 1(ππ* Lb)

excited states, whose direct absorption is expected to be relatively smaller. After

photoexcitation, the most efficient evolution on the bright 1(ππ*) state, as described
by MEP computations, is essentially barrierless towards a CC ethene-like (U, T, C)

or CN methanamine-like (A, G) crossing with the ground state, (gs/ππ*)CI.
Secondary paths have also been determined involving distinct decay channels:

(1) population transfer along the MEP on the bright state to singlet 1(nπ*) or triplet
states, followed by further evolution until reaching a crossing with the ground state

PEH, (2) direct absorption to the non-bright 1(ππ* Lb) and 1(nπ*) states and

deactivation along these states, and (3) triplet population along the previous paths

and decay on the triplet manifold. In addition other features of the low-lying states,

such as 1(ππ*) minima, have been determined, contributing to the indirect path-

ways. Those secondary pathways retain the population of the excited states to some

extent due to non-efficient processes related to the presence of energy barriers or

intersystem crossings.

The two types of decay mechanisms (main and secondary) determined within the

PRPA might be related to the sub-picosecond and picosecond biexponential lifetime

signals observed experimentally in the time-resolved spectroscopy. Nevertheless,

other interpretations of the time-dependent aspects are possible based on the decay

mechanisms provided by the PRPA. Hence, the twofold signal in adenine has been

recently attributed only to the bright state. On the other hand, the most recent

dynamical studies give rise to conclusions dramatically different from the scenario

arising in the PRPA studies. In this respect, the development of more accurate

strategies and the implementation of faster algorithms in the quantum-chemistry

packageswill hopefully help to rationalize these differences and provide an improved

consensus for the photochemistry of NABs accomplished on theoretical grounds.

Experience in the theoretical studies of NABs photochemistry has shown that an

accurate determination of the reaction paths of the low-lying states in NABs is a

difficult task. This is especially true in pyrimidines, in which extended flat regions

are typical and subtle changes in the computational approach may lead to different

mechanisms, such as the presence of excited-state minima or barrierless profiles

along the decay channels, which can induce different interpretations of the exper-

imental data. In the present contribution we have illustrated these aspects in T,

analyzing the effect of both the electron correlation, within the CASPT2//CASSCF

approach, and the employed computational strategy to determine the decay paths.

Inclusion of larger amounts of the electron correlation in the CASSCF reference

function and the use of MEPs (vs geometry optimizations) lead to an accurate

description of the decay of the bright state, supporting the ultrafast lifetimes

observed experimentally. To evaluate further the convergence of the CASPT2//

CASSCF results, additional studies must be focused on MEP computations at the

CASPT2 level of theory, which has become possible only recently. Within the

framework of the group Quantum Chemistry of the Excited State of Valencia
(QCEXVAL), systematic research in this direction has begun, including calibration

of further computational approaches within the CASPT2//CASSCF and CASPT2//

CASPT2 protocols and additional technical aspects. The findings will be of great
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importance for studies on the dynamics of the systems in which an accurate

characterization of the PEHs is essential to predict reliable time-dependent

properties.

In perspective, the study of the photochemistry of the DNA/RNA constituents

represents a beautiful example of a constructive interplay between experimental

and theoretically oriented research. Figure 9 illustrates this fact by means of a

comparative scheme of the photostable features determined in the computations and

measured in the experiments on the photochemistry of NABs. Computed barrierless

decay paths from the bright state connecting the initial FC region and the CI with

the ground state can be directly related to the absence of emission or fluorescence

quenching and very small (fs or ps) excited state lifetimes detected in the time-

resolved experimental techniques. The UV-irradiated NABs funnel efficiently the

excitation energy towards the ground state without retaining the excited state

population for sufficient time to photoreact. The outlined fingerprints support the

fact that internal conversion processes mediated by interstate crossings behave in

the nucleobases as a self-protecting mechanism, preventing photochemical reac-

tions induced by UV radiation.
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Fig. 9 Comparative scheme of theoretical and experimental fingerprints of the decays of naturally

occurring nucleobases
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(2009) J Phys Chem A 113:12686

Excitation of Nucleobases from a Computational Perspective I: Reaction Paths 95

http://dx.doi.org/10.1021/jp307200g
http://dx.doi.org/10.1016/j.cplett.2004.08.032
http://dx.doi.org/10.1016/j.cplett.2004.08.032
http://dx.doi.org/10.1007/s002140050063
http://dx.doi.org/10.1007/s002140050063
http://dx.doi.org/10.1007/bf01120130
http://dx.doi.org/10.1007/bf01120130
http://dx.doi.org/10.1002/jcc.20007
http://dx.doi.org/10.1021/jp300977a
http://dx.doi.org/10.1063/1.2973541
http://dx.doi.org/10.1063/1.2973541
http://dx.doi.org/10.1063/1.2889385
http://dx.doi.org/10.1063/1.2889385
http://dx.doi.org/10.1021/jp0633897
http://dx.doi.org/10.1021/jp0633897
http://dx.doi.org/10.1021/jp206546g
http://dx.doi.org/10.1021/jp804309x
http://dx.doi.org/10.1021/jp809085h
http://dx.doi.org/10.1021/jp902944a


113. Ullrich S, Schultz T, Zgierski MZ, Stolow A (2004) Phys Chem Chem Phys 6:2796. doi:10.

1039/b316324e

114. Asturiol D, Lasorne B, Worth GA, Robb MA, Blancafort L (2010) Phys Chem Chem Phys

12:4949. doi:10.1039/c001556c

115. Imakubo K (1968) J Physical Soc Japan 24:143. doi:10.1143/jpsj.24.143

116. Szerenyi P, Dearman HH (1972) Chem Phys Lett 15:81. doi:10.1016/0009-2614(72)87021-0

117. Arce R, Rodrı́guez G (1986) J Photochem 33:89

118. Barbatti M, Aquino AJA, Szymczak JJ, Nachtigallová D, Hobza P, Lischka H (2010) Proc
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Excitation of Nucleobases from

a Computational Perspective II: Dynamics

Sebastian Mai, Martin Richter, Philipp Marquetand, and Leticia González

Abstract This chapter is devoted to unravel the relaxation processes taking place

after photoexcitation of isolated DNA/RNA nucleobases in gas phase from a time-

dependent perspective. To this aim, several methods are at hand, ranging from full

quantum dynamics to various flavours of semiclassical or ab initio molecular

dynamics, each with its advantages and its limitations. As this contribution

shows, the most common approach employed up to date to learn about the deacti-

vation of nucleobases in gas phase is a combination of the Tully surface hopping

algorithm with on-the-fly CASSCF calculations. Different dynamics methods or,

even more dramatically, different electronic structure methods can provide differ-

ent dynamics. A comprehensive review of the different mechanisms suggested for

each nucleobase is provided and compared to available experimental time scales.

The results are discussed in a general context involving the effects of the different

applied electronic structure and dynamics methods. Mechanistic similarities and

differences between the two groups of nucleobases – the purine derivatives (ade-

nine and guanine) and the pyrimidine derivatives (thymine, uracil, and cytosine) –

are elucidated. Finally, a perspective on the future of dynamics simulations in the

context of nucleobase relaxation is given.
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Abbreviations

A Adenine

AIMD Ab initio molecular dynamics

AIMS Ab initio multiple spawning

AM1 (Semi-empirical) Austin model 1

C Cytosine

CASPT2 Complete active space second-order perturbation theory

CASSCF Complete active space self-consistent field

CI Configuration interaction

CoIn Conical intersection

CPMD Car–Parrinello molecular dynamics

cs Closed shell

DFT Density functional theory

DFTB Density functional-based tight binding

DNA Deoxyribonucleic acid

DOF Degree of freedom

FC Franck–Condon

FMS Full multiple spawning

G Guanine

GS Ground state

IC Internal conversion
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ISC Intersystem crossing

MCH Molecular Coulomb Hamiltonian

MCTDH Multi-configurational time-dependent Hartree

MD Molecular dynamics

MRCI Multi-reference configuration interaction

MRCIS Multi-reference configuration interaction with single excitations

NAC Non-adiabatic coupling

OM2 (Semi-empirical) Orthogonalization model 2

PEH Potential energy hypersurface

PM3 (Semi-empirical) Parametrized model 3

QD Quantum dynamics

RNA Ribonucleic acid

ROKS Restricted open-shell Kohn–Sham

SHARC Surface hopping including arbitrary couplings

SOC Spin-orbit coupling

T Thymine

TD-DFT Time-dependent density functional theory

TD-DFTB Time-dependent density functional-based tight binding

TDSE Time-dependent Schr€odinger equation
TRPES Time-resolved photo-electron spectroscopy

TSH Tully’s surface hopping

TSH-CP Tully’s surface hopping coupled to Car–Parrinello dynamics

U Uracil

UV Ultraviolet

1 Introduction

A wealth of reactions can occur after a molecule is excited by electromagnetic

radiation. Especially important for all life on Earth is the interaction of nucleic acids

with ultraviolet (UV) light. The reason is because the genetic information, which

deoxyribonucleic acid (DNA) or ribonucleic acid (RNA) carry, can be damaged by

photoreactions [1–6] leading, e.g., to skin cancer, which is the most frequent type of

cancer [7]. DNA/RNA and in particular DNA/RNA nucleobases are photostable,

meaning that they have mechanisms to return to the electronic ground state soon

after light irradiation, thus avoiding detrimental excited-state reactions.

The question of how photostability is achieved on an atomistic level has moti-

vated a large number of theoretical and experimental studies. On the microscopic

scale, reactions are rearrangements of electrons and nuclei in time. Hence, the

natural picture for an investigation of these processes is an approach where the

instantaneous dynamics of the particles is described. This ansatz can be pursued

computationally and constitutes the field of dynamics simulations [8–13]. Here, a

detailed picture of the mechanisms underlying a photophysical and photochemical

processes is obtained in an intuitive fashion. Important pathways along essential

points of the reaction, like minima, transition states, or surface crossings, are
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naturally identified. Of course, such reaction points can also be obtained with static

quantum mechanical calculations, as illustrated in [118], and possible reaction

routes can be suggested. Dynamics simulations, however, give an unequivocal

answer regarding the regions which are de facto visited by the molecule after it

gets electronically excited. Moreover, dynamics calculations naturally provide time

scales and quantum yields that can be compared with time-resolved spectroscopic

experiments.

The present chapter deals with dynamical simulations of isolated nucleobases

electronically excited by UV light. Within the nucleic acids, the most important

chromophores, i.e., the moieties which absorb the light, are the nucleobases adenine

(A), guanine (G), cytosine (C), thymine (T), or uracil (U), which pairwise constitute

the bridges of the well-known double helix structure [14]. They can be grouped into

the purine bases (A and G) and the pyrimidine bases (C, T, and U). Their structures

are given in Fig. 1. The study of the isolated nucleobases in the gas phase is only a

small piece of a much larger field, but it can provide a unique insight into the

behavior of matter and also leads to a general understanding of the relationship

between structure and the fate of excited states.

In order to carry out dynamical simulations, the appropriate equations of motion

have to be identified and then solved by suitable numerical tools. Therefore, this

chapter starts with a short overview of the methods that can be employed to this end.

A number of issues should be kept in mind when trying to connect the results from

dynamical simulations and the available time-resolved experiments; these are

discussed in Sect. 3. Afterwards, we review the different dynamical studies avail-

able on the isolated nucleobases (A, G, C, T, and finally U), each time starting with

a short summary of the experimentally obtained relaxation lifetimes and followed

by the different mechanisms that have been suggested to explain these lifetimes. In

the conclusions, general trends for purine and pyrimidine bases are compared and

the advances in this field are put into perspective.
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2 Computational Approaches for Nuclear Dynamics

As pointed out above, understanding the photophysics of DNA nucleobases is not

complete without a description of the dynamical processes triggered by UV exci-

tation. In the following section we review the most popular computational

approaches to describe chemical dynamics. The list of methods is not complete;

rather, the focus is put on those methods which have been employed to calculate

time-resolved properties in DNA nucleobases. It is nevertheless not the intention of

this section to give a full description of the chosen methods, but only to provide a

brief insight into their fundamentals in order to put the available simulations in

context.

The study of chemical dynamics is the description of nuclear motion. Therefore,

this section starts with the fundamental time-dependent Schr€odinger equation and

the Born–Oppenheimer approximation. Afterwards, the most accurate method to

describe dynamics, i.e., the fully quantum-mechanical approach of wavepacket

quantum dynamics (QD) is explained, followed by the multi-configurational

time-dependent Hartree (MCTDH) method. Then we will motivate the use of a

classical approximation to the nuclear motion, and from there add methodological

features which improve the description of excited-state dynamics in full dimen-

sionality. We will discuss the conceptually simple approach of mean-field

(MF) dynamics, the widely employed trajectory surface hopping (TSH) scheme,

and finally the full multiple spawning (FMS) approach.

2.1 The Schr€odinger Equation and the Born–Oppenheimer
Approximation

The time-dependent Schr€odinger equation (TDSE) provides the exact quantum-

mechanical and non-relativistic time evolution of a molecule. It reads as

cℋ Ψ totj i ¼ iℏ
∂
∂t

jΨ toti: ð1Þ

Here, Ψ totj i is the total wavefunction and cℋ is the total Hamiltonian, which

contains the kinetic energy of all nuclei and electrons as well as the potential energy

arising from the interactions of these particles:

cℋ ¼ bT nuc þ bT el þ bV nuc,nuc þ bV nuc,el þ bV el, el: ð2Þ

Since the motion of the particles is correlated by their mutual interactions,

the Schr€odinger equation can only be solved exactly for two-particle molecules

(i.e., the hydrogen atom). Thus, several approximations are required to describe

larger systems, such as molecules. The most important approximation is probably
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the Born–Oppenheimer approximation, which allows one to separate the nuclear

from the electronic motion.

The electronic wavefunction can be obtained by solving the time-independent

electronic Schr€odinger equation

cℋel Ψ el
�� �

¼ Eel Ψ el
�� �

, ð3Þ

where an electronic Hamiltonian – the so-called clamped-nuclei Hamiltonian – is

given by

cℋel ¼ bT el þ bV nuc,nuc þ bV nuc,el þ bV el, el: ð4Þ

Solving (3) is the realm of quantum chemistry and a number of powerful

electronic structure methods are available in different quantum chemistry codes.

For the description of electronic excited states of nucleobases and related proper-

ties, the most popular methods have been described in [118]. In any case, the

approximate solutions of the electronic Schr€odinger equation deliver electronic

wavefunctions and electronic energies which depend parametrically on the nuclear

coordinates R. The functions Eel(R) are known as potential energy hypersurfaces

(PEH).

Within the Born–Oppenheimer approximation the total wavefunction can be

written as

Ψ totj i ¼
X
α

Ψ el
α

�� �
Ψ nuc

α

�
:

�� ð5Þ

By inserting (5) and cℋ ¼ bT nuc þ cℋel
in the TDSE (1), projecting on Ψ el

β

���D
and

using (3) [15], the nuclear Schr€odinger equation becomes

bT nuc þ E el
β

h i
Ψ nuc

β

��� E
þ
X
α

bT NAC
βα Ψ nuc

α

��� E
¼ i

∂
∂t

Ψ nuc
β

��� E
: ð6Þ

According to this equation, the nuclei move in the potentials Eel(R) which are

determined by the electronic motion in the field of the nuclei. The non-adiabatic

coupling (NAC) operator

bT NAC
βα ¼

X
a

ℏ2

ma
Ψ el

β

D ���∇2
a Ψ el

α

��� E
� Ψ el

β

D ���∇a Ψ el
α

��� E
∇a

h i
, ð7Þ

arising from the action of bT nuc on the electronic wavefunctions, describes the

coupling between the electronic states in situations where the electronic

wavefunction cannot adapt fast enough to the nuclear motion. Within the Born–

Oppenheimer approximation, these couplings are completely neglected and the
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nuclei move according to (6) in the potential corresponding to a single electronic

state. This approximation is valid in many situations, especially if only the elec-

tronic ground state is involved, for example in thermal reactions. In photochemistry

and photophysics, chemical reactions involve several electronic states and nuclear

dynamics proceed on several PEHs which usually present crossings, where the

Born–Oppenheimer approximation breaks down. In these cases, the couplings

described in (7) can no longer be neglected.

2.2 Quantum Dynamics

The most accurate description of nuclear dynamics can be achieved by solving (6)

numerically. This is known as wavepacket dynamics or full quantum dynamics,

here abbreviated as QD.

In order to solve (6), the wavefunction jΨ nuci is linearly expanded in terms of

time-independent basis functions jϕμi (usually in a grid, but not necessarily). In one
dimension, this expansion reads

��Ψ nuc tð Þi ¼
XNBF

μ

cμ tð Þ
��ϕμ

�
, ð8Þ

with NBF the number of basis functions. In several dimensions, the analogue

expression is

��cnuc R1; . . . ;Rf ; t
� ��

¼
XN BF

l

μl

� � �
XN BF

f

μf

cμl...μf tð Þ
Yf
κ¼1

ϕ κð Þ
μκ

Rκð Þ
��� E

: ð9Þ

Here, f is the number of degrees of freedom (DOF), cμl...μf are the wavefunction

expansion coefficients, and jϕ κð Þ
μκ

Rκð Þi are the time-independent basis functions for

degree of freedom κ. By plugging this wavefunction into (6), the equations of

motion for the coefficients are obtained and these equations can be solved numer-

ically with standard matrix algebra computations. By solving the TDSE including

the couplings described in (7), a rigorous description of photochemical processes

can be carried out. QD simulations based on accurate PEHs provide the best

description of a dynamical process and can deliver excellent accuracy. However,

QD can only be afforded for small systems, since the calculation of the PEHs

suffers from a very unfavorable exponential scaling with the number of DOF.

Nowadays, QD simulations are able to treat at most six DOF with state-of-the-art

techniques, which restricts these calculations to at most four-atomic molecules.

For larger systems, such as DNA nucleobases, only simulations in reduced dimen-

sionality would be feasible. Then the problem of choosing the appropriate DOF is
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not trivial. Particularly, for DNA nucleobases – where a large number of degrees of

freedom are involved along the many deactivation pathways (see [118]) – it is very

challenging to choose a small subset of reaction coordinates which describe all

deactivation pathways reasonably well. This problem motivates the use of more

approximate approaches, as those presented below.

2.3 Multi-Configurational Time-Dependent Hartree

The multi-configurational time-dependent Hartree (MCTDH) method [16] is an

approximation to full QD simulations that allows one to extend considerably the

applicability of QD to systems with more than four atoms. MCTDH is still based on

the exact nuclear Schr€odinger equation, but approximations are introduced in the

definition of the wavefunction. The general wavefunction is here given by

��Ψ nuc R1; . . . ;Rf ; t
� ��

¼
XnBF

l

μl

� � �
XnBF

f

μf

cμl...μf tð Þ
Yf
κ¼1

ϕ κð Þ
μκ

Rκ; tð Þ
��� E

: ð10Þ

The main difference to (9) is the time-dependence of the basis functions. Hence,

the equations of motion in MCTDH have to be solved not only for the wavefunction

coefficients cμl...μf tð Þ, but also for the basis functions jϕ κð Þ
μκ

Rκ; tð Þi. This means,

however, that the basis set expansion can be kept much smaller than in full QD

calculations (nBFi �NBF
i ), since in MCTDH the basis functions can adapt during the

dynamics. In some cases [16], only a handful of basis functions are necessary to

obtain qualitatively correct results. Obviously, by increasing the number of basis

functions, MCTDH approaches the accuracy of full QD calculations; however, in

this limit MCTDH becomes as expensive as full QD.

The formal scaling of MCTDH remains exponential with respect to the number

of DOF. However, through its definition of the basis functions, the method can be

applied to systems involving between 20 and 50 DOF; see, e.g., [16]. Furthermore,

related techniques such as Gaussian-based MCTDH [17], Multilayer MCTDH [18]

and variational Multi-Configurational Gaussians (vMCG) [19] are very promising

to treat much larger systems quantum-mechanically, exemplified by the simulation

of the anthracene cation with 66 DOF [20].

2.4 Molecular Dynamics

While the abovemethods fully preserve the quantum-mechanical nature of the nuclear

dynamics – describing all the quantum effects like interference, coherence, and

tunneling – they suffer from an unfavorable scaling with system size, i.e., the number
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of DOF. An alternative strategy to describing dynamics is to impose the classical

approximation for themotion of the nuclei. Instead of being described bywavepackets

moving according to the nuclear Schr€odinger equation (6), the nuclei are treated as

classical, point-like particles, which follow Newton’s equation of motion

ma
€Ra ¼ �∇aE

el
α : ð11Þ

The force acting on the nuclei is the gradient of the PEH of a single electronic

state α, in the frame of the Born–Oppenheimer approximation. Such a calculation is

usually known as a molecular dynamics (MD) simulation. In the case where the

energies Eel
α and driving forces �∇aE

el
α are calculated by means of quantum-

chemical electronic structure methods, the simulations are often called ab initio

MD (AIMD) or semi-classical MD (since the electrons are described quantum-

mechanically and the nuclei classically).

The global computation of the potential function Eel
α (prior to the dynamics

simulation) still scales exponentially with the number of DOF. Thus, MD simula-

tions are usually performed with “on-the-fly” calculations of the potential energy

and nuclear forces at each time step of the simulation. In this way the simulation

cost does not explicitly depend on the number of DOF anymore and thus there is no

need to restrict the calculation to a certain subset of reaction coordinates.

2.5 Ehrenfest Dynamics

Without any further extension, semi-classical MD cannot describe excited-state

dynamics because the classical nuclei are tied to one single Born–Oppenheimer

PEH at all times. In photophysics and photochemistry, several electronic states are

close in energy and interact via the NACs given in (7) during internal conversion

(IC) close to conical intersections (CoIn), or during intersystem crossing (ISC) via

spin-orbit coupling (SOC). At these interstate crossing points on the PEHs, popu-

lation can be transferred from one state to the other, which is obviously not possible

within MD simulations as explained above.

The Ehrenfest dynamics method, also called mean-field (MF) dynamics, is an

extension of classical MD calculations which includes excited-state PEHs. Here,

the electronic wavefunction is a linear combination of several electronic states:��Ψ el
�
¼

X
α

cα Ψαj i: ð12Þ

The wavefunction coefficients are propagated along the trajectory according to

the energies and the NACs of the electronic states. The potential energy for the MD

simulation is substituted with the energy expectation value of the electronic

wavefunction:
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Eeff ¼ Ψ el
� ��cℋel

��Ψ el
�
¼

X
α

��cα��2E el
α : ð13Þ

Thus, the nuclei are moving on an effective potential, which is the average of all

adiabatic states of the same multiplicity, weighted by their state population, giving

the method the name mean-field dynamics.

The mean-field approach suffers from the problem where the trajectory may

follow a nonphysical mixed state after passing a non-adiabatic coupling region. A

physically correct description would describe a splitting of the population into

different reaction channels.

2.6 Trajectory Surface Hopping

As mentioned above, the main problem of the Ehrenfest dynamics is that it cannot

describe a wavepacket splitting onto several PEHs. In order to get rid of this

shortcoming, the trajectory surface hopping (TSH) scheme [21] was devised.

Here, the mean-field trajectory is replaced by an ensemble of many trajectories,

each following the classical equations of motion. Non-adiabatic effects are

described by allowing the trajectories to switch stochastically between the PEHs,

based on the strength of the NACs. Using a sufficiently large ensemble of trajec-

tories, the splitting of a wavepacket due to non-adiabatic interactions can be

approximated.

Similarly to (12), in the TSH approach the electronic wavefunction is expanded

in the basis of the electronic states. The absolute square of the complex coefficients��cα

��2 can be interpreted as the probability of finding the trajectory in state α. Thus,
from the coefficients, one can derive an expression for the instantaneous probability

Pβ! of leaving the currently occupied classical state β. According to Tully’s fewest
switches criterion [22], this probability is given by

Pβ! ¼ � 2Δt��cβ��2 ℜ c�β
∂
∂t

cβ

� �
: ð14Þ

The fewest switches criterion states that the surface hopping probabilities should

minimize the number of hops while maintaining consistency between the popula-

tion
��cα

��2 and the fraction of trajectories assigned to the state α.
The time-derivatives of the coefficients in (14) are directly obtained from the

equation of motion of the coefficients

∂
∂t

cβ ¼ �
X
α

i

ℏ
Hβα þ v � T 1ð Þ

βα

	 

cα, ð15Þ

where v is the nuclear velocity vector and where
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v � T 1ð Þ
βα ¼ cβ

∂
∂t

���� ����cα

� �
: ð16Þ

The quantities Hβα and T
ð1Þ
βα are calculated on-the-fly along with the gradient of

the populated state. Equation (15) can be integrated by standard Runge–Kutta

methods or unitary propagator methods, using small time steps Δt. Finally, by
inserting (15) into (14), the probability Pβ! can be written as a sum of Pβ!α, the

probability of switching from state β to state α.
Besides Tully’s fewest switches criterion, there exist additional approaches to

calculate the TSH probabilities, like coherent switching with decay of mixing [23]

or fewest switches with time-uncertainty [24]; combination of Car–Parrinello

molecular dynamics (CPMD) with TSH (TSH-CP) [25] and of TSH with mean-

field dynamics [26] have also been reported.

The TSH scheme described above has only been employed to study the photo-

chemical deactivation pathways involving PEHs of the same multiplicity, i.e., via

internal conversion. Recently [27], the TSH scheme has been extended to treat ISC

mediated by SOC. The SOC matrix elements appear as off-diagonal elements in

Hβα in (15), which couple states of different multiplicity. Without any further

changes, (15) could be propagated including SOC in Hβα (this is sometimes called

“spin-diabatic approach” [28]), but this scheme is not rotationally invariant and

neglects the effect of the SOC on the PEHs (zero-field splitting). Additionally, the

TSH scheme is based on the assumption that the couplings between the electronic

states are localized (as are the NACs around a CoIn), while SOCs are clearly not.

Within the Surface Hopping including Arbitrary Couplings (SHARC) methodology

[27], the Hamiltonian is diagonalized, yielding fully adiabatic, spin-mixed elec-

tronic states. In this spin-mixed basis, the non-local SOCs are transformed into

localized non-adiabatic couplings, allowing use of the TSH method in the intended

way. The diagonalization can be written in terms of a unitary transformation

between the electronic states,

U{HU ¼ Hdiag: ð17Þ

Here, H is the Hamiltonian matrix represented in the basis of the eigenfunctions

of the molecular Coulomb Hamiltonian (given in (2)), Hdiag is the same matrix in

diagonalized form, and U is the unitary transformation matrix. In order to include

the non-adiabatic couplings consistently, they have to be transformed as well. This

leads to a new equation of motion for the coefficients in the diagonal basis:

∂
∂t

c diagβ ¼ �
X
α

i

ℏ
U{HU
� �

βα
þ v � U{T 1ð ÞU

 �
βα

� U{ ∂U
∂t

� �
βα

" #
c diagα : ð18Þ

From this equation, the surface hopping probabilities can be calculated, similar

to the original TSH approach. Since in SHARC the nuclei follow spin-mixed PEHs,
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the spin-mixed gradients have to be calculated from the gradients of the unmixed

states and the eigenvectors given by the matrix U. In the current approach, this

neglects the derivatives of the SOC elements with respect to the nuclear coordi-

nates, but this is a reasonably good approximation because the SOC operator is of

short-ranged nature [29]. Since in SHARC the gradients for several electronic states

have to be calculated in order to evaluate the mixed gradient, this approach is

slightly more expensive than regular TSH. The price is, however, worth the money,

since the inclusion of ISC processes can be as relevant as those processes mediated

by internal conversion, even in systems with light atoms such as nucleobases.

TSH, in any of many different flavors, is the most widely used method employed

to perform excited-state dynamics of DNA nucleobases. Compared to QD methods,

where the number of electronic structure calculations scales exponentially with the

number of DOF, in TSH methods the energies, forces and couplings are evaluated

on-the-fly, and thus the number of electronic structure only depends on the number

of trajectories and the desired number of time steps. This gives TSH simulations the

enormous advantage of being able to include all molecular degrees of freedom in

the simulation, even for relatively large molecules. In fact, the cost of TSH

simulations is basically only dependent on the cost of the on-the-fly electronic

structure calculations as the cost of integrating (11) and (15) is almost negligible.

An additional advantage of TSH methods is that – since the trajectories are all

independent of each other – they can be executed in parallel, further increasing the

efficiency of the approach.

Despite its attractiveness, one has to remember that, due to its semi-classical

nature, TSH fails to properly describe a number of quantum effects. First, the

method cannot account for tunneling of the intrinsically classical nuclei; however,

a description of tunneling for selected DOF is still possible [30]. Another short-

coming of TSH methods is that quantum coherences between the electronic states

are often not described correctly. One possibility is to add the so-called

decoherence corrections [31, 32]. For more details on the TSH method see the

excellent review in [8].

2.7 Full Multiple Spawning

The Full Multiple Spawning (FMS) methodology [33–35] could be considered a

step from TSH towards full quantum-mechanical calculations. However, as it

requires only local knowledge about the PEHs, it is still suited for on-the-fly

calculations. FMS coupled to on-the-fly ab initio quantum chemistry is usually

termed ab initio multiple spawning (AIMS). In a nutshell, in FMS the nuclear

wavefunction is expanded in a basis of frozen Gaussians, whose centers follow

classical trajectories. Non-adiabatic effects are described by population transfer

between basis functions assigned to different electronic states. To minimize the size

of the Gaussian basis set while accurately describing a wavepacket, new Gaussians

are spawned whenever necessary.
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Within FMS, the total wavefunction is expanded as in the Born–Oppenheimer

ansatz (see (5)):

Ψ tot R; r; tð Þj i ¼
X
α¼1

Ψ el
α r;Rð Þ

�� �
Ψ nuc

α R; tð Þ
�� �

ð19Þ

Each nuclear wavefunction is represented in a time-dependent basis set com-

posed of Gaussian basis functions Gα
μ:

Ψ nuc
α R; tð Þ

�� �
¼

XNα tð Þ

μ

cαμ tð ÞGα
μ R;R

α
μ tð Þ,Pα

μ tð Þ, γ αμ tð Þ
h i

, ð20Þ

where cαμ(t) are the complex coefficients, and there are Nα(t) basis functions for each

electronic state α at time t. The Gaussian basis functions are specified by an average

positionR tð Þ, an average momentumP tð Þ, a phase factor γαμ(t), and by a set of time-

independent width parameters for each degree of freedom (i.e., the basis functions

are frozen Gaussians).

In FMS, the parameters R tð Þ and P tð Þ are propagated according to Newton’s

equation of motion (11), very similar to the surface hopping method. In a region of

strong non-adiabatic coupling, new basis functions are spawned on the coupled

surface. In this fashion, the splitting of a wavepacket and the involved population

transfer in such a region can be modeled accurately.

Similar to TSH methods, the total cost of FMS calculations is primarily deter-

mined by the cost of the on-the-fly electronic structure calculations. However, since

new basis functions are spawned every time a region of non-adiabatic effects is

traversed, FMS is more expensive than TSH. On the positive side, FMS allows for

the correct quantum-mechanical description of coherences between the different

parts of the nuclear wavepacket and, combined with high-level correlated electronic

structure methods [36], it may provide quantitatively correct results. According to

Hack et al. [37], FMS delivers results which are as good as or better than TSH

calculations.

3 Connection of the Dynamics Simulations to Experiment

The theoretical methods explained above aim at describing the real dynamical

processes detected in an experiment. The complexity of these processes, however,

affects what one can learn from both theory and experiments. On the one hand,

simulations require approximations in order to be able to treat the considered

systems and these approximations need to be validated by experiments. On the

other, the experimental signals are extremely difficult to interpret without the help
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of computational predictions. Theory and experiment therefore need to act in

concert.

It might seem obvious that it is desirable to simulate all the processes induced in

an experiment and yield directly comparable results. However, this simple wish is

not easy to fulfill, as in most cases the measured observables and those calculated

are not the same. Typically, only the evolution of the excited-state population is

calculated. However, an experiment consists of excitation (pumping), evolution

(excited-state dynamics), probing, side effects induced by the probing procedure

like fragmentation, and finally detection of a signal. The interpretation of this signal

by means of theoretical simulations requires knowledge of which of these phenom-

ena are really simulated and how. To help in this task it is useful first to understand

the different experimental setups and then make a connection with the particular

computational approaches.

The different experimental approaches can be categorized on different levels.

One can distinguish between gas phase and liquid phase experiments but also

between ionization, transient absorption or fluorescence techniques. A detailed

description can be found in reviews [1–6, 38, 39]. Here, we shall focus only on

the elements needed to make a sensible connection between experiments and gas

phase simulations. The common essence of all possible spectroscopic experiments

is that the nucleobase is first excited by UV light, stemming typically from an

ultrashort laser pulse. In this way, excited-state dynamics is initiated, which is

probed after a variable delay. The different applicable experimental techniques will

condition the information obtained about the excited-state populations.

In the following, we summarize several points that should be kept in mind when

simulating dynamical processes.

3.1 Time Scale

Using the methods described in Sect. 2, only ultra-short dynamics (below a few

picoseconds) can be computed. This limitation is given by the high computational

cost of the electronic structure calculations at each time step. Additionally, over the

course of many time steps, errors accumulate, making long simulations particularly

error-prone.

3.2 System Size

The size of the system considered in the simulation plays an important role. A

calculation of an isolated nucleobase strictly corresponds to a gas phase experiment

but may also be used as an approximation for liquid phase experiments. Improve-

ments to account for solvent effects are possible (see, e.g., [119]), but usually

involve additional approximations and computational cost.
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3.3 Excitation Process

In the majority of calculations, the UV excitation is not directly simulated but

approached in an ad hoc fashion, i.e., by starting the simulation with a population in

a carefully selected distribution of excited states. This implies the use of an

infinitely short pump pulse (a δ-pulse) while in reality the experimental pump

pulse has a finite duration. This approximation is usually of little importance in

comparison with other approximations, and thus the experimental pump process is

reasonably well described.

3.4 Quality of the Potential Energy Hypersurfaces

The excited-state PEHs, on which the dynamics is simulated, are calculated with

electronic structure methods that have an associated limited accuracy. A wide

variety of methods exist, ranging from semi-empirical to high-level multi-reference

(MR) approaches. Most of the computational studies on nucleic acids use one of the

following methods: TD-DFT (time-dependent density functional theory), DFTB

(density functional-based tight binding), CASSCF (complete active space self-

consistent field), CASPT2 (complete active space perturbation theory of second

order), MRCI (multi-reference configuration interaction), and CI methods based on

semi-empirical Hamiltonians like OM2 or AM1. These methods differ in their

ability to describe excited-state PEHs properly, with more accurate methods usually

being more expensive; see, e.g., [40–44]. Even highly sophisticated methods

involve approximations which need to be validated by experimental results. Com-

monly, this validation involves comparison of the calculated excitation energies at

the ground state geometry with the experimental absorption spectrum. The exper-

imental spectrum is often broad with overlapping bands, making the assignment of

the computed excited-state energies far from straightforward. Additionally, one has

to remember that a method giving good results at the equilibrium geometry still

may perform badly at other non-equilibrium geometries. In most cases, a further

validation using experimental data is not possible, apart from a comparison of the

actual dynamics results. Another limiting factor when choosing a method is that

some properties (e.g., gradients of the potential energy) needed in certain types of

dynamics simulations may simply be unavailable for various sophisticated elec-

tronic structure methods. As a consequence, the choice of a method is a compro-

mise between accuracy, method availability, and computational cost.
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3.5 Representation

The choice of the representation, in which state populations are computed, be of great

importance. The representation which arises naturally from the Born-Oppenheimer

approximation and which is commonly used in electronic structure calculations, is

termed “adiabatic” representation. Here, electronic states are ordered strictly

according to energy, and population transfer between these states is introduced by

the so-called NACs in the kinetic part of the Hamiltonian (here abbreviated as

k-NAC). The adiabatic singlet states are usually referred to as S0, S1 and so on,

with similar labels for other multiplicities. Adiabatic states do not preserve the

wavefunction character. As a consequence, properties like the transition dipole

moment may change drastically along a coordinate involving a fast change of

wavefunction character.

In contrast to the adiabatic representation, states preserve their wavefunction

character in the so-called “diabatic” representations (note that an infinite number of

diabatic representations exist). In contrast to adiabatic states, PEHs of diabatic

states can cross and molecular properties are usually smooth functions of the

internal coordinates. The nomenclature of these states is often derived from the

dominant excitation with respect to the ground state, e.g., ππ* or nπ*. By changing

from adiabatic to diabatic representation, the NACs in the kinetic part of the

Hamiltonian are transformed into potential couplings (here p-NAC).

Quantum mechanically, both representations are strictly equivalent and correct

as long as all couplings between all relevant states are considered. However, the

state populations expressed in different representations can differ significantly. As a

consequence, lifetimes obtained from fitting the excited-state populations are also

dependent on the chosen representation. Since in the diabatic representation molec-

ular properties change smoothly along a given coordinate, it is the most suitable

representation for comparison with the experiment; here we term this representation

“spectroscopic”. As mentioned above, electronic structure calculations usually

yield energies in the adiabatic representation and a transformation to the diabatic

or spectroscopic picture is by no means trivial.

The problem of choosing the correct representation for dynamics simulations

becomes more complicated if SOCs are involved. Then states of different multi-

plicity can mix and we can distinguish between representations where spin-orbit

couplings are introduced either as potential couplings (p-SOC) or as kinetic cou-

plings (k-SOC). The corresponding potentials are sometimes termed “spin-free” or

“spin-diabatic” in the case of p-SOC and “spin-mixed” or “spin-adiabatic” in the

case of k-SOC [27, 28]. The standard electronic structure programs yield p-SOC.

Thus, the outcome of ab initio codes is usually adiabatic with respect to the NAC

(k-NAC) but diabatic with respect to the SOC (p-SOC). To avoid confusion

between the terms “diabatic” and “adiabatic,” the following terminology [45]

might be more convenient: In the “spectroscopic” (superscript spec) representation,

the wavefunction character is preserved and the picture is closest to spectroscopic

results. The “molecular Coulomb Hamiltonian” (MCH) representation is the
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standard output of quantum chemistry programs, where NACs are calculated as

kinetic couplings and SOCs are off-diagonal terms of the potential when using a

matrix form. Finally, the “diagonal” (diag) representation means that a fully

diagonal potential matrix is obtained. Here, states of different multiplicity mix

and terms like S (singlet) and T (triplet) might not be meaningful any longer.

Instead, only the energetic ordering is unambiguous. For a distinction of the three

representations, we write the corresponding total Hamiltonians in a simplified

two-potential system:

cℋspec ¼ T spec
1 0

0 T spec
2

� �
þ V spec

1 p-NACþ p-SOC

p-NACþ p-SOC V spec
2

� �
ð21Þ

cℋMCH ¼ TMCH
1 k-NAC

k-NAC TMCH
2

� �
þ VMCH

1 p-SOC

p-SOC VMCH
2

� �
ð22Þ

cℋdiag ¼ T diag
1 k-NACþ k-SOC

k-NACþ k-SOC T diag
2

� �
þ V diag

1 0

0 V diag
2

� �
ð23Þ

We note here that, in semiclassical simulations, the representations are not fully

equivalent [22, 45] and thus special care is required.

In the following, we illustrate the general discussion on the representations with

two examples. First, we focus on the difference between the spectroscopic and the

MCH representation. In Fig. 2a, an exemplary excitation-relaxation pathway is

a

S0

S1

S2

hν

cs nπ∗

ππ∗

n π∗S2 → S1

ππ∗ → nπ∗

S1 → S0

b

S0

S1

S2

hν

cs

ππ∗

nπ∗

Fig. 2 Comparing representations. (a) A relaxation pathway after photoexcitation (gray arrows)
is shown in a simple model. The underlying potential energy curves are labeled according to their

predominant state character (ππ* blue, n0π* yellow, nπ* red, cs (closed shell) green; spectroscopic
representation) or their energetic ordering (S2, S1, S0; note the dashed separation lines; MCH

representation). Crossings are indicated with circles and labeled according to the involved states.

(b) Photoexcitation involves several geometries and depending on the representation, different

states can be excited, if a CoIn is located in the Franck–Condon region
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schematically depicted. Population is vertically excited from the ground state

(closed-shell, cs) minimum and then evolves on different potentials. According to

the MCH picture (typically employed in semiclassical calculations), the system

follows an S2! S1! S0 path. Analyzing dynamics results in this representation

would result in two distinct time constants, with a small constant associated with the

S2! S1 process and a larger one with S1! S0. When analyzing the dynamics

instead in terms of spectroscopic states, the same path would be identified as

ππ*! nπ* (indicated by the color gradient from blue to red). Accordingly, only

one decay time of intermediate duration would be obtained. An experiment where

ππ* and nπ* give rise to signals of different strengths would similarly only measure

a single time constant. However, a direct comparison of the MCH populations with

the experimental transient is not possible. Nevertheless, time constants derived

from MCH populations can seemingly agree with experimental time constants due

to error compensation. Moreover, the overlap of several competing processes can

give rise to effective time constants which might coincide with time constants from

MCH populations. In any case, the most straightforward comparison of simulation

and experiment could be obtained by explicitly including the pump and probe

processes in the simulation.

In the second example, one of the reasons for the above-mentioned occurrence of

several simultaneous processes is illustrated (see Fig. 2b). The Franck–Condon

(FC) region, from where excitation takes place, comprises several different geom-

etries around the S0 minimum. A simplification is often used and – especially in

static simulations – only the ground state equilibrium geometry is considered

(center arrow in the figure). At this specific geometry, the S2 corresponds to the

ππ* in the present example. Here, the ππ* is the bright state, where population is

transferred from the ground state, while the dark nπ* state corresponds to the S1. If a
CoIn between the two states is situated in the Franck–Condon region, other

geometries exist, where the correspondence between S1, S2 and ππ*, nπ* is

reversed. In other words, the bright state, despite always being the ππ* state,

corresponds to S2 for some geometries and to S1 for others. Therefore a correct

simulation must involve both states. To complicate things further, the oscillator

strength of the nπ* state may be small but non-zero. This again means that many

starting geometries and states might be necessary to understand fully the dynamics

of the system. Because all these initial conditions may lead to different processes

and outcomes, the dynamical picture might be rather complicated.

3.6 Probe Process

Finally, the probe process is also often not simulated for several reasons. The focus

of interest is the dynamics in the excited states, which can be observed only

indirectly in an experiment by using a probe. In contrast, this information can be

directly accessed in a calculation. Therefore, one might think the simulation of the

probe process is superfluous. However, when one tries to compare theory and
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experiment, computational state lifetimes are related to signal decay times. On the

one hand, these signal decay times are usually “blind” for some molecular pro-

cesses due to a specific experimental setup. Additionally, the probe process used for

obtaining the decay times will have some intrinsic limitations, e.g., employing a

limited energetic window. Therefore, a signal decay time can stem from different

state lifetimes and setup-specific effects like running out of the probe window. On

the other hand, the approximations made in the simulations may lead to errors in the

computed state lifetimes. Hence, great care has to be taken when comparing

experimental with theoretical results and it is desirable to simulate the probe

process to arrive at really analogous outcomes.

In what follows, some key concepts of different probing schemes are illustrated

and connections to possible simulations of such experiments are made. Here, we

limit ourselves to setups using ionization, transient-absorption, or fluorescence

(Fig. 3).

Ionization will be discussed first (Fig. 3a). After the pump pulse, the excited

states get populated. Excited-state population can be detected by ionizing with a

probe pulse carrying sufficient energy. Since the pulse does not carry enough

E

0
FC non-FC

Ionization

cs

1nπ∗

1ππ∗

3ππ∗

Ion

E

0
FC non-FC

Transient Absorption

cs

S1

S2
S3

T1

T2

λ λ

E

0
FC non-FC

Fluorescence

cs

1nπ∗

1ππ∗

λ λ

a b c

Fig. 3 Basics of different experimental probing techniques. (a) Ionization. The probe pulse has to

carry enough energy to ionize the molecule, which is the case for the excited states 1nπ*, 1ππ* and
3ππ* (ionization indicated by solid lines), but not for the closed-shell (cs) ground state (ionization
not possible, dotted line). At geometries far from the FC region, even some excited states (here the
3ππ*) might be too low in energy to be ionized. (b) Transient absorption. The absorption of light

by populated excited states leads to bands in the absorption spectrum. At another geometry, the

energies of the excited states will have shifted, giving rise to a different spectrum. (c) After

photoexcitation, the fluorescence is detected in a time-resolved way. During the dynamics, the

fluorescence spectrum changes according to the state energies
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energy to ionize the ground state (indicated by the dotted arrow), the signal will be

proportional to the population in the excited states only. By varying the delay

between pump and probe, the evolution of the excited-state population can

be tracked. However, depending on the geometry, additional states – here, for

example, a 3ππ* triplet – might be too low in energy to be ionized by the probe

laser. Thus, a distinction between molecules relaxing to the ground state and

molecules being trapped in the low-lying state is not possible any longer. The

time constants extracted from the transient are hence an effective time constant

including both processes. An additional issue to keep in mind is that the ionization

probability depends not only on the energetic separation of the neutral and ionic

states but also depends on the wavefunction character. However, a clear distinction

between ionization from a triplet or from a singlet state is extremely difficult. Last,

but not least, multiphoton processes are often employed in the experimental prob-

ing, so that the ionization probability is additionally influenced by the presence of

intermediate states, which further complicates the connection between the signal

obtained and the actual photo relaxation in the neutral states. While first attempts of

simulating ionization yields have been made (see, e.g., [46]), a full simulation of

multiphoton ionization is very demanding [47–50] and cannot be carried out on-

the-fly during the excited-state dynamics computations.

As a second approach, particularly suited for liquid phase experiments, transient

absorption detection will be briefly discussed (Fig. 3b). Here, the excited-state

dynamics is ideally probed within a very wide spectral range (indicated by the

vertical spectrally colored bars in the figure), i.e., by white light. The latter is

absorbed by the excited molecules, and the amount and the frequency of the

absorbed light is detected in a time-resolved fashion. During the relaxation,

the transient absorption spectrum (given in the insets at the top) changes and the

dynamics can be accurately mapped. Triplet states can also be detected in this way

(e.g., by triplet-triplet absorption), but distinguishing singlet and triplet states is

challenging. In general, assignment of transient absorption bands to specific pro-

cesses is not an easy task and this is where theoretical simulations can help. It is in

principle possible to calculate the excited-state absorption during the simulation of

the dynamics. The bottleneck is caused by highly excited states which need to be

computed and this can be difficult even for sophisticated methods, especially if

accurate energetic differences are necessary in order to distinguish between all

possible absorption pathways.

As a final case, we mention fluorescence experiments, where the fluorescence

(excitation spectrum and fluorescence spectrum) of the excited-state population is

detected time-dependently (Fig. 3c). Although fluorescence can be simulated in

principle, the time scales are often beyond what can be investigated in quantum or

semiclassical on-the-fly dynamics calculations, and therefore theoretical studies

are rare.

In a nutshell, the description of the complex processes underlying photorelaxation

is very challenging and the corresponding simulation methods are subject to ongoing

developments. However, remembering all the pitfalls described above, extensive

connections between theory and experiment are already possible today and a detailed

picture of the photorelaxation dynamics of nucleic acids can be drawn.
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4 Photodynamics of Nucleobases

In this section we shall discuss and analyze the photodynamics of each of the five

DNA/RNA nucleobases in the gas phase, starting with the purine bases A and G,

followed by the pyrimidine bases C, T, and U.

For each nucleobase we start by briefly summarizing the available experimental

studies which report time scales and focus on the deactivation mechanism after

light irradiation. These results will then be compared to the outcome of the

theoretical studies. All relevant studies reporting excited-state dynamics simula-

tions in the gas phase are discussed in chronological order. An effort has been made

to compare the proposed relaxation paths and the CoIns encountered in the simu-

lations. Comparison between the studies is enabled by schematic overviews of the

proposed relaxation mechanisms. As the reader will soon recognize, different

methods provide different results, which sometimes complement each other but

sometimes conflict with each other. However, each dynamics method and each

electronic structure method has different benefits and drawbacks, and it is often

difficult to say which method is better. As such, each simulation contributes a small

piece to the puzzle and advances a little further the interpretation of the experi-

mental findings. An overall picture of the deactivation pathway for each nucleobase

is summarized at the end of each section, assigning wherever possible the experi-

mental time scales with the help of the molecular pathways obtained theoretically.

All in all, this section shows the current state of knowledge of the deactivation

processes occurring in isolated photoexcited DNA/RNA nucleobases.

4.1 Adenine

A is found in Watson–Crick pairs with T and U in DNA and RNA, respectively.

Together with G, it is a purine derivative and therefore exhibits qualitatively

different features compared to the pyrimidine bases C, T, or U. In water, A presents

two different tautomers (see Fig. 4), the 7H and 9H forms, but 7H-A is the minor

fraction with 15–23% of the population [51–55]. In the gas phase, 9H-A is the only

tautomer at biologically relevant temperatures [56], although some studies also find

7H-A in the gas phase when vaporizing at high temperatures [57]. Theoretically,

only the dynamics of the 9H tautomer has been investigated, and therefore by A we

refer henceforth to this tautomer.

4.1.1 Experimental Time Scales

Table 1 summarizes the experiments that report time scales for the deactivation

dynamics of A in the gas phase, specifying which pump and probe wavelengths

have been employed to this purpose. The papers are listed in chronological order
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and the time constants given in the corresponding publications have been classified

by us. As will be seen, in all nucleobases different deactivation time scales have

been found, typically spanning from femtoseconds to picoseconds, or even to

nanoseconds. In A, τ1 is assigned to constants below 100 fs, τ2 is considered for

hundreds of femtoseconds, and τ3 is a nanosecond time scale.

With this assignment in mind, all experiments show a fast deactivation (τ2)
within the range 0.5–2 ps. Additionally, most studies reported another, shorter

transient below 100 fs, while Ullrich et al. [60, 61] even observed a long-lived

component (τ3) on the nanosecond time scale.

4.1.2 Deactivation Mechanism

Table 2 collects all the theoretical studies aimed at understanding the excited state

deactivation dynamics of A in the gas phase. Figure 5 depicts schematically each of

the paths predicted by theoretical calculations. Note these qualitative schemes

collect several reaction coordinates in one dimension and are only intended for an

at-first-glance comparison of the proposed relaxation pathways. For more detailed

and precise information, the reader should consult the original reference. Colors

indicate electronic state character, and are used consistently for all nucleobases. A

color gradient indicates an adiabatic change of wavefunction character. If applica-

ble, triplet states are given as dotted lines. Important geometries encountered by

several studies are shown in Fig. 6. Atoms of characteristic geometrical features are

given in gold. We note that in the dynamics the system does not hop exactly at

the geometries shown, but at related geometries located on the same seam of

intersection.

The first excited-state dynamics study on gas phase A was conducted in 2008 by

Fabiano et al. [66] using TSH, three electronic states, and OM2/MRCI for the

Table 1 Experimentally observed decay times of A

Setup Time constants

References Yearλpump (nm) λprobe (nm) τ1 (fs) τ2 (fs) τ3 (ns)

267 n� 800 1,000 Kang et al. [58, 59] 2002, 2003

250–277 200 <50 750–2,000 1 Ullrich et al. [60, 61] 2004

267 2� 400 100 1,000 Canuel et al. [62] 2005

267 200 40 1,200 Satzger et al. [63, 64] 2006

262 n� 780 100 1,140 Kotur et al. [65] 2012

N
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N

N

H2N

H
9H

N

N
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N
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Fig. 4 The most important

tautomers of A. 9H-A is the

biologically relevant

structure
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underlying electronic structure calculations. They identified processes on two time

scales, which they assigned as τ1 and τ2. The fast time scale was described as the

relaxation of the initially populated bright ππ* state within 15 fs to a dark nπ* state
through the CoIn depicted qualitatively in Fig. 6a. The CoIn is characterized by an

Fig. 5 Schematic overview of the proposed relaxation mechanisms for A from the references:

(a) [66], (b) [67, 70, 71], and (c) [68] (left to right)

a S2=S1
∗=n ∗

ring torsion
(Dihedral between

ring planes)

c S1=S0
∗=cs

C2-puckered
(N3=C2 torsion)

b S1=S0

n ∗=cs
C6-puckered

(N1=C6 torsion)

Fig. 6 Geometries of important CoIns of A discussed in the text. The labels give the crossing

states (adiabatic and state character) and the main geometrical feature, which are highlighted by

golden atoms in the structures

Table 2 Excited-state nuclear dynamics studies for isolated A in the gas phase

Methodology Time constants

References YearDyn. El. Struct. τ1 (fs) τ2 (fs)

TSH OM2/MRCI 15 560 Fabiano et al. [66] 2008

TSH CASSCF(12,10)/MRCIS(6,4)a 22 538 Barbatti et al. [67] 2008

MF DFTB 1,050–1,360 Lei et al. [68] 2008

TSH TD-DFTB/B3LYP 120 11,000 Mitric et al. [69] 2009

TSH CASSCF(12,10)/MRCIS(6,4)a 440–770 Barbatti et al. [70] 2010

TSH CASSCF(10,8)/MRCIS(6,4) 530 Barbatti et al. [71] 2012

TSH OM2/MRCI 900 Barbatti et al. [71] 2012

TSH TD-DFTb �1,000 Barbatti et al. [71] 2012

Time constants correspond to those given in the respective papers, classified as τ1 (below 120 fs)

and τ2
aDifferent analysis of the same data
bFunctionals: CAM-B3LYP, B3LYP, BHLYP, M06-HF, PBE, and PBE0
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angle of about 15� between the planes of the two rings. Once in the nπ*, the
deactivation to the ground state takes 560 fs via the C6-puckered (nπ*/cs) CoIn,
which features an out-of-plane distortion of the amino group (Fig. 6b). The overall

path is depicted schematically in Fig. 5a.

In the same year, a TSH study based on CASSCF(12,10)/MRCIS(6,4) electronic

properties was conducted by Barbatti et al. [67]. Their obtained time constants,

τ1¼ 22 fs. and τ2¼ 538 fs, are very similar to those of Fabiano et al. [66] but

the details of the deactivation mechanisms differ slightly. As in Fabiano et al. [66],

the first constant arises from S2! S1 decay and the second constant is connected to
the S1! S0 decay. However, and in contrast to the previous study [66], the

CASSCF/MRCI-based dynamics employs the so-called C2-puckered CoIn

(Fig. 6c) as a major deactivation funnel. Note that even though the authors reported

S2! S1 transitions, the system always stays in the ππ* spectroscopic state.

Mean-field (MF) dynamics by Lei et al. [68] employing density functional-based

tight binding (DFTB) observed a strong influence of the excitation energy on the

relaxation path taken and hence on the relaxation times. Using an excitation energy

of 5.0 eV, they observed that the C6-puckered CoIn (Fig. 6b) is employed for

relaxation. The excited-state lifetime in this case was 1,050 fs (note that in this

mean-field dynamics only a single trajectory is computed). On the other hand,

excitation at 4.8 eV activates the channel through the C2-puckered CoIn (Fig. 6c),

with an excited-state lifetime of 1,360 fs. In both cases the initial ππ* state is

reported to change to an intermediate nπ* state before reverting to the ππ* state and
accessing the respective CoIn. Accordingly, the authors state that the final transition

back to the ground state happens always from the ππ* state (see Fig. 5c), even

though previous studies report the C6-puckered CoIn to be of nπ*/cs character.
Mitrić et al. [69] investigated the decay of photoexcited A using TD-DFTB-

based dynamics. Here, for the isolated nucleobase, a two-step relaxation process

was observed, including a fast S2! S1 transition with a time constant of 120 fs and

a slow deactivation back to the ground state within 11 ps. Unfortunately, since their

study mainly focused on the photodynamics of micro-solvated A, they did not

report on the details of the relaxation path taken by gas phase A.

In 2010, Barbatti et al. [70] published an overview article including all

nucleobases, where the previously reported dynamics simulation [67] for A was

reanalyzed in terms of the initial excitation energy of the trajectories. Here, a

monoexponential decay with a lifetime of about 770 fs was observed after

excitation at the band origin (low energy), which is equivalent to an excitation

wavelength of 267 nm. Increasing the excitation energy (250 nm) reduces the

excited-state lifetime to 440 fs. Despite the different time constant, no differences

in the mechanistic details of the relaxation were found for the different excitation

energies.

The latest dynamics simulations on gas phase A were also published by Barbatti

et al. [71] in a compendium paper which compared the results of dynamics

simulations based on different electronic structure methods. The simulations

showed that TD-DFT was unable to describe the ultrafast decay of excited A,

even though six different functionals were employed. In none of the TD-DFT-
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based dynamics ground state relaxation was observed, except for very high initial

energies. This is in strong contrast to the fast relaxation of A observed in the

experiments. TD-DFT fails to describe the fast relaxation due to an overstabi-

lization of planar distortions, which gives a general underestimation of the pucker-

ing modes. In contrast, OM2/MRCI and MRCIS dynamics show an ultrafast decay

(900 or 530 fs, respectively) although via different deactivation channels which

involve either puckering of the C6 atom (OM2/MRCI) or the C2 atom (MRCIS).

Comparisons of these results to reaction paths calculated at the CASPT2 and CC2

level of theory suggest that MRCIS underestimates the ease of C6 puckering,

whereas OM2/MRCI overestimates it [71].

4.1.3 Final Discussion

Most of the dynamics studies of A in the gas phase assign the shortest time constant

observed in the experiment (τ1 ) to S2! S1 or ππ*! nπ* transitions occurring

within the excited-state manifold. For the longer time constant τ2 the theoretically
predicted values [66–68, 70, 71] corresponding to ground state relaxation are in the

range 440–1,120 fs, which is slightly shorter than the average of the experimental

time constants. Nevertheless, given the good agreement, the assignment is plausi-

ble. The exception is provided by TD-DFT- [71] or TD-DFTB- [69] based TSH

dynamics, which predict a significantly longer excited-state lifetime than observed

experimentally, due to the limitations of these electronic structure methods to

describe the excited-state PEHs.

Despite the fact that the time constants predicted by MRCIS- and OM2/MRCI-

based dynamical studies [66, 67, 70, 71] are similar, the predominant relaxation

pathways obtained are different. Depending on the level of theory, either the state

character is preserved [67, 71], leading to the C2-puckered CoIn, or it changes to

nπ* [66, 71], leading to a decay via the C6-puckered CoIn. It remains unclear which

puckering motion is of major importance until on-the-fly dynamics simulations at a

more reliable level of theory become possible.

4.2 Guanine

G is another purine base; it is found in Watson–Crick pairs with C. G shows

36 different tautomers, of which the most important are shown in Fig. 7. Their

experimental detection is very sensitive to the setup [72–74]. The most stable

tautomers, 7H-keto-amino and 9H-keto-amino, show ultrafast decay. In DNA the

9H-keto-amino tautomer is dominant [75] and shows a first absorption band at a

maximum of 284 nm [76].

Excitation of Nucleobases from a Computational Perspective II: Dynamics 123



4.2.1 Experimental Observations

Table 3 collects the experimental decay times of G. Probably due to the large number

of tautomers and associated difficulties, only a small number of experiments deal

with the dynamics of photoexcited isolated G in the gas phase. The pump-probe

transient ionization experiments of Kang et al. [59] found a monoexponential decay

time of G after 267 nm excitation with a time constant of 800 fs in gas phase. Here,

the cross-correlation of the pump and probe pulses of 400 fs (see [77]) was probably

too large to find the second short component, which was observed later by Canuel

et al. [62]. The latter authors reported τ1¼ 148 fs and τ2¼ 360 fs.

4.2.2 Deactivation Mechanism

Table 4 gives an overview of the different theoretical studies investigating gas

phase dynamics of isolated G and Fig. 8 shows the corresponding deactivation

paths.

Table 3 Experimentally observed decay times of G

Setup Time constants

References Yearλpump (nm) λprobe (nm) τ1 (fs) τ2 (fs)

267 n� 800 800 Kang et al. [59] 2002

267 2� 400 148 360 Canuel et al. [62] 2005

Table 4 Excited-state nuclear dynamics studies for isolated G in the gas phase

G

Methodology Time constants

References YearDyn. El. Struct. τ1 (fs) τ2 (fs)

7H-e TSH-CP ROKS/BLYP Langer et al. [78] 2005

9H-k TSH-CP ROKS/BLYP 800 Doltsinis et al. [79] 2008

7H-k TSH-CP ROKS/BLYP 1,000 Doltsinis et al. [79] 2008

9H-k TSH OM2/MRCI(10,9) 190 400 Lan et al. [80] 2009

9H-k TSH CASSCF(12,9)/MRCIS(10,7)a 280 Barbatti et al. [70] 2010

9H-k TSH CASSCF(12,9)/MRCIS(10,7)a 224 Barbatti et al. [81] 2011

The first column gives the tautomer (k: keto, e: enol). Time constants correspond to those given in

the respective papers, classified as τ1 (below 100 fs) and τ2
aSame simulation, but different time constant reported
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Fig. 7 The most important tautomers of G. The biologically relevant form is the 9H-keto form
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The first dynamics study on G in the gas phase was reported by Langer et al. [78]

in 2005. The method used was a TSH approach coupled to Car–Parrinello dynamics

(TSH-CP), based on PEHs from restricted open-shell Kohn–Sham (ROKS) with the

BLYP functional. They investigated the possibility of O–H dissociation in the

excited state dynamics of 7H-enol G. Since this reaction involves a rather high

barrier, constrained dynamics was carried out in order to sample this barrier. It was

found that in the gas phase the barrier is about 0.54 eV and thus is likely to be

relevant only at high excitation energies. The abstraction of the hydrogen atom was

accompanied by a non-adiabatic change to the S0 state through an S1/S0 CoIn.
In 2008, Doltsinis et al. [79, 82] for the first time reported excited-state dynamics

of G focused on understanding the photodeactivation. Using the same method as in

[78], they reported a monoexponential decay for 9H-keto G with a time constant

of 800 fs. Here, the system first relaxes to the S1(ππ*) minimum before reaching

an S1/S0 CoIn, as shown schematically in Fig. 8a. The CoIn is characterized by C2

puckering and an N2–C2–C4–C5 dihedral angle of 97
� (see Fig. 9a). For the 7H-keto

tautomer the S1 minimum is very similar to the ground state minimum geometry.

The decay dynamics are mostly driven by distortions of the imidazole ring and out-

of-plane motions of the oxygen atom, resembling the oop-O6 CoIn which is given in

Fig. 9c for the 9H form. The excited-state population decays monoexponentially to

the ground state with a time constant of 1,000 fs.

b keto: S1=S0
∗=cs

C2-parallel
(N1=C2 torsion)

a keto: S1=S0
∗=cs

C2-perpendicular
(N1=C2 torsion)

c keto: S1=S0

n ∗=cs
oop-O6

(C6 pyramidalization)

Fig. 9 Geometries of important CoIns of G discussed in the text. The labels give the crossing

states (adiabatic and state character) and the main geometrical feature

Fig. 8 Schematic overview of the proposed relaxation mechanisms for 9H-keto G from (a) [79],

(b) [80], and (c) [81]. Note that different reaction coordinates can be implied in the

one-dimensional pictures
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Simulations based on TSH and the semi-empirical OM2/MRCI electronic struc-

ture method by Lan et al. [80] find two different deactivation channels for 9H-keto

G. The first channel involves the C2-parallel CoIn given in Fig. 9b, which is stated

to be responsible for a fast decay with a time constant of 190 fs. The second channel

leads through the C2-perpendicular CoIn, depicted in Fig. 9a. A 400 fs time constant

was reported for this pathway. The two CoIns are distinguished by the angle

between the C2–amino bond and the ring plane. This angle is much larger for the

C2-parallel CoIn than for the C2-perpendicular CoIn. Note that in this study the

relaxation mechanism involved only the excited ππ* state and the ground state (see
Fig. 8b), even though an nπ* state was included in the calculations.

In 2010, Barbatti et al. [70] published a TSH dynamics study based on the

correlated CASSCF(12,9)/MRCIS(10,7) level of theory. They reported

monoexponential decay for 9H-keto G with a time constant of 280 fs, caused by

a single and direct decay via the two C2-puckered CoIns (Fig. 9a, b). The authors

stated that both CoIns involve an ethylene-like twisting of the N1¼C2 bond, can be

reached barrierless from the FC region, and connect the ππ* state to the ground

state. A more detailed analysis of the same simulations [81] revealed a slightly

shorter time constant of 224 fs, which is a composite of a 97-fs delay and a 127-fs

monoexponential decay of the excited-state population. The main route of deacti-

vation follows the ππ* state towards the C2-parallel and C2-perpendicular CoIns

(Fig. 9a, b), which together account for 95% of all hops. Only 5% of the trajectories

showed instead a transition to the nπ* state, followed by out-of-plane motion of the

oxygen atom, leading to the S1/S0 oop-O6 CoIn (Fig. 9c).

4.2.3 Final Discussion

For G, less experimental and theoretical studies focused on the gas phase excited-

state dynamics are available compared to the rest of the nucleobases.

The existing literature identifies G as the nucleobases showing the fastest relax-

ation to the ground state. Experimentally, a sub-picosecond decay is reported, which

is also reproduced by all dynamics simulations. While the ROKS-based study [79] is

consistent with the experimental transients of Kang et al. [59], the more recent

simulations employing OM2/MRCI [80] or CASSCF/MRCIS [70, 81] show good

agreement with the time constants of Canuel et al. [62]. All studies agreed on the

dominance of the direct ππ*! S0 pathway, accessing the C2-puckered CoIns. Relax-

ation involving the nπ* state is likely to be of minor importance.

Based on the simulations of Doltsinis et al. [79], the 9H and 7H tautomers of

G are expected to show decay on a very similar time scale. Nevertheless, in order

to clarify the involvement of the 7H tautomer in the photodynamics of G,

additional dynamics simulations based on reliable electronic structure methods

are necessary.
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4.3 Cytosine

C is a pyrimidine derivative, in contrast to A and G. In Watson–Crick pairs, C is

hydrogen bonded to G. C can exist in different tautomers, which are shown in

Fig. 10. The relative stability of the tautomers depends on the environmental

conditions. While in DNA and in aqueous solution C only exists in the 1-H-keto-

amino form (henceforth denoted as keto), in the gas phase other tautomers have

been detected. A microwave spectroscopic study by Brown et al. [83] found a

tautomer ratio of 0.44:0.44:0.12, for the keto, the enol-amino (enol), and the keto-

imino (imino) tautomers, respectively. Tautomers other than keto, enol, and imino

are very high in energy and have not been detected in the experiments. They are not

discussed in the following. Two other matrix isolation infrared studies obtained

ratios of 0.32:0.65:0.03 [84] and 0.22:0.70:0.08 [85]. Since the absorption spectra

of the three tautomers overlap, it is expected that in gas phase experimental studies

the signals of these three tautomers are measured simultaneously, giving rise

to several time constants or effective time constants and making the assignment

of time scales exceptionally difficult. For this reason, theoretical studies can be

particularly helpful in assisting with the interpretation of the available time-

resolved spectra. However, as will be discussed below, most theoretical gas phase

studies have been focused only on the keto form, most likely because it is the

biologically relevant tautomer. In the following, if no tautomer form is explicitly

given, the keto form is implicitly assumed.

4.3.1 Experimental Observations

There are a number of experimental studies that have measured the excited-state

lifetimes of C in the gas phase. Table 5 lists the exponential decay time constants

reported in these studies. In most experiments a single pump wavelength [59, 61,

62, 65] has been used. Kosma et al. [86] and Ho et al. [87] employed arrays of

excitation wavelengths ranging from 260 to 300 nm.

Generally, most of these papers report a time constant of about 1 ps (τ2) and a

longer time constant of several ps (τ3). Interestingly, the shorter constant is present
at all excitation wavelengths, but the longer time constant strongly increases with

increasing excitation wavelength and vanishes for λpump> 290 nm. Besides these

two time constants, some studies resolved another, very short decay constant (τ1).
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Fig. 10 The six possible tautomers of C. The 1H-keto-amino form is found in DNA
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In order to disentangle the deactivation pathways of each of the tautomers, Ho

et al. [87] also carried out experiments for 1-methyl-C and 5-fluoro-C. In the former

molecule, which cannot tautomerize to the enol form, they found essentially the

same values for τ2 as in C but the longer time scale τ3 disappears. In 5-fluoro-C

(which assumes the enol form), the dynamics was completely dominated by τ3.

4.3.2 Deactivation Mechanism

Table 6 reports a comprehensive list of all the excited-state dynamical studies

performed in isolated C in the gas phase and Fig. 11 depicts schematically all the

proposed mechanisms. They will be discussed in chronological order in the

following.

Table 5 Experimentally observed decay times of C

Setup Time constants

References Yearλpump (nm) λprobe (nm) τ1 (fs) τ2 (fs) τ3 (ps)

267 n� 800 3.2 Kang et al. [59] 2002

250 200 <50 820 3.2 Ullrich et al. [61] 2004

267 2� 400 160 1.86 Canuel et al. [62] 2005

260–290 3� 800 200–100 3,800–1,100 up to 150 Kosma et al. [86] 2009

260–300 3� 800 200–1,200 2.7–45 Ho et al. [87] 2011

262 n� 780 50 240 2.36 Kotur et al. [65] 2012

Table 6 Excited-state nuclear dynamics studies for isolated C in the gas phase

C

Methodology Time constants

References YearDyn. El. Struct. τ1 (fs) τ2 (fs) τ3 (ps)

k TSH-

CP

ROKS/BLYP 700 Doltsinis et al. [79] 2008

k FMS CASSCF(2,2) √ Hudock et al. [88] 2008

k TSH OM2/MRCI 40 370 Lan et al. [89] 2009

k TSH AM1/CI(2,2) Alexandrova et al. [90] 2010

k TSH CASSCF(12,9) √ √ González-Vázquez et al. [91] 2010

k TSH CASSCF

(14,10)

9 527 3.08 Barbatti et al. [70, 92] 2010, 2011

k SHARC CASSCF(12,9) √ Richter et al. [93] 2012

k TSH CASSCF(12,9) √ Nakayama et al. [94] 2013

e TSH CASSCF(10,8) √ Nakayama et al. [94] 2013

i TSH CASSCF(12,9) √ Nakayama et al. [94] 2013

k SHARC CASSCF(12,9) 7 270 Mai et al. [45] 2013

e SHARC CASSCF(12,9) 40 1.9 Mai et al. [45] 2013

The first column gives the tautomer (k: keto, e: enol, i: imino). Time constants correspond to those

given in the respective papers, classified as τ1 below 100 fs, τ2 below 1 ps, and τ3 above 1 ps. A

checkmark indicates that the authors discussed processes on these time scales without giving

explicit values
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The first dynamics simulation for keto C was reported by the group of Doltsinis

[79] in 2008, who employed the TSH methodology coupled to Car–Parrinello

dynamics (TSH-CP). The underlying electronic structure calculations were

performed with restricted open-shell Kohn–Sham (ROKS) [79] and the BLYP

functional and included only the ground and first singlet excited state, which is of

ππ* character. The authors observed a monoexponential 700 fs lifetime of the

excited state, in good agreement with the 820 fs transient observed experimentally

by Ullrich et al. [61]. For the S1 state no change of character was observed, as the

ππ* state was the only excited state involved in the calculations. The qualitative

picture of the dynamics is summarized in Fig. 11a. The main relaxation mechanism

involved variations of the C5¼C6 bond length and the H5–C5¼C6–H6 dihedral [82],

as shown for the so-called C6-puckered CoIn in Fig. 12a.

In the same year, Hudock et al. [88] performed an AIMS study in keto C based

on CASSCF(2,2) calculations, also restricted to the ground and the first excited

state. This two-state treatment does not allow a description of three-state CoIns,

which had been suggested by Matsika and coworkers using quantum chemical

calculations [95], but, based on [96], it was argued [88] that these CoIns are

energetically inaccessible and therefore two states should suffice to describe the

dynamics of C. As a first step in the dynamics, an adiabatic change of character

from ππ* to either nNπ* or nOπ* is predicted within the first 100 fs. Most of the

population (65%) relaxed within 1 ps through a CoIn where nNπ* and ground state

cross. This CoIn features a strong out-of-plane distortion of the amino group, and

hence it is denoted as oop-NH2 CoIn in the following (see Fig. 12b). A smaller

number of basis functions also relaxed through the C6-puckered CoIn (Fig. 12a) or

Fig. 11 Schematic overview of the proposed relaxation mechanisms for keto C from (a) [79, 89],

(b) [88], (c) [91], (d) [92], (e) [93], (f) [94], and (g) [45]. Note that different reaction coordinates

can be implied in the one-dimensional picture
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the semi-planar CoIn (Fig. 12c). The latter CoIn connects the nOπ* with the ground
state and shows a bond inversion of the C4¼N3–C2¼O moiety, with stretching of

the C4¼N3 and C2¼O bonds and compression of the N3–C2 bond. Despite the fact

that this study only considered two electronic states, it already reveals that keto C

can follow a number of different pathways after excitation. Figure 11b summarizes

the most prevalent: the relaxation from ππ* to the nOπ* state, from which the

system changes to the nNπ* character adiabatically (indicated by a color gradient)

and later decays to the closed-shell ground state through the nNπ*/cs CoIn.
One year later, Lan et al. [89] published a TSH study based on the semiempirical

OM2/MRCI electronic structure method, including three electronic states – ground

state, ππ*, and nπ*. For most trajectories the initial state was S1; however, since at
the Franck–Condon region both ππ* and nπ* states are very close, for some

geometries the bright ππ* state corresponded to S2, as explained in Sect. 3. They

obtained two time constants, τ1¼ 40 fs for the S2! S1 decay and τ2¼ 370 for the

S1! S0 relaxation. The second time constant is too short – as the authors state –

compared to the experimental value of 820 fs [61], but they ascribe the error to the

approximations made in the calculations. Interestingly, even though the simulations

included both the ππ* and nπ* states, the system exclusively relaxes to the ground

state through the ππ*/cs C6-puckered CoIn (Fig. 12a), and the nπ* state was not

reported to play a major role in the dynamics. Overall, this is a very similar

mechanism to the one proposed by Doltsinis et al. [79] (see Fig. 11a), even though

the time constants of Doltsinis et al. and Lan et al. differ by a factor of 2.

Alexandrova and coworkers [90] performed TSH simulations based on semiem-

pirical AM1/MRCI(2,2) calculations on several nucleosides and DNA fragments,

and also on isolated keto C. While they give time constants of 60–120 fs for

cytidine, unfortunately, no time constants are reported for C. In their simulations,

most of the trajectories relaxed with an out-of-plane motion of the C4 atom, which

might correspond to the oop-NH2 CoIn shown in Fig. 12b. They also observed a

very large stretch of the N1–C2 bond at hopping geometries.

Later TSH studies on C were done using CASSCF electronic structure calcula-

tions with relatively large active spaces. The first of these studies was carried out

by our group [91] using CASSCF(12,9) PEHs, four singlet states, and a total

a keto : S1=S0
∗=cs

C6-puckered
(C5=C6 torsion)

b keto : S1=S0

nN ∗=cs
oop-NH 2

(N3=C4 torsion)

c keto : S1=S0(=S2)
nO ∗=cs

semi-planar
(bond inversion)

Fig. 12 Geometries of important CoIns of keto C discussed in the text. The labels give the

crossing states (adiabatic and state character) and the main geometrical feature. The geometry of

the semi-planar CoIn shwon in figure part c is similar to the three-state CoIn mentioned in the text
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propagation time of 200 fs. After this time, it was found that 35% of the trajectories

of keto C had already returned to the ground state, while 10% were trapped in the

S2. The former pathway was assigned as responsible for the fast (τ1) experimentally

observed transients and the latter for the slower transients (τ2), although no decay

constants were calculated because of the short propagation times. These calcula-

tions were superseded in later publications [45, 93], but very importantly in this

work it was shown that the three-state CoIn reported much earlier by static

calculations [95, 96] is a key ingredient in the deactivation pathway of C. At this

CoIn the ππ*, nOπ* and ground state intersect. The geometry of this CoIn is

comparable to the semi-planar nOπ*/cs CoIn (Fig. 12c), with additional pyramida-

lization of the C6 atom [95]. The deactivation channel involving the semi-planar

CoIn and the nearby three-state CoIn is shown qualitatively on the left side of

Fig. 11c. The simulations [91] also found a decay pathway through the C6-puckered

CoIn (Fig. 12a), where deactivation was slightly slower than through the semi-

planar CoIn. The path to this CoIn is shown on the right side of Fig. 11c.

The later work of Barbatti et al. [70, 92] on keto C, based on TSH simulations

built on CASSCF(14,10) calculations, reports three time constants, τ1¼ 9 fs,

τ2¼ 527 fs, and τ3¼ 3.08 ps, as a result of a triexponential fit of the ground state

population of the first 1.2 ps. The time constants are in quite good agreement with

those reported experimentally in [59, 61]; however, they represent the average over

several different relaxation pathways. Similar to González-Vázquez et al. [91], the

authors of [70, 92] find that the semi-planar CoIn (Fig. 12c) is the most relevant.

During the first 10 fs, 16% of the ensemble returned to the ground state through this

CoIn. Also, for later times, the main decay pathway involves the semi-planar CoIn,

as indicated on the left side of Fig. 11d. Additional minor pathways involve either a

switch to the nNπ* state and a relaxation through the oop-NH2 CoIn (Fig. 12b) or a

recrossing to the ππ* state with subsequent decay through the C6-puckered CoIn

(Fig. 12a). Both paths are represented on the right side of Fig. 11d.

The first study to include triplet states in the dynamics was performed in our

group [93] in 2012 using the SHARC methodology. The simulations were done using

CASSCF(12,9), as in [91], but propagating for 1 ps. A detailed analysis of the

multiple pathways among the adiabatic states is done – most of them with time

constants below 100 fs. After 1 ps, 90% of the ensemble returned to the ground state,

as in the simulations of Barbatti et al. [92]. The reported hopping geometries also

showed similarities with the C6-puckered and semi-planar CoIns (Fig. 12a, c), but

not with the oop-NH2 CoIn. In this sense, the radiationless IC pathways involved the

ππ* and nOπ* states, as in our previous study [91]. Accordingly, Fig. 11e is the same

for the singlet deactivation as Fig. 11c. However, and very interestingly, the

remaining 10% of the ensemble underwent ISC on a sub-picosecond time scale.

The doorway state is S1(nOπ*), which interacts with the 3ππ* and 3nπ* states.

According to the CASSCF on-the-fly calculations, ISCwas found primarily between

the S1 and T2 states. Subsequent triplet IC leads to the T1 minimum, where the

trajectories get trapped for the remainder of the simulations. This is also illustrated in

Fig. 11e.
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Up to this point, all the papers discussed have been concerned only with the keto

form of C. However, as mentioned above, in the gas phase several tautomeric forms

coexist, with the keto, enol, and imino tautomers being the most important. Thus, a

comprehensive analysis of the reported experiments requires one to study the

dynamics of the enol and imino tautomers as well. This fact was recognized in

2013 when two papers covering several tautomers were published [45, 94].

Nakayama et al. [94] performed TSH simulations on the keto, enol, and imino

forms of C, taking into account only singlet states. For keto and imino, they used

CASSCF(12,9) electronic structure calculations, while, for the enol tautomer,

CASSCF(10,8) was employed. They found that the imino tautomer clearly shows

the fastest decay of the three tautomers, with all trajectories returning to the ground

state in less than 200 fs. The keto form showed a slower relaxation – 85% of the

ensemble relaxed within 1 ps, which is comparable to the results obtained by

Barbatti et al. [92] and Richter et al. [93]. The slowest decay was observed for

the enol form, where only 10% of the population relaxed in the first ps. The

assignment of intermediate time constants to keto and long time constants to enol

is consistent with the experimental results of Ho et al. [87]. Nakayama et al. [94]

showed that each tautomer relaxes through different pathways. The fast relaxation

of the imino form is mediated by the rotation of the imino-hydrogen, as shown in

Fig. 14a. This process is accompanied by a change of character to πN8
π� (see

Fig. 13a). Since the hydrogen atom is very light and there is no barrier, the

relaxation is extremely efficient. In keto C, the authors find a strong predominance

of the route involving the semi-planar CoIn (Fig. 12c), in agreement with similar

previous CASSCF studies [91–93]. They also found a small number of trajectories

relaxing via nNπ* through the oop-NH2 CoIn, but no relaxation via ππ* through the
C6-puckered CoIn (see Fig. 11f). For the enol form, they found a fast relaxation

from the FC region (ππ*) to the nπ* minimum. A small number of trajectories

relaxed through two CoIns: the first is also of oop-NH2 type (Fig. 14b) and the

second is termed CN-twist CoIn, since it involves a puckering of N1 and C6

(Fig. 14c). The initial relaxation to the nπ* minimum and the two decay pathways

are depicted in Fig. 13b.

The most recent study covering different C tautomers has been conducted by our

group [45], including both singlet and triplet states, by means of the SHARC method.

Fig. 13 Qualitative overview over the proposed relaxation mechanisms for enol and imino C from

the studies (a, b) of Nakayama et al. [94] and (c) of Mai et al. [45]
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The simulations considered the keto and the enol forms of C. For the keto tautomer,

time constants of τ1¼ 7 fs and τ2¼ 270 fs were obtained. These time constants

included both decay paths to the S0 ground state and the deactivation into the T1
minimum, explaining the smaller time constants compared to the other CASSCF

dynamics simulations [91, 92]. For enol, a long time constant of 1,900 fs was found,

which can be assigned to τ3. In the enol form, ISC was observed with very low

efficiency and hence no time constant related to ISC was stated. The IC pathways of

keto C were basically the same as in the study by Nakayama et al. [94]. The most

important CoIn was the semi-planar one (Fig. 12c), but the oop-NH2 CoIn

(Fig. 12b) also played a significant role. In contrast, the C6-puckered CoIn was

unimportant in the dynamics. The ISC pathways are in general agreement with the

ones previously calculated by Richter et al. [93]. The S1(nOπ*) state is the precursor
of the triplet states and ISC takes place mainly to the T2 (

3nπ*) state, with higher

efficiency when T1 and T2 are very close and mix. This mixing increases the

otherwise small spin-orbit couplings between S1 and T2. The IC and ISC pathways

are shown schematically in Fig. 11g. For enol, the dynamics observed is similar to

that reported by Nakayama et al. [94]. However, Mai et al. found that the CN-twist

CoIn (Fig. 14c) is the major relaxation funnel while the oop-NH2 CoIn (Fig. 14b)

plays a secondary role. Additionally, we found a rapid ππ*! nπ* transition with a

time constant of 40 fs. ISC in the enol form was found to be much slower than in the

keto tautomer, since the singlet-triplet gaps were larger. Additionally, SOCs in

the enol form were considerably smaller than in the keto due to the protonation of

the oxygen atom.

4.3.3 Final Discussion

Based on the considerable body of dynamical studies on C, the experimentally

observed time constants can be assigned as follows.

The imino tautomer decays fastest according to Nakayama et al. [94]. CASSCF

dynamics found a barrierless deactivation path involving the torsion of the imino

group. The more accurate CASPT2 predicts the same path, lending high credibility

b enol : S1=S0

N3
∗=cs

oop-NH 2

(N3=C4 torsion)

c enol : S1=S0

nN1
∗=cs

CN-twist
(N1–C6 torsion)

a imino : S1=S0

nN8
∗=cs

imino-twist
(C4=N8 torsion)

Fig. 14 Geometries of important CoIns of enol and imino C discussed in the text. The labels give

the tautomer, crossing states (adiabatic and state character) and the main geometrical feature
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to the results concerning the imino form. Thus, at least part of the fastest time

constants (τ1) obtained in the gas phase experiment could be explained by the decay

of imino C, while this tautomer should not contribute to τ2 and τ3.
The enol form shows the slowest decay. Thus, it is tempting to assign the slowest

experimental time constants to this tautomer. Indeed, the experiments of Kosma

et al. [86] and Ho et al. [87] give evidence that the slowest transient vanishes for

excitation wavelengths above 280 nm. Above this wavelength, the enol tautomer is

no longer excited, explaining the vanishing transient. Additionally, 1-methyl-

cytosine [87] – which does not possess the enol form – also does not show a slow

transient, reinforcing the idea that the enol tautomer contributes to τ3. However, as
pointed out by Nakayama et al. [94], the decay mechanism found in the dynamical

studies is debatable, since CASSCF dynamics predicts decay via the oop-NH2 CoIn

(Fig. 14b) but static CASPT2 calculations show a rather high barrier for this CoIn.

Instead, CASPT2 [94] favors decay through a CoIn analogue to the C6-puckered

CoIn of the keto form (Fig. 12a). Dynamics simulations based on CASPT2 elec-

tronic properties would be required to confirm this hypothesis. The simulations on

this tautomer also show a fast component which might also contribute to τ1. Indeed,
unpublished experimental work focusing on the transients of fragment ions specific

to the enol tautomer found a transient on the 10 fs time scale (Weinacht TC (2013).

Private communication).

Finally, according to all the dynamics simulations performed, it seems clear that

the keto form is responsible for the intermediate τ2 time constant, although it also

contributes to τ1. It is unclear whether the keto form also contributes to the τ3
transient. Interestingly, although most dynamical studies predict qualitatively

correct time constants, the proposed mechanistic details differ dramatically –

illustrating the importance of the choice of the level of theory. The mechanisms

proposed are clearly grouped according to the electronic structure method used.

The dynamical studies based on CASSCF employing relatively large active spaces

[45, 91–94] predicted the semi-planar CoIn to be the most important pathway for

ground state relaxation, while those based on OM2/MRCI [89] or ROKS/BLYP

[79] favored the C6-puckered CoIn. Indeed, high-level static investigations

[94, 97, 98] also predict the C6-puckered CoIn to be responsible for the fast

decay of keto C. Since this CoIn involves changes at the C5 and C6 (recall

Fig. 12a), substitution at C5 should modify the time scales. Indeed, experiments

carried out with 5-substituted cytosine derivates [4] show sensitivity of excited-

state lifetimes, confirming the role of this CoIn in the deactivation of the keto form.

In addition to the deactivation pathways in the singlet manifold, the studies

based on SHARC [45, 93] showed that ISC from the singlet to the triplet states is of

ultrafast nature and contributes to τ2. This illustrates that τ2 is actually an average of
a number of processes, including ground state relaxation via multiple pathways and

ISC. Following ISC, the population gets trapped in the lowest triplet state and ISC

from T1 to S0 then provides an explanation for the nanosecond transient observed

by Nir et al. [99]. One should note that the proposed ISC mechanism found in

the dynamics [45, 93] differs from the mechanism given by static calculations

[100, 101]. While the static approach predicted the 1ππ* state to be the precursor of
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the triplet states, the dynamics showed instead that 1nπ* might be the doorway state.

Experimentally [4], there is evidence for ISC originating from 1nπ*. The main

argument is that the 1ππ* population decays too quickly to the ground state for ISC
to occur from 1ππ* [102].

4.4 Thymine

Like C, T is a pyrimidine derivative. In Watson–Crick pairs it is found attached to

A. In RNA it is substituted by U, which is structurally similar, but lacks the methyl

group in the 5-position. Although T can also exist in either keto (lactam) or enol

(lactim) forms, the keto is the most stable and predominates both in the gas phase

and in solution; therefore, here T always refers to the keto form.

From the dynamical point of view, T is believed to be the nucleobase with the

slowest relaxation upon photoexcitation [59, 62].

4.4.1 Experimental Observations

Table 7 collects all the experimentally observed gas phase time scales. Up to four

different time scales have been reported in T. Several studies [59, 61, 62, 105]

report a time constants of several picoseconds (5–7 ps). In others [61, 62, 105]

additional shorter time constants in the sub-picosecond region are found in the

excited-state decay of T. Kang et al. [59] and Samoylova et al. [105] also observed a

weak component in the 100 ps [59] or nanosecond [105] region. This is supported

by He and coworkers [103, 104], who found a 22 ns decay.

4.4.2 Deactivation Mechanism

Table 8 collects all the excited-state dynamical studies performed in T in the gas

phase and Fig. 15 summarizes the proposed mechanisms.

The first dynamics simulation on T was reported by Hudock et al. [46] in 2007.

Their simulations employed the FMS methodology, coupled to CASSCF(8,6)

calculations. This is one of the few papers where an effort is made to make an

explicit connection to the experimental results by simulating a time-resolved

photoelectron spectrum. The authors reported that, during the first 500 fs, the

system relaxes from the FC region to an S2 minimum. Based on their simulations

the authors stated that the shortest time constant in the experiment (τ1) might be

connected to the time the system takes to arrive at the minimum. Even though the

study did not extend beyond 500 fs simulation time, they suggested that the

experimentally observed picosecond decay might be related to S2! S1 transfer.

The S2 minimum was characterized by a stretching of the C5¼C6 and C4¼O4 bonds,

relative to the FC geometry, and by pyramidalization of the C6 atom (see Fig. 1 for
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atom numbering). The geometry of the minimum is qualitatively depicted in

Fig. 16a. A summary of the reported pathways is given schematically in Fig. 15a.

In their 2009 study based on TSH and the semi-empirical OM2/MRCI method,

Lan et al. [89] observed a very fast S2! S1 decay (17 fs) and a slower S1! S0 one
(420 fs), which correspond to τ1 and τ2, respectively. The slower time constant fits

well with the 490 fs time constant of [61]. No explanation was offered, however, for

the 5–7 ps time constants observed in many of the experimental studies [59, 62,

105]. The two relaxation paths are described as follows; see Fig. 15b. The fast

relaxation of S2(ππ*) through a CoIn to S1 operates via a planar geometry, which

differs only slightly from the S2 minimum (Fig. 16a) with a bond inversion of the

C6¼C5-C4¼O4 moiety. The second and slower relaxation step is mediated by two

different CoIns. In the major path, after the hop to S1, the system changes to nπ*
character, which induces strong out-of-plane motion of the O4 atom. This motion

led to the oop-O4 CoIn (Fig. 16b), which connects the nπ* state with the ground

state. A smaller number of trajectories (19%) relaxed via the direct ππ*!GS path,
without intermediate change to nπ* character. These trajectories decay via another

Table 8 Overview over excited-state nuclear dynamics studies for isolated T in the gas phase

Methodology Time constants

References YearDyn. El. Struct. τ1 (fs) τ2 (fs) τ3 (ps)

FMS CASSCF(8,6) √ Hudock et al. [46] 2007

TSH OM2/MRCI 17 420 Lan et al. [89] 2009

TSH CASSCF(10,8) 100 2.6 Szymczak et al. [106] 2009

Barbatti et al. [70] 2010

TSH CASSCF(8,6) √ √ Asturiol et al. [107] 2009

vMCGb CASSCF(8,6) Asturiol et al. [108] 2010

TSH AM1/CI(2,2) Alexandrova et al. [90] 2010

3d-QD TDDFT/PBE0 √ Picconi et al. [109] 2011

MCTDH, HLVC modela √ Picconi et al. [109] 2011

TSH CASPT2(2,2) 400 Nakayama et al. [110] 2013

Time constants reported in the papers are given; a checkmark indicates that the authors discussed

processes on these time scales without giving explicit values (classification: τ1 below 100 fs, τ2
below 1 ps, τ3 above 1 ps)
aHarmonic linear vibronic coupling
bVariational multi-configurational Gaussians (an MCTDH variant)

Table 7 Experimentally observed decay times of T

Setup Time constants

References Yearλpump (nm) λprobe (nm) τ1 (fs) τ2 (fs) τ3 (ps) τ4 (ns)

267 n� 800 6.4 >0.1 Kang et al. [59] 2002

250 200 <50 490 6.4 Ullrich et al. [61] 2004

267 2� 400 105 5.12 Canuel et al. [62] 2005

250 220 22 He et al. [103, 104] 2003, 2004

250 220 100 7 >1 Samoylova et al. [105] 2008
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CoIn, characterized by a strong out-of-plane displacement of the methyl group

(Fig. 16c).

Fig. 15 Qualitative overview over the proposed relaxation mechanisms for T from the studies

(a) [46], (b) [89], (c) [106], (d) [107], (e) [109], and (f) [110]

a S2 minimum
∗

(bond inversion and
C6 pyramidalization)

b S1=S0

n ∗=cs
oop-O4

(C4 pyramidalization)

c S1=S0
∗=cs

oop-CH3

(C5=C6 torsion)

d S2=S1
∗=n ∗

(C6 puckering and
short C4=O4)

Fig. 16 Geometries of important CoIns and minima of T discussed in the text. The labels give the

crossing states (adiabatic and state character) and the main geometrical feature
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In the same year, Szymczak et al. [70, 106] performed TSH simulations based on

CASSCF(10,8). As in the study of Hudock et al. [46], here the slow relaxation of T

is found to be primarily related to the trapping of the system in the minimum of the

S2 state (πOπ* character). Two time constants were reported [106]: τ1¼ 100 fs,

attributed to the initial fast relaxation from the FC region to the S2 minimum, and

τ2¼ 2.6 ps for the S2! S1 decay. Also in agreement with Hudock et al. [46], they

described the S2 minimum geometry with bond inversion of the C6¼C5–C4¼O4

moiety (Fig. 15a). Because the barrier separating the S2 minimum and the S2/S1
CoIn is rather high at the CASSCF level of theory, IC to S1 is slow. Only after the

system surmounts the barrier does IC quickly proceed to S1. The S2/S1 CoIn

(crossing of ππ* and nπ*) is characterized by a shortening of the C4¼O4 bond

and puckering of C6 (Fig. 16d). After the IC process, the system further relaxes

towards the nπ* region of the PEH, and is possibly trapped again before ground

state relaxation can take place. Consequently, only a small number of trajectories

relaxed to the ground state within 3 ps. The additional slow step S1! S0 could

explain the discrepancy between the simulated time constant of 2.6 ps and the

experimental 5–7 ps time constants. Szymczak et al. reported that ground state

relaxation could involve either the ππ*/S0 or nπ*/S0 crossing regions, but they did

not discuss the geometries involved, so that a connection to the geometries

discussed above is not possible. The deactivation paths proposed by Szymczak

et al. [106] are summarized in Fig. 15c: trapping in the ππ* minimum, transfer to

nπ*, and ground state relaxation involving high barriers.

Asturiol et al. [107, 108] found two deactivation paths based on their TSH

dynamics employing CASSCF energies. Since at the CASSCF level of theory the

S2 ππ* minimum is separated from the CoIn by a barrier (which is not present at

CASPT2 level [107]), they started the trajectories instead at the transition state

between the minimum and the CoIn. Hence, their simulation does not include the

initial trapping observed by Hudock et al. [46] and Szymczak et al. [106]. After

going through the S2/S1 CoIn within 60 fs, the ensemble splits up, with some

population continuing towards the ππ*/S0 CoIn (oop-CH3, Fig. 16c), and some

going to the nπ* state, finally reaching the nπ*/S0 CoIn after some time. The latter

CoIn was characterized by a long C4¼O4 bond, but no pyramidalization of the C4

atom was mentioned. These results are shown schematically in Fig. 15d. They also

noted that, at CASPT2 level of theory, there should be an additional, direct path

from the FC region to the oop-CH3 CoIn (without trapping in the S2 minimum),

which is not well described with CASSCF. On these grounds they proposed that the

fast decay components (τ1 or τ2) are due to the direct path and the slow component

(τ3) is due to the indirect path which involves S2 trapping.
The second study by Asturiol et al. [108] strives to characterize the S1/S2 CoIn

seam in order to investigate the efficiency of entering the nπ* state coming from the

ππ* state. Using the variational multi-configurational Gaussians method in

39 DOFs (also based on CASSCF energies), they analyzed the intersection seam

of S1 and S2 at regions of different topology. There is a region where the CoIn shows
a peaked topology and the ππ* character is preserved when passing the CoIn, and

there is a region with a sloped topology allowing population transfer to nπ*.

138 S. Mai et al.



Depending on the initial momentum when approaching the seam, either region can

be entered, leading to different photophysical products.

In 2010, another TSH study based on AM1/CI(2,2) semiempirical calculations

was published by Alexandrova et al. [90]. As with C, no time constants for isolated

T were provided as they focused primarily on nucleosides. For thymidine, the times

constants calculated are between 30 and 110 fs. They reported that the relaxation

mechanism of T is dominated by ring puckering paths, with puckering at C4 being

the most important mechanism.

The work by Picconi et al. [109] focused exclusively on the ππ*! nπ* relax-

ation path (see Fig. 15e). They conducted two types of simulations, the first being a

QD study in three dimensions, with PEHs based on TD-DFT with the PBE0

functional. Within this reduced-dimensionality model, the nπ* state was already

populated within the first 50 fs, in contrast to the findings of Hudock et al. [46],

Szymczak et al. [106], and Asturiol et al. [107]. The second simulation of Picconi

et al. [109] employed the MCTDH method. The PEHs were calculated with the

harmonic linear vibronic coupling model [111] fitted to TD-DFT energies. These

calculations agreed with the 50 fs transfer to the nπ* state found in the QD

simulations. The authors explained the faster ππ*! nπ* transfer as compared

to the CASSCF-based dynamical studies with the smaller nπ*� ππ* energy gap

predicted by TD-DFT.

The most recent dynamics study on T has been performed by Nakayama

et al. [110] in 2013. In this paper they reported the first dynamics based on accurate

CASPT2 energies and gradients for a nucleobase, although with a small CAS(2,2)

active space. To assess the quality of the CASPT2(2,2) calculations, every 50 fs

the energies at the current geometry were recalculated with CASPT2(12,9). These

calculations showed that the nπ* state is above the ππ* state throughout the

simulation. Moreover, NACs were not included in the simulation, so the authors

were only able to follow the dynamics on the ππ* state until the system reached the

ππ*/S0 interaction region, without the possibility of actually hopping to the ground

state surface. Interestingly, these calculations showed that in the gas phase the

system is not trapped in the ππ* state, since at CASPT2 level the ππ* state does not
exhibit a minimum. Instead (see Fig. 15f), the trajectories directly reach the ππ*/S0
CoIn (oop-CH3, Fig. 16c) after an average of 400 fs. Because the calculations did

not include NACs, this time should be considered only a lower bound on the decay

time constant (the trajectories could “miss” a hop and stay on the S1 PEH for a

longer time). It should also be noted that, because the simulation included only

10 trajectories and the active space is not flexible enough, it is uncertain whether

additional CoIns could be involved in the excited-state dynamics of T.

4.4.3 Final Discussion

In T, much of the theoretical effort involving dynamics simulations has been

devoted to studying the interplay of the excited ππ* and nπ* states. The available

studies can be classified in two groups, depending whether the S2 minimum is
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involved or not. The first group includes all CASSCF-based dynamics studies

[46, 106, 107], where trajectories quickly relax to the S2 ππ* minimum and get

trapped for a considerable amount of time. After leaving the minimum well, the

trajectories proceed to the nπ* state, from where they eventually decay to the

ground state [106]. In the second group [89, 109, 110], photoexcited T does not

get trapped in the ππ* minimum. However, none of the latter dynamics simulations

provide an explanation for the experimentally observed 5–7 ps time constant (τ3).
By combining the findings of dynamics and CASPT2 static calculations, Asturiol

et al. [107] proposed that the biexponential decay could be explained by the

bifurcation of the ensemble into a fast, direct relaxation path on the ππ* state

towards the oop-CH3 CoIn and a slower, indirect path involving the nπ* state.

A conclusive description of the excited-state dynamics thus might necessitate

large-scale dynamics simulations based on highly accurate PEHs, e.g., from

CASPT2 or MRCI calculations. The study by Nakayama et al. [110] is already a

step in this direction, but the low number of trajectories and the restriction to two

states and a small active space did not allow for complete elucidation of the

dynamics of T.

4.5 Uracil

U is found in RNA exclusively. It is a pyrimidine derivative that forms Watson–

Crick pairs with A. In DNA it is replaced by the closely related 5-methyl-U, or

T. From the 13 different tautomers possible in U, the di-keto tautomer is the

dominant form in the gas phase and in solution [112] and hence only this form

will be discussed henceforth.

4.5.1 Experimental Observations

Table 9 collects experimental studies dealing with the relaxation of photoexcited U

and the obtained decay times in the gas phase. While the early experiments of Kang

et al. [59] only found a monoexponential decay of the excited population with a

time constant of 2.4 ps, additional time constants were obtained later with the

advent of better time resolution. In particular, and very similar to the other

nucleobases, a very short transient (τ1) is found with constants between 50 and

130 fs. The study of Ullrich et al. [61] reported three transients for U; however,

most experiments agree on a biexponential decay behavior. The recent experiments

of Kotur et al. [65] and Matsika et al. [113] combine TOF-MS with strong-field

ionization and thus can obtain insights into the differences of U and its fragments,

most importantly the fragment with a mass/charge ratio of 69. By comparing the

parent ion signal and the m/Z¼ 69 signal, they are able to disentangle different

decay mechanisms.
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4.5.2 Deactivation Mechanism

Table 10 collects all the excited-state dynamical studies performed in U in the gas

phase and Fig. 1 summarizes the proposed mechanisms.

The first dynamical study intending to understand the deactivation mechanism of

U was carried out by Hudock et al. [46] by means of FMS simulations based on

CASSCF(8,6) wavefunctions. Very similar to the case of T, after excitation U gets

trapped in the S2 minimum (see Fig. 17a). This relaxation pathway is accompanied

by an increase of the C5¼C6 bond length and a pyramidalization of the C6 atom due

to sp3 hybridization. In their study they conclude that the ultrafast component τ1
found in the experiments is neither due to internal conversion via CoIns nor due to a

change of character of the excited state. Instead, it is caused by an increase of

energy of the ionic states while the system relaxes in the S2, thus making ionization

of the excited population less probable. The picosecond time constant is suggested

to be caused by the subsequent barrier crossing from the S2 minimum to a S2/S1
CoIn and further relaxation. However, the simulation time of 500 fs was too short to

see a significant relaxation from the S2 minimum.

One year later, Nieber, Doltsinis and coworkers [79, 114] reported a study using

TSH coupled to Car–Parrinello dynamics (TSH-CP) on PEHs calculated with the

Table 9 Experimentally observed decay times of U

Remark

Setup Time constants

References Yearλpump (nm) λprobe (nm) τ1 (fs) τ2 (fs) τ3 (ps)

267 n� 800 2.4 Kang et al. [59] 2002

250 200 <50 530 2.4 Ullrich et al. [61] 2004

267 2� 400 130 1.05 Canuel et al. [62] 2005

262 n� 780 70 2.15 Kotur et al. [65] 2012

m/z¼ 69 262 n� 780 90 3.21 Kotur et al. [65] 2012

262 n� 780 70 2.4 Matsika et al. [113] 2013

m/z¼ 69 262 n� 780 90 2.6 Matsika et al. [113] 2013

Table 10 Excited-state nuclear dynamics studies for isolated U in the gas phase

Methodology Time constants

References YearDyn. El. Struct. τ1 (fs) τ2 (fs) τ3 (ps)

FMS CASSCF(8,6) √ Hudock et al. [46] 2007

TSH-CP ROKS/BLYP 551–608 Doltsinis et al. [79] 2008

Nieber et al. [114] 2008

TSH OM2/MRCI 21 570 Lan et al. [89] 2009

TSH CASSCF(10,8) 650–740 1.5–1.8 Barbatti et al. [70] 2010

Nachtigallova et al. [115] 2011

TSH CASSCF(14,10) √ √ Fingerhut et al. [28] 2013

TSH CASSCF(14,10) √ √ Richter et al. (2014) Unpublished 2014

Time constants correspond to those given in the respective papers, classified as τ1 below 100 fs, τ2
below 1 ps, and τ3 above 1 ps. A checkmark indicates that the authors discussed processes on these

time scales without giving explicit values
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ROKS/BLYP approach. Their simulations find a sub-picosecond decay back to the

ground state, driven only by ππ*/cs interactions with no other electronic states

involved (see Fig. 17b). Although they could not reproduce the fast component

below 100 fs, they assign this time constant to the initial relaxation from the FC

region. They find a monoexponential decay of the excited state population with

τ2¼ 608 fs with non-zero initial velocities (T¼ 300 K). Reducing the initial veloc-

ities of the trajectories to zero (T¼ 0 K) seemed to accelerate the relaxation process

to the ground state. Regardless of the initial velocities, the deactivation dynamics is

driven by changes in the H–C5¼C6–H dihedral angle as well as the C5¼C6 and C4–

C5 bond lengths, which give rise to the so-called ethylenic CoIn (see Fig. 18a).

The OM2/MRCI simulations of Lan et al. [89] from 2009 find two different

relaxation mechanisms depicted in Fig. 17c. The first path directly connects the

bright ππ* state with the ground state via the ethylenic CoIn, characterized by a

strong out-of-plane motion of the H5 atom; see Fig. 18a. The calculated decay time

constant for this path is 21 fs. In the second, slower pathway, the initially excited

ππ* population changes within 70 fs to a lower-lying nπ* state via a planar S2/S1
CoIn that is located close to the FC region. The trajectories spend some time in the

nπ* state until finally reaching an S1/S0 CoIn, which was characterized by the

authors by a strong out-of-plane motion of the O4 atom (Fig. 18b). For this pathway

the decay time constant was reported as 570 fs.

The TSH simulations at the CASSCF(10,8) level of theory, including three

states, reported by Barbatti et al. [70], and later in more detail by Nachtigallova

et al. [115] find multiple CoIns and three different deactivation pathways,

Fig. 17 Schematic overview of the proposed relaxation mechanisms for U from (a) [46],

(b) [114], (c) [89, 116], (d) [115], and (e) (Richter et al. (2014), unpublished). Note that different

reaction coordinates can be implied in the one-dimensional picture
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summarized in Fig. 17d. The first path agrees with the previous studies: it is found

that the fastest decay does not involve a state of another character apart from the

initially excited ππ* state. After initial trapping in the S2 minimum, the trajectories

proceed to a ππ*/cs CoIn characterized by a twist of the C5¼C6 bond, as shown in

Fig. 18a. Interestingly, this path is not observed in a comparable study made on T

[106], even though T and U have very similar PEHs and one could expect a very

similar dynamics. The authors [70, 115] argue that the efficiency of the direct

ππ*! S0 path in T is significantly reduced due to the heavy mass of the methyl

group. The second pathway found in U is also not observed in T. It involves

admixing of nπ* character into the wavefunction, weakening the N3–C4 bond to

the point of breaking. The involved CoIn, termed ring-opening CoIn and depicted in

Fig. 18c, leads to the destabilization of the ground state as the ring breaks. In their

study it is stated that the S1 wavefunction contains contributions of σ orbitals, which
was described as σ(n� π)π* wavefunction character. The authors also noted this

pathway would probably lead to other photochemical products. Interestingly,

Buschhaus et al. [117] indeed observe ring opening after UV irradiation of nucle-

osides, although the detected isocyanates (R–N¼C¼O) cannot arise directly from

the N3–C4 bond cleavage predicted by Nachtigallova et al. [115]. The third deac-

tivation pathway described involves a change of character to nπ* after initial

trapping and relaxation through the S2/S1 CoIn. The system gets trapped again in

the nπ* minimum, delaying ground state relaxation. A distinction between ππ*
trapping and nπ* trapping was reported, based on the significantly different C5–C6

bond lengths of the ππ* and nπ* minima. Two CoIns of nπ*/cs character were

discussed. One involves an out-of-plane motion of the O4 atom (see Fig. 18b), as

a S1=S0
∗=cs

Ethylenic
(C5=C6 torsion)

b S1=S0

n ∗=cs
oop-O4

(C4 pyramidalization)

c S1=S0

σ ∗=cs
ring-opening

(N3-C4 cleavage)

d S1=S0

n ∗= ( ∗ + cs)
Ethylenic&oop-O4

(C4 pyramidalization
and C5=C6 torsion)

Fig. 18 Geometries of

important CoIns of U

discussed in the text. The

labels give the crossing

states (adiabatic and state

character) and the main

geometrical feature
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already reported by Lan et al. [89]. The second CoIn [70, 115] showed a combina-

tion of C5¼C6 torsion and out-of-plane motion of the O4 atom (see Fig. 18d),

resulting in a mixed nπ*/(ππ* + cs) character. A dependence of the decay times on

the initial energy – corresponding to the excitation wavelengths – was also inves-

tigated by selecting trajectories with high (250 nm) and low (267 nm) initial

energies. In both cases, a biexponential decay was observed with time constants

of 650 fs and>1.5 ps for the high energy and 740 fs and>1.8 ps for the low energy

trajectories. Here, higher excitation energies reduce the efficiency of trapping in the

different excited-state minima, leading to a faster decay to the ground state.

The recent TSH simulations of Fingerhut et al. [116] are based on CASSCF

(14,10) wavefunctions. At this level of theory, the two mechanisms described by

Lan et al. [89] with semiempirical-based dynamics (see Fig. 17c) are found again.

First, the initially populated S2 state of ππ* character decays to the S1 (nπ*) state,
which gains more than 20% of population within less than 100 fs. In the nπ* state,

trapping of the population before decay to the ground state can occur, leading to

long relaxation times. Interestingly, this study shows much less pronounced trap-

ping in the S2 state than reported by Nachtigallova et al. [115], even though both

studies use CASSCF. Fingerhut et al. [116] explained this to be an effect of the

increased active space size. A second pathway involves the change to S1 without
changing the states character and subsequent ππ*! S0 relaxation through the

ethylenic CoIn (Fig. 18a). In their simulations, all trajectories that reached the

ground state within 1 ps followed the second pathway and only a few trajectories

relaxed via the first pathway in longer runs of up to 2 ps.

TSH simulations performed in our group (Richter et al. (2014), unpublished) at

the same CASSCF(14,10) level of theory, but including triplet states, show that

after 1 ps a significant fraction of the population remains in the S2 (ππ*) state. The
relaxation process can be characterized by a biexponential decay. A fast component

τ1 is attributed to the change of state character from the initially excited ππ*. The
slower constant τ3 arises from ISC, directly competing with IC processes. The

precursor for ISC was identified as the S1 state, where population is trapped for a

sufficiently long time to allow ISC to take place. In contrast to [116],within the first

ps of the simulation only a very small number of trajectories relaxed to the ground

state, showing that ground state relaxation might be quenched by ISC. Ground state

relaxation is mediated by the ring-opening path previously observed by

Nachtigallova et al. [115].

4.5.3 Final Discussion

As in the other nucleobases, most experimental studies report a very fast time

constant τ1 and two longer time scales (τ2 and τ3). Based on the theoretical

investigations, the fastest constant τ1 can be assigned to initial relaxation from

the FC region, accompanied by a change of the wavefunction character and an

increase in the ionization potential [46].
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The slower transient (τ2) has been explained by ground state relaxation,

according to dynamics based on ROKS/BLYP [79] or OM2/MRCI [89].

CASSCF-based dynamics [70, 115] (Richter et al. (2014), unpublished) addition-

ally predict even slower processes (τ3) due to trapping in S2 or S1. The latter studies
note that part of the population achieves a fast and direct decay to the ground state –

accounting for τ2 – while the remaining fraction of the population causes τ3. The
fact that CASSCF does predict a τ3 decay – while the other methods do not –

emphasizes that the outcome of the dynamics is very sensitive to the electronic

structure level of theory.

Due to their very similar molecular structure, T and U exhibit comparable

excited-state PEHs and thus share some features of the observed dynamics. Studies

reporting dynamics simulations of T and U using the same method [46, 70, 89]

observe very similar dynamics in both nucleobases. In most of the studies, either the

ethylenic CoIn (in T this is the oop-CH3 CoIn) or the oop-O4 CoIn is responsible for

the ground state decay. However, it appears that the methyl group which is present

in T but not in U might be responsible for the accelerated relaxation dynamics of

U. While the ethylenic CoIn in U can be easily reached by torsion of the C5¼C6

bond, in T this necessitates the rotation of the bulky methyl group out of the

molecular plane.

5 Conclusions and Outlook

Upon UV excitation, the five nucleobases A, G, C, T, and U show ultrafast

relaxation from the lowest bright ππ* state to the ground state. This contribution

has reviewed the dynamical behavior that accompanies this process from a

dynamical perspective in an effort to interpret the time-resolved spectroscopic

experiments from the last decade. While there is an enormous amount of static

computations devoted to calculate excited states, potential energy surfaces, and

conical intersections of the five molecules, the application of molecular dynamics

to nucleobases took off only in 2007. In this chapter we have reviewed 28 publica-

tions which report a total of 35 distinct dynamics simulations. C and T are the bases

with the largest number of papers and simulations reported. This fits with the fact

that these bases have the slowest and most complex excited-state dynamics. U,

which shows a dynamics similar to T has almost as many publications as C or

T. The purine bases A and G have a smaller number of publications. For G, only

four dynamics simulations have been reported in five papers, but G is also the

nucleobase with the fastest and simplest dynamics. The number of simulations for

A is relatively large, taking into account that [71] contains a comparative investi-

gation using MRCIS, OM2/MRCI, and TDDFT with six different functionals.

Figure 19a gives the number of simulations performed in each nucleobase. From

Fig. 19b it is obvious that TSH (including variants like SHARC or TSH-CPMD) is by

far the most popular approach for nuclear dynamics simulations, accounting for

80% of all simulations. In Fig. 19c it is possible to appreciate that the most popular
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electronic structure method underlying dynamics is CASSCF, with 40% of the

simulations, followed by the semi-empirical multi-reference methods and DFT

(including TDDFT, ROKS, and TDDFTB), each amounting to about 25%. Only a

small number (about 10%) of the simulations used high-level ab initio methods

(MRCIS, CASPT2), in contrast to the large number of static calculations that

employ these methods in nucleobases.

All these calculations show that the ground state relaxation is – in agreement

with experimental measurements – happening in all nucleobases within a few

picoseconds after excitation. However, the common ultrafast relaxation is not due

to a single deactivation mechanism for all nucleobases. There are some general

geometrical motifs for the CoIns connecting the excited states to the ground state,

like strong puckering of the six-membered rings and bond inversion of C¼N–C¼O

moieties. Nevertheless, the details of the deactivation pathways are very sensitive to

the form of the PEHs, which can differ considerably, even between tautomers of the

same molecule (see, e.g., Sect. 4.3 about C).

Generally, the dynamics of the purine bases A and G is less complex and faster

than the dynamics encountered in the pyrimidine bases C, T, and U. Experiments

[58–62] report a biexponential decay for A, with a very fast (<100 fs) component

and a component of about 1 ps. In G, time constants are even shorter [59, 62]. These

findings are consistent with the theoretical dynamical predictions. Based on these

simulations, the fast decay can be explained by the fact that the dynamics of A and

G is determined by the ππ* state. The ππ* state facilitates in both systems a direct

route to the CoIn with the ground state, leading to this rapid decay. In A, some

7
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6
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T

U

a Nucleobase

28

3
1
2
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TSH

FMS

Ehrenfest

MCTDH
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b Dynamics Approach

14

8
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Fig. 19 Summary of the number of published nuclear dynamics simulations of isolated

nucleobases. (a) Number of simulations for each base. (b) Number of simulations using a given

nuclear dynamics approach. (c) Number of simulations using a given electronic structure method.

A total of 35 dynamics simulations from 28 publications were considered
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studies [66, 68] also predict involvement of the nπ* state. Regardless of the

underlying electronic structure method, in the purine bases all CoIns reported in

the dynamics studies show a significant degree of ring puckering.

The dynamics of the pyrimidine bases is much slower and significantly more

complex. Experimental time constants are around 1–3 ps for C and U and up to 7 ps

for T [59, 61, 62]. This slower deactivation has been rationalized by a trapping in an

S2 (ππ*) minimum (T, U) or trapping in the S1 (nπ*) state (C, T, U). The formation

of a ππ* minimum has been attributed to the interaction of different ππ* states

[46, 70, 106]. It was also found that different nπ* states (e.g., located at the carbonyl
oxygen or nitrogen atoms in the ring) may interact in certain regions of the PEHs.

Even though some studies predicted trapping, there are also simulations which

show relaxation to the ground state much faster (sub-picosecond), at least for part of

the ensemble. The observed multiple time scales could thus be explained by a

splitting of the wavepacket, with one part of the wavepacket decaying directly and

another fraction getting trapped.

In general, the presented dynamics simulations still suffer on the one hand from

the limited quality of the underlying electronic structure methods and on the other

from lack of a proper description of the probe process in the simulations. Highly

accurate correlated multi-reference methods are still too expensive and/or are not

yet technically prepared to be employed efficiently in dynamics calculations of

systems of the size of nucleobases. Yet, with the rapid advance of electronic

structure codes, an impetuous development in the field dynamics is expected,

allowing the delivery of quantitative or semi-quantitative results. The simulation

of dynamical processes including the actual pump and probe laser pulses – as done

in the experiment – is yet in its infancy. Progress in this direction will also be

witnessed in the future, considerably increasing our understanding of the

photophysics and photochemistry of nucleobases.
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ation mechanisms of UV-photoexcited DNA and RNA nucleobases. Proc Natl Acad Sci U S A

107(50):21453–21458

150 S. Mai et al.



71. Barbatti M, Lan Z, Crespo-Otero R, Szymczak JJ, Lischka H, Thiel W (2012) Critical

appraisal of excited state nonadiabatic dynamics simulations of 9H-adenine. J Chem Phys

117(22):22A503

72. Mons M, Piuzzi F, Dimicoli I, Gorb L, Leszczynski J (2006) Near-UV resonant two-photon

ionization spectroscopy of gas phase guanine: evidence for the observation of three rare

tautomer. J Phys Chem A 110(10):921–10924

73. Piuzzi F, Mons M, Dimicoli I, Tardivel B, Zhao Q (2001) Ultraviolet spectroscopy and

tautomerism in the DNA base guanine and its hydrate formed in a supersonic jet. Chem Phys

270:205–214

74. Yamazaki S, Domcke W (2008) Ab initio studies on the photophysics of guanine tautomers:

out-of-plane deformation and NH dissociation pathways to conical intersections. J Phys

Chem A 112:7090–7097

75. Yamazaki S, Domcke W, Sobolewski AL (2008) Nonradiative decay mechanisms of the

biologically relevant tautomer of guanine. J Phys Chem A 112(11):965–11968

76. Clark LB, Peschel GG, Tinoco I (1965) Vapor spectra and heats of vaporization of some

purine and pyrimidine bases. J Phys Chem 69:3615–3618

77. Kang H, Lee KT, Kim SK (2002) Femtosecond real time dynamics of hydrogen bond

dissociation in photoexcited adenine-water clusters. Chem Phys Lett 359:213–219

78. Langer H, Doltsinis NL, Marx D (2005) Excited-state dynamics and coupled proton-electron

transfer of guanine. ChemPhysChem 6:1734–1737

79. Doltsinis NL, Markwick PRL, Nieber H, Langer H (2008) Ultrafast radiationless decay in

nucleic acids: insights from nonadiabatic ab initio molecular dynamics. In: Shukla MK,

Leszczynski J (eds) Radiation induced molecular phenomena in nucleic acids, vol 5, Chal-

lenges and advances in computational chemistry and physics. Springer, The Netherlands,

pp 265–299

80. Lan Z, Fabiano E, Thiel W (2009) Photoinduced nonadiabatic dynamics of 9H-guanine.

ChemPhysChem 10(8):1225–1229

81. Barbatti M, Szymczak JJ, Aquino AJA, Nachtigallová D, Lischka H (2011) The decay
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Peláez D (2006) Unified model for the ultrafast decay of pyrimidine nucleobases. J Phys

Chem B 110(51):26471–26476

99. Nir E,MüllerM, Grace L, de VriesM (2002) REMPI spectroscopy of cytosine. Chem Phys Lett

355(1–2):59–64
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Abstract We review here the photoionization and photoelectron spectroscopy of

the gas phase nucleic acid bases adenine, thymine, uracil, cytosine, and guanine, as

well as the three base analogues 2-hydroxyisoquinoline, 2-pyridone, and

δ-valerolactam in the vacuum ultraviolet (VUV) spectral regime. The chapter

focuses on experimental work performed with VUV synchrotron radiation and

related ab initio quantum chemical calculations of higher excited states beyond

the ionization energy. After a general part, where experimental and theoretical

techniques are described in detail, key results are presented by order of growing

complexity in the spectra of the molecules. Here we concentrate on (1) the accurate

determination of ionization energies of isolated gas phase NABs and investigation

of the vibrational structure of involved ionic states, including their mutual vibronic

couplings, (2) the treatment of tautomerism after photoionization, in competition

with other intramolecular processes, (3) the study of fragmentation of these molec-

ular systems at low and high internal energies, and (4) the study of the evolution of

the covalent character of hydrogen bonding upon substitution, i.e., examination of

electronic effects (acceptor, donor, etc.).
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1 Introduction

The study of large biomolecules, such as DNA and RNA, requires prior and

extensive knowledge of the physicochemical properties of their smaller building

blocks, for example, nucleobases and nucleosides. In particular, the investigation of

ionized species of DNA or RNA has gained in importance during the last decades,

because the damage produced by the interaction between ionizing radiation and
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biological matter leads, for instance, to hazardous genetic mutations, potentially

mediated by ions, with enhanced risk for cancer [1–3]. The mechanisms underlying

DNA or RNA lesions are still under study and require the precise determination of

thermochemical data and properties of the reactive species such as their ionization

energy (IE), their spectroscopy, their nuclear dynamics, and a comprehensive

understanding of their electronic structure. At the atomic level, a deep interpretation

of induced radiation effects on the genetic material seems crucial with the growing

development of cancer treatments by irradiation therapy. Since the electronic

structure of DNA and RNA bases is complex, the comparison of their spectra to

those of their analogues helps our understanding of the intrinsic processes occurring

when these biologically relevant molecules are ionized and on the damage created

when they are struck by ionizing radiation. Here we will indeed show how the

complexity of the spectra increases gradually from 3-hydroxyisoquinoline (3-HQ)

to 2-pyridone/2-hydroxypyridine, to δ-valerolactam, to thymine (T)/uracil (U),

to adenine (A), to cytosine (C), and finally to guanine (G). In Scheme 1 we present

the chemical structures of the nucleic acid bases (denoted hereafter as NABs) and

three of their analogues whose photoionization spectroscopy will be presented in

this chapter.

The question is why is complexity increasing? In fact, growing complexity is not

linked to the skeletal structure of the molecules but rather it originates from the

number of tautomers/rotamers and conformers that can be present in their neutral

and ionic forms. Indeed, considering the analogues, 3-HQ presents a unique

tautomeric form in the gas phase (the lactim) whereas, upon photoionization,

two tautomeric cations (lactim+/lactam+) can be formed for 2-pyridone. For

δ-valerolactam the situation is more complicated in spite of its simpler structure

(cf. Scheme 1). For this base analogue we can count two tautomers, several

conformers (boat/chair) and rotamers (cis/trans) which complicates matters
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Scheme 1 Chemical structures of the nucleic acid bases (with standard atom numbering) and

three NAB analogues (with common numbering used in the literature, for non-H atoms only).

The photoionization spectroscopy of these molecules is presented in this chapter
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considerably, for example, the theoretical treatment of its VUV spectroscopy as

depicted below. In this context, the case of guanine is particularly interesting and

challenging to treat since the guanine cation is predicted to possess 36 tautomers/

conformers lying close in energy. So how do these features influence the spectros-

copy and the photoionization mechanisms of these species? The answer to this

question may help to enlighten the still not well understood stability of DNA bases

upon UV/VUV irradiation.

NABs are important building blocks of life. Therefore, their possible chemical

genesis and survival, for example in an early Earth environment (or other “extreme”

environments), has motivated many studies on the prebiotic formation and UV

photophysics of these species. They were performed in the context of the study of

the origin of life. It should be noted that these so-called astrobiological aspects of

NAB photoionization and fragmentation are not the focus of the present chapter.

From the experimental point of view, photoion (PI) and photoelectron

(PE) spectroscopies are powerful techniques for studying intramolecular photody-

namics beyond the ionization energy. They have been extensively employed to

study the single photoionization (SPI) of molecules that can be vaporized relatively

easily. In order to ionize a molecule in the valence shell with a single photon,

the wavelength of the photon falls generally in the vacuum ultraviolet (VUV)

spectral domain. VUV radiation is roughly situated between 200 and 50 nm

(6.2 eV<Ephoton< 24.8 eV). It does not propagate in air due to the Schumann–

Runge band transitions (between 200 and 170 nm) of molecular oxygen. In

addition, lasers can be used as a light source in the VUV spectral domain in order

to study photoinduced phenomena by SPI. Current advances are in very high

resolution (sub-wavenumber). PI and PE spectroscopies using tunable VUV laser

radiation generated by resonant four-wave mixing have been reviewed very

recently by Ng [4]. Such experimental setups are costly since several lasers are

needed for the photon mixing. Moreover, their proper alignment is an experimental

challenge and is routinely performed in only a few laboratories in the world.

Nucleobases have not been studied so far by SPI with tunable VUV lasers. Syn-

chrotron radiation (SR), on the other hand, has been widely used as a light source in

order to explore higher excited states in the VUV region, together with PI/PE

spectroscopy. Recently, Qi and co-workers reviewed advances of VUV-SR photo-

ionization mass spectrometry with particular attention to non-volatile molecules

[5, 6]. Electron spectrometers are also operated routinely in connection with

VUV-SR beamlines. They mainly work in the electron/ion coincidence regime

and the most sophisticated ones also employ particle imaging techniques

[7, 8]. SR offers a broad and continuous tunability which is its main advantage as

compared to laser sources or VUV discharge lamps. Furthermore, at third genera-

tion synchrotron light sources, which are routinely operated today all over the

world, the brilliance typically exceeds 1018 photons/s/mm2/mrad2/10�3BW
(where BW is the bandwidth around the light frequency), thus permitting the

study of very small quantities.

With the advent of efficient vaporization techniques, such as laser desorption or

nanoparticle desorption, photoionization and photoelectron spectroscopy were
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applied to molecules that have very low vapor pressures at room temperature.

Furthermore, enhancements of the sensitivity of detectors and of the efficiency of

ion/electron collectors have led to the possibility of working with very small

quantities inside the ion source. Consequently, even thermal vaporization of mac-

roscopic samples in combination with effusive inlets or supersonic expansions can

nowadays be used for the study of non-volatile (bio-) molecules by sophisticated

gas phase spectroscopic methods. This is especially true for isolated nucleobases

which possess a certain thermal stability in comparison with other, more fragile

biomolecules (e.g., amino acids or peptides). In our opinion, the most notable

examples of state-of-the-art VUV-SR spectroscopy applied to NABs and other

related non-volatile biomolecules are found in [9–14].

The main objectives of the studies reviewed in this chapter are (1) accurate

determination of ionization energies of isolated gas phase NABs and investigation

of the vibrational structure of involved ionic states including their mutual vibronic

couplings, (2) treatment of tautomerism after photoionization, in competition with

other intramolecular processes, (3) study of fragmentation of these molecular

systems at low and high internal energies, and (4) study of the evolution of the

covalent character of hydrogen bonding upon substitution, i.e., examination of

electronic effects (acceptor, donor, etc.).

The chapter is divided as follows: In Sect. 2, we detail the different experimental

methodologies for studying the photoionization spectroscopy of NABs. In Sect. 3,

we describe the quantum chemical methods used to analyze NABs photoionization

and photoelectron spectra. Finally, in Sect. 4, we present key results of specific

molecules.

2 Experimental Methodologies to Measure Photoionization

and Photoelectron Spectra of NABs

2.1 Earlier Photoelectron (PE) Spectroscopy Experiments

HeI PE spectra of NABs have been measured since the mid-1970s by several groups

[15–21]. One should note the high quality of the early pioneering experimental

research, often carried out in combination with theoretical calculations. For exam-

ple, using a commercial Perkin–Elmer photoelectron spectrometer and HeI emis-

sion at 21.21 eV, a spectral resolution down to 20–25 meV could be attained in the

work of Dougherty et al. [16]. However, little evidence of vibrational structure

could be revealed in these spectra. Only in the mid-2000s were these spectra

interpreted in depth theoretically, including spectral intensity calculations

[22–24]. In the 1990s, the zero kinetic energy electron (ZEKE) photoelectron

spectroscopy technique was introduced and developed [25]. This technique is

capable of recording PE spectra with spectral resolutions well below 1 meV, in

the vicinity of the ionization threshold, by means of resonance enhanced
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multiphoton ionization (REMPI) schemes and using lasers. Later on, REMPI (and

also Laser Induced Fluorescence (LiF)) spectroscopy was widely used to measure

high resolution optical spectra of NABs in the mid-UV where the intense Sn S0
transitions are located (see the chapter by deVries et al.). However, it is difficult to

apply REMPI to explore the photodynamics of higher excited states located well

beyond the ionization energy. For those states, SPI with VUV synchrotron radiation

or VUV lasers are favorably used.

2.2 Electron Impact Ionization Measurements on NABs

For the sake of completeness, we give here a short overview of experiments where

electron impact ionization (EI) is used, generally in combination with mass spec-

trometry, to explore the photoion spectroscopy and dynamics of dissociative

ionization beyond the ionization energy. We note that electron impact is a process

which is physically completely different from photoabsorption (the latter process is

sometimes called “photon impact”, a term that might be misleading). The energet-

ics of electron impact ionization can be well analyzed by energy and momentum

conservation of the multiple interacting particles, whereas photoabsorption is a

process where the photon energy is completely transferred to the molecule with the

photon being annihilated. In earlier studies of dissociative ionization, it was found

that the energy transferred to a molecule by electrons having 70 eV kinetic energy is

grossly equivalent to photoabsorption of 35 eV photons [26]. We also note that

photoionization cross sections are significantly greater than the EI ionization cross

sections when incident electrons have a kinetic energy close to the photon quantum

energy. In addition, the relative intensities of the bands by electron impact are

different from those measured by photon impact because of different selection rules

upon ionization. For instance, different threshold functions are measured and are

widely used in the literature to deduce ionization energies from the corresponding

spectra.

The kinetic energy of the impacting electrons can be scanned easily by changing

the accelerating electric field of the electron source of the mass spectrometer. We

note, however, that the experimental error of ionization and appearance energies is

generally of the order of 0.2 eV and very often systematic errors are found when

comparing threshold values measured by EI to those measured by photoionization

using synchrotron radiation, for example. This is probably due to the accurate

energy scale calibration using photon excitation where resonant transitions of rare

gas absorption lines are used for that purpose. To our knowledge, the first EI mass

spectra of NABs and their derivatives were recorded in 1965 by Rice et al. [27, 28],

followed by others [29–32]. More recently, Denifl et al. used a hemispherical

electron monochromator to study the threshold electron impact ionization of uracil

and two of its chlorine derivatives [33, 34]. These authors measured the vertical

ionization energy of uracil, found at 9.59 eV, with a precision of 0.08 eV. They also

showed that the energy spread of the impinging electrons can be reduced to 35 meV
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using such a monochromator, which is quite promising. We also mention that

electron impact ionization has been used in experiments on NABs where the

collisionally activated dissociation and gas phase tautomerization of NAB radical

cations has been investigated [35, 36], in combination with extensive ab initio

calculations.

2.3 Synchrotron Radiation (SR) as an Exciting Light Source

During the last decade, many excellent VUV-SR studies on gas phase nucleobases

and related molecules were performed (see for example [9, 11–13, 37–45]).

Generally, the white synchrotron light is monochromatized using normal incidence

monochromators (NIM). In principle, the undulator of a synchrotron beamline can

be used alone as a scanning device. In such experiments, the NIM grating would be

set to its zero order, transmitting the maximum of number of photons without

diffraction. The emission of VUV undulators has typical bandwidths of the order

of 0.2–0.5 eV, which naturally limits the bandwidth of such spectra.

Since the density of the target molecules inside the ion source is usually very low

for experiments with NABs, gratings with low groove numbers, which allow the

transmission of more photons, are employed. Among them, the 200 g/mm grating

integrated in the 6.65 m NIM at the undulator beamline DESIRS of the French

SOLEIL synchrotron facility is used for such “flux-hungry” applications. Typical

VUV bandwidths of the PI and PE spectra are on the order of 5–30 meV. Such

spectral resolutions can be considered as state-of-the-art for VUV-SR experiments

on NABs. Smaller bandwidths, below 1 meV, for example, can easily be achieved

in principle with the current synchrotron-based PI and PE spectrometers. Never-

theless, the density of the target molecules would have to be further enhanced

beyond what is possible today with current vaporization techniques. Furthermore,

spectra of complex biomolecules could be congested and/or complicated by

co-existing tautomers (or rotamers), so that high resolution spectrometers are not

often of essential use.

From a perspective point of view, free electron lasers (FEL) operating in the

VUV spectral regime will become more and more available in the near future. Such

pulsed light sources should allow for pump-probe spectroscopy and thus the

photodynamics of higher excited states could be studied directly using two syn-

chronized VUV light pulses, combining, for example, FEL and VUV laser radia-

tion. Moreover, FEL devices will have much higher brilliances compared to third

generation SR sources (up to 1021 photons/s/mm2/mrad2/10�3BW or even more).

Thus, smaller sample quantities can be used. Further experimental developments

are, however, needed because (1) these light sources are generally pulsed and their

tunability is limited and (2) it is difficult to conduct electron/ion coincidence

experiments (see below) with these FEL VUV light sources.
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2.3.1 Vaporization Methods

At ambient pressure and temperature, NABs are solids with low vapor pressures.

The sample can be placed directly in the ion source if the latter is completely

heatable [37]. Nevertheless, most of the studies cited above have been conducted by

heating the solid NAB sample in an oven prior to supersonic expansion into a

molecular beam. Effusive inlets have also been used. Generally, macroscopic NAB

samples have to be heated to about 130–250�C for a typical PI or PE spectroscopic

experiment. The exact temperature needed for vaporization depends on the specific

compound and on the sensitivity of the instrument used for PE and/or PI detection.

The vapor pressure increases exponentially with temperature, and thus a few

degrees more in the vaporization source can lead to a significant gain in signal-

to-noise ratio. Eventually, thermal degradation may occur that is revealed easily in

the mass spectrum by the presence of TOF peaks corresponding to CO2, and/or

other small, thermodynamically stable species (such as HCN or NH3) eliminated

upon pyrolysis. Whether a certain ion is indeed a parent ion formed by ionization of

a pyrolysis product or a fragment formed by dissociation ionization of the parent

NAB can generally be verified by measuring its appearance energy.

The technique of thermal vaporization of nanoparticles is applied to soft vapor-

ization of NABs. Nowadays, such aerosol sources are operated routinely at the

SOLEIL synchrotron (Saint Aubin, France) [10] and at the Advanced Light Source

(Berkeley, USA) [45]. We show the experimental setup of the aerosol source

operated at the DESIRS beamline at SOLEIL in Fig. 1. This technique has been

shown to be a softer method of vaporization than simple heating of macroscopic

samples [11]. Originally it was developed by the atmospheric physics community.

In 2005 it was introduced at synchrotron beamlines by Mysak et al. [46]. Aerosol

vaporization has been shown to work particularly well for amino acids which are

more easily subject to thermal degradation upon heating than NABs [10, 47]. Within

this method, an aqueous (or ethanolic) solution of approximately 1 g/L of the

biological compound is nebulized, yielding a cloud of micrometer-sized droplets

which are then dried efficiently by a diffusion dryer. The resulting nanoparticles,

which consist chemically of the pure substance to be studied, are spatially focalized

using an aerodynamic lens system providing a beam of nanoparticles with

sub-millimeter dimensions and very low divergence. This beam is directed onto a

hot tip where the nanoparticles are vaporized yielding a tiny vapor plume ideal for

interfacing with a brilliant light beam. The source is continuous and, using a

constant output atomizer (TSI) for nebulization, the density of the target molecules

inside the ion source is stable for several hours. Consequently, spectroscopic studies

can be performed.

Another notable advantage of the aerosol vaporization technique concerns the

relatively low rate of sample consumption in a typical PE/PI spectroscopic exper-

iment. Indeed, this rate is reduced by a factor of ~20 as compared to simple oven

vaporization [11]. It can thus be an interesting alternative when samples are costly
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or available only in very small quantities. A shortcoming is that the gas phase

neutrals are formed at higher temperatures as compared to jet-cooled molecules.

Very recently, pulsed laser desorption was successfully used in combination

with tunable (and continuous) VUV-SR, although the duty cycle of laser/synchro-

tron light interaction is unfavorable [5, 6, 48]. In these challenging experiments, the

desorption and ionization processes are separated in space (and thus in time, since

the desorbed molecules need to travel to the center of the ion source). The results

are very encouraging. For example, Zhou et al. [6] succeeded in measuring PI mass

spectra of the nucleoside uridine with a good signal-to-noise ratio at several photon

energies close to the ionization threshold. Prior to ionization, the uridine molecules

are desorbed using the fundamental emission of a nanosecond Nd:YAG laser at

λ¼ 1,064 nm and operating at a repetition rate of 10 Hz. The focused laser beam

hits the solid sample which is placed on a substrate located at variable distances,

ranging from 1–4 mm, from the center of the ion source. The power density of the

laser pulse is of the order of 107 W � cm�2 (power per unit of irradiated area). In each
period between the laser pulses, ions formed by VUV-SR ionization of desorbed

neutrals were collected by a home-made reflectron time-of-flight mass spectrometer

Bionanopar�cles

Fragile biomolecule
in solu�on (H2O ouEtOH)

gaseousN2Nebulizer

START

Synchrotron
radia�on

Di
ffu

si
on

Dr
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r

Microdroplets

Aerosol
Inlet

Coincidencespectrometer
DELICIOUS II-III @ SOLEIL

Aerodynamic Lens

Ion detector

Electron detector

Expansion Chamber

Fig. 1 Thermal vaporization of bionanoparticles connected to coincidence photoelectron and

photoion spectroscopy. These particles are produced by nebulization of an aqueous solution of the

biomolecule and subsequent drying of the microdroplets. The nanoparticles, consisting of the pure

biological compound to be studied, are spatially focused through an aerodynamic lens system.

They impinge on a cartridge heater creating tiny vapor plumes ideal to be interfaced with brilliant

SR. These kinds of aerosol sources for soft vaporization are operated today at the SOLEIL

synchrotron and at the Advanced Light Source
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at the much higher repetition rate of 10 kHz. Using this technique, Zhou et al. also

presented photoionization efficiency (PIE) spectra for the amino acid α-alanine.
The experimental approach of Kostko et al. [48] is quite different from that of

Zhou et al. [6]. Indeed, Kostko et al. used an Nd:YLF laser emitting at λ¼ 349 nm

and operating at a repetition rate of 2.5 kHz for desorption. This laser radiation is

directed into a modified commercial time-of-flight secondary ion mass spectrom-

eter (ToF-SIMS), which is commonly employed for mass spectrometric imaging

experiments. This kind of mass spectrometer is normally operated using ion

sputtering with fast, pulsed ion beams of nanosecond duration and several keV

kinetic energy. Kostko et al. [48] were thus able to measure PI mass spectra of

A, T, C, and U NABs. In their work, the laser desorption dynamics are studied and it

is found that the internal temperature of laser-desorbed thymine is about 800 K

whereas its translational temperature is well below, ranging from 216 to 346 K for

the four NABs under study. Furthermore, the translational temperatures decrease

with increasing laser power density (from 108 to 4.5� 108 W � cm�2) which is

deduced from the measurement and exploitation of the shape of the TOF mass

peaks. As an explanation, these authors suggested efficient collisional cooling

during the laser desorption process. Increasing the laser power leads in fact to the

vaporization of more molecules per unit of surface area and thus the number of

collisions is enhanced, leading to translational cooling. This effect is similar to the

enhanced cooling in molecular beam experiments which is observed upon

increasing the stagnation pressure.

More generally, we note that each vaporization method leads to different internal

and translational energies of the produced parent and fragment cations. This aspect

has been studied in depth in [10, 46–48] and the literature cited therein. The amount

of internal energy Eint imparted to the neutral upon vaporization is important to

know for gas phase electronic spectroscopic studies of large molecules like NABs,

since it directly affects their tautomer/conformer/rotamer distribution. The ioniza-

tion energy cannot be used to get an estimate of Eint since it is well known that the

IE is not much affected by the temperature of the neutral molecule that undergoes

photoionization. In rare cases, hot bands are observed below the experimental

adiabatic ionization energy (AIE) but in many cases Franck–Condon factors are

unfavorable for the appearance of such bands. In contrast, the appearance energies

(AE) of fragments formed by dissociative photoionization are very much affected

by the temperature of the parent neutral. In an “Arrhenius-like” behavior, the

amount of internal energy can be deduced totally from the activation barrier,

leading to a red shift of the AE that can be easily observed. For example, in the

work of Gaie-Levrel et al. [10], a red shift of 0.57� 0.1 eV is observed for the

formation of m/z 130 from the dissociative photoionization of tryptophan when

raising the temperature of the hot finger, used for the aerosol vaporization, from

423 to 558 K. An observed AE red shift can in turn be used to deduce Eint by

assuming that the latter is approximated by a collection of harmonic oscillators, as

has been done in [47, 48]. In this context, one has to calculate vibrational frequen-

cies of the molecule by theoretical chemistry methods. Consequently, this effect

can be used in a straightforward manner to study the energy transfer during
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vaporization with a particular method, by using VUV photoionization with tunable

SR. Since tautomers, conformers, and rotamers produce in most cases the same

fragment, the red shift is not affected by their distribution.

2.3.2 Spectroscopic Methods

Photoionization Mass Spectrometry (PIMS)

The first study of the photoionization of NABs, which combines VUV-SR with

(quadrupole) mass spectrometry, was performed by Jochims et al. [37] on A, T, and

U at the BESSY II synchrotron (Berlin). The spectral domain covered in this work

was 6–22 eV and the measuring interval was 25 meV. The macroscopic neutral

samples were placed and vaporized inside the heatable ion source. Ionization

energies (IEs) of the NABs photoion parent and the appearance energies (AEs) of

their photofragment cations were determined with accuracies ranging from 0.03 to

0.1 eV. The dissociative ionization pathways were discussed in depth using useful

thermodynamical data from the literature (see also below). Astrophysical implica-

tions concerning the prospects and survival of NABs in interstellar media and

meteorites were also discussed. We note here that IEs and AEs measured in this

work must be considered as upper limits. To this end, experiments using threshold

electrons (i.e., electrons with close to zero kinetic energy) are more powerful in

determining more accurate IEs, AEs, and enthalpies of formation of the

corresponding cations (see below). In principle, the thermal energy content of the

parent neutral has to be subtracted from the measured IEs and AEs. On the other

hand, activation barriers of photodissociation reactions often lead to the measure-

ment of too-high AEs. These two effects might cancel out for simple single bond

rupture reactions. In addition, a fragment AE can be subject to a substantial kinetic

shift, ΔEkin since at threshold, the reaction might be too slow to be observed. These

effects were discussed in more detail by Schwell and co-workers in [49, 50]. Such

kinetic shifts can be estimated by statistical models based on the possible existence

of a transition state along the reactive pathways (see for example [51]).

In the last decade, PIMS was widely used at the Chemical Dynamics beamline at

the Advanced Light Source to study jet-cooled NABs. The use of molecular beams

in these experiments enabled the study of small, homogeneous, and heterogeneous

NAB clusters. For instance, Belau et al. [38] investigated the microhydration of

A, T, G, and C by recording PIE curves in the 7.9–10.5 eV incident photon spectral

domain. The typical scanning step of these PIE spectra was 50 meV. The authors

mainly found that ionization energies of mixed NAB-(H2O)n (n¼ 1–3) clusters

decrease by ~0.3 eV when going from n¼ 0 to n¼ 3, except for guanine (see

below). Later on, the same group studied proton transfer inside homogeneous and

heterogeneous NAB clusters using PIMS in combination with electronic structure

calculations on the shape of the potential energy surface along the reaction

coordinate [13, 45]. NAB dimers have also been studied in depth using PIMS

experiments complemented with extensive quantum-chemical calculations [12],
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where the effects of π-stacking, H-bonding, and electrostatic interaction between

the cluster forming molecules were deeply investigated.

Electron/Ion Coincidence Spectroscopy and Imaging Techniques

This approach is currently pursued at the DESIRS beamline at the SOLEIL

synchrotron. It concerns the use of electron/ion coincidence spectroscopy and

particle imaging techniques in order to explore the photodynamics beyond the

ionization energy of biological relevant molecules. The most recent instrument is

called DELICIOUS III. It consists of a multipurpose double imaging particle

coincidence spectrometer [8]. This spectrometer offers the possibility to analyze

kinetic energies of coincident electrons and ions simultaneously and opens up the

possibility to do state-selective threshold experiments, such as Threshold Photo-

electron Spectroscopy (TPES) and Threshold Photoelectron and Photoion Coinci-

dence (TPEPICO) spectroscopy with sub-meV resolution. In a typical experiment,

the VUV photon energy is scanned and the electrons and ions formed are detected

in coincidence. Typical count rates are on the order of 104 per second for the

electrons and 103 for the ions. At the same time, the kinetic energy of the photo-

electrons formed is analyzed using velocity map imaging. In a TPES spectrum,

close to zero kinetic energy photoelectrons are plotted against the photon excitation

energy. In a TPEPICO spectrum, the parent (or fragment) ion is detected in

coincidence with zero kinetic energy photoelectrons. The coincidence counts are

plotted against photon energy. In DELICIOUS III, an ion imaging is also

performed, where the photoelectron images are correlated both to the mass and

the ion kinetic energy and recoil directions. Among its attractive capabilities, this

apparatus allows one to assess the electron spectroscopy of mass-selected species.

We note that mass selection does not necessarily mean species-selective since in an
ordinary mass spectrum a given mass can be either a fragment or a parent ion.

As discussed above, it is difficult to perform TPES or TPEPICO spectroscopy of

NABs with very high resolution. This is mainly because of the low density of target

molecules inside the ion source. Very recently, Hochlaf, Poisson and co-workers

[9, 52] proposed an ingenious alternative where the photoelectrons are allowed to

possess kinetic energies up to a certain value (e.g., 75 meV) in order to increase the

signal-to-noise ratio of the spectrum. This technique is called “Slow Photoelectron

Spectroscopy (SPES).” Basically, a SPES spectrum is very similar to a TPES

spectrum. For instance, it permitted the measurement of the photoelectron spectrum

of 2-pyridone, a model molecule for DNA nucleobases, with 9 meV resolution

[9]. This allowed the resolution of the vibrational structure of the two co-existing

tautomers of this molecule. In 2013, TPEPICO spectra of adenine and cytosine have

been reported, with 40 meV spectral resolution, from 8 to 11 eV [11]. These

experimental results are detailed below.

We note that a double imaging electron/ion coincidence spectrometer is also

implemented at the VUV bending magnet beamline of the Swiss Light Source
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(Villigen) [7]. However, biomolecules are not in the scientific focus of experiments

performed at this beamline so far.

3 Theoretical Methods for the Analysis of Photoionization

and Photoelectron Spectra

The full understanding of the photoionization reaction

Mþ hν! M� ! Mþ þ e� ! fragments

needs characterization of the neutral species (M), the intermediate

(an electronically excited molecule, M*), the cation (M+), and the fragments

(neutral and cationic). During the first steps of this mechanism, the Franck–Condon

principle is a priori in action. Since these species can be either closed or open shell

molecular systems, we should use theoretical approaches that can describe both of

them. In addition, their wavefunctions may be mono- or multiconfigurational in

nature. To reach the so-called chemical accuracy, large computations should be

performed. Such accurate theoretical calculations are of enormous help for

assigning experimental spectra and for understanding the physico-chemical

processes occurring after interaction of VUV light with NABs or their analogues.

This concerns identification of the equilibrium structures of the neutral and cationic

parent species and of their fragments, the pattern of their electronic states, the shape

of their potential energy surfaces, fragmentation pathways, etc. In this section we

review recent techniques applied for these purposes. Nowadays, most of these

techniques are standard. They are implemented in several commercial ab initio

quantum chemistry packages, e.g., Gaussian [53], Molpro (MOLPRO is a package

of ab initio programs written by [54]), Molcas [55], Gamess [56], Turbomole [57],

Columbus [58], and Aces II [59].

For monoconfigurational molecular systems, Hartree–Fock, conventional many-

body [60], perturbation theory (Møller Plesset, MP2, MP4, . . .) [61, 62, and

references therein; 63], coupled cluster approaches [64–66], and density functional

theory based methods [67, 68] can be used. In 2000, Barone and co-workers [69]

developed a hybrid Hartree–Fock/density functional model to optimize the equi-

librium geometries of NABs and their radical cations. The computed structures and

energetics (e.g., ionization energies) are in good agreement with available experi-

mental data. This validated the use of their approach for the investigation of such

open shell systems. These authors showed how this technique can be used for the

assignment of experimental fragmentation mass spectra. Higher quality theoretical

data can be obtained by coupled clusters approaches with perturbative treatment of

triple excitations (RCCSD(T)) [64], which are, however, computationally demand-

ing. Very recently, the use of newly implemented explicitly correlated methodol-

ogies [70–72], in addition to the inclusion of core-valence and scalar-relativistic
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corrections, allowed accurate determination of ionization energies (IEs) of small

and medium sized molecular systems such as NABs and analogues. Indeed, the

differences between the calculated and the measured IEs are less than 1 meV. For

such large sized molecular systems, these computations become feasible because of

the reduction of CPU time and disk space by up to two orders of magnitude when

using (R)CCSD(T)-F12 instead of (R)CCSD(T) for similar accuracy [73–76]. For

explicitly correlated calculations, Peterson and co-workers developed an ensemble

of explicitly correlated basis sets (cc-pVXZ-F12, X¼D,T,Q)) to describe first and

second raw atoms [77], in connection with their corresponding auxiliary basis sets

and density fitting functions [78–81]. The core-valence effects are evaluated as the

difference between electronic energies with only valence electrons correlated and

electronic energies with all electrons correlated (e.g., at the (R)CCSD(T)/

cc-pwCVTZ level of theory [82, 83]). The scalar-relativistic energetic contributions

correspond to the difference between electronic energies at the (R)CCSD(T) level

where the atoms are described by Dunning’s basis sets [84] without using the spin-

free, one-electron Douglas–Kroll–Hess (DKH) Hamiltonian [85, 86] and at the (R)

CCSD(T) level in connection with cc-pVXZ-DK basis sets [87] with the DKH

Hamiltonian.

For multiconfigurational wavefunctions, configuration interaction techniques,

such as multiconfiguration self-consistent field (MCSCF) and its variant, the com-

plete active space self-consistent field (CASSCF) [88, 89] and the costly internally

contracted multireference configuration interaction (MRCI) [90, 91] approaches are

widely used. For NABs and their analogues, the choice of the CASSCF active space

is not trivial, due to the computational hardware limitation. The best active space is

chosen as a compromise between computational time and accuracy, where several

tests should be performed to determine the appropriate size of active space without

significant change in the order of electronic states of the NABs or analogues.

Taking into account the size of the molecules under analysis, the good compromise

(computational cost vs accuracy) corresponds to the inclusion of all molecular

orbitals (MOs) from HOMO-n to LUMO+m where n and m equal 2–3

(cf. [92–98]). The lowest MOs are kept frozen. The CASSCF vectors are hence

constructed using all configuration state functions (CSFs) obtained after excitations

of all active electrons in these orbitals. This results in several thousands of CSFs to

be treated. At the MRCI level only the configurations of the CASSCF wavefunction

with coefficient modulus larger than a threshold (of 0.0–0.2) are included in the

reference vector. The MRCI active space is constructed after single and double

excitations of active electrons from the reference space into the virtual MOs. This

usually results in more than ten million uncontracted configurations having to be

considered. For better accuracy we generally quote the energies including the

Davidson correction (MRCI +Q) that accounts for the contribution of higher

order electron excitations [99]. Alternatively, one may perform multistate complete

active space second-order perturbation theory (MS-CASPT2) [100] or CIPT2 [101]

to consider dynamical electron correlation instead of the costly MRCI. In the

MS-CASPT2 method the gradients are implemented [102]. Hence, this method

may be used for the multidimensional mapping of the potential energy surfaces of
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the neutral and the ionic electronic states close to and far from the molecular region,

for instance for electronic excited states geometry optimizations, reaction pathways

identifications, and computation of non-adiabatic transition characterizations, as

illustrated in [103, 104].

For the investigation of the electronic excited states of ionized NABs, multicon-

figurational techniques remain the methods of choice. Nevertheless, they are

computationally demanding. In cases where the corresponding electronic

wavefunctions are dominantly described by a unique determinant, time-dependent

density functional theory (TD-DFT) [105, 106], equation-of-motion coupled clus-

ters (EOM-CC), and third-order algebraic-diagrammatic construction approxima-

tion scheme (ADC(3)) for the one particle Green’s function [107–109] all represent

good approximations. Through a comparative study of the lowest electronic states

of the 2-pyridone+ cation (a NAB analog) using PBE0/6-311 +G(d,p) and

CASSCF/MRCI/cc-pVDZ, Hammoutène et al. [94] showed that both TD-DFT

and CASSCF/MRCI describe correctly the vertical excitation energies of these

electronic states, whereas one should use multiconfiguration methods for mapping

the evolution of the potential energy surfaces far from the molecular region and for

treating the unimolecular decomposition processes undertaken by the 2-pyridone+

cation. This is due to the possible change of the nature of the wavefunctions of these

electronic states along the corresponding reactive coordinates not accounted for by

TD-DFT methods.

The outer- and inner-valence photoelectron spectra (vertical ionization energies

and spectral intensities) of NABs were computed using the ADC(3) scheme

[23, 110], i.e., within the one-hole (h) and the two-hole one particle (2h–1p)

configurations through third- and first-order, respectively, of the many-body per-

turbation theory. This technique allows the vertical ionization energies of electronic

states to be correctly accounted for when the one-electron picture of ionization is

valid [111]. Within this scheme and compared to configuration interaction

(CI) treatments having equal accuracy, the ADC(3) method is a less expensive,

more compact, and size-consistent method [112–114]. The simulated photoelectron

spectra (both energy positions and relative intensities of the bands) issued from this

treatment compare quite well with the measured spectra. This permits a correct

interpretation for the structures occurring in the inner-valence region of the

photoelectron spectrum of NABs [23].

In the last decade, Krylov and coworkers [42, 43] used EOM-IP-CCSD

[115–119] and IP-CISD [120] to solve the problematic open-shell states in ionized

NABs. These treatments require a “well-behaved” closed-shell neutral wave func-

tion. IP-CISD uses uncorrelated Hartree–Fock determinant as a reference, whereas

EOM-IP-CCSD uses a correlated CCSD reference. EOM-IP-CCSD is of course

more accurate than IP-CISD. These techniques have the advantage of being size-

intensive and spin-pure. Through this treatment, several target states and interstate

properties are derived. All are used to deduce the ionization energies and the

ionization-induced structural changes, and to simulate the photoelectron spectra

of NABs [42, 43].

Photoionization Spectroscopy of Nucleobases and Analogues in the Gas Phase. . . 169



4 Key Results

As mentioned in the introduction, the complexity of the optical spectra increases

gradually when going from analogues to the natural NABs. That is why we start out

with the presentation of key results for NAB analogues. The natural NABs are

presented thereafter, by order of increasing complexity in the spectra.

4.1 NAB Analogues

In recent years, the investigation of ionized NAB analogues has attracted a lot of

interest associated with understanding the effects of radiation damage of NABs

after their interaction with ionizing radiation, atomic ion beams, and slow or

energetic electrons. Here three examples will be treated (3-hydroxyisoquinoline,

2-pyridone/2-hydroxypyridine, and δ-valerolactam). We will show that the com-

plexity of the spectra is related to their electronic structure, to the electronic states’

mutual interaction, and to the possible contribution of several tautomers. This

complexity increases gradually from 3-hydroxyisoquinoline, to 2-pyridone/

2-hydroxypyridine, then to δ-valerolactam. The electronic structure of

δ-valerolactam resembles those of adenine and of cytosine.

4.1.1 3-Hydroxyisoquinoline

3-Hydroxyisoquinoline (3-HQ) is a NAB analogue. It is considered to be a proto-

type for the lactam-lactim tautomerism of nitrogen-containing heteroaromatic

systems and for studying the effect of electron delocalization on the aromatic ring

as well as the electronic structure of NABs. There are a few experimental and

theoretical studies on 3-hydroxyisoquinoline treating mainly the mechanisms of

tautomerization in the ground and first excited states of this molecule

[121–123]. The photoionization of 3-HQ was recently studied for the first time [98].

Scheme 2 displays the PBE0/6-311 +G(d,p) optimized equilibrium structures of

neutral and charged forms of 3-HQ (lactim), and of its tautomer (lactam) as

computed recently by Pan et al. [98]. The neutral lactim form is more stable than

the lactam isomer, in good agreement with the QCISD/cc-pVDZ and QCISD(T)/

cc-pVDZ results based on geometries at the B3LYP/cc-pVDZ level by Gerega

et al. [123]. In contrast, the lactam+ is favored with respect to the lactim+. These

tautomers are separated by transition states (TS and TS+) where potential barriers

for an intramolecular isomerization of more than 1 eV are computed. This is in line

with the unique observation, in the experimental IR spectra, of the lactim form

trapped in Ar matrices by Gerega et al. [123]. Therefore, jet cooled

3-hydroxyisoquinoline molecular beams are dominated by the lactim
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(enol analogue) form unlike the case of 2-pyridone where both tautomers are

present and contribute to the photoionization spectra (see below).

Figure 2 displays results obtained from a recent SPI study of gas phase

3-hydroxyisoquinoline measured with VUV light delivered by the SOLEIL syn-

chrotron. The VUV radiation is coupled to the velocity map imaging electron/ion

coincidence spectrometer DELICIOUS II as described in detail in [124]. The upper

panel of this figure shows the full scale 2D spectrum of 3-hydroxyisoquinoline in

the 7.4–9.8 eV photon energy range. The spectrum reveals that the photoionization

is found to occur mainly via a direct process near the ionization threshold of

3-hydroxyisoquinoline. The middle panel of Fig. 2 presents the SPES of this lactim.

This spectrum has been assigned with the help of theoretical calculations at the

MRCI(+Q)/CASSCF/aug-cc-pVDZ level for the electronic states patterns and at

the PBE0/6-311 +G(d,p) level for the harmonic and anharmonic wavenumbers of

the lactim and lactam forms of 3-hydroxyisoquinoline and their cations.

As can be seen in Fig. 2, there is no electron signal around 7.5 eV where one may

expect the formation of the lactam cationic form according to our theoretical value

of 7.509 eV, predicted at the (R)CCSD(T)-F12/cc-pVTZ-F12 level and where core

valence and scalar relativistic factors are also taken into consideration. Hence, there

is no evidence for the formation of a lactam+ isomer upon ionization of the lactim

isomer, most likely because of the relatively high tautomerism barriers in both the

neutral and ionic species (cf. Scheme 2). With the help of the explicitly correlated

Scheme 2 Structures of the lactim and lactam forms of neutral and cationic

3-hydroxyisoquinoline (lactim 3-HQ). We also give their energetic diagram computed at the (R)

CCSD(T)-F12 level of theory including core-valence and scalar relativistic corrections using the

equilibrium structure optimized at PBE0/6-311 +G(d,p) level. The relative energies obtained at

PBE0 level are shown in parentheses. With permission of [98] Copyright (2013) American

Chemical Society
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Fig. 2 Upper panel: Full scale 2D spectrum of 3-hydroxyisoquinoline. This spectrum gives the

photoelectron kinetic energies vs the photon energy. Middle panel: Slow photoelectron spectrum

(SPES) (red line) deduced from the 2D spectrum. Lower panel: Blow-up of the SPES spectrum in
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computations results, the first dominant peak (at hν¼ 8.028 eV) is tentatively

assigned as the band origin for the ionization transition of lactim. The

corresponding theoretical IE (of 8.080 eV) coincides, within the theoretical and

experimental error bars, with the experimental IE(lactim)¼ 8.028 eV value

deduced from this SPES spectrum (cf. Fig. 2). In contrast, the theoretical DFT IE

(of 7.848 eV) is off by ~0.2 eV as expected for such a level of theory. Moreover, a

rich vibrational structure is observed that corresponds to vibrational transitions

(single mode or combinations) populating the cationic lactim+ ground state eX
vibrational levels. A key feature of the assignment is the strong transition at

8.08 eV. This transition is assigned to a vibrational mode (ν32+) which corresponds

mainly to the angular deformation (in-plane) involving the C10–C14–O17 and

N16–C14–O17 angles, which represent the major geometrical differences between

3-hydroxyisoquinoline lactim and lactim+ forms (cf. lower panel of Fig. 2 which

illustrates tentative assignments of observed vibrational bands in the 7.7 to 8.5 eV

region).

In addition, several weaker and complex bands are observed in the SPES

spectrum above 9 eV. They correspond to the population of vibrational levels of

the eA electronically excited state of the cation. The eA state is predicted to lie at these

energies (cf. Table 1). At higher energies, a high density of electronic states is

predicted (cf. Table 1) that will favor their mutual interaction by vibronic coupling.

Vibronic coupling and predissociation will participate to congestion of the bands in

this energy region.

⁄�

Fig. 2 (continued) the 7.7–8.5 eV region where the comb lines correspond to the tentative

assignments. Reprinted with permission from Pan et al. [98]. Copyright (2013) American Chem-

ical Society

Table 1 Dominant electron configurations and MRCI and MRCI +Q vertical excitation energies

(in eV) of the ground and excited states of doublet lactim+ (enol) of 3-hydroxyisoquinoline. These

energies are given with respect to the eX1A0 minimum of neutral 3-hydroxyisoquinoline lactim

State Electron configuration MRCI MRCI +Q

eX2A
00 0.92� {(30a0’)2(31a0)2(32a0)2(4a00)2(5a00)2(6a00)1} 7.40 7.55

22A00 0.88� {(30a0)2(31a0)2(32a0)2(4a00)2(5a00)1(6a00)2} 9.30 9.30

12A0 0.90� {(30a0)2(31a0)2(32a0)1(4a00)2(5a00)2(6a00)2} 11.04 10.26

32A00 0.80� {(30a0)2(31a0)2(32a0)2(4a00)1(5a00)2(6a00)2} 10.84 10.84

42A00 0.85� {(30a0)2(31a0)2(32a0)2(4a00)2(5a00)2(7a00)1} 11.95 11.69

22A0 0.74� {(30a0)2(31a0)2(32a0)1(4a00)2(5a00)2(6a00)1(7a00)1} 14.11 13.30

52A00 0.59� {(30a0)2(31a0)2(32a0)2(4a00)2(5a00)2(8a00)1}
+0.57� {(30a0)2(31a0)2(32a0)2(4a00)2(5a00)1(6a00)1(7a00)1}

14.04 13.43

32A0 0.90� {(30a0)2(31a0)2(32a0)2(33a0)1(4a00)2(5a00)2} 14.35 13.74

42A0 0.90� {(30a0)2(31a0)1(32a0)2(4a00)2(5a00)2(6a00)2} 14.86 14.33

52A0 0.91� {(30a0)1(31a0)2(32a0)2(4a00)1(5a00)2(6a00)2} 14.96 15.01

This table is adapted from [98]
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4.1.2 2-Pyridone

2-Pyridone (lactam, 2-PY), its tautomer 2-hydroxypyridine (lactim, 2-HP)

(cf. Scheme 3), and their dimers together represent a model system to study

NABs, isolated or paired, as well as the hydrogen bonding in their complexes.

The neutral species were widely studied experimentally and theoretically as

detailed in [9, 94]. Mainly, the work published in these references accurately

characterized the equilibrium structure of both tautomers, their relative energies,

and their electronic excited states. In contrast, only a few studies considered their

cations.

In 2002, Trikoupis et al. [125] performed combined B3LYP/CBSB7 computa-

tions and mass spectrometric experiments on 2-HP+. They showed that the frag-

mentation pathways of the cationic species are very complex. Indeed, 2-HP+

undergoes decarbonylation to yield 3-H pyrrole ions and CO (pathway (b) in

Scheme 4) after ring-opening. Alternatively, the reaction may proceed through

the most stable form, 2-PY+, after 1,3-H transfer through a 28 kcal/mol ketonization

barrier (pathway (a) in Scheme 4).

The IEs of 2-PY and of 2-HP were determined by electron impact ionization

[126], photoelectron [127], resonance enhanced multiphoton ionization [128], zero

kinetic energy (ZEKE) photoelectron, resonantly enhanced two-photon ionization,

and mass analyzed threshold ionization (MATI) spectroscopies [129, 130], and

more recently by slow photoelectron spectroscopy [9]. For 2-PY, ZEKE spectra

provided an IE (2-PY) of 8.4479� 0.0006 eV and IE (2-HP) of 8.9384� 0.0006 eV

[129], which were confirmed later by the SPES study of Poully et al. [9]. Of

potential interest, the corresponding spectra (Figs. 3 and 4) present rich structures,

which correspond to the population of the vibrational levels of the 2-PY+ cation in

the eX ground and eA excited electronic states, as well as of the 2-HP+ cation in the

electronic ground state. The SPES spectrum (Fig. 4) displays the assignment of

these bands based on the PBE0/6-311 +G(d,p) computation results listed in Table 2.

Because of symmetry selection rules, only the a0 cationic levels are populated by

one photon ionization from the corresponding neutral ground state. These bands are

mainly due to excitation of the cationic vibrational modes 18 and 20 together with

weaker contributions of bands involving other vibrational modes and even numbers

of quanta of the vibrational mode 21 (cf. Table 2). Moreover, the analysis of

the SPES spectrum allows the determination of some fundamentals of 2-PY+,

2-PY+ 2-HP+

Scheme 3 2-Pyridone

(2-PY+) cation and its

tautomer 2-hydroxypyridine

(2-HP+)
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i.e., ν20+¼ 521, ν18+¼ 739, ν16+¼ 1005, ν13+¼ 1223, ν11+¼ 1356, ν10+� ν9+¼ 1452,

and ν8+� ν7+¼ 1573 (all values are in cm�1). The experimental values from ZEKE

measurements are very close to those obtained using SPES spectroscopy since

deviations between both sets of data are less than 4 cm�1. For instance, the ZEKE

ν20+, ν16+, ν13+, ν10+ / ν9+, and ν8+ / ν7+ fundamentals were measured at 520, 1,010,

1,219, 1,457, and 1,572 (in cm�1), respectively. Generally, the experimental and theo-

retical values agree quite well, which validates the use of the PBE0/6-311+G(d,p)

method for deduction of anharmonic frequencies of such classes of molecules.

In addition, the 2D-SPES spectrum reveals that photoionization of 2-PY and of

2-HP molecules occurs mainly via a direct process close to their ionization thresh-

olds, whereas the indirect route (autoionization) may contribute at higher energies.

Finally, the recent theoretical study [96] of the spectroscopy of methyl

substituted 2-pyridones, tautomers and ions (denoted as xMe-2-PY0/+1 and

xMe-2-HP0/+1, where x represents the relative position of the methyl group on the

ring) and comparison to 2-PY0/+1 and to 2-HP0/+1 showed that there is a lowering of

all vibrational frequencies upon ionization and that the substitution of an H by the

methyl group enhances such reduction. Shifts for short wavelengths were com-

puted, with the largest effect being predicted for 6Me-2-HP. The effects are large

for the CO stretching mode, whereas the NH stretching mode varies only slightly.

Scheme 4 Schematic

representation of the

unimolecular processes

undertaken by 2-HP+.

Energies are in kcal/mol.

The energetics of pathways

a and b are unknown. With

courtesy of [125]
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The computed frequency changes observed for the methyl compounds are large

enough to be measurable by means of modern spectroscopic techniques.

The lowering of the frequencies upon ionization or methyl substitution is due to

the perturbation of the π electron distribution on the aromatic ring. Indeed, ioniza-

tion induces a loss of π electrons and the donor electronic effect of methyl leads to

“excess” electrons on the ring. Both effects result on deviations from the 4n + 2
electrons rule for perfect aromaticity.

4.1.3 δ-Valerolactam

δ-Valerolactam (piperidin-2-one) is a cyclic lactam (cf. Scheme 5). There are

structural similarities between δ-valerolactam (saturated C–C bonds) and

2-pyridone (aromatic six ring cycle). δ-Valerolactam presents a small number of

Fig. 3 ZEKE photoelectron spectrum of 2-PY (lactam, upper left panel), of 2-HP (lactim) via the

S1 neutral state (upper right panel), and energy diagram of 2-PY and of 2-HP (lower panel).
Reprinted with permission from Ozeki et al. [129]. Copyright (1995) American Chemical Society
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hydrogen bonding donor-acceptor sites. It represents an even simpler model for

studying the pairing (hydrogen bonding) between NAB pairs since only the amide

form predominates under laboratory conditions, whereas 2-pyridone possesses two

tautomers (lactam and lactim forms). Several structural and spectroscopic studies

were performed on the neutral δ-valerolactam molecule. They are reviewed in

[95]. For the cation, Potapov et al. [131] and Treschanke and Rademacher

[132, 133] determined the IEs of δ-valerolactam, at IE¼ 9.15� 0.02 and 9.30 eV,
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Fig. 4 Upper panel: Full scale 2D SPES spectrum of 2-PY and of 2-HP. It gives the photo-

electron kinetic energies vs the photon energy. Lower panel: Slow photoelectron spectrum (SPES)

for electron kinetic energies from 0 to 75 meV. We highlight the experimentally-determined origin

transitions for the ground state of 2-PY+ and of 2-HP+. The insets correspond to a zoom of this

spectrum in the region 8.40–8.65 eV, where the vertical lines reproduce the assignments of the

bands. Reproduced from [9] by permission of the PCCP Owner Societies
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respectively by means of HeI photoelectron spectroscopy. Their spectra are com-

posed of well-resolved bands extending over ~1 eV each which were attributed to

ionization from πN, nO for the first two bands and to the inner valence shell

ionization for the higher ones. Recently, Mahjoub et al. [95] studied the single

photon ionization of gas phase δ-valerolactam and the state-to-state fragmentation

of [δ-valerolactam]+ by means of VUV synchrotron radiation coupled to a velocity

map imaging electron/ion coincidence spectrometer [97]. These authors have also

performed extensive state-of-the-art computations on equilibrium geometries, elec-

tronic state patterns, and evolutions, harmonic, and anharmonic frequencies of

neutral and positively charged δ-valerolactam, and for over 170 possible dissocia-

tion channel products. The equilibrium structure computations were done at the

PBE0/aug-cc-pVDZ and the MP2/aug-cc-pVTZ levels of theory. The mapping of

Table 2 PBE0/6-311 +G

(d,p) fundamental harmonic

and anharmonic frequencies

(in cm�1) of 2-PY+ and 2-HP+

cations [Hammoutène

et al. Private communication].

For 2-PY+, modes 1–21 are of

a0 symmetry and modes

22–30 are of a symmetry. For

2-HP+, all modes are of

a symmetry

Mode

2-PY+ 2-HP+

Harmonic Anharmonic Harmonic Anharmonic

1 3,547.4 3,385.4 3,782.4 3,579.7

2 3,243.7 3,123.8 3,236.2 3,108.6

3 3,237.6 3,113.6 3,225.6 3,098.9

4 3,224.3 3,085.0 3,204.2 3,076.0

5 3,220.3 3,091.9 3,196.6 3,062.5

6 1,637.5 1,596.8 1,631.7 1,589.4

7 1,595.6 1,568.3 1,571.1 1,540.1

8 1,581.6 1,561.5 1,500.6 1,466.8

9 1,491.1 1,458.4 1,474.6 1,450.1

10 1,484.2 1,454.8 1,445.8 1,412.7

11 1,388.5 1,355.9 1,396.4 1,365.7

12 1,270.0 1,243.2 1,359.7 1,329.0

13 1,241.8 1,212.3 1,178.3 1,148.5

14 1,180.8 1,165.1 1,158.9 1,120.7

15 1,098.4 1,081.3 1,119.4 1,096.0

16 1,037.0 1,018.9 1,011.8 1,015.0

17 994.0 983.3 1,009.9 992.6

18 789.1 770.3 989.1 981.4

19 604.4 596.2 985.7 965.5

20 538.3 531.9 864.4 845.1

21 452.4 448.6 827.0 829.6

22 1,022.5 1,015.6 776.6 748.7

23 1,011.1 1,016.9 675.8 656.9

24 919.4 913.6 602.9 575.2

25 813.9 810.6 601.2 588.3

26 766.9 762.1 552.0 533.5

27 670.9 670.1 448.0 436.5

28 450.1 451.7 431.6 427.3

29 350.1 348.4 353.6 352.1

30 177.8 175.6 124.1 124.7
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the electronic states of the cation was done at MRCI +Q/CASSCF/aug-cc-pVDZ

level of theory.

We display in Fig. 5 the CASSCF/aug-cc-pVDZ one-dimensional evolutions of

the potential energy surfaces of the lowest doublet electronic states of

[δ-valerolactam]+ along the planarization angle θ and along the normal coordinate

relative to the out-of-plane torsion mode 41 [95]. This figure reveals that the ground

electronic state eX2A and the first excited state eA2A become close to each other for

θ ~ 190� and Δτ ~ 14�. An avoided crossing is visible at these nuclear configura-

tions, i.e., close to the equilibrium molecular structure of the eA2A state. Conse-

quently, both electronic states are coupled vibronically and their electronic wave

functions are strongly mixed, resulting in complex and non-conventional rovibronic

spectra for the eX2A and eA2A states in the vicinity of this avoided crossing (not

sufficiently resolved in the SPES experimental study). Theoretically, accurate

derivation of the spectrum of these states needs further development, where the

potential energy surfaces of both states should be mapped in full dimensionality and

a variational treatment of the nuclear motions is needed.

Figure 6 (upper panel) displays the full scale 2D spectrum of jet cooled

δ-valerolactam providing the photo-electron kinetic energies vs the photon energy.

This spectrum shows that photoionization of this molecule takes place mainly via a

direct process close to the ionization thresholds whereas the indirect route

(autoionization) contributes at higher energies. The SPES for electron kinetic

energies from 0 to 57 meV as deduced from the 2D spectrum is also given

(Fig. 6, middle panel). The vertical bars correspond to the theoretically-determined

electronic state origin transitions. At the MRCI +Q/CASSCF/aug-cc-pVDZ level

of theory, the eA2A, eB2A, eC2A, and eD2A states are computed to lie at 0.52, 2.90, 3.22,

and 3.55 eV with respect to the [δ-valerolactam]+ eX2A energy at equilibrium. These

energies fit quite well with the origin bands of this SPES spectrum and compare

quite well to those deduced from the HeI photoelectron spectrum of Treschanke and

Rademacher [133] (at 0.5, 2.1, 2.8, and 3.0 eV, with respect to the ground state

Scheme 5 Structure of

δ-valerolactam
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Fig. 5 (a) CASSCF/aug-cc-pVDZ one-dimensional cuts of the potential energy surfaces of the

lowest doublet electronic states of δ-valerolactam+ along the planarization coordinate, θ. The
remaining internal coordinates are kept fixed at their equilibrium values in δ-valerolactam+

eX . (b)
CASSCF/aug-cc-pVDZ one-dimensional cuts of the potential energy surfaces of the lowest

doublet electronic states of δ-valerolactam+ along the normal coordinate, Δτ1 (mode 41). These

curves are given in energy with respect to the energy of δ-valerolactam+
eX at equilibrium. The solid
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origin band of the cation). The synthetic spectrum in Fig. 6 illustrates the good

agreement between experiment and theory.

The narrow bands at the left side of the slow photoelectron spectrum correspond

to transitions populating vibrational levels of the cation eX state. Moreover, several

weaker and complex bands are observed, corresponding to population of vibrational

levels (single or combination modes) of the electronically excited states of the

cation arising from their mutual vibronic interactions. This is shown in the lower

panel of Fig. 6 as an inset which corresponds to an enlargement of the SPES

spectrum in the vicinity of the cationic ground state. The tentative assignment of

the observed bands (vertical lines) is achieved with the help of the theoretical

results [95].

After its formation, the [δ-valerolactam]+ ion is subject to isolated state intra-

molecular unimolecular fragmentation processes. The time-of-flight mass spectra at

different photon energies from 9 to 12 eV are displayed in Fig. 7. Various fragments

of [δ-valerolactam]+ parent cation are observed, corresponding to m/z 30, 43,

56, 58, 70, 71, 82, and 98. Tentative identifications of the related fragmentation

pathways based on ab initio computational results are given in Table 3. Generally,

close analysis of the products shows that isolated state unimolecular decomposition

of this NAB analogue leads mostly to nitriles and small heterocycles. These kinds

of molecules can be qualified as “prebiotic” since they can themselves be precursors

of the building blocks of life (amino acids and NABs). The reversed reactions of

NAB dissociation may thus be of importance for the synthesis of these species in a

prebiotic environment. Further experimental investigations in the laboratory are

needed for confirmation.

4.2 NABs Occurring in Biological DNA and RNA

4.2.1 Thymine

The experimental adiabatic ionization energy of thymine (T) is found at

AIE¼ 8.82� 0.03 eV by Jochims et al. [37]. PE spectra of thymine have been

measured by several groups [15–17, 20, 23]. According to ab initio calculations,

thymine, unlike cytosine, for example (see below), has no low-lying tautomers

[134]. The most stable form is a diketo isomer followed by an enol form at ~45 kJ/

mol higher in energy. Eleven other tautomers are identified, with energies up to

130 kJ/mol above the most stable one. The room temperature PE spectrum is

therefore not complicated by the contribution of several tautomers prior to

⁄�

Fig. 5 (continued) thick vertical line corresponds to the middle of the Franck–Condon (FC) region

accessible from δ-valerolactam eX [95]. Copyright © Wiley-VCH Verlag GmbH & Co. KGaA,

Weinheim
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Fig. 6 Upper panel: Full scale 2D spectrum of δ-valerolactam providing the photo-electron

kinetic energies vs the photon energy. Middle panel: Slow photoelectron spectrum (SPES) (red
line) for electron kinetic energies from 0 to 57 meV as deduced from the 2D spectrum.
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ionization. However, rotation of the methyl group gives rise to two possible

conformers, cis and trans. Trofimov et al. [23] have calculated the binding energies

(BEs) and spectral band intensities in the 8.82 to 17.35 eV energy range using

OVGF and ADC methods. Satisfactory agreement with their own and previous

experimental spectra is achieved even though some of the electronic PE bands

overlap and proper assignment, especially above 14 eV, becomes difficult. In their

work, angle-dependent PE measurements helped to distinguish σ from π orbitals in

the assignment. To give an extract from this excellent work, the lowest molecular

orbitals of T have the following character and BE: 6a00(π6), BE¼ 8.85 eV (OVGF,

6-311++G** basis set); 5a00 (π5), BE¼ 10.46 eV, 18a0 (σLP-O), BE¼ 10.46 eV; 17a0

(σLP-O), BE¼ 11.36 eV; 4a00(π4), BE¼ 12.52 eV. The following, more uncertain

assignments can be found in [23].

Very shortly after this work, a Mass-Analyzed Threshold Ionization (MATI)

spectrum was measured with high resolution (~0.1 meV). This spectrum (Fig. 8)

corresponds to the photoionization of jet-cooled T close to the ionization threshold

region, between its IE and IE + 1,800 cm�1 (IE + 0.22 eV) [135]. It presents a rich

structure that was attributed to the population of the lowest vibrational levels of the

⁄�

Fig. 6 (continued) We highlight the theoretically determined origin transitions with vertical bars.
The synthetic spectrum (black line) is obtained after a rough adjustment of the experimental

spectra assuming few Gaussian profiles: the narrow bands at the left side are for the ground state

and the larger ones are for the two contributing autoionizing states (the dotted and dashed blue
lines). Lower panel: SPES spectrum of delta-valerolactam+ in the vicinity of the cationic ground

state and its tentative assignment (vertical lines) by the help of the theoretical results [95].

Copyright © Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim

Fig. 7 Time-of-flight (TOF) spectra of δ-valerolactam recorded at six fixed photon energies from

9.0 to 12.0 eV. Reprinted with permission from Mahjoub et al. [97]. Copyright (2012) American

Chemical Society
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T+ cation. The first normal-mode analysis of T+ for the observed vibrational

structure is also presented in the work of Choi et al. [135]. It is shown that the

observed bands correspond to the population of the low frequency modes ν27, ν30,
ν33, and ν39 of T+. In addition, this spectrum is dominated by the 0–0 transition and

the adiabatic IE is thus measured accurately to be AIE¼ 8.9178� 0.001 eV. The

discrepancy with the value found by Jochims et al. [37], of the order of 0.1 eV, is

most reasonably explained by the initial thermal energy content of the thymine

neutrals produced by the source used in [37].

Later on, Bravaya et al. [43] presented a complete theoretical vibrational anal-

ysis of the S0–D0 transition between its origin and 9.7 eV. These authors used the

high resolution MATI spectrum of Choi et al. [135] to test the quality of their

calculations. In terms of accuracy in energy position, there is excellent agreement,

since the theoretical AIE is computed at 8.89 eV, which differs by only ~0.02 eV

from the AIE of [135]. The positions and relative intensities of the experimental

vibrational bands are also nicely reproduced by the (blue-shifted) theoretical

spectrum of [43] in the region between the AIE and AIE + 0.1 eV approximately

(see Fig. 10 in [43]). This validates the approximation they used to compute the

Franck–Condon Factors (FCF) for interpretation and prediction of experimental

PESs. The authors of [43] then continue to calculate the full vibrational progression

of the S0–D0 transition of the PES (up to AIE + 1 eV). However, in this spectral

region there are considerable deviations to the experimental PES of [23]. They are

explained by possible mixing with the S0–D1 progression, which makes sense, since

Fig. 8 (a) Photoionization efficiency (PIE) and (b) VUV-MATI spectrum of thymine. Spectrum

(b), recorded by nanosecond VUV laser spectroscopy (resolution ~0.8 cm�1), can be regarded as a
most highly resolved VUV spectrum in the IE + 1,800 cm�1 region for a biological NAB. For the

normal mode analysis of the S0–D0 transition of thymine please refer to [135]. Reprinted with

permission from Choi et al. [135]. Copyright (2005) American Chemical Society
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this transition is much more intense and its precise origin is not well known.

Vertical ionization energies have also been calculated for the six lowest ionized

electronic states of thymine by different methods. The order is found to be in

agreement with the results of Trofimov et al. [23]. We note that experimental

PES band positions are satisfactorily reproduced by the differentiated PIE spectrum

(dPIE/dE) also presented in [43]; however, the relative spectral intensities of the

experimental PES bands from [23] are not reproduced by the dPIE/dE curve.

Very recently, Majdi et al. [136] have recorded a thymine SPES spectrum at the

SOLEIL synchrotron, under similar conditions to those depicted in [11] for adenine

and cytosine. This spectrum is shown in Fig. 9. Strikingly, the SPES spectrum

(Fig. 9, lower panel) presents rich and well-resolved structures that correspond to

the electronic and vibrational structures of thymine+ cation. This work extends the

experimental spectrum of Choi et al. [135]. The full analysis of these bands is under

investigation. The experimental work of Majdi et al. [136] reveals that the exper-

imental capabilities at the DESIRS beamline of the SOLEIL synchrotron are

powerful enough to get insight into the NABs cationic structure. It confirms our

Fig. 9 Upper panel: PES matrix corresponding to the thymine parent mass, obtained with oven

vaporization. The energy step is 2.5 meV. Lower panel: SPES derived from the PES matrix by

considering photoelectrons having kinetic energies less or equal 200 meV [136]
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analysis for adenine and cytosine [11] where the congestion of the spectra resides in

fact in the intrinsic complex electronic, tautomeric, and vibronic structure of

adenine and cytosine (see also below).

The dissociative ionization of T was studied in detail by Jochims et al. [37]. The

three main dissociation pathways, shown in Fig. 10, are as follows. (1) The loss of

isocyanic acid (HNCO) by retro-Diels–Alder reaction from the thymine parent

cation, to form the m/z 83 residual fragment with an AE of 10.7� 0.05 eV. The loss

Fig. 10 Principal fragmentation decay routes of the thymine radical cation. Measured appearance

energy (AE) is given for each fragment (in eV). Roman numerals correspond to species discussed

in [37]. Reprinted from Jochims et al. [37]. Copyright (2005), with permission from Elsevier
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of HNCO involves rupture of two bonds, N3–C4 and C2–N1. The latter bond is

shown to be weaker in the cation as compared to the neutral thymine [69]. (2) The

subsequent loss of CO together with a fragment of m/z 55 and AE¼ 11.7� 0.1 eV.

As was shown above, the loss of a CO is the lowest fragmentation channel of the

2-PY+ and 2HP+ analogues. (3) Another intense ion is seen at m/z
28 (AE¼ 13.6� 0.1 eV). It is assigned to the HCNH+ ion (an ion observed in the

interstellar medium). Other ions, with lower intensity are also detected. Possible

assignments of the chemical structures of observed ions and corresponding neutral

fragments, as well as formation pathways, are discussed in detail in [37].

4.2.2 Uracil

This RNA NAB has been less studied in the past decade than the other biological

NABs. Early PE spectra are reported in [15–17, 20, 21]. As one can expect from the

similarity of the chemical structure, the PE spectrum of uracil resembles closely the

PE spectrum of thymine (see, for example, [20]). According to the analysis

presented in [21], the four lowest lying molecular orbitals are of π1, n1, π2, and n2
character, respectively. They lie very close in energy (VIE (exptl.)¼ 9.53, 10.23,

10.57, and 10.99 in eV). Similar to thymine, the lowest energy tautomer of uracil is

the diketo form and the second lowest tautomer is an enol form, lying 46.35 kJ/mol

higher than the diketo tautomer according to high level ab initio calculations

[134]. In all, 13 tautomers are identified in the work presented in [134], with

relative energies up to 131 kJ/mol compared to the lowest lying diketo form. The

room temperature PE spectrum of uracil thus consists of the contribution of a

unique tautomer, for instance the diketo one. Experimentally, the adiabatic ioniza-

tion energy of uracil was measured to be AIE¼ 9.15� 0.03 eV [37], which is

slightly higher than thymine’s AIE. We can also mention the electron impact

ionization value of VIE¼ 9.59� 0.08 eV [33], in excellent agreement with the

PES value obtained by Kubota et al. [21].

4.2.3 Adenine

The most stable tautomer of adenine is 9H-adenine, followed by two other tauto-

mers, i.e., 3H-adenine and 7H-adenine at energies of 29 and 31 kJ/mol with respect

to 9H-adenine. Both theoretical and experimental studies demonstrated that

gas-phase adenine produced by heating and then followed by jet-cooling leads

efficiently to the predominance of the 9H-adenine isomer in gas phase prior to

ionization [43, 137–142]. Hence, the photoionization experimental spectra were

fully assigned to the single tautomer 9H-adenine+ + e� 9H-adenine + hν
transition.

The ionization of adenine has been widely studied since the 1970s using

ultraviolet photoelectron spectroscopy [18, 20, 23, 143–145], photoionization

mass spectrometry [146], electron impact mass spectrometry [28], and very
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recently using slow photoelectron spectroscopy [11]. In the latter study, the close to

zero kinetic energy photoelectrons and the corresponding photoions were measured

in coincidence. The assignment of these experimental spectra was based on deep

theoretical investigations of the structure and the electronic states of ionized

adenine by means of modern theoretical methodologies [43, 147–150].

Below 8 eV, the experimental spectra of adenine present no signal and then the

signals increase above hν¼ 8 eV [20, 23, 37, 43, 144]. This is exemplified in Fig. 11

where we show the PES spectrum of adenine measured by [23], the experimental

dPIE/dE spectrum recorded at the Advanced Light Source, together with VIE

calculations of [43] in the 7.5–11.5 eV energy range. Jochims et al. [37] used

PIMS and SR from the BESSY synchrotron facility (Berlin-Adlershof) and proved

that the fragmentation of the 9H-adenine+ cation occurs for photon energies well

above 11 eV. In 2013, this is confirmed by the threshold electron-ion coincidence

measurements by Touboul et al. [11]. Therefore, the major contribution to the
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photoelectron spectra in the energy range 8–11 eV corresponds to the 9H-adenine+

radical cation.

In 2010, Krylov and coworkers computed an adiabatic ionization energy of

adenine of AIE¼ 8.13 eV using the equation-of-motion coupled-cluster method

[43]. This value agrees well with the onset of their PIE curve found at

8.20� 0.05 eV [43] (Fig. 11, upper panel). The TPEPICO spectrum of adenine

[11] shown in Fig. 12 presents a sharp peak at threshold, which is attributed by

Touboul et al. to the 9H-adenine+ eX000 +e
� 9H-adenine eX000 + hν photoionization

transition. This allowed them to determine accurately the adiabatic IE of

9H-adenine as AIE¼ 8.267� 0.005 eV. This value is in excellent agreement with

previous ones obtained by photoionization mass spectrometry (PIMS) measure-

ments of the relative intensity of the parent ion vs the photon energy (8.20� 0.03 eV

[37]; 8.26 eV [146]). The vertical ionization energy (VIE) of 9H-adenine corre-

sponds to the maximum of the first band in the photoelectron spectra and was

measured to be VIE¼ 8.606� 0.006 eV [142], 8.44� 0.03 eV [143], and 8.48 eV

[144] using photoionization techniques. The experimental VIE value of Nir

et al. [142] is in excellent agreement with the maximum of the first electronic

band of the TPEPICO spectrum shown in Fig. 12 (lower panel) [11]. The VIE is

~0.3 eV higher than the AIE. As established theoretically [43, 69, 151–153], this

corresponds well to the Franck–Condon transition shift. Indeed, the geometrical

changes between neutral and ionic 9H-adenine take place mainly on bond length

and in-plane angles. In particular, ionized adenine does not lose its planarity. These

precise ionization energies were used by Touboul et al. [11] to deduce an accurate

heat of formation of the adenine radical cation ΔfH298(adenine cation) of

1004� 9 kJ/mol. The photoionization mechanism close to and above the IEs is

found to occur mainly via direct processes (Fig. 12). For the sake of completeness

we mention that the IE values determined by electron impact ionization are less

accurate and spread over 1 eV range [29, 154, 155].

In the 8–11 eV energy range, similar experimental spectra were measured for

adenine as illustrated in Figs. 11, 12, and 13. They consist of broad bands due to the

complex electronic structure of the cationic species. One can identify three broad

bands centered at 8.6, 9.6, and 10.5 eV, respectively. These bands are structureless.

Figure 11 displays the VIEs and the corresponding MOs as computed at the

EOM-IP-CCSD/cc-pVTZ level by Krylov and coworkers [43]. According to

these high level computations, these bands correspond to Koopmans-like ionization

processes, where the first band is due to the ionization of the π-type HOMO, and the

second and third bands are for the ionization from π- and σ-like molecular orbitals.

In contrast to thymine and to the NAB analogues, the experimental spectra do not

show any resolved vibrational structure in despite of a high enough experimental

resolution. This is due to the complex electronic structure of 9H-adenine+ as

discussed widely by Krylov and coworkers [43]. For photon energies 	11 eV, the

PE spectrum (Fig. 13) is composed of several bands that were attributed to the

ionization from the outer-valence orbitals of adenine. The corresponding vertical
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Fig. 12 Upper panel: Full scale 2D spectrum of adenine obtained using oven vaporization

providing the photo-electron kinetic energies as a function of the photon energy. Lower panel:
TPEPICO spectra of the adenine parent obtained with 40 meV threshold electron resolution. The

black curve is when adenine is vaporized with the aerosol source and the red curve is for

in-vacuum oven. The inset presents an energy close up of the threshold region. Reprinted with

permission from Touboul et al. [11]. Copyright (2013), AIP Publishing LLC
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ionization energies are listed in [23]. Some of the associated bands overlap

significantly. This participates to the congestion of the experimental spectra.

The VUV photochemistry of adenine is very complex. For instance, Leach and

coworkers [37, 156], who used a quadrupole mass spectrometer and VUV-SR for a

PIMS study of adenine in the range of 6–22 eV, were able, with the help of

Fig. 13 Upper panel: Photoelectron spectrum of adenine recorded for hν¼ 80 eV. Lower panel:
synthetic theoretical spectrum obtained using the ADC(3) method Trofimov et al. [23] © IOP

Publishing. Reproduced with permission. All rights reserved
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thermochemical data, to deduce dissociative ionization mechanisms in detail. The

recent experiments of Pilling et al. [157], using a photoelectron-photoion coinci-

dence technique (PEPICO), confirmed such a complex chemistry upon ionization of

adenine. Both groups showed that the adenine cation fragments at energies between

10.7 and 22 eV. However, the most abundant ion, even at hν¼ 21 eV, is still the

parent ion C5H5N5
+. This confirms the high stability of adenine upon absorption of

a VUV photon. Both groups also observed other intense fragment ions such as

C4H4N4
+, C3H3N3

+, C2H2N2
+ (corresponding to successive losses of HCN),

NH2CNH
+, as well as HCNH+. Through the analysis of the relative abundances

for each ionic fragment and their mean kinetic energy release, they found that the

production of the neutral HCN fragment represents up to 40% of the dissociative

channels for this molecule as induced by VUV photons. Interestingly, some of these

products are also observed after unimolecular decomposition of the δ-valerolactam
cation as illustrated above.

4.2.4 Cytosine

In the literature there exist several ab initio computations of the equilibrium

structures, the relative energies, and the ionization energies of the tautomers of

cytosine [36, 42, 43]. These studies showed that these tautomers are close in energy.

Five of them (for instance, C1, C2a, C2b, C3a, and C3b) are located within energy

differences less than 11.5 kJ/mol (cf. Fig. 14). Accordingly, molecular beams of

cytosine are most likely composed of a mixture of several tautomers prior to

ionization. The composition of the neutral gas depends strongly on the techniques

used for vaporization (gas temperature, oven vaporization, aerosols, etc., see our

discussion in Sect. 2.3.1). The three most stable forms (for instance C1, C2b, and

C3a) are expected to prevail. Analysis of the recent experimental photoionization

spectra mainly considers the contribution of these three tautomers. This makes the

situation more complicated for cytosine than for adenine.

Photoionization of cytosine was studied using mass spectrometry coupled to

VUV rare gas lamps for excitation [39] and VUV-SR sources at the Advanced Light

Source [38, 42], at the Daresbury Laboratory storage ring [23], and very recently at

Synchrotron SOLEIL [11]. The 2D spectrum of the cytosine+ cation, of photoelec-

trons having kinetic energies from 0 to 140 meV is displayed in Fig. 15 (upper

panel) [11]. This 2D matrix reveals that the single photoionization of cytosine

occurs mainly by a direct process in the energy ranges of interest, so that

autoionization processes can be neglected. We present in Fig. 14 the PES and the

differentiated PIE curve (upper panel) up to 3 eV above the IE and in Fig. 15 (lower

panel) the TPEPICO spectrum of cytosine from threshold up to 2 eV above the

IE. This is the spectral region covering the excitation of the lowest lying electronic

excited states of the ion. Within the TPEPICO measurement scheme, the mass

selection ensures that only the photoelectrons associated with the cytosine ion are

detected in coincidence, ruling out the contribution of eventual fragments. All these

experimental spectra are similar. They start by a sharp increase of the signal close to

the IE of cytosine.
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The ionization energy of cytosine has been determined experimentally by

several methods. Using electron impact ionization, the IE is found to be

IE¼ 9.0� 0.1 eV [154]. Using PIMS in combination with a hydrogen discharge

lamp, values of AIE¼ 8.68 eV and VIE¼ 8.94 eV have been obtained [146]. With
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Fig. 15 Upper panel: Full scale 2D spectrum of cytosine obtained using oven vaporization

providing the photo-electron kinetic energies vs the photon energy. Lower panel: TPEPICO
spectra of the cytosine parent obtained with 40 meV threshold electron resolution when using

the aerosol source (black curve) and with 80 meV (red curve) when using the in-vacuum oven. The

inset is an enlargement for the threshold ionization energy where the oblique lines are to enlighten
the slopes at the ionization threshold. Reprinted with permission from Touboul

et al. [11]. Copyright (2013), AIP Publishing LLC
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PES, IE¼ 8.45 eV [19] and VIE¼ 8.94� 0.03 eV [143] are obtained. Finally, very

recently, the AIE of cytosine has been determined to be AIE¼ 8.66� 0.01 eV using

TPEPICO [11]. Since there is no clear adiabatic transition in the TPEPICO spec-

trum of [11], the latter value was deduced by linear extrapolation of the first onset of

the TPEPICO spectrum as illustrated in the inset in Fig. 15. This recent AIE value

agrees very well with the measurements of Kostko et al. (8.60� 0.05 eV [42]),

whereas some deviations are observed with the earlier PES values which can be

partially explained by different compositions of the cytosine tautomer distribution

in the gas jet prior to photoionization. The spectra are composed of several

overlapped bands corresponding to the population of the ground and the first two

electronic excited states of this cation. For energies >11 eV, the PE spectrum

(Fig. 16) shows several bands due to ionization of the outer-valence molecular

orbitals of cytosine.

Similar to adenine, the VUV photochemistry of cytosine upon ionization is

complex. For illustration, we mention the combined theoretical and neutralization–

reionization mass spectrometric study performed byWolken et al. [36] (cf. Fig. 17).

Interestingly, these authors observed that metastable cytosine cation–radicals

undergo ring-cleavage dissociations by eliminations of CO (major) and HNCO

(minor). The production of CO was also discussed for the fragmentation of

thymine+, 2-pyridone+, and 2-hydroxypyridone+ cations (see above).

4.2.5 Guanine

Guanine has been a little less studied in the past than the other biological NABs,

most probably because it is more difficult to bring this compound into the gas phase

as compared to the other NABs whose molecular weight is lower. The compound

has to be heated up to more than 300�C, which is close to its melting point, in order

to have sufficient vapor pressure to perform gas phase measurements. Using

SR-PIMS, Zaytseva et al. showed that, even at these high temperatures, guanine

is not thermally degraded [24]. Furthermore, guanine is insoluble in water, in

contrast to all other biological NABs, which hinders the use of the soft aerosol

desorption technique described above. PE spectra are presented in [19, 24]. In the

article of Hush and Cheung [143], an ionization energy determined by PES is

reported. Electron impact ionization studies are given in [28, 158]. Plekan

et al. recorded PI mass spectra using rare gas lamp radiation at five spectral lines

between 8.43 and 21.2 eV [39]. Jet-cooled guanine and G-(H2O)n (n¼ 1–3) clusters

have also been studied at the Advanced Light Source, using PIMS [38, 41]. The

most comprehensive theoretical studies of higher excited states of neutral and ionic

guanine are detailed in [24, 147, 148, 159]. Briefly, they mainly concern the

simulations of its PE spectrum [24], ab initio calculations of the ionization energies

[147, 148] and of the relative energies of the numerous guanine tautomers [159].

Guanine has four nitrogen-bonded hydrogen atoms that can potentially migrate.

According to the ab initio calculations presented in [159], the four lowest lying

tautomers are within 0.1 eV of each other. Four other tautomers lie within 0.28 eV
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above the lowest. Gas phase guanine, even if jet-cooled, is therefore necessarily a

mixture of these different molecules. According to IE calculations reviewed in [41],

their respective AIEs lie between 7.80 and 8.17 eV, and their VIEs between 8.16

and 8.44 eV. These values agree well with experimental PE spectra [19, 24]. Zhou

et al. [41] tried to relate the experimental photoionization efficiency curve recorded

Fig. 16 Upper panel: Photoelectron spectrum of cytosine recorded for hν¼ 80 eV. Lower panel:
synthetic theoretical spectrum obtained using the ADC(3) method (Trofimov et al. [23]) © IOP

Publishing. Reproduced with permission. All rights reserved
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Fig. 17 Schematic representation of the unimolecular decomposition processes undertaken by the

cytosine+radical cation. Reprinted from Wolken et al. [36] Copyright (2007), with permission

from Elsevier

Photoionization Spectroscopy of Nucleobases and Analogues in the Gas Phase. . . 199



by PIMS in combination with VUV-SR to the theoretical VIEs. Comparing thermal

vaporization and laser desorption by an Nd:YLF laser (operating at λ¼ 527 nm),

they were able to show that different tautomer populations are produced with these

two different vaporization methods. In the comprehensive theoretical and experi-

mental study of Zaytseva et al. [24], full valence shell PE spectra from the IE up to

24 eV are presented. In their calculations, the four most stable guanine tautomers

are considered. The composite theoretical spectrum, constructed from a Boltzmann

distribution of the four tautomers at T¼ 600 K, reproduces the experimental PE

spectrum quite well (see Fig. 18).

The dissociative photoionization of guanine has been studied by Plekan

et al. [39], using rare gas lines for excitation and time-of-flight PIMS, at 8.43,

10.0, 11.62, 16.67, and 21.2 eV incident photon energies. These authors measured a

dominating mass peak corresponding to the parent ion of guanine, C5H5N5O
+, for

all photon energies (even at 21.2 eV). Similar to adenine+, the guanine+ cation

shows a remarkable stability against VUV radiation-induced fragmentation. For

hν¼ 11.62 eV the PI mass spectrum of guanine is almost fragment-free. Fragmen-

tation develops at higher energies. At hν¼ 21.2 eV the main fragment ions are m/z
43 and 44, which have, however, less than half the intensity of the parent ion. Many

other ions with low intensity are also observed. For the sake of completeness, we

mention the earlier EI mass spectrometric studies [28, 158]. Rice and Dudek [28]

have made suggestions for fragmentation mechanisms of guanine (and three dif-

ferent methyl derivatives) upon electron impact ionization. However, a detailed

study of the photoionization fragmentation mechanisms, taking advantage of accu-

rate thermochemical data of the implied cationic and neutral fragments, is still

missing. Nowadays, such thermochemical data can be calculated in a relatively

easy way.

4.3 Complexes of NABs

The investigation of NABs complexes of increasing size can mimic the transition

from the isolated molecules to the solution (or bulk) phase. For instance, the

microhydration of the NABs T, A, C, and G has been studied recently at the

Advanced Light Source [38, 44]. The experimental PIE spectra of mono-, di-, and

tri-hydrates are used to gain insight into the computation of the FCF of such

hydrogen-bonded aggregates. These authors found that ionization energies of

mixed NAB-(H2O)n (n¼ 1–3) clusters decrease by 0.3 eV approximately when

going from n¼ 0 to n¼ 3, except for guanine. For the latter, the onset of the PIE

curve of the monomer C5H5N5O
+ is found at E¼ 8.1� 0.1 eV (see our discussion

above). The onsets of the PIE curves of the three water clusters G-(H2O)n (n¼ 1–3)

are all found at 8.0� 0.1 eV, indicating that the shift in ionization energy upon

microhydration is only about 0.1 eV for this molecule. However, one must note the

poor signal-to-noise ratio of the G-(H2O)n (n¼ 1–3) PIE curves in these difficult

experiments. In a related topic, the combined theoretical and SPES studies of the
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δ-valerolactam dimer [95, 97] revealed that (δ-valerolactam)2
+ cation is subject to

an intramolecular isomerization, H-transfer, and further unimolecular fragmenta-

tion processes. These unimolecular processes occur either along the ground or the

excited state potential energy surfaces of (δ-valerolactam)2
+.

Thymine dimers and the binary adenine–thymine aggregate have also been

thoroughly studied, both experimentally and theoretically. For instance, theoretical

binding energies (between monomers in the dimer) of different geometries and the

Fig. 18 (a) Experimental valence shell photoelectron spectrum of guanine, photon energy

100 eV. (b) Composite theoretical spectrum of guanine, constructed from the Boltzmann-weighted

sum for T¼ 600 K of the individual spectra representing the 1–4 forms. The individual contribu-

tions are also shown. Reprinted with permission from Zaytseva et al. [24]. Copyright (2009)

American Chemical Society
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computed AIEs and VIEs of these aggregates are reported and analyzed in [12]. It

was found there that the non-covalent interactions strongly affect the ionization

energies, both AIE and VIE. The origin of the experimental PIE curve agrees well

with the calculated AIE of a π-stacked TT dimer. The observed IE shifts in AA and

AT clusters are smaller relative to TT, probably due to a less efficient overlap of the

highest molecular orbitals, the smaller dipole of A, and the larger energy gap

between ionized states of A and T monomers in the case of AT.

5 Conclusions and Perspectives

The present chapter reviews the most recent theoretical and experimental method-

ologies and results on the photoionization of NABs and their analogues in the VUV

spectral regime. The electron spectroscopy of the ions and their unimolecular

decomposition processes were mainly covered. It turns out from this presentation

that the complexity of the spectra is due to the complex electronic structure of the

cationic species and to the possible contribution of more than one tautomer.

Thymine apparently represents an exception with a vibrationally resolved spec-

trum. The fragmentation of NAB cations leads to the formation of CO, HCN, and

other prebiotic units. As stated above, the reverse reactions in prebiotic media may

be at the origin of the formation of biological building blocks in these media.

In the field of theoretical chemistry, new developments for treating the nuclear

dynamics beyond the adiabatic approximation should be undertaken. Indeed, the

experimental spectra of the NABs and of their analogues show strong vibronic

coupling between the cationic electronic states. These couplings induce mixing of

the electronic wave functions of the corresponding electronic states in the vicinity

of their avoided crossings or crossing. Hence, they strongly disturb the pattern of

rovibrational levels of these states and result in nontrivial nuclear dynamics. In this

case, the system behavior can be revealed by time-dependent multidimensional

wave packet simulations, while taking into account coupling between the electronic

states, and so exploring the dynamics beyond the Born–Oppenheimer or adiabatic

approximation. Such types of simulation are still challenging and should be devel-

oped. This is also essential for studying pairing between DNA base pairs and

damage of the hydrogen bonding systems by X-ray radiation.

The interaction of DNA and RNA bases and analogs with soft and hard X-ray

light can result in ultrafast physico-chemical processes more complex than direct

photoionization. These ultrafast processes induced by core-hole or valence ioniza-

tion may also be studied in the near future. Inner-shell excitation or ionization of

isolated molecules leads to the formation of highly excited species, which have

been shown to decay on a very short timescale (order of femtosecond) by electronic

decay and/or nuclear motion or dissociation. Following the excitation or ionization

of electrons from the K (1s), L (2p), or M (3d) electronic shells of light elements

constituting the DNA bases (C, N, O), electronic decay of the system will most

probably occur (~99% of the decay events) by non-radiative electronic decay
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(so called Auger decay), producing ions in a broad range of excited electronic and

rovibrational states. The resonant processes form single charged cations, while

non-resonant inner-shell ionization results in the formation of dications. The

cross-sections for these channels depend on the frequency of the X-ray radiation,

on transition dipole moments, as well as on the potential energy surface of the core-

hole and cationic states. These scattering processes are described essentially as

one-step processes. They may result in unusual molecular decomposition, ultrafast

dissociation, or unexpected molecular reactivity, and have to be taken into account

in order to obtain the global picture of photo-induced reaction and damage of the

DNA base prototypes. Investigation of these processes can be done with the help of

time-dependent wave packet scattering through intermediate core-hole states and,

experimentally, by X-FEL sources.

From an experimental point of view, different vaporization methods have been

applied to study gas phase NABs. They all proved to be successful. Their respective

advantages and disadvantages have been discussed in this chapter. Their efficiency

will probably be further enhanced in the future but substantial progress (by orders of

magnitude) is currently not expected from this side. Concerning VUV beamlines

coupled to third generation VUV-SR sources, we are today probably close to the

limit to what can be done in terms of experimental spectroscopy of NABs with these

sources, in combination with the connected state-of-the-art ion and electron spec-

trometers (considering for instance the problem of spectral congestion). In the field

of experimental molecular VUV photophysics, a promising new step is the advent

of VUV FEL sources developed in parallel at several places in the world (Germany,

Italy, China, USA), with brilliances well above third generation SR sources.

Although the tunability of these sources will be limited (in the beginning), their

pulsed time structure will allow (1) for pump-probe spectroscopy well above the

ionization threshold and (2) the straightforward combination with pulsed laser

desorption. This will open up a whole new research field of experimental and

theoretical VUV photophysics.
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Modified Nucleobases

Spiridoula Matsika

Abstract Various molecules which are similar to the natural nucleobases exist in

nature or have been synthetically developed. In this chapter we review work on the

photophysical properties of several modified nucleobases, focusing particularly on

how these properties differ from those of the natural nucleobases. We discuss

studies that give physical insight into how the molecular structure can be related

to photophysical properties with many of these studies being theoretical. One useful

photophysical property is the ability to fluoresce with high quantum yields. Natural

bases practically do not fluoresce, so being able to design molecules that fluoresce is

a goal of practical importance. Many of the modified nucleobases discussed in this

review are fluorescent analogues, analogues that have very different fluorescent

properties from the natural bases. The studies reviewed here may provide ways to

design other analogues with a set of desired properties.

Keywords Analogues � Fluorescence � Nucleobases � Photophysical properties �
Potential energy surfaces
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1 Introduction

Nucleic acids are built using five building blocks consisting of purine and

pyrimidine bases (shown in Fig. 1). There are, however, many other structures

related to these natural bases, either already existing in nature or having been

synthesized, which could substitute the natural nucleobases in the nucleic acids.

In fact, artificially expanding the genetic code is a task that many scientists have

tried to tackle [1]. Although there are many properties and functions that unnatural

nucleobases could be used for, in this chapter we will discuss photoinitiated

processes in selected modified nucleobases, focusing particularly on the question

of how modifying the structure affects the behavior of the molecules after they

absorb light. The photophysical properties are in line with the focus of the

remainder of the volume, which is about photoinduced phenomena in nucleic

acids and their five building blocks. The field of physical chemistry dealing with

this topic has exploded in the last decade. As a result, the related area of

photophysical properties of modified nucleobases is also expanding constantly,

and many of the studies reviewed here have been published in recent years. Further

progress in this area is expected in the near future.

There are a few reasons why we should focus on the photoinitiated behavior of

modified nucleobases and their comparison with the natural bases. Modified

nucleobases can help us understand the development of the genetic building blocks

in prebiotic earth. The very short excited state lifetimes observed in natural

nucleobases [2–5] make them more photostable, since they do not live for sufficient

time in the excited state for photochemistry to occur. It has been suggested that the

bases were naturally selected to be the building blocks in the nucleic acids among

many other existing molecules based on their photostability, as well as other

reasons such as the ability to form Watson–Crick base pairs. Some theories also

suggest that before the current bases there were also other alternative bases which

existed in the pre-RNA world. Photostability was very important for any base

surviving because of the intense UV radiation present on Earth prior to formation

of the stratospheric ozone layer. Studying modified bases provides a way to find

which of these molecules have ultrafast decay and photostability [5–13].

A more practical motivation to focus on modified nucleobases is being able to

develop alternatives to the bases which will be able to fluoresce. Fluorescence is a

very important technique for studying nucleic acid dynamics and interactions with

other biomolecules. It is very sensitive, easily available, versatile, and fast, and thus
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preferred over other techniques [14]. Natural nucleic acids have very low quantum

yields for fluorescence, so artificial chromophores have to be introduced. These

fluorophores can be introduced in DNA and RNA either noncovalently via

intercalation or covalently. There are many commercially available fluorescent

probes, such as fluorescein, Alexa, and cyanine dyes, which are used widely in

fluorescent studies. These probes have advantages since they are highly fluorescent

but they also have major disadvantages in that they perturb the natural structure

of the oligonucleotides when incorporated in them. So, an attractive alternative is

to develop probes that are very similar to the natural nucleobases and thus cause

minimal perturbation to the secondary structure. Understanding how the

photophysical properties of modified nucleobases are related to their structure is

very important in the development of new and improved fluorescent base

analogues.

Finally, from a fundamental knowledge point of view, it is quite interesting that

various, diverse, and often minimal structural modifications can dramatically alter

the photophysical characteristics of the chromophores. Can we obtain a better

understanding of the relation between structure and photophysical properties?

Can we learn more about what governs the photophysical behavior of molecules

if we examine a series of molecules with controlled modifications?

Because of these fundamental and practical questions related to modified

nucleobases and their photophysical properties, there has been a lot of work in

this area, especially during the last decade, and in parallel with work on natural

nucleobases. There have been several recent reviews summarizing work on

fluorescent nucleobases [15–21], as well as a special issue of Tetrahedron
[22]. These reviews mainly focus on the synthesis and properties of fluorescent

analogues.
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Fig. 1 The structure and labeling of the natural nucleobases: (a) uracil, (b) thymine, (c) cytosine,

(d) adenine, and (e) guanine in their canonical form

Modified Nucleobases 211



In the present review the focus is on studies that try to elucidate the mechanisms

and intrinsic properties that make these molecules fluorescent as opposed to the

similar natural nucleobases which have very low fluorescence quantum yields and

very short excited state lifetimes. It is not possible here, nor is it our aim, to review

all the compounds that have been synthesized as modified nucleobases. We are

primarily interested in their photophysical properties and how they relate to the

photophysics of natural nucleobases. So, we will discuss in more detail selected

modified bases and studies which focus on the mechanisms for the photophysical

properties and how they compare with the natural bases. It should be noted that in

this work we use the words modified nucleobases or nucleobase analogues

interchangeably.

2 Fluorescent Nucleobase Analogues

Since fluorescent analogues are central to the discussion of photophysical

properties of modified nucleobases, we will briefly discuss some basics about this

group of molecules. The types of molecules that we will discuss here range from

molecules that only differ from the natural bases by a single substituent to

molecules that are quite different from the natural bases. Some of these molecules

have been designed systematically so that the effect of the modification on the

photophysics will be examined. Other molecules, however, have existed as

fluorescent probes for years, and the reason they have such different properties

compared to the natural bases is the question to be addressed.

In general, the desired properties of any fluorescent analogue are:

• Red-shifted absorption compared to the absorption of the natural bases, so that

the analogue can be selectively excited when it is incorporated in nucleic acids.

• Increased quantum yield for fluorescence.

• Some dependence of the fluorescence on the environment, so that the environ-

ment can be probed based on fluorescence techniques.

The current probes have these characteristics in various degrees. Values of

fluorescence quantum yields spread over a wide range. The environmental influ-

ence can be varied even more, and it is actually desirable to have probes that show

different responses to the environment. For example, there are many probes whose

fluorescence is quenched when they are π-stacked, and this has been utilized to

probe stacking in DNA and RNA. However, it is also useful to have other probes

whose fluorescence is not quenched in these circumstances. How to design

molecules that have the desired characteristics is not trivial, and understanding

how to accomplish this would be useful.

A review by Sinkeldam et al. includes extended tables with more than

100 nucleobase fluorescent analogues and their properties [19]. According to that

review the fluorescent analogues of nucleobases can be categorized as following:

(1) chromophoric base analogues, (2) pteridines, (3) expanded nucleobases,
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(4) extended nucleobases, and (5) isomorphic nucleobases. These categories

help navigate through the increased number of fluorescent probes that have been

developed. A brief description of the type of molecules included in each category

follows:

1. One strategy to utilize fluorescence when studying DNA/RNA is to replace the

bases with already established fluorophores, typically polycyclic aromatic

hydrocarbons [23, 24], such as pyrene, shown in Fig. 2a. These probes do not

form Watson–Crick hydrogen bond pairs, but they can have high emission

quantum yields and be selectively excited. They have been used in various

applications, such as the investigation of enzyme-substrate recognition and

electron transfer in DNA [19, 25, 26].

2. Pteridines are naturally occurring chromophores that have similar structure to the

natural bases, but they fluoresce [18, 27]. They usually consist of two six-membered

rings, and the most promising members of this group are analogues of guanine

(3-methyl isoxanthopterin (3MI) and 6-methylisoxanthopterin (6MI), Fig. 2b) or

adenine (4-amino-6-methyl-8-(2-deoxy-β-D-ribofuranosyl)-7(8H)-pteridone (6MAP)

and (4-amino-2,6-dimethyl-8-(2-deoxy-β-D-ribofuranosyl)-7(8H)-pteridone (DMAP)).

They can be selectively excited by absorption at around 300 nm and have high

quantum yields for fluorescence. Incorporation of these modified nucleosides

into nucleic acids, except for 6MI, typically results in some sequence-dependent

destabilizing effects.

3. Another way to generate chromophores that fluoresce and absorb to the red of

the natural bases is to expand the aromatic system by fusing aromatic rings

between the pyrimidine and purine systems. These chromophores are naturally

N

N

O

H2N N
H

N

O

H2N N

N

N
H

N

NH2

N

H
N

N N
n(H2C)

N

N N
H

N

N
a b c

d e

Fig. 2 Examples of fluorescent base analogues: (a) pyrene, (b) 6MI, (c) ethenoadenine, (d)

2-phenylpropyl adenine, (e) 2-aminopurine
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red-shifted since they have a larger conjugated system. The reason why they may

fluoresce is not clear a priori but some of the theoretical studies to be discussed

later may shed light onto that property as well. Early attempts to design fluores-

cent probes was inspired by natural occurring fluorescent nucleobases such as

the wyosine bases, which use an ethenobridge in guanine to form a third ring.

Ethenoadenosine is a useful analogue that was developed early on using an

etheno bridge (Fig. 2c) [28]. A very recent new analogue is quadracyclic

adenine, an adenine analogue with four rings [29]. Unlike many others, it

maintains or even increases the stability of the duplex, it can be selectively

excited, and it displays a fluorescence quantum yield of 6.8%. 1,3-Diaza-2-

oxophenothiazine (tC) is another molecule in this category which will be

discussed later.

4. Extended analogues differ from the expanded ones in that known chromophores

are connected to the bases via electronically nonconjugating linkers. This yields

nucleobase analogues with photophysical features that are relatively more

similar to those of the parent nucleobases compared to the properties of the

expanded ones, which may differ a lot from those of the nucleobases. As an

example, 2-substituted adenine analogues, 2-phenylpropyl adenine (Fig. 2d) and

2-phenylbutyl adenine, have been developed, which have increased fluorescence

yield when incorporated in RNA hairpins [30].

5. The category that is more relevant to what we are discussing here is isomorphic

nucleobases. These are the analogues with structures closely resembling the

natural bases in terms of overall dimensions, hydrogen bonding patterns, and

ability to form Watson–Crick base pairs. The advantage of these analogues is

that they minimally perturb the structure of oligonucleotides when incorporated

in them. However, it is quite difficult to obtain all the desired characteristics of

fluorescent analogues while retaining minimum perturbation. Several of these

systems will be discussed in later sections. 2-Aminopurine (2AP) (see Fig. 2e)

and 5-methyl-2-pyrimidinone (5M2P) to be discussed later are other examples of

analogues belonging to this category.

3 Theoretical Approach for Studying Photoinitiated

Processes

Here we introduce the framework which is used to explore and understand

the photophysical properties in molecules. The events that can occur after the

absorption of light can be divided into radiative or radiationless. Radiative events

include emission of light either as fluorescence or as phosphorescence or even

chemiluminescence. Radiationless events include internal conversion, intersystem

crossing, or other photochemical reactions. In order to understand what isolated

molecules may do when they absorb light we need to know the Potential Energy

Surfaces (PESs) of their ground and excited states and explore how they affect the

excited state dynamics.

214 S. Matsika



The radiationless processes in isolated molecules depend on the accessibility of

regions of nuclear configurational space where PESs between different electronic

states approach each other, and these processes become optimal when the gap

between the PESs goes to zero and conical intersections (CIs) exist. CIs are points

where the energies of two or more states become degenerate [31–42]. These are not

isolated points but hypersurfaces of dimension n � 2, where n is the number of

vibrational modes in the molecule (n ¼ 3N – 6 or 3N – 5, where N is the number of

atoms in the molecule), called seams. Even though the existence of CIs was known

in the 1930s [43, 44], their importance and prevalence in molecular systems was

realized only in the 1990s and later when algorithms were developed for their

location [45–55]. Without algorithms it is practically impossible to locate CIs in

polyatomic molecules without any symmetry present, so before these technological

advances they were thought to be rare.

PESs provide the available pathways for dynamics. Usually multiple pathways

and processes exist and there is competition between them, so the faster rates

determine which processes prevail. Considering the rates and lifetimes associated

with the radiative and radiationless processes gives more insight into the outcome

of the competitions. Phosphorescence is a very slow process since it involves

change of spin, and it takes milliseconds to seconds, speeding up when heavy

atoms are involved since the spin-orbit coupling increases. Fluorescence is much

faster with lifetimes of nanoseconds to microseconds. Radiationless processes

depend on the accessibility to CIs and avoided crossings, and if they can occur

faster than nanoseconds then they compete effectively with fluorescence. Thus

fluorescence efficiency mainly depends on the competition of fluorescence with

the available radiationless pathways, and one of the most important factors in

determining what makes molecules fluoresce or not is the accessibility of fast

radiationless paths. Consequently, the task of explaining the efficiency or lack of

fluorescence in nucleobases and their analogues is often translated into finding

minimum energy points on CI seams and the pathways towards them. This

approach involves studying a single isolated molecule, and it does not include

interactions with other molecules which can also lead to radiationless events and

can quench fluorescence, especially in condensed phases. It is, however, a good first

step to understanding the intrinsic photophysical properties of molecules.

Since predicting PESs for polyatomic molecules such as the modified

nucleobases is not an easy task, there are several studies that try to predict or

explain the photophysical behavior based mainly on the initial absorption spectra

and location of excited states. More advanced studies, especially in recent years,

include more information on the PESs.

4 Why Natural Nucleobases Do Not Fluoresce

Natural nucleobases are discussed extensively throughout this volume. A summary

of their photophysical properties and underlying mechanistic explanations is given

to be used to contrast their properties to those of the fluorescent analogues.
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The objective would be to use this information in order to design other fluorescent

probes with the required properties in an intelligent way. Extensive reviews of

these studies can be found elsewhere in this volume. Figure 1 shows the natural

nucleobases with numbering labels which will be used in the text.

It has been shown by an extensive body of work that all natural nucleobases have

ultrashort excited state lifetimes because ultrafast decay occurs through conical

intersections [56–58]. The electronically excited states in the nucleobases are

generated either by excitations from the π orbitals to π* leading to bright ππ* states,
or from the lone pair orbitals localized on the nitrogen or oxygen atoms to π*
leading to dark nπ* states. πσ* states with excitations to diffuse orbitals have also

been found, although they are usually higher in energy; they may play a role in the

purine bases but have not been found to be important in the pyrimidine bases.

The initial events often involve radiationless transitions between excited states,

especially if the bright absorbing state is not the first excited state, or if higher

energies are populated upon excitation, while the final relaxation occurs through

CIs between the first excited state, S1, and the ground state, S0.

All three pyrimidine bases have conical intersections between S0 and S1 in

geometries where the C5–C6 double bond twists [56–58]. These CIs involve an

S1 state which has ππ* character, and, as the double bond twists and breaks, a

biradical is formed. In addition, there are conical intersections involving the nOπ*
excited state and the ground state, and in this case the geometry shows elongation of

the carbonyl bond [59]. In cytosine a third CI exists involving distortion/puckering

along the N3–C4 bond [60]. Experiments suggest that the dynamics are an interplay

between ultrafast decay through the S1/S0 CIs and slower decay when the dark nπ*
states are reached.

Purine bases also have ππ* and nπ* states. In particular there are two ππ* states

(historically labeled as La and Lb) which are excited upon absorption of UV

radiation. In purine bases the major conical intersections involve distortion in the

six-membered ring, with two main CIs playing the major role, one involving out-of-

plane motion along the C2–N3 and another along the N1–C6 bonds. Pathways

involving the πσ* states have also been found for the purine bases in the gas phase

[61]. These can be accessed when higher energy photons are used.

A major issue when studying the natural, as well as modified, nucleobases is the

possibility that different tautomers may exist at room temperature. Often multiple

tautomers have comparable energies and they can coexist either in the gas phase or

in solution. In order to be able to interpret the experimentally observed lifetimes

and spectra, one should examine the photoinitiated processes for all the tautomers

that are present at a given temperature.
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5 Pyrimidine Analogues

5.1 Adding Substituents to the Natural Pyrimidine Bases

Before going into details of how specific substituents have been found to affect the

photophysical properties of bases, some general principles can be mentioned. In

general, the PESs of substituted bases have several features similar to those of the

natural bases such as CIs between the ground and first excited state, even if the

substituted bases have much longer lifetimes. The primary reason for the changes in

lifetimes is that the substituents shift different parts of the PESs in different ways,

creating or removing barriers, and this leads to changes in the photophysical

properties. Figure 3 shows diagrams which illustrate this behavior. On the left

panel of the figure a situation is illustrated where the PES of the modified base has a

stable minimum below the CI while the PES of the natural base has a low barrier

between the CI and the minimum. On the right panel, the barrier increases for

the modified base. Furthermore, the left panel shows a pronounced red shift in

absorption for the modified base while the right panel does not. As can be seen in

these diagrams, a variety of changes can occur with the modification of the

structure. These changes will depend on the structure and the specific interactions

in each molecule, and it is not easy (or even possible) to predict the changes in the

PESs. In some cases some simple rules may be established, but in most cases this

will not be possible. Below we focus on a few studies of bases and try to rationalize

the findings whenever possible.

Fig. 3 PES of a natural base (black line) and a modified base (red line). Left panel: Diagram is

based on results from comparison between cytosine and 5M2P from [60]. Right panel: Diagram is

based on results from comparison between uracil and 5-fluorouracil from [81]
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As it is known that an important coordinate for the decay in pyrimidine bases

involves the C5–C6 double bond, a natural first step to create molecules with

different photophysical properties is to modify this part of the molecule and restrict

the twisting of the bond. Several studies focused on substitutions on the C5 and/or

C6 carbons in order to affect the decay rates.

Initial studies were done on 5-fluorocytosine, 5-methylcytosine, and

N4-acetylcytosine in solution using transient absorption complemented by Complete

Active Space Self-Consistent Field (CASSCF) and perturbation theory corrected

CASSCF (CASPT2) calculations [62, 63]. Femtosecond transient absorption

measurements show that replacement of the C5 hydrogen of cytosine by fluorine

increases the excited-state lifetime by two orders of magnitude. The CASSCF/

CASPT2 calculations were used to explain the difference between fluorocytosine

and cytosine [62]. These calculations did not show dramatic changes in the electronic

structure and PES, but these early studies did not take into account all the possible

decay pathways, which were revealed later.

The transient absorption findings were similar to findings by steady-state

fluorescence measurements which also show that fluorescence is much weaker for

6-fluorocytosine as compared to 5-fluorocytosine [64]. Zgierski and coworkers

studied several derivatives of the nucleobases in an effort to show how substitution

affects the photophysical properties [64–70]. As part of this effort they studied 5- or

6-fluoro substituted uracil and cytosine. Configuration Interaction Singles (CIS) and

Equation of Motion Coupled Cluster singles doubles and perturbative triples

(CR-EOM-CCSD(T)) calculations were used to examine pathways to the CIs, and

the C5–C6 twisting pathway was considered in detail. The calculations revealed

that C5 substitution has a much stronger effect on the decay mechanism compared

to the C6 substitution. These results agree with what would be expected from the

distortion at the CI for the unmodified bases, since distortion on C5 is larger at

the CIs.

More recently, Ho et al. studied 5-fluorocytosine in the gas phase [71]. In the gas

phase, however, one has to worry about different tautomers and calculations

show that 5-fluorocytosine exists mainly in the enol tautomeric form. So the

measurements correspond to deactivation of the enol tautomer, which is longer

than the keto tautomer.

N4-Acetylcytosine has much longer lifetimes compared to cytosine [63, 66].

According to calculations the excited state lifetime is longer for this molecule

because the barrier on the way to the CI increases through the formation of a

weak intramolecular CH:O hydrogen bond between the acetyl carbonyl group and

the C5H group [66].

The experiments on 5-methylcytosine show a modest increase in lifetime

[63, 66]. A recent study on 5-methylcytosine shows that the decay will take a

longer time compared to cytosine because the barrier to the CI is higher (ca. 0.3 eV)

and dynamical simulations showed a slower decay [72]. Other studies however do

not show differences in the PES with the addition of a methyl group [73].

Similarly to cytosine, substitution of uracil at C5 has an effect on the dynamics.

The excited-state lifetimes of several uracil derivatives in solution of water or
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acetonitrile were measured using femtosecond fluorescence upconversion in the

UV, and Time-Dependent Density Functional Theory (TDDFT) calculations were

used to explain the results [74–79]. Substituents (–CH3, F, Cl, and CF3) in positions

N1, N3, C5, and C6 were examined, and it was found that substitution of F in the C5

position of uracil leads to a sevenfold increase in the lifetime. Several theoretical

calculations explained the longer lifetime in 5-fluorouracil by the existence of a

barrier on the pathway towards the CI [64, 73, 76–78, 80, 81]. Figure 3 shows this

effect on the PESs. In recent sophisticated studies, Yamazaki and Taketsugu used

Multi-State CASPT2 (MS-CASPT2) to compare uracil, 5-methyluracil (thymine),

and 5-fluorouracil in order to examine the effect of substitution at the 5 position for

uracil [81]. Their calculations showed that the barrier of 5-fluorouracil in the bright

ππ* state is higher than similar barriers in uracil and thymine, and suggests that

the elongation of the excited-state lifetime of uracil by fluorine substitution is

significantly affected by intrinsic electronic effects of the molecule. However,

their electronic structure calculations do not reveal any difference between uracil

and thymine, i.e., methyl substitution does not change the PESs. In general, almost

all theoretical studies agree that methyl substitution does not cause large electronic

effects and changes in the PESs of the pyrimidine molecules. Differences in

lifetimes are likely due to the different effective mass when the methyl group

moves along the reaction coordinate [82].

A more aggressive way to block the twisting of the C5–C6 bond occurs when

using cyclic groups, as in 5,6-trimethylenecytosine (see Fig. 4b) and

5,6-trimethyleneuracil, which were studied by Zgierski and coworkers [65]. Here
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a closed ring blocks the large amplitude motion of the C5–C6 twisting, and, as

expected, these systems do not exhibit the subpicosecond excited-state lifetime

characteristic of the naturally occurring pyrimidine bases.

Amino substituted uracils, 5-aminouracil and 5-dimethylaminouracil, have been

studied by steady-state and time-resolved fluorescence spectroscopy and theoretical

TDDFT calculations [83]. These studies showed that the amino substitution leads to

the emitting states of both molecules being substantially longer-lived than that of

uracil. 5-Aminouracil is about five times more fluorescent than the DNA bases,

while 5-dimethylaminouracil is about two orders of magnitude more fluorescent.

In these molecules the bright ππ* state is red-shifted compared to that in uracil and

it shows a stable emitting minimum.

5.2 Replacing the Amino or Oxo Substituents

A more invasive way to produce analogues is to replace completely one of the

substituents already present in the pyrimidine bases. When the amino group in

cytosine or the oxo group from C4 in uracil is removed, the remaining system is

2-pyrimidinone. This system has an absorption which is red-shifted compared to the

natural pyrimidine bases and it also fluoresces more than they do [87, 88]. These

facts lead to an interest in studying more systematically the role of the substituent

on C4. In a systematic theoretical study of a series of substituted pyrimidinone

systems various substituents were placed in position C4 [60, 84, 89, 90]. When the

substituent is an amino group cytosine is formed and when it is oxo group uracil is

formed. So this series of molecules naturally includes the nucleobases, while it

allows for a systematic study of the photophysical properties. It was found that

electron-donating substituents blue shift the absorption compared to the parent

molecule while electron-withdrawing substituents cause a red shift. The effect

can even be quantified as there is a linear correlation between excitation energies

and the Hammet parameter for each substituent. Hammet parameter is a number

that quantifies the electron-donating or -withdrawing ability of a substituent

[91]. This linear correlation exists for both experimental absorption maxima and

theoretically calculated excitation energies with the same slope. As a result, one

could predict the absorption maximum of a new molecule using the Hammet

parameter of the substituent. This is important for building molecules with

red-shifted absorption, a property needed for selective excitation. The shifts in

absorption can be understood by simple frontier molecular orbital arguments by

examining the HOMO and LUMO of the chromophores, and, in principle, one

could use the same ideas to predict substituent effects on absorption of other

molecules.

Interestingly, the red-shifted absorption can be linked to fluorescence properties

as well. Many of the red-shifted chromophores show increased fluorescence.

A reasonable explanation for this correlation has been made clear in a comparison

between cytosine and 5-methyl-2-pyrimidinone (5M2P). 5M2P differs from
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cytosine in the fact that it does not have an amino group in position 4 but it has a

methyl group in position 5 of the pyrimidinone ring (see Fig. 4c). This different

substitution changes the vertical absorption with 5M2P absorbing at 4 eV compared

to cytosine at 4.7 eV. Furthermore, 5M2P fluoresces in aqueous solution [92]. It has

been shown byMulti-Reference Configuration Interaction (MRCI) calculations that

qualitatively 5M2P has similar excited state PESs as cytosine [60, 84]. Specifically

the same types of conical intersections are present, since these CIs are determined

by the ring system rather than the substituents. The main CIs between S0 and S1 are

shown in Fig. 5a,b where it is seen that one of them involves the C5–C6 familiar

twisting (termed ‘twist’ in [60, 84] and Fig. 6) while the other one involves a N3–C4

puckering (termed ‘sofa’ in [60, 84] and Fig. 6) similar to that found in cytosine.

However, the observed differences in the photophysical properties are due to

quantitative differences in the PES. Figure 6 shows the calculated PESs for cytosine

and 5M2P superimposed, so that the differences can be seen. The excited state PES

of 5M2P is in general red-shifted compared to cytosine. However, the red shift is

very pronounced initially and it becomes much smaller as the molecule deviates

from planarity and travels along the PES towards the CI. Eventually at the CI

the energies of the two molecules are very similar. This means that for 5M2P the

pathway to reach the CI is uphill while in cytosine it is downhill. As a result the

excited state lifetime in 5M2P increases. Qualitative changes in the PESs around

the CI lead to changes in the topology of the CI as well, which can be more ‘sloped’

or ‘peaked’ [34, 93]. Peaked CIs (which are downhill from the upper surface)

Fig. 5 Structures of conical intersections between S1 and S0 for: (a, b) 5-methyl-2-pyrimidinone,

(c, d) xanthine, (e, f) 2-aminopurine. Structures for (a, b) are taken from [84], for (c, d) from [85],

and for (e, f) from [86]
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facilitate radiationless decay from the upper surface to the lower while sloped ones

can facilitate the opposite transitions, i.e., transitions from the lower to the upper

surface. The qualitative changes in the PESs of cytosine vs 5M2P can also lead to

changes in the topology of the corresponding CIs which may also affect the

effectiveness of the decay.

The enol form of 5-methyl-2-pyrimidinone has been studied in the gas phase

[94]. Its vibronic spectrum is well structured and its excited state S1 lifetime is

approximated to be 55 ps, much longer than the natural bases. This state is identified

as nπ*. It is obvious that the photophysical properties of different tautomers can be

very different.

The presence of the methyl group in the 5 position is not very important, so

2-pyrimidinone is also expected to show slower decay compared to cytosine

and uracil. The photophysics of 1-methyl-2-pyrimidinone in water has been

investigated by steady-state and time-resolved fluorescence, UV/vis absorption,

and IR spectroscopy [95]. The experiments have shown that the lowest in energy

state exhibits a lifetime on the 100 ps timescale.

Related to 2-pyrimidinone is 4-pyrimidinone. This is an analogue of uracil

where the oxo group of uracil at C2 is removed instead of the one at C4. As with

2-pyrimidinone, the lack of the second substituent leads to a red-shifted absorption

to the ππ* state. The absorption maximum of uracil in the gas phase is at 5.08 eV,

while matrix-isolated 4-pyrimidinone absorbs at 4.51 eV [96]. Theoretical work has

focused on comparison between 4-pyrimidinone and uracil [97]. Unlike uracil,

4-pyrimidinone has two double bonds on the ring which can be twisted, leading

to more photophysical pathways. The calculations show that relaxation of the ππ*
state of 4-pyrimidinone via the regular C5–C6 twisting is hindered by a barrier.

Fig. 6 Photophysically important regions of the S1 surfaces of cytosine and 5M2P are shown for

comparison. Energies of vertical excitations, conical intersections, and the S1 minimum for 5M2P

are in eV, referenced to the ground-state minimum for each base. Blue and green lines represent S1
ππ* minimum energy paths calculated using MRCI, for cytosine and 5M2P, respectively. “Sofa”

refers to the N3–C4 CI discussed in the text. Reproduced from [89]
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On the other hand, twisting along the C–N double-bond indicates that the formation

of the Dewar form may represent a photochemical channel in 4-pyrimidinone.

Isocytosine is an isomer of cytosine where the amino and oxo groups have

switched positions (Fig. 4d). It has been shown that, upon absorption of UV

irradiation, matrix-isolated isocytosine undergoes tautomerization of the amino-

oxo tautomer to the amino-hydroxy form [98]. The excited-state behavior of

isocytosine has been studied theoretically [99, 100]. Although earlier studies had

reported the minima of ground and excited states [99], more recent studies [100]

used high level CASSCF methods to locate conical intersections and found that

after photoexcitation the amino-oxo tautomer of isocytosine isomerizes to the

amino-hydroxy form through a πσ* state, while it can also relax back to the ground
amino-oxo form through CIs similar to those found in cytosine.

5.3 Expanded Cytosine Analogues

We now discuss some other, more complicated, pyrimidine analogues which have

been developed and used as fluorescent probes.

Pyrrolocytosine is an environmentally sensitive fluorescent analogue of cytosine

[101–104]. It has an ethylenic group connecting the nitrogen on the amino group to

C5, forming a second five-membered ring (see Fig. 4e). Substituted derivatives of

pyrrolocytosine have also been synthesized and tested [101], such as phenylpyrro-

locytosine, which is exceptionally bright and environmentally sensitive, and

[bis-ortho-(aminoethoxy)phenyl]pyrrolocytosine (boPhpC), which is designed for

tight binding to guanine and for its hybridization performance in PNA

[105]. Pyrrolocytosine has an absorption which is red-shifted from the natural

bases (350 nm) and a visible emission (460 nm) with a fluorescence quantum

yield ca. 0.2. Fluorescence is significantly quenched upon incorporation into single

stranded oligonucleotides and further quenched upon duplex formation.

Theoretical studies of pyrrolocytosine have so far focused on the vertically

excited states, while there are no detailed studies of the excited state PESs beyond

the Franck–Condon region. The excited states have been calculated at the CIS,

TDDFT, and MRCI levels [89, 103]. The theoretical studies showed that the

spacing between the first ππ* state and the first nπ* state is significantly larger in

the case of pyrrolocytosine compared to cytosine. This fact has been used as a

rationale for the higher fluorescence quantum yield of the former, since it makes

interaction of the bright state with the dark more difficult and this could prevent

quenching through the dark state [103]. The mechanisms for decay in cytosine and

the other bases, however, are a lot more complicated, so merely looking at the

spacing of the initial states may not be sufficient explanation. Another explanation

that can be speculated is that the ethylenic group blocks the distortion of the ring

and prevents easy access to the CIs.

Another cytosine analogue which consists of multiple rings is 1,3-diaza-2-

oxophenothiazine (denoted tC), originally synthesized by Matteucci and coworkers
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[106]. Its structure is shown in Fig. 4. It forms Watson–Crick base pairs with

guanine and, unlike most other fluorescent nucleobases, its quantum efficiency is

not reduced dramatically upon incorporation into PNA or DNA. tC, and similar

molecules tC0 (which has O instead of S in the middle ring) and tCnitro (which has

an extra NO2 substituent added to tC), base-pair selectively with guanine and

stabilize the B-DNA double helix in contrast to natural cytosine [107–110]. tC0 is

on average the brightest fluorescent nucleobase analogue inside the DNA double-

helix [109]. In contrast to the strong fluorescence of tC and tC0, the nitro-substituted

tCnitro is virtually non-fluorescent in polar solvents at room temperature. Its

absorption is red-shifted compared to tC and tC0 and, as a result, it can be used as

a FRET acceptor with tC and tC0 being donors.

Some early studies used semiempirical methods to calculate absorption energies

and properties of tC [107]. More recently Preus et al. [111, 112] used high level

DFT and TDDFT to study the PESs of all three molecules, tC, tC0, and tCintro.

Temperature-dependent fluorescence quantum yield measurements were also made

in this work. The calculations showed that the ground state of tC0 is planar while

those of tC and tCnitro have two equivalent minima corresponding to geometries

folded along the middle S–N axis separated by an energy barrier of 0.05 eV. The S1
equilibrium geometries of all three base analogues are predicted to be planar. The

calculations predict that the stronger fluorescence of tC0 compared to tC is due to a

larger oscillator strength of the lowest energy electronic transition. The authors

suggest that the nonradiative decay process dominating the fast deactivation of

tCnitro is an internal conversion which may involve rotational or vibrational modes

of the NO2 group. There are no detailed calculations of the PESs that could explain

radiationless decay in any detail.

In summary, it appears that more theoretical work should be done to explore

these more complicated pyrimidine analogues.

6 Purine Analogues

Natural purine bases have one or two substituents in positions C2 and C6. The first

absorption band consists of two bright ππ* states, La and Lb, and there is at least one
nπ* state nearby. Figure 7 shows the main orbitals participating in the excited states

in purine. La and Lb are linear combinations of H ! L, H ! L + 1, H � 1 ! L
and H � 1 ! L + 1. Although the main coordinates that lead to the CIs have been

identified, it is not always as straightforward to predict what needs to be done to

block radiationless decay. For example, in adenine the most efficient CI involves

puckering of C2, and this may lead to a simple explanation as to why 2AP is

fluorescent, since it has a substituent on C2. Guanine, however, also has a

substituent on C2 but it decays very fast. So, simple substituent effects which

were useful in pyrimidine bases are not always as useful in purine bases.
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6.1 Tautomers and/or Adding Substituents to Natural
Purine Bases

All purine derivatives have at least two tautomers, the 9H and 7H ones, where the

hydrogen is on N9 or N7, respectively. The biologically relevant one is the 9H

tautomer since this bond is used to bond to the sugar. Radiationless decay processes

on different tautomers of guanine and adenine have been studied spectroscopically

and computationally [114–121]. Quite interestingly, even such a small change in

the structure can lead to major differences in the excited state dynamics. As an

example, 7-methyladenine and the 7H-tautomer of adenine have much longer

lifetimes than adenine [114].

Serrano-Andrés and coworkers studied several modified purine nucleobases

(7H-adenine, 9H-2AP, 9H-iminoadenine, 7H-guanine, 9H-2-amino-6-hydroxypurine,

7H-2-amino-6-hydroxypurine, 9-methylguanine), either by means of tautomerization

or substitution [73]. They found that these modified nucleobases, except the

methylated ones, should be less photostable because they display energy barriers

along the lowest-energy paths.

Zgierski and coworkers examined carefully designed derivatives of adenine and

guanine to see if affecting the coordinate leading to radiationless decay in adenine

would slow the decay [68]. N,N-Dimethyladenine, which has the amino group

methylated, was found to have a slightly longer lifetime compared to adenine.

The nucleoside of propanoguanine, where the out-of-plane deformation of the

six-membered ring of the guanine moiety is hindered (see Fig. 8b), does not exhibit

the subpicosecond internal conversion characteristic of the naturally occurring

purine bases [67].

H-1

L

L+1

H

nN

Fig. 7 Orbitals of purine participating in the main excited state configurations. H, H-1, L, and

L+1 stand for HOMO, HOMO-1, LUMO, and LUMO+1, respectively. Reproduced from [113]
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8-Vinyladenine (see Fig. 8c) is a recently developed adenine analogue that has

an additional vinyl substituent to the ring in a position (C8) that does not affect base

pairing with thymine in duplex DNA [122, 123]. It has a red-shifted absorption

band centered around 290 nm and fluorescence centered at 370 nm. The fluores-

cence quantum yield is sensitive to base stacking as in many other analogues,

making it an effective reporter of DNA structure and dynamics. Its excited state

properties have been studied with Stark spectroscopy, cyclic voltammetry, and

theoretical calculations [124–126], with the aim of understanding whether the

charge transfer character of the excited states is responsible for quenching in

π-stacking arrangements. The redox potentials suggest that electron transfer to or

from 8-vinyladenine may not be the dominant mechanism of quenching when

π-stacked with natural bases. Thymine, however, may be an effective electron

acceptor. Less attention has been paid to the monomer behavior and why it is so

different from adenine. PESs have not been calculated for this molecule, although it

is very interesting that a substituent on the five-membered ring affects the fluores-

cence behavior to such a degree, given the fact that the CIs in adenine distort the

six-membered ring. Very recently, the equivalent analogue of guanine,

8-vinylguanine has also been synthesized and incorporated in DNA and PNA

[127–129]. Detailed studies of its properties have not yet been performed.

6.2 Amino and Oxo Substituted Purines

Common purines, which have been studied a lot, are the purines created by the

purine ring system using the same substituents as those used in the natural bases, the

amino and oxo groups. One can create analogues with only one of these groups.

O

HN
N

N
H

N
HOH2N N

N

N
H

N

O

HN
N

N N
H

N

N
HN

N

NH2
O

N
N

N N
HN

H

N

N N

H
N

NH2
a b c

d e f

Fig. 8 Purine analogues: (a) 7H-adenine, (b) propanoguanine, (c) 8-vinyladenine, (d)

2-aminopurine, (e) hypoxanthine, (f) xanthine
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If the amino group is used in C6 it leads to adenine, while in C2 it leads to 2AP. The

oxo group in C6 gives hypoxanthine and in C2 it gives 2-oxopurine. When two

substituents are used, 2,6-diaminopurine (with two amino groups), xanthine (with

two oxo groups), guanine and isoguanine (with one amino and one oxo groups) are

formed. Figure 8 shows some of these derivatives. Several of these molecules have

been studied in detail for their photophysical properties. A theoretical study has

calculated the excitation energies for all of them and compared them in order to get

some insight into how the substituents affect vertical excitations [113]. Some

conclusions that were observed are: substitution at the C2 position decreases the

energy of the first ππ* state considerably whereas substitution at the C6 position has
a much smaller effect; the carbonyl group has in general a stronger effect than the

amino group; nπ* states for all substituted purines are blue-shifted compared to

purine. The origins of electronic transitions for several purines have been reported

by de Vries and coworkers [130–134]. Below we will discuss selected systems in

this family whose photophysical properties have been studied in more detail.

6.2.1 Amino-Purines: 2-Aminopurine and 2,6-Diaminopurine

One of the earliest reports on fluorescent nucleobase analogues was about adenine

analogues formycin, 2-aminopurine, and 2,6 diaminopurine [135]. 2-Aminopurine

is one of the first and most widely utilized fluorescent nucleobase analogues (see

Fig. 8). It is an isomer of adenine with the amino group moved from the 6 position

to the 2 position. This simple change leads to substantially enhanced fluorescence.

In aqueous solutions it has a fluorescence quantum yield of 0.68 and a long excited

state lifetime of 11.8 ns [135]. In the gas phase two tautomers of 2AP exist, 9H-2AP

and 7H-2AP, though the former is dominant [136]. Laser induced fluorescence and

resonance enhanced two photon ionization (R2PI) on jet-cooled 2AP, show that the

9H-2AP tautomer exhibits only weak fluorescence in the gas phase [137, 138].

Previous theoretical studies have shown that 2AP and adenine possess at least

two pathways leading to CIs, which allow for ultrafast nonradiative excited state

decay [86, 119, 139]. The structures of themolecule at the CIs are shown in Fig. 5e, f.

In 2AP, barriers on the S1 surface hinder access to the nearby CIs [86], while in

adenine there are no high barriers to prevent access to the CIs, so ultrafast

radiationless decay takes place much more readily [86, 136, 139]. Figure 9

summarizes the findings of CASPT2 calculations by Domcke and coworkers

[86]. One can see that the ππ* minimum in 2AP is about 0.5 eV below the barrier

to either CI, while in adenine the ππ* minimum is energetically higher. 2AP

photophysics has also been studied theoretically in aqueous solution using a

sequential Monte Carlo quantum mechanics approach [140]. It was found that the

barrier to access the CI (only one CI was studied in this work) increases in aqueous

environment, leading to increased fluorescence. These results are in agreement with

experimental findings.

2,6-Diaminopurine, similarly to 2AP, fluoresces and absorbs at longer wave-

lengths than the natural nucleobases. R2PI and IR-UV double resonance spectra

were measured for gas phase 2,6-diaminopurine and it was shown that the excited
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state lifetimes were nanoseconds, so even in the gas phase this molecule has a slow

decay [141]. Comparisons with 4-aminopyrimidine give an idea of how the five-

membered ring affects the dynamics. 4-Aminopyrimidine decays in times between

picoseconds and nanoseconds, showing a faster decay component. Theoretical

studies on 2,4-diaminopyrimidine showed that there exist pathways to CIs, and it

was proposed that the addition of the five-membered ring in 2,6-diaminopurine

blocks some of these pathways and makes the decay more unlikely to occur. This

proposal has also been made by comparing 4-aminopyrimidine with adenine [142].

Fig. 9 Energy-level diagram (in eV) of the S0 (dotted line) and S1 (solid line) excited states of

2AP (a) and 9H-adenine (b), obtained by single-point CASPT2 calculations. LM denotes local

minima of the excited states in the Franck Condon region. The dashed-dotted line gives the

minimum energy of the S2 state. CI32 and CI16 are the minimum energies of the S1S0 CI

seams associated with the twisting of the N3C2 and N1C6 bonds, respectively. SP1 and SP2 are

the saddle points of the corresponding reaction paths, separating the local minima from the CIs.

Reproduced from [86]
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6.2.2 Oxo-Purines: Hypoxanthine and Xanthine

Analogues of the natural purine bases with only oxo groups as substituents are

xanthine and hypoxanthine. These molecules may have been available organic

compounds in the prebiotic world, and an interesting question is whether they

have efficient deactivation pathways that could have protected them from the

increased UV radiation at that time. There have been some very recent studies

that address this question for both molecules.

Hypoxanthine has been recently studied experimentally by fluorescence

up-conversion and transient absorption in solution [143–145]. It has one of the

shortest decay times among purines, shorter than guanine and similar to adenine.

Hypoxanthine has two tautomers, keto-N7H and keto-N9H, which co-exist in

aqueous solution. Nevertheless, unlike adenine, it does not show a biexponential

decay in solution indicating that both tautomers decay with similar rates. Ab initio

calculations were performed for both tautomers and showed that CIs similar to

those found in guanine and adenine exist here as well, involving the C2N3

puckering [143]. Access to the CIs is barrierless and this is expected to lead to a

very fast decay. More recent nonadiabatic dynamic simulations were also

performed on the two tautomers of hypoxanthine [146] which also show barrierless

decay through multiple different CIs. Earlier theoretical studies of hypoxanthine

focused on the vertical excitation energies and ground- and excited-state proton

transfer in the isolated and monohydrated forms of hypoxanthine [147, 148].

Various methylated xanthines have been studied using femtosecond transient

absorption spectroscopy in aqueous and acetonitrile solution [144]. The parent

compound, xanthine, is poorly soluble in water at neutral pH and that is why only

the methylated ones were studied. This work showed that the decay of these

compounds was ultrafast after absorption of UV radiation [144]. Gas phase

xanthine and methylated xanthines have also been studied with R2PI, UV–UV,

and IR–UV double resonance spectroscopy [131, 149]. These spectra only show

one tautomer of xanthine present, which the authors suggest is the N7H one. The

lack of other tautomers could be either because one is much more stable than the

others or because other tautomers decay too fast to be observed in the spectra.

Xanthine and methylated xanthines cannot decay via the same mechanisms as

adenine and guanine because there is no double bond along C2–N3 or N1–C6 of the

six-membered ring (see Fig. 8f). Twisting along these bonds leads to the main

deformation coordinates for adenine, guanine, and several of their analogues, such

as hypoxanthine and 2AP. It has been shown, however, that xanthine has different

CIs where the geometry is distorted on the five-membered ring [85]. Yamazaki

et al. studied the deactivation pathways for the two most stable tautomers of

xanthine, 7H-diketo and 9H-diketo tautomers. They found that for both of them

there are CIs between S1 and S0 where the five-membered ring is deformed. The

structures of the minimum points on the CI seams are shown in Fig. 5c, d. A different

decay pathway which involves CIs between the πσ* states and the ground state has

also been reported in the same study [85]. According to the calculations the
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pathway through the πσ* state is efficient for the 9H tautomer, but not for the 7H

one. On the contrary, the pathway involving deformation of the five-membered ring

is more efficient for the 7H-diketo tautomer but is blocked by high energy barriers

on the 9H tautomer. This work supports the experimental finding that in the R2PI

spectrum only the 7H-diketo tautomer of xanthine is observed by attributing

the missing 9H tautomer to efficient nonradiative deactivation via a low-energy

dissociative πσ* state. The out-of-plane pathways calculated could be those

involved in the experimental ultrafast decay of methylated xanthines.

In all purine bases except xanthine the five-membered ring does not seem to

participate in the deactivation pathways. In order to test how the five-membered

ring affects deactivation, the imidazole ring can be substituted. Allopurinol is a

derivative which is similar to hypoxanthine except that the five-membered ring is

pyrazole instead of imidazole (see Fig. 10a). Experimental and theoretical studies

showed that this change in the five-membered ring does not cause major changes in

the photophysics [150]. Specifically fluorescence upconversion showed an ultrafast

decay of the fluorescence signal in water (τ < 0.2 ps), similar to hypoxanthine and

guanine. Ab initio calculations reveal similar CIs to the other bases as well,

involving only the six-membered ring [150].

7 Sulfur and Aza Substituted Nucleobases

As a final group of modified nucleobases we discuss some which use sulfur or

substitution of additional nitrogen atoms in the ring. A group of modified

analogues, recently synthesized and studied, can be obtained by replacing the
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Fig. 10 Modified nucleobases: (a) allopurinol, (b) thiophene analogue of cytosine (thC),

(c) thiophene analogue of adenine (thA), (d) 4-thiouracil, (e) 8-azaadenine (f) 6-azauracil
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imidazole moiety of purine nucleobases with thiophene or by adding a second ring,

thiophene, to pyrimidine bases. The structures of the thiophene analogues of

cytosine, thC, and adenine, thA, are shown in Fig. 10b, c. Thiophene analogues

were recently synthesized as emissive RNA nucleobases [151] and have been

studied theoretically at the TDDFT level using PCM to account for the solvents

of water and dioxane which were used experimentally [152, 153]. All thiophene

analogues have excited states red-shifted compared to the natural bases, and thus

they can be selectively excited. Furthermore, they have lifetimes of several nano-

seconds, much longer than those of the natural bases. Although the theoretical

studies so far have not directly computed PESs which could explain these long-

lived states, one can speculate on the reasons based on the structures and the

calculations on vertical excited states. The pyrimidine analogues thC and thU have

the C5–C6 double bond blocked from being able to twist, so the twisting CI will not

be easily accessible. Furthermore, in thU the first excited state is ππ* while in

natural U it is a dark nπ* state, so the decay pathway present in uracil which leads

from the bright S2 state to the dark S1 is not present in
thU.

When sulfur is used to substitute oxygen in the oxo groups of natural bases,

intersystem crossing increases as one would expect based on the heavy atom effect.

This has indeed been observed experimentally [154, 155]. The singlet and triplet

excited states of several thioanalogues have been studied theoretically [156–

159]. It has been shown that the excitation energies for both the singlet and the triplet

states in thioanalogues are lower than the respective energies in the regular bases. In

2-thiothymine, besides excitation energies, several crossing have also been computed

to find the pathways for the intersystem crossing observed experimentally [159].

Finally, modified nucleobases where a C atom is substituted by N have also been

studied. Azapurines have been found to exhibit interesting fluorescence properties

in aqueous medium [160–162]. Often fluorescence is found to originate from the

anionic species as it increases at high values of pH. Intersystem crossing in

aza-nucleobases has been observed, and mechanisms have been found for these

processes through theoretical calculations [163–166]. In some cases intersystem

crossing is found to compete with internal conversion from the bright ππ* state to a
dark nπ* state [164].

8 Effects of π Stacking on the Photophysical Properties

All of the discussion so far has focused on isolated modified nucleobases. Much

of their functionality, however, depends on their properties when they are

incorporated into oligonucleotides and interact with other bases. Most of the

fluorescent analogues developed exhibit quenched fluorescence when incorporated

in oligonucleotides. The effect of neighboring bases on photophysical properties is

a very important issue in natural bases as well. Experimental work has shown that

excited states in DNA polymers and oligomers have slower decay times compared

to the excited states of the individual bases, revealing that the environment plays a
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crucial role [6, 167–170]. Specifically, it is shown that π-stacking plays a big role in
introducing the longer lived states. This is quite interesting since the behavior is the

opposite of what is seen in the fluorescent probes where the radiationless excited

state decay becomes much faster in oligonucleotides. Understanding the effects of

the environment on both natural and modified nucleobases is an important goal and

further work is needed to address this problem.

Here we will focus on the modified base 2AP for which detailed experimental

information exists. The processes that lead to the fluorescence quenching of 2AP

when incorporated in oligonucleotides are still under investigation, although it has

been shown that the quenching arises mostly from base stacking rather than base

pairing [171]. Several mechanisms have been proposed based on experimental

evidence, in particular photoinduced electron transfer and the presence of dark

states [172–176]. Photoinduced electron transfer between neighboring bases,

especially guanine, has been championed by Barton and coworkers [172–175],

while other workers attribute quenching to the presence of a dark state [171,

176, 177].

Theoretical studies have also contributed to investigations of the underlying

reason for the quenching [178–183]. Initially dimers and trimers of 2AP π-stacked
with natural bases were used to calculate vertical excitation energies at geometries

corresponding to a regular B-DNA conformation. In these studies dark charge-

transfer (CT) states were found below the bright ππ* states and it was suggested that
these dark states are responsible for the quenching [178, 184]. These studies,

however, used TDDFT, and it is well known now that TDDFT methods fail to

compute CT states accurately [185–187], so these results should be viewed with

skepticism. Other studies have shown that the CT states are higher energetically and

are not expected to be the dominant states upon absorption [179–183].

More recent studies examined the excited state landscape beyond the vertical

excitation energies using perturbation theory corrected CIS [181–183]. These

studies enabled a more accurate and complete picture of the photoinitiated

dynamics. Dimers of 2AP with all four natural DNA bases were included in the

studies. Furthermore, since the intermolecular interactions depend on the position

of 2AP with respect to the natural base, for every base two initial conformations

were included, one where 2AP was at the 30 and one where it was at the 50 position.
It was found that these intermolecular interactions are crucial and there are a

number of possible mechanisms that can lead to quenching. The neighboring base

seems to be very important for the photophysical behavior. The most interesting

pathways that can lead to quenched fluorescence involve the formation of

exciplexes and bonded exciplexes. Figure 11 shows a diagram of how the PESs

are in these two cases. In an exciplex a minimum on the excited state of the dimer

exists which does not exist in any of the monomers. The wavefunction of the state at

that minimum has CT character and the oscillator strengths are considerably

decreased compared to the oscillator strength of isolated 2AP. These properties of

the exciplexes can lead to the observed quenching of fluorescence. Exciplexes were

found in dimers of 2AP with guanine and adenine. A bonded exciplex is formed

when the minimum on the excited state is stabilized considerably through bonding
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interactions between the monomers. This concept was first introduced by Wang and

co-workers [188, 189]. When the excited state is stabilized it can reach the ground

state surface forming a CI with it. In this case quenching occurs through radiation-

less decay through the CIs. Bonded exciplexes were found in dimers of 2AP with

cytosine, thymine, and adenine. The structure of the dimers at the CIs involves

Fig. 11 Diagram showing (a) a regular exciplex and (b) a bonded exciplex. (a) Summarizes the

findings for 50-adenine-2AP-30 and 50-guanine-2AP-30 while (b) summarizes the finding for

50-2AP adenine-30 (from [183]). LE stands for locally excited state, in this case on 2AP, and CT

stands for charge-transfer state. (c, d) Orbitals for the initial and final wavefunctions in (a) and (b),

respectively
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bonding interactions between the bases (see Fig. 11). Whether these structures can

exist when the dimers are incorporated in a larger single or double stranded

sequence is not clear and needs further investigation.

Dimers of modified nucleobases have been studied in the gas phase as well. de

Vries and coworkers examined methylated xanthines in the gas phase [149]. They

observed dimers of 7-methylxanthine and theobromine (3,7-dimethylxanthine).

They determined that in the case of 7-methylxanthine the dimer was a hydrogen

bonded one, but in the case of theobromine it was a π-stacked structure. It appears

that increased methylation enhances the likelihood of getting stable π-stacked
structures in the gas phase. Theoretical studies of the methylated xanthine dimers

have also been carried out [190]. The calculations focused on various relative

orientations of the monomers within the dimers. It was found that the excited

state minima of the dimers are stabilized compared to the minima of the monomers.

Several CIs were also found, including some with structures similar to the bonded

exciplexes discussed for 2AP dimers. Most of the CIs were determined to be

energetically inaccessible, but the bonded exciplex type ones were accessible.

These CIs could explain the absence of the corresponding dimers in the R2PI

spectra.

The studies mentioned here for the π-stacking systems are very recent and

indicate the beginning of investigations on interacting systems. It is certain that

work in this area will continue to provide more insight into the photophysical

properties of modified nucleobases, as well as natural bases, when they are

incorporated in oligonucleotides.

9 Concluding Remarks

This review showcases how the photophysical properties of modified nucleobases

are very sensitive to their structure. Very simple alterations can cause great changes

in photophysical properties. In recent years we have gained significant insight into

how the structure is related to these properties. The hope is that we can use

this knowledge to design more modified molecules with desired properties. In

particular, we would like to design molecules with increased fluorescence

compared to the natural bases. A lot more work is needed to understand better

fluorescence properties when the bases are interacting with other bases. In

particular, the observed fluorescence quenching of fluorescent analogues when

they are incorporated into single or double strands is an area that needs more

work in order to elucidate the mechanisms involved.
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Abstract The steady-state and time-resolved photochemistry of the natural nucleic

acid bases and their sulfur- and nitrogen-substituted analogues in solution is

reviewed. Emphasis is given to the experimental studies performed over the last

3–5 years that showcase topical areas of scientific inquiry and those that require

further scrutiny. Significant progress has been made toward mapping the radiative

and nonradiative decay pathways of nucleic acid bases. There is a consensus that

ultrafast internal conversion to the ground state is the primary relaxation pathway in

the nucleic acid bases, whereas the mechanism of this relaxation and the level of

participation of the 1πσ*, 1nπ*, and 3ππ* states are still matters of debate. Although

impressive research has been performed in recent years, the microscopic mecha-

nism(s) by which the nucleic acid bases dissipate excess vibrational energy to their

environment, and the role of the N-glycosidic group in this and in other

nonradiative decay pathways, are still poorly understood. The simple replacement

of a single atom in a nucleobase with a sulfur or nitrogen atom severely restricts

access to the conical intersections responsible for the intrinsic internal conversion

pathways to the ground state in the nucleic acid bases. It also enhances access to

ultrafast and efficient intersystem crossing pathways that populate the triplet man-

ifold in yields close to unity. Determining the coupled nuclear and electronic

pathways responsible for the significantly different photochemistry in these nucleic

acid base analogues serves as a convenient platform to examine the current state of

knowledge regarding the photodynamic properties of the DNA and RNA bases

from both experimental and computational perspectives. Further investigations
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should also aid in forecasting the prospective use of sulfur- and nitrogen-substituted

base analogues in photochemotherapeutic applications.
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1 Introduction

Interest in the photochemistry of DNA has long been the motivation for investigat-

ing the excited-state dynamics of its component nucleic acid bases. Examining the

steady-state and time-resolved photochemistry at the monomer level is important

because population of electronic excited states in the nucleobases is the first step in

a complex cascade of events leading to UV-induced DNA damage. In particular, the

flurry of investigations witnessed during the last 15 years have shown that it is

crucial to comprehend the excited-state dynamics of the nucleic acid bases before a

firm, mechanistic understanding of the photochemistry of DNA and RNA polymers

can be established [1–9]. These investigations have revealed how subtle intra- and

intermolecular environmental or structural changes modulate the photochemistry

and dynamics of DNA.

Among the key revelations, the photochemical and dynamical properties of the

natural bases have been shown to be exquisitely sensitive to minor structural

modifications, such as substitution of a single atom or small groups of atoms or

movement of substituents around the main UV chromophore core. These structural

modifications can impose restrictions on the base’s access to key deactivation

pathways that lead to the efficient dissipation of deleterious electronic energy to

potentially less harmful vibrational energy into the environment. Consequently,

photochemical investigations of DNA and RNA base analogues can provide a

wealth of valuable mechanistic information that can be used to understand on a

fundamental level the delicate balance between the nuclear and electronic relaxa-

tion pathways responsible for the remarkable photostability of DNA.

In particular, a growing interest in the photochemistry and excited-state dynam-

ics of the sulfur- and nitrogen-substituted nucleobases has been witnessed in recent

years [10–33]. The single (or double) substitution of an atom in a nucleic acid base

by a sulfur, generating a thiobase, or a nitrogen, generating an azabase, often causes

a redshift in the absorption spectrum, moving the strongly allowed absorption band

in the nucleic acid monomers from the UVC to the UVA region of the electromag-

netic spectrum. Although these nucleobase analogues share the common photo-

chemical property of negligible fluorescence at room temperature, as observed in

the natural nucleic acid bases, the well-known intrinsic relaxation pathways in the

nucleic acid monomers are dramatically altered by a single atom substitution. Thio-

and aza-substitution often inhibits ultrafast internal conversion to the ground state

and enhances intersystem crossing to the triplet manifold, which leads to near unity

triplet yields in these nucleic acid base analogues.

Besides their fundamental relevance, thio- and azabase analogues frequently

hold photochemical properties that have tremendous practical uses in biological and

medical applications [34–56]. However, patients treated with some of these drugs

for prolonged periods of time can develop severe sunlight-induced side effects

[36, 43, 57–64]. As reviewed in this chapter, the efficient population of the triplet

state often leads to the generation of singlet oxygen, which could have important

implications regarding the phototoxic activity of these drugs.
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Section 2 reviews some of the most important photochemical features that the

natural DNA and RNA nucleic acid bases exhibit in solution, whereas those shown

by the thiobase and azabase analogues are discussed in Sects. 3 and 4, respectively.

Also given throughout this chapter is a compilation of key steady-state and time-

resolved properties for the nucleic acid bases and their sulfur- and nitrogen-

substituted analogues in solution. This latter approach permits a convenient and

straightforward comparison of their photochemistry. Final remarks and future

perspectives are presented in Sect. 5.

2 Nucleic Acid Bases

The photochemistry of the nucleic acid bases and their derivatives has been

continuously reviewed over the past 10 years [1–9]. Hence, the chief aim of this

section is to summarize some of the key steady-state and time-resolved photochem-

ical properties of the nucleic acid bases in solution, with particular emphasis on

studies that have appeared during the last 3–5 years. These latter works embody

current topics of ongoing controversy and/or hint toward research issues that still

need further scrutiny and development. We note from the outset that the focus is

limited to experimental work on the natural nucleobases and their nucleosides and

nucleotides in aqueous and acetonitrile solutions, as it is thought these compounds

and solvents exemplify some of the most important features found in the photo-

chemistry of the DNA and RNA bases in solution. The structures and standard ring

numbering for the five nucleic acid bases and their nucleosides and nucleotides are

shown in Scheme 1. These compounds are collectively designated as nucleic acid

monomers (or simply monomers) hereafter, following contemporary practices in

the literature [1, 4].

A key feature in all the natural DNA and RNA monomers is the very small

fluorescence yield [65], a property which hints at the accessibility of highly efficient

nonradiative decay pathways in the photochemistry of nucleic acid monomers.

Indeed, the need to invoke very high rates of nonradiative decay in the DNA/RNA

monomers in solution was already ingrained in the literature in the early 1970s

[65–67]. The first femtosecond pump-probe experiments on the nucleic acid bases

were performed by Reuther et al. in 1996 [68, 69]. However, the first self-consistent

set of measurements on these fleeting events was reported in a groundbreaking

femtosecond study by Kohler and co-workers [70]. In their work, Pecourt et al. [70]

successfully probed the weak singlet excited-state absorption signals of the nucleic

acid monomers, presenting direct evidence of relaxation of the initially-populated
1ππ* state to the ground state on a sub-picosecond time scale. Fluorescence decay

lifetimes on the order of hundreds of femtoseconds were reported soon after by the

groups of Zewail and Gustavsson and Markovitsi [71–73]. These investigations

paved the way for what has now become an exciting area of scientific inquiry into

the ultrafast excited-state dynamics of DNA. As documented in this book, the

excited-state dynamics of DNA currently traverses experimental and computational
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numbering of the bases and of the sugar substituent are given
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work in both the gas and condensed phases, with both areas of research being

tremendously informed by one another. In particular, the application of a wide

range of time-resolved spectroscopic techniques with femtosecond time resolution

and the use of increasingly more sophisticated methods in static and dynamic

quantum-chemical calculations have led to a richer and deeper understanding of

this chemistry.

2.1 Steady-State Photophysics of the Nucleic Acid Monomers

The lowest-energy absorption band near 260 nm in the nucleic acid monomers

arises from strongly allowed ππ* electronic transitions [67, 74]. As shown in

Tables 1 and 2, the molar absorptivity coefficients of the ππ* transitions are on

average ca. 30% larger in magnitude for the purine monomers than for the pyrim-

idine monomers in aqueous solution, which makes the purine monomers more

efficient absorbers of UV radiation. In addition, the absorption spectra of adenine

and guanine in this spectral region show two absorption bands at approximately

260 nm and 270 nm and at 250 nm and 275 nm, respectively. These ππ* electronic

transitions are often labeled as the 1La and 1Lb states using the Platt–Murrell

nomenclature [75, 76], where the La label represents the singlet state with the

highest HOMO!LUMO contribution. N-Glycosidic bond formation brings

these two absorption bands closer together, resulting in the observation of a single

absorption band in the adenine nucleosides or an absorption band with a band

shoulder in the guanine nucleosides.

On the other hand, a single ππ* electronic transition is observed in the lowest-

energy absorption band of the pyrimidine bases (Table 2). This absorption band

redshifts in going from the nucleobase to the nucleoside by 2–3 nm, with the

absorption maximum at approximately 260 nm in uridine and 270 nm in cytidine.

In addition to the intense ππ* electronic transitions, the lone pairs in the hetero-

atoms of the purine and pyrimidine bases give rise to nπ* electronic transitions that
often overlap with the ππ* ones. However, the nπ* absorption bands in the DNA

and RNA monomers have been characterized to a lesser extent because of their

reduced absorption cross sections and their strong overlap with the ππ* absorption

bands in solution [1, 67].

Tables 1 and 2 also show that all the nucleic acid monomers exhibit fluorescence

quantum yields of ca. 10�4 at room temperature, with emission maxima in the

spectral region ca. 310–330 nm [1, 65, 67, 78–80, 84, 85, 87]. In general, the

fluorescence yield of the nucleic acid monomers appears to be independent of

the excitation wavelength and experimental conditions used within the reported

uncertainties, with the exception of the adenine and guanine monomers, in which

either tautomerization from N9H to N7H contributes to the total fluorescence yield

[73, 88] or the yield is excitation-wavelength dependent [81, 82, 89]. The small

fluorescence yields, together with the small photodegradation [90–96] and triplet

quantum yields of ca. 10-2 in aqueous solution [12, 97–102], show that most of the

excited-state population decays nonradiatively back to the ground state.
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2.2 Time-Resolved Photophysical Properties of the Nucleic
Acid Monomers

Femtosecond transient absorption and fluorescence up-conversion experiments

have shown that the 1ππ* states in the nucleic acid monomers decay primarily to

the ground state on a sub-picosecond time scale. These experiments have further

revealed that multiple relaxation processes contribute to the ultrafast depopulation

of the optically populated excited states [73, 81, 103–108]. There is still debate

regarding the specific assignment of the multiexponential decay components. Some

authors have assigned the relaxation pathways to nonadiabatic transitions

among multiple electronic states [1, 4, 109], whereas others have assigned them

to diabatic relaxation pathways occurring on a single potential energy surface

[82, 89, 110–112].

Table 1 Steady-state properties and quantum yields of the natural purine bases

λmax

(nm)a
εmax

(M�1 cm�1)b
λem
(nm)c

ΦFl� 10�4

(λex)
d

Experimental

conditions

Ade 262e, 270she 13,500e, 11,500e – – H2O [77]

261 – 321 2.6 (261) H2O, pH 7.3 [65]

Ado 262e – 311e 0.08 (250) H2O, pH 6.2 [78]

– – 310 0.5 (265) H2O [67]

dAdo 259.7 14,930 307 0.86� 0.15 (255) H2O [79]

260 – 319 0.6 (265) H2O [80]

258 – 310 0.84 (265) ACN [80]

Gua 250e, 272e 10,500e, 8,200e – – H2O [77]

249e, 276 – 328e 3.0 (276) H2O, pH 6.3 [65]

Guo 252e, 272she – 345e 0.06 (250) H2O, pH 6.2 [78]

dGuo 253, 273she 13,850, 9,100e 334 0.97� 0.08 (255) H2O [79]

253 13,500 334 – PBS, pH 7.0 [81]

252 – 327 1.0 (265) H2O [80]

253 13,500 334 – H2O [81]

253f 13,500f 334f 0.868 (245)f H2O [81]

– – – 1.23 (267)f H2O [81]

– – – 1.38 (285)f H2O [81]

250f, 270shf – 334f 1.03� 0.07 (250)f H2O [82]

– – – 1.31� 0.07 (265)f H2O [82]

– – – 1.45� 0.14 (275)f H2O [82]

– – – 1.51� 0.14 (285)f H2O [82]

254 – 317 1.2 (265) ACN [80]
aWavelength of maximum absorption in the spectral region above ~230 nm; wavelength of

red-most absorption peak also given if not the overall maximum
bExtinction coefficient of the maximum and red-most absorption bands
cWavelength of maximum fluorescence emission
dFluorescence quantum yield; excitation wavelength given in parenthesis
eExtrapolated from graph
fMeasured for the nucleotide form
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Another general observation is that conical intersections, i.e., points of degen-

eracy between two or more potential energy surfaces in the nuclear coordinate

space of the molecule [113–116], play a key role in the ultrafast deactivation of the

excited-state electronic energy in all the nucleic acid monomers [109, 110,

116–124]. These conical intersections are often accessed from near the Franck–

Condon region via near-barrierless, out-of-plane deformations that lead to ultrafast

internal conversion pathways connecting the excited states to the ground state. In

simple terms, the relaxation pathway for the purine monomers involves the twist of

the C2–N3 bond, leading to an out-of-plane bending of the C2 substituent. For the

pyrimidine monomers, the relaxation pathways involve a pyramidalization of the

C5 and/or torsion about the C5–C6 bond, accompanied by out-of-plane motion of

the C5 substituent. These nuclear relaxation pathways are supported by resonant

Raman experiments, which report on the initial excited-state structural dynamics in

the DNA and RNA monomers [125–130]. Importantly, in all natural DNA and

Table 2 Steady-state properties and quantum yields of the natural pyrimidine bases

λmax

(nm)a
εmax

(M�1 cm�1)b
λem
(nm)c

ΦFl� 10�4

(λex)d
Experimental

conditions

Cyt 267e 5,800e – – H2O [77]

266 6,200 – – PBS, pH 7.0 [83]

267 – 314 0.82 (267) H2O, pH 6.5 [65]

Cyd 270 8,830 – – PBS, pH 7.0 [83]

269e – 329e 0.4 (250) H2O, pH 6.2 [78]

– – 324 0.7 (265) H2O [67]

dCyd 270.7 9,300 328 0.89� 0.10 (255) H2O [79]

Thy 265e 7,600e – – H2O [77]

265 8,400 329 1.02 (255) H2O [84]

265 – 337.8 1.04 (265) H2O, pH 6.7 [85]

– – 325 1.0 (265) H2O [67]

261 – 315 – ACN [86]

– – – 1.12 ACN [87]

dThd – – 327 1.0 (265) H2O [67]

267.0 9,860 330 1.32� 0.07 (255) H2O [79]

265e – 330e 0.4 (250) H2O, pH 6.7 [78]

Ura 259e 8,000e – – H2O [77]

259 8,200 – – PBS, pH 7.0 [83]

259 9,100 312 0.35 (255) H2O [84]

258.4 – 309 0.45 (258.4) H2O, pH 6.8 [65]

256 – 311 – ACN [86]

Urd 262 9,820 – – PBS, pH 7.0 [83]

259e – 315e 0.1 (250) H2O, pH 6.3 [78]
aWavelength of maximum absorption in the spectral region above ~230 nm
bExtinction coefficient of the maximum absorption
cWavelength of maximum fluorescence emission
dFluorescence quantum yield; excitation wavelength given in parenthesis
eExtrapolated from graph
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RNA monomers, the ultrafast and efficient transfer of excited-state electronic

energy into vibrational energy in the ground state is followed by the transfer of

the intramolecular vibrational energy into high-frequency vibrational modes of the

solvent molecules [4, 131]. This electronic-to-heat energy transfer mechanism is

thought to protect the DNA and RNA monomers from UV-induced damage [4, 9].

2.2.1 Adenine and Guanine Monomers

Tables 3 and 4 collect the singlet-state lifetimes for the adenine and guanine

monomers in aqueous solution and in acetonitrile. Lifetime assignments are given

as footnotes in each table. As discussed in Sect. 2.1, two low-lying 1ππ* states (1La
and 1Lb) are populated simultaneously upon ca. 267 nm excitation in the adenine

and guanine monomers, which complicates the assignment of the multiexponential

decays. In the case of adenine, there is agreement that the biexponential decay

components of ca. 0.2 ps and 8.4 ps in aqueous solution should be assigned to the

decay of the singlet state in the N9H and N7H tautomers, respectively [73, 88, 132,

133]. Transient absorption experiments show that these lifetimes are solvent-

dependent, increasing to ca. 0.4 ps and 11 ps in acetonitrile [132].

The excited-state decay mechanism in the adenine and guanine nucleosides and

nucleotides has been a matter of dispute. Several groups have reported a

monoexponential decay component assigned to ultrafast internal conversion from

the excited singlet state to the ground state [71, 88, 133–135], whereas others have

reported biexponential decay signals [73, 79, 89, 108, 136]. Kwok et al. [136]

proposed a biexponential deactivation mechanism where the fast decay component

in adenosine was assigned to internal conversion from the 1La to the 1Lb state,

followed by ultrafast internal conversion to the ground state (i.e., 1La! 1Lb! S0).

Lan et al. [120] reached a different conclusion using nonadiabatic semi-empirical

calculations. Their calculations predict a sequential decay mechanism to the ground

state on an ultrafast time scale (i.e., 1La! 1nπ*! S0). More recently, the

multiexponential decays observed in the adenine and guanine nucleosides have

been explained by ultrafast internal conversion from the 1Lb state to the
1La state in

sub-100 fs, followed by a diabatic evolution along the 1La state potential energy

surface towards a planar-like plateau (1L0a; τ1 ~ 0.1 ps). The 1L0a plateau in turn

leads to a conical intersection with the ground state (τ2 ~ 0.3–0.5 ps)

[89, 111]. CASPT2 and TD-DFT calculations [112, 137, 138] and recent time-

resolved photoelectron spectroscopy results for adenine and adenosine in solution

[133] are in agreement with this interpretation (i.e., 1Lb! 1La! 1L0a! S0). This

interpretation highlights the fact that multiexponential decay signals are not always

indicative of nonadiabatic transitions among multiple electronic states.

Interestingly, low yields of the triplet state and of singlet oxygen have

been reported in the adenine and guanine monomers [98, 139], even though

the population of their 1nπ* and 3ππ* states has not been detected in solution [89,

140–142]. Nikogosyan and co-workers [98] used two-step laser excitation to
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high-lying electronic states and kinetic modeling to estimate triplet yields in

adenine and guanine of ca. 10�3 in aqueous solution (Table 5). Bishop et al.

[139] measured a singlet oxygen yield of 0.030� 0.005 for adenine in acetonitrile

after 248 nm nanosecond laser excitation by detecting singlet oxygen emission

decay signals at 1,270 nm. However, for guanine and guanosine 50-monophosphate,

the authors were unable to detect singlet oxygen emission quantifiably in deuterated

water, and estimated the yield to be lower than 0.005 (Table 6). Although, the

experiments by Nikogosyan and Bishop, taken together, suggest the triplet state in

adenine and guanine may be populated in solution, the triplet state has not been

observed in more recent transient absorption experiments based on one-photon

excitation. Furthermore, even if the triplet state is populated in the adenine and

Table 3 Singlet lifetimes for the adenine monomers

Singlet-state lifetimes (ps) Technique, time resolution Experimental conditions

Ade 0.23� 0.05a, 8.0� 0.3b FU, 100 fs H2O [73]

0.34� 0.07a,c, 8.4� 0.8b FU, 200 fs H2O [88]

0.18� 0.03a, 8.8� 1.2b TAS, 200 fs H2O, pH 6.8 [132]

0.064� 0.002a, 8.5� 1.7b,d TRPES, 80 fs TRIS, pH 8 [133]

0.44� 0.07a, 11� 5b TAS, 200 fs ACN [132]

Ado 0.31� 0.05 FU, 200 fs H2O [88]

0.53� 0.12 FU, 360 fs PBS, pH 7 [71]

0.29� 0.04 TAS, 200 fs H2O, pH~ 7 [134]

0.215� 0.020e TRPES, 80 fs TRIS, pH 8 [133]

0.52� 0.16f FU, 360 fs PBS, pH 7 [71]

0.37� 0.04f TAS, 200 fs PBS, pH 6.8 [135]

dAdo 0.1g, 0.5� 0.1 FU, 100 fs H2O [73]

0.10g , 0.42� 0.10h FU, 100 fs H2O [79]

0.11� 0.02i FU, 80 fs H2O [89]

0.13j, 0.45k TRF, 300 fs/TAS, 200 fs H2O [136]

0.1f,g, 0.5� 0.1f FU, 100 fs H2O [73]

�0.10f,j, 0.34� 0.11f FU, 150 fs PBS [108]

�0.5f,l TAS, 50 fs PBS [108]

0.10f,g, 0.52� 0.10f, h FU, 100 fs H2O [79]

0.18� 0.02i FU, 80 fs ACN [89]
aAttributed to the N9H tautomer
bAttributed to the N7H tautomer
cExcitation wavelength dependent
dDependent on probe energy
eIndependent of probe energy, but higher pump energies decrease this lifetime attributed to greater

access to the S1/S0 conical intersection
fMeasured for the nucleotide form
gLimited by time-resolution of the experimental set-up
hNo specific assignment was given to these lifetimes
iReported as average of 1La and

1Lb ππ* excited-state lifetimes at 310 nm, lifetime increases as the

observed wavelength increases to 380 nm
jAttributed to lifetime of 1La ππ*
kAttributed to lifetime of 1Lb ππ*
lAssigned to internal conversion to the ground state
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guanine nucleobases, it is unclear whether its population originates from the N7H

or N9H tautomers in solution. Nevertheless, the results from Nikogosyan et al. and

Bishop et al. need to be revisited before any conclusion can be reached.

The participation of πσ* states in the excited-state dynamics of the monomers is

a matter of intense debate [1, 4, 6, 7, 81, 88, 111, 145–149]. The population of 1πσ*
states has been proposed to play a role in the excited-state dynamics of adenine and

guanine monomers in solution, particularly at high excitation energies [81, 88, 145–

147]. A recent study by Cheng and co-workers [81] continues to add fuel to this

discussion. The authors presented experimental evidence for the co-existence of

two nonradiative decay pathways in 20-deoxyguanosine and 20-deoxyguanosine
50-monophosphate in solution. The dynamics depend on the solvent and excitation

wavelength used, but not on the presence of the 50-monophosphate moiety. The

deactivation mechanism is similar to that proposed previously by others [89, 111],

except for the suggestion that the 1πσ* state is also populated; either directly upon

285 nm excitation or indirectly from the 1Lb and the
1La states upon either 245 nm or

267 nm excitation. Furthermore, Cheng et al. [81] proposed that the population in

the 1πσ* state decays back to the ground state with a solvent-dependent fluores-

cence lifetime of ~2 ps in water, ~2.3 ps in deuterated water, and ~4.1 ps in

methanol. An example of the spectral evolution can be observed in Fig. 1. This

figure shows the femtosecond time-resolved fluorescence spectra and fluorescence

decay traces for 20-deoxyguanosine after excitation at 267 nm and 285 nm in

Table 4 Singlet lifetimes for the guanine monomers

Singlet-state

lifetimes (ps)

Technique, time

resolution

Experimental

conditions

Guo 0.69� 0.10 FU, 360 fs PBS, pH 7 [71]

0.46� 0.04 TAS, 200 fs H2O, pH~ 7 [134]

0.86� 0.10a FU, 360 fs PBS, pH 7 [71]

0.2a,b, 0.9a,c, 2.5a,d TAS, 100 fs PBS, pH 7 [111]

dGuo 0.16� 0.02e, 0.78� 0.05e FU, 100 fs H2O [79]

0.22� 0.02b, 0.77� 0.02c, 1.99� 0.11f TRF, 300 fs / TAS, 200 fs PBS, pH 7.0 [81]

0.20� 0.02a,e, 0.89� 0.06a,e FU, 100 fs H2O [79]

0.16� 0.02a,g, 0.94� 0.09a,g FU, 300-350 fs H2O [82]

0.20� 0.03a,b, 0.79� 0.04a,c, 1.98� 0.10a,f TRF, 300 fs / TAS, 200 fs PBS, pH 7.0 [81]

0.12� 0.07a,h, 0.68� 0.11a,c FU, 150 fs PBS [108]

~2a,i TAS, 50 fs PBS [108]
aMeasured for the nucleotide form
bAttributed to lifetime of 1La ππ*
cAttributed to movement across a plateau-like region (1L0a ππ*)
dAttributed to vibrational cooling in the ground state
eNo specific assignment was given to these lifetimes
fAttributed to lifetime of a weakly emissive 1πσ* state
gEmission wavelength dependent
hAttributed to relaxation of 1Lb ππ* to 1La ππ*
iAssigned to vibrational cooling in the ground state
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aqueous buffer solution. According to the authors, the (1La! 1L0a! S0) decay

pathway reported previously [89, 111] is associated with the fluorescence band

that redshifts from 335 nm to 345 nm in less than 1 ps, whereas the 1πσ*! S0 decay

path is associated with the red-most fluorescence band observed at decay times

equal to or larger than ~2.75 ps. The latter decay pathway is suggested to be

responsible for the red tail in the steady-state fluorescence spectra of the guanine

monomers. It should be noted, however, that calculations have consistently

predicted a negligible oscillator strength for the 1πσ* state of the guanine monomers

in gas phase [150] and in solution [111], which makes the possibility of detecting

emission from this state in time-resolved experiments questionable.

Cheng et al. further proposed that the transient absorption decay signal that they

measured probing at 305 nm after excitation of 20-deoxyguanosine at 267 nm

should be assigned to excited-state absorption by the 1πσ* state. This absorption

signal decays in lock-step with the ground-state recovery signal at 253 nm in

aqueous buffer solution, deuterated water, and methanol [81]. The authors observed

a significant solvent isotope effect in the transient absorption signals at 305 nm and

253 nm, which they took as evidence of the 1πσ* state decay. Other authors have

previously assigned this same picosecond decay component to vibrational cooling

dynamics in the ground state [70, 111, 134] or to the diabatic decay of a fraction of

Table 5 Triplet yields of the natural bases

ΦT
a Technique, time resolution Experimental conditionsb

Ade 0.0023 TQP, 20 ns H2O, O2, pH 6.3, 30 μM [98]

Gua 0.0012 TQP, 20 ns H2O, O2, pH 6.3, 30 μM [98]

Cyt 0.0127 TQP, 20 ns H2O, O2, pH 6.3, 30 μM [98]

Thy 0.0123 TQP, 20 ns H2O, O2, pH 6.3, 30 μM [98]

0.0062 TAS, 30 ns H2O, Ar, ~1 mM [99]

0.06� 0.012 TAS, 30 ns ACN, Ar [99]

0.18 TAS, <10 μs ACN, Degassed, 2 mM [100]

dThd 0.014 TAS, 30 ns H2O, Ar [101]

0.014� 0.001c TAS, 8 ns PBS, N2 [102]

0.015c TAS, 30 ns H2O, Ar [101]

0.069 TAS, 30 ns ACN, Ar [101]

Ura 0.0144 TQP, 20 ns H2O, pH 6.3, O2, 30 μM [98]

0.023 TAS, 30 ns H2O, Ar, ~1 mM [99]

0.21� 0.02 TAS, 20 ns ACN, Ar [12]

0.20 TAS, 30 ns ACN, Ar [101]

0.20� 0.04 TAS, 30 ns ACN, Ar [99]

0.40 TAS, <10 μs ACN, Degassed, 1.3 mM [100]

Urd 0.015 TAS, 30 ns H2O, Ar [101]

0.011c TAS, 30 ns H2O, Ar [101]

0.078 TAS, 30 ns ACN, Ar [101]

0.30 TAS, <10 μs ACN, Degassed, 1.8 mM [100]
aQuantum yield of T1 state formation
bConcentration of the DNA and RNAmonomers in a given solvent along with the purging gas used
cMeasured for the nucleotide form
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the 1La state population to the
1L0a plateau [82, 89, 111], as discussed above. In fact,

Miannay et al. [82] proposed that emission from the 1L0a region of the potential

energy surface is responsible for the weak red tail in the steady-state fluorescence

spectra of the guanine monomers, in contrast to Cheng et al. [81].

The authors further suggested that the 1πσ* state can act as a “dark trap state”

to which most of the 1La state population decays, thus making its deactivation

the predominant relaxation pathway in the nonadiabatic relaxation of 20-
deoxyguanosine and 20-deoxyguanosine 50-monophosphate in solution [81]. How-

ever, this proposal seems unlikely. Experimental and computational results have

Table 6 Singlet oxygen yields of the natural bases and some thio and aza analogues

ΦΔ
a Experimental conditionsb

Ade 0.03� 0.005 ACN, 10–100 mM [139]

Gua <0.005c D2O, 10–100 mM [139]

GMP <0.005c D2O, 10–100 mM [139]

Cyt 0.02� 0.005 ACN, 10–100 mM [139]

Thy ~0.01c D2O, 10–100 mM [139]

0.07� 0.010 ACN, 10–100 mM [139]

TMP ~0.01c D2O, 10–100 mM [139]

Ura 0.13� 0.010 ACN, 10–100 mM [139]

0.15� 0.02 ACN, O2 [15]

6tGua 0.56� 0.18 D2O, TRIS, pH 7.4, <0.1 mM [23]

0.58� 0.08 NaOH/D2O, pH 10, <0.1 mM [23]

6tGuo 0.55� 0.08 D2O, TRIS, pH 7.4, <0.1 mM [23]

0.49� 0.09 NaOH/D2O, pH 10, <0.1 mM [23]

6Me-tGua 0.46� 0.05 NaOH/D2O, pH 10, O2< 0.1 mM [24]

6tPur 0.52� 0.05 NaOH/D2O, pH 10, O2< 0.1 mM [24]

6Me-tPur 0.36� 0.05 NaOH/D2O, pH 10, O2< 0.1 mM [24]

2tThy 0.36� 0.02 ACN, O2, <0.1 mM [16]

4 t-dThd 0.50� 0.10 ACN, O2, 60 μM [11]

4tUrd 0.7 H2O [143]

0.18� 0.04 H2O, O2, 50 μM [144]

0.50� 0.20 ACN, O2, 50 μM [144]

8azaAde 0.15� 0.02 ACN [14]

8azaGua <0.01 ACN [14]

5azaCyt <0.01 ACN [14]

6azaUra 0.34 ACN [12]

0.63� 0.03d ACN, O2 [15]

0.54� 0.02e ACN, O2 [15]

6azaUrd 0.49� 0.01d ACN, O2 [15]

6aza-2tThy 0.69� 0.02 ACN, O2 [15]
aSinglet oxygen quantum yield
bConcentrations given are of the DNA and RNA monomers and their analogues in solution;

solutions were under air-saturated conditions unless otherwise noted
cEstimation, signal lower than instrument’s limit of quantitation
dExcited at 248 nm
eExcited at 308 nm
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overwhelmingly shown that ultrafast internal conversion to populate hot ground

states is the primary relaxation pathway in all the nucleic acid bases upon 267 nm

excitation [1, 4, 5, 9, 70, 109, 134, 151]. It seems unlikely that the guanine

nucleosides and nucleotides are the exception. Furthermore, as will be discussed

in more detail in Sect. 2.3, femtosecond transient absorption experiments probing

the ground-state recovery dynamics in the mid-infrared spectral region have

provided compelling evidence that vibrational cooling is the main relaxation

pathway in 20-deoxyguanosine and guanosine 50-monophosphate [86, 152–154].
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Fig. 1 Time-resolved

fluorescence spectra of

20-deoxyguanosine in
aqueous buffer solution

(pH 7) following 267 nm

and 285 nm excitation (top
panel) along with

normalized decay traces at

the indicated fluorescence

emission wavelengths

(bottom panel). Reproduced
from [81] with permission

of The Royal Society of

Chemistry (RSC) on behalf

of the Centre National de la

Recherche Scientifique

(CNRS) and the RSC
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The ground-state recovery lifetimes for the νN3C4 + νamino (1,517 cm
�1) and the νCO

(1,662 cm�1) vibrational modes of guanosine 50-monophosphate in deuterated

water reported by Zhang et al. [152, 154] are 2.7� 0.3 ps and 3.1� 0.3 ps,

respectively. These values are in excellent agreement with the 2.25� 0.05 ps

lifetime reported by Cheng et al. [81] for the transient absorption trace at the

253 nm probe wavelength in the same solvent. In addition, Kohler and

co-workers [131, 152] have previously observed similar solvent and solvent isotope

effects in the ground state recovery signals of several purine bases to those reported

by Cheng et al. [81], but have explained them in terms of mode-specific, high-

frequency intermolecular energy transfer events in the ground state between the

solute and the solvent. Nevertheless, the observation of a weakly emissive state in

the time-resolved fluorescence spectra of 20-deoxyguanosine and 20-
deoxyguanosine 50-monophosphate and the dependence of the excited-state dynam-

ics on the solvent and excitation wavelength warrant further investigation.

2.2.2 Cytosine, Thymine, and Uracil Monomers

Tables 7 and 8 collect the singlet state lifetimes of the cytosine, thymine, and uracil

monomers in aqueous solution and in acetonitrile. Lifetime assignments are given

as footnotes in each table. There is agreement in the literature that the 1ππ* state

population in the pyrimidine monomers decays on an ultrafast time scale. Excita-

tion with ultraviolet radiation overwhelmingly populates the bright 1ππ* states in

solution, while the 1nπ* and 3ππ* states can subsequently be reached through

internal conversion and intersystem crossing decay pathways, respectively

[105, 140, 153, 155–158]. The lifetime of the 1nπ* state is highly sensitive to the

solvent used [159], varying by approximately an order of magnitude in going from

water to acetonitrile solution. Experimental observations have shown that the

population of the 1nπ* state increases when the sugar is covalently linked to the

base (see Sect. 2.4) [140, 156, 158]. The long-lived 1nπ* and 3ππ* excited states are
thought to decay primarily back to the ground state [140], but they might also play a

key role in the small but quantifiable photochemistry of the pyrimidine bases

[97, 105, 160–162]. This is particularly evident for the 3ππ* state, which has long

been recognized to be involved in the formation of the cyclobutane pyrimidine

dimers in dilute aqueous solutions [97, 105, 160–162]. The triplet yields and triplet

lifetimes of the pyrimidine monomers are reported in Tables 5 and 9, respectively.

The characterization of the intersystem crossing dynamics in the pyrimidine

monomers has been a challenging task because the triplet yields are small (ca. 10�2)

in aqueous solution, whereas much greater yields are observed in less polar and

aprotic solvents (Table 5) [101, 159]. The higher triplet yields in aprotic solvents

correlate with the reported singlet oxygen yields in Table 6. Experimental evidence

has been accumulating over recent years that the intersystem crossing should occur

within a few picoseconds or less in order to be competitive with ultrafast internal

conversion [105, 140, 157, 159, 168], although direct measurement of the

intersystem crossing rate constants in solution is still lacking for all the monomers
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except possibly 20-deoxythymidine [105]. The proposal of ultrafast intersystem

crossing dynamics is supported by static and dynamical calculations [169–

175]. However, the mechanism by which intersystem crossing occurs is still poorly

understood, and there is no agreement in the literature on the nuclear and electronic

factors that promote crossing to the triplet state or on the electronic states that play a

key role.

The vibrationally-excited 1nπ* state has been proposed to act as a doorway state

in the intersystem crossing to the 3ππ* state, but this does not appear to be the case

for the vibrationally-relaxed 1nπ* state [140, 159]. Additional evidence supporting

the idea that the 3ππ* state is populated from the non-equilibrated 1nπ* state might

come from the study by Kwok et al. [105]. These authors presented spectroscopic

evidence for the ultrafast population of the 3ππ* state (τISC¼ 0.76 ps) in

deoxythymidine in aqueous solution. However, according to them, the efficient

population of the 3ππ* state is a result of variations in the mixed character of the

doorway state, labeled Sn
0 in their work, caused by the strong vibrational coupling

between the 1nπ* and the 1ππ* states as a function of solvation dynamics.

The magnitude of the spin-orbit coupling interaction between the doorway state

and the receiver triplet state should play an important role, but it is also necessary to

identify the vibrational modes and structural features that most significantly con-

tribute to the intersystem crossing pathway. Recently, the group of González

performed the first molecular dynamics simulations that include nonadiabatic

interactions and spin-orbit interactions for a DNA base [173, 174]. The authors

investigated the singlet and triplet excited-state dynamics in cytosine by using ab

initio surface-hopping dynamics. Although the calculations were performed in

vacuum, the important new insights that the study brings about regarding the

electronic and nuclear factors that facilitate intersystem crossing in cytosine are

worth briefly discussing here. According to their calculations, excitation of cytosine

Table 7 Singlet lifetimes for the cytosine monomers

Singlet-state lifetimes (ps) Technique, time resolution Experimental conditions

Cyt 0.20� 0.02a, 1.30� 0.07a FU, 100 fs H2O [163]

0.72 TAS, 200 fs H2O, pH 6.8 [164]

1.0� 0.2 TAS, 320 fs PBS, pH 6.8 [165]

2.9� 0.7b, 12� 3c TAS, 200 fs PBS, pH 7 [140]

0.251, 3.970 TAS, <10 fs H2O [104]

Cyd 0.76� 0.12 FU, 360 fs PBS, pH 7 [71]

0.72� 0.04 TAS, 200 fs H2O, pH~ 7 [134]

1.0� 0.1 TAS, 320 fs PBS, pH 6.8 [165]

0.95� 0.12d FU, 360 fs PBS, pH 7 [71]

3.7� 0.8b,d, 34� 3c,d TAS, 200 fs PBS, pH 7 [140]

dCyd 0.18� 0.02a, 0.92� 0.06a FU, 100 fs H2O [79]

0.27� 0.02a,d, 1.38� 0.11a,d FU, 100 fs H2O [79]
aNo specific assignment was given to these lifetimes
bAssigned to vibrational cooling from the hot S0 state
cAssigned to the lifetime of the lowest-energy 1nπ* state
dMeasured for the nucleotide form
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with UV radiation results in a biexponential decay with lifetimes of 7 fs and 270 fs.

The two lifetimes are associated with a number of competing internal conversion

and intersystem crossing pathways, respectively, which are discussed in detail

elsewhere [174]. Relevant to the discussion here, the intersystem crossing mecha-

nism was found to involve a three-state near-degeneracy between the S1, T2, and T1

states, whereas no singlet–triplet crossings involving only two states were observed.

The S1 and T2 states have predominantly nπ* character, but it was observed that the
spin-orbit coupling interaction between them is enhanced by up to 40 cm�1 because

of strong mixing of these states with states of ππ* character and the small energy

gap (0.01 eV) in the vicinity of the crossing. More importantly, and in contrast to

the intersystem crossing mechanism proposed by Merchán et al. previously [169],

the analysis of all the geometries in which intersystem crossing takes place reveals

that elongation of the C2═O bond and shortening of the C2–N3 bond are the key

features of the singlet–triplet crossing [174], whereas the early proposal [173] that

pyramidalization of the N1 atom plays an essential role was reconsidered.

Table 8 Singlet lifetimes for the thymine and uracil monomers

Singlet-state lifetimes (ps) Technique, time resolution Experimental conditions

Thy 0.195� 0.017a, 0.633� 0.018b FU, 330 fs H2O [84]

<0.15c,d, 0.58� 0.05d FU, 150 fs H2O [72]

2.8� 0.4e, 30� 13b TAS, 200 fs PBS, pH 7 [140]

0.140f, 1.220b TAS, <10 fs H2O [166]

0.190f, 1.100b FU, 100 fs ACN [86]

dThd 0.70� 0.12 FU, 360 fs PBS, pH 7 [71]

<0.15c,d, 0.69� 0.05d FU, 150 fs H2O [72]

0.15� 0.02d, 0.72� 0.03d FU, 100 fs H2O [79]

0.15g, 0.76h TRF, 300 fs / TAS, 200 fs H2O [105]

0.54� 0.04 TAS, 200 fs H2O, pH~ 7 [134]

0.98� 0.12 FU, 360 fs PBS, pH 7 [71]

0.20� 0.05d,i, 1.10� 0.10d,i FU, 150 fs H2O [72]

0.21� 0.03d,i, 1.07� 0.06d,i FU, 100 fs H2O [79]

2.2� 0.1e,i, 127� 15b,i TAS, 200 fs PBS, pH 7 [140]

Ura 0.096� 0.003 FU, 330 fs H2O [84]

1.9� 0.1e, 24� 2b TAS, 200 fs PBS, pH 7 [140]

0.100c FU, 100 fs ACN [86]

Urd 0.21� 0.03 TAS, 200 fs PBS, pH 6.8 [167]

2.3� 0.2e,i, 147� 7d,i TAS, 200 fs PBS, pH 7 [140]
aAssigned to the lifetime of moving through a conical intersection from the 1ππ* state to the S0
state
bAssigned to the lifetime of the 1nπ* state
cLimited by the time resolution of the experimental setup
dNo specific assignment was given to this lifetime
eAssigned to vibrational cooling from the hot S0 state
fAssigned to the lifetime of the 1ππ* state
gAssigned to internal conversion from 1ππ* to the 1nπ* state
hAssigned to intersystem crossing from the 1nπ* to the 3ππ* state
iMeasured for the nucleotide form
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Table 9 Triplet state properties in the natural pyrimidine monomers

λT (nm)a
εT
(M�1 cm�1)b

Triplet lifetime

(μs)
Technique, time

resolution

Experimental

conditionsc

Thy – – 1.3d TAS, 20 ns H2O, Ar, 0.2–0.3 mM

[194]

320 5,200e 0.60d TAS, 30 ns H2O, Ar, 1 mM [99]

290, 360sh – 2d TAS, 20 ns ACN, Ar, 0.2–

0.3 mM [194]

340 4,000 10f,g TAS, 30 ns ACN, Ar [99]

dThd – – 0.004h TAS, 200 fs H2O, 4–5 mM [105]

– – 4d TAS, 20 ns H2O, Ar, 0.2–0.3 mM

[194]

380e 3,750e 25i TAS, 30 ns H2O, Ar [101]

360j – 5j TAS, 8 ns PBS, N2 [102]

375e,j 2,700e,j – TAS, 30 ns H2O, Ar [101]

295, 380sh – 2.0d TAS, 20 ns ACN, Ar, 0.2–

0.3 mM [194]

370 3,600 – TAS, 30 ns ACN, Ar [101]

Ura – – 0.9d TAS, 20 ns H2O Ar, 0.2–0.3 mM

[194]

360 2,750e 0.35d TAS, 30 ns H2O, Ar, 1 mM [99]

– – 0.58f TAS, 7 ns ACN, Ar, 0.6 mM

[176]

– – 1.43� 0.04 TAS, 20 ns ACN, Ar [12]

290, 370 – 1.1d TAS, 20 ns ACN, Ar, 0.2–

0.3 mM [194]

340 2,750 2f,k TAS, 30 ns ACN, Ar [99]

Urd – – 2d TAS, 20 ns H2O, Ar, 0.2–0.3 mM

[194]

410e 6,875e 2l TAS, 30 ns H2O, Ar [101]

415e,j 10,000e,j 3.3j TAS, 30 ns H2O, Ar [101]

300, 410 – 1.2d TAS, 20 ns ACN, Ar, 0.2–

0.3 mM [194]

370 6,400 – TAS, 30 ns ACN, Ar [101]

dUrd 290, 380sh – 1.0d TAS, 20 ns ACN, Ar, 0.2–

0.3 mM [194]
aWavelength of triplet absorption band maximum
bExtinction coefficient at triplet absorption band maximum
cDNA and RNA monomer concentrations are given; solutions were under air-saturated conditions

unless otherwise noted
dTriplet lifetime was not corrected for self-quenching
eExtrapolated from graph
fCalculated to infinite dilution
gSelf-quenching rate constant of 6� 108 M�1 s�1

hAssigned to relaxation of the T1 state to a biradical intermediate involved in a T1 self-quenching

reaction
iSelf-quenching rate constant of 1� 108 M�1 s�1

jMeasured for the nucleotide form
kSelf-quenching rate constant of 20� 108 M�1 s�1

lSelf-quenching rate constant of 8� 108 M�1 s�1
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An important reminder from this study is that near-degeneracy between singlet and

triplet states can often compensate for small spin-orbit coupling interactions.

Because of the proposed key participation of the triplet state in the photochemistry

of DNA and its components [97, 105, 176], further work is urgently needed to

scrutinize the intersystem crossing mechanism in the DNA and RNA monomers in

solution.

2.3 Vibrational Cooling Dynamics in the Ground State

It is now accepted that ultrafast internal conversion to the ground state transfers

more than 4 eV of energy to the vibrational modes of the DNA and RNAmonomers

in solution [4, 9, 70]. The vibrationally-excited modes of the bases in the ground

state return to thermal equilibrium in several picoseconds in solution, but the role

that intramolecular and intermolecular energy transfers play in the dissipation of the

excess energy is currently a topic of significant interest. Understanding the mech-

anism by which the vibrationally-excited monomers in the ground state dissipate

excess energy is also important because thermal reactions after electronic-energy

relaxation to the ground state could lead to product formation [97, 160]. Pioneer

transient absorption experiments by Middleton [131] investigated the solvent and

solvent isotope effects on the vibrational cooling dynamics in 9-methyladenine. It

was observed that the vibrational cooling lifetimes increased from 2.4 ps in water to

13.1 ps in acetonitrile, with the lifetimes in deuterated water and methanol showing

intermediate values of 4.2 ps and 4.5 ps, respectively. These results led the authors

to conclude that the number and strength of the solute–solvent hydrogen bonds

affect the rate of vibrational cooling. Solvents with a dense network of hydrogen

bonds enhance the rate of vibrational cooling by facilitating energy transfer from

the solute to the solvent. The authors rationalized the pronounced solvent isotope

effect as caused by a large portion of the excess vibrational energy being transferred

to relatively high-frequency solvent librational modes in the 700–1,000 cm�1 range

because the vibrational friction spectra of water and deuterated water are nearly

identical at frequencies below ~700 cm�1 [177–179].

Zhang et al. [152] recently used femtosecond pump-probe transient absorption

spectroscopy in the 1,500–1,725 cm�1 probe region to learn more about the factors

that influence the rate of vibrational cooling dynamics in several purine monomers

in solution. Figure 2 shows the ground-state recovery signals for six different purine

derivatives probed at the specified vibrational modes in deuterated water solution.

The authors selected those monomers because all of them undergo ultrafast internal

conversion to the ground state [180], and because the extent of methylation

determines the number and types of hydrogen bonds with the solvent (see

Scheme 2). As can be observed in Fig. 2 and Scheme 2, the rate of vibrational

cooling correlates with the number of hydrogen bond donors (N–D) the purine base

has, but not with the number of hydrogen bond acceptors. Adenine, guanine, and

hypoxanthine each have at least two N–D bonds and exhibit the shortest vibrational
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cooling lifetimes in deuterated water. Paraxanthine and theophylline have only one

N–D bond and exhibit longer vibrational cooling lifetimes, whereas caffeine has no

N–D bonds and shows the longest lifetime. Thus, the authors concluded that

hydrogen bond donation sites in the base accelerate intermolecular vibrational

energy transfer via direct coupling of the N–D modes of the base with the relatively

high frequency O–D modes of the solvent. Their results further suggest that strong

solute–solvent couplings caused by hydrogen bonds and near resonances with

solvent modes are two factors that facilitate intermolecular energy transfer. The

importance of resonant energy transfer was emphasized by the observation of

slower and approximately equal vibrational cooling lifetimes for caffeine,

paraxanthine, and theophylline in acetonitrile, a solvent in which resonant energy

transfer pathways and high-frequency acceptor modes are absent.

Further structural impacts on vibrational cooling dynamics were investigated by

Nielsen and co-workers [155, 181], who recently showed that the phosphate group

in the adenine, guanine, and cytosine nucleotides does not significantly contribute

to the vibrational relaxation process. The authors also used femtosecond broadband

Fig. 2 Bleach recovery kinetics for (a) adenine ring vibration at 1,623 cm�1; (b) guanine carbonyl

stretch at 1,662 cm�1; (c) hypoxanthine carbonyl stretch at 1,673 cm�1; (d–f) the carbonyl stretch

for methylated xanthines at �1,640 cm�1. All data were obtained in D2O. The points are

experimental data. The lines are the best exponential decay fits determined in Igor Pro. Only

time constants (τ) larger than 1 ps are reported. Uncertainties associated with the time constants

are 2� standard deviation. Vertical dashed–dotted lines denote the linear–logarithmic break.

Reprinted with permission from [152]. Copyright 2013 American Chemical Society
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transient absorption spectroscopy to probe the vibrational regions pertinent to the

aromatic rings from 1,500 cm�1 to 1,800 cm�1 and the phosphate groups from

1,025 cm�1 to 1,175 cm�1. Weak and featureless transient absorption signals were

observed in the phosphate fingerprint region of the three nucleotides, which led the

authors to conclude that the phosphate group is not involved in the vibrational

relaxation process. The authors further proposed that the electronic excitation

energy is primarily contained within the aromatic vibrational modes of the base

with negligible coupling to either the sugar or the phosphate components of the

nucleotides [155, 181]. The negligible role of the sugar in the vibrational relaxation

process was inferred by noticing, according to these authors, that the vibrational

relaxation times of the ring and amide modes are similar in cytosine (5.0 ps and

3.3 ps) and its nucleotide (2.8 ps and 3.3 ps) [155]. Altogether, these observations

led the authors to conclude that the vibrational relaxation dynamics cannot be

explained using the anharmonic coupling model [182–186], but rather that their

results suggest that a mode-specific dissipation of the vibrational energy to the

solvent takes place at a rate faster than the intramolecular redistribution of energy.

In the anharmonic coupling model, the vibrational population obeys a Boltzmann

distribution at all experimentally accessible delay times. In the second model,

which is known as the non-thermal relaxation model [187–189], the vibrational

Scheme 2 The structures of adenosine monophosphate, guanosine monophosphate, and a series

of methylated xanthines. Hydrogen bond donor sites are highlighted to emphasize their inverse

relationship with the molecule’s vibrational cooling lifetime (τvc), i.e. the fewer the hydrogen bond
donor sites the longer the lifetime. Note that the hydrogen bond counts do not consider the ribose

and phosphate groups of AMP and GMP. Adapted with permission from [152]. Copyright 2013

American Chemical Society
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populations of a small number of high-frequency modes are non-statistical for times

that are long enough to be experimentally measured. Thus, the authors proposed

that the vibrational energy transfer to the solvent in the ground state is more

efficient than intramolecular vibrational redistribution, such that the sugar and

phosphate groups are never vibrationally excited.

The mode-specific vibrational energy transfer model proposed by Nielsen and

co-workers [155, 181] is further supported by the recent studies of Kohler and

co-workers [152, 154]. These authors investigated the vibrational relaxation

dynamics of guanosine 50-monophosphate by femtosecond broadband transient

absorption spectroscopy in the 1,400–1,750 cm�1 probe region in deuterated

aqueous buffer solution (pD¼ 7.2) [154]. In agreement with earlier studies

[153, 181, 190], the authors found that the bleach recovery signals of the

νN3C4 + νamino (1,517 cm�1) and the νCO (1,662 cm�1) vibrational modes are

dominated by dynamics that occur on the ground state potential energy surface.

Evidence was presented for mode-specific vibrational relaxation in the electronic

ground state of several medium-frequency modes, such as ring in-plane stretching

and carbonyl stretching modes. This observation lends further support to the idea

that vibrational energy distribution in the ground state of the nucleic acid monomers

is non-statistical in nature [152, 155, 181]. Furthermore, by complementing the

experiments with quantum-chemical calculations at the density functional level of

theory, Zhang et al. were able to associate the excitation of those vibrational modes

with structural changes occurring when the excited-state population goes from the

Franck–Condon region of the 1ππ* potential energy surface to the conical intersec-

tion with the ground state. The authors concluded that vibrational cooling dynamics

in the ground state are dominated by solute-to-solvent intermolecular vibrational

energy relaxation, in agreement with other investigations [131, 152, 155, 181].

Alternatively, West et al. [191, 192] performed transient grating and

two-dimensional electronic spectroscopy in the deep UV to investigate vibrational

energy transfer in thymine and 9-methyladenine at temperatures of 100–300 K. The

experiments were performed in a mixture of 85% methanol and 15% water as the

solvent. It was observed that the rate of vibrational cooling in these bases is

independent of temperature in the range 100–300 K. According to their model

calculations, the insensitivity of the vibrational cooling rates to temperature orig-

inates from a combination of two effects. In the first effect, vibrational energy

transfer from the base to the solvent initiates directly from intramolecular modes of

the base with frequencies greater than 300 cm�1, in which both translational and

librational modes of the solvent are involved. In the second effect, the vibrational

relaxation induces an increase in the effective temperature of the solvent surround-

ing the base, which reduces the sensitivity of vibrational cooling to the temperature

at which the system was set before excitation. However, the authors acknowledged

that to explain fully the insensitivity of the vibrational cooling to the temperature of

the system they needed to invoke the direct transfer of vibrational energy into high-

frequency librational modes of the solvent, which is in agreement with the leading

interpretations [131, 152, 155, 181]. Additionally, it is possible that the high

methanol content used in their experiments could slow intermolecular energy
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transfer enough for intramolecular energy transfer via low frequency modes to

become competitive, as recently noted by Kohler and co-workers [152].

2.4 The Role of the N-Glycosidic Group in the Rates
of Internal Conversion and Vibrational Cooling

We define throughout this chapter (for the lack of a better term) the N-glycosidic

group or substituent as the group or atom that is covalently-linked to the N9 and N1

atom of the purine and pyrimidine bases, respectively.1 The covalent incorporation

of the deoxyribose or ribose sugar group at the N1 position of the pyrimidine

monomers has a significant effect on the excited-state dynamics of the nucleobase

[129, 140, 155, 156, 158]. Hare et al. [140] first reported that the magnitude of the
1nπ* state lifetime increases significantly when the hydrogen in the N1 position of

the pyrimidine bases is substituted by a sugar. The authors hypothesized that the

hydrogen bonding sites of the sugar group promote the efficient relaxation of the

excess vibrational energy in the 1nπ* state to the solvent. This in turn decreases the
probability of barrier crossing to access the ground state nonradiatively and thus

increases the 1nπ* state lifetime. Keane et al. [158] arrived at a similar conclusion in

their picosecond transient infrared study of the cytosine monomers in deuterated

aqueous buffer solution. Nielsen et al. [155], on the other hand, proposed that

N-glycosidic bond formation does not actively contribute to vibrational relaxation

in the excited state, but might still alter the excited-state dynamics of cytosine by

either shifting the relative energies of the 1ππ* and 1nπ* states or by opening a

conical intersection between these states which is not available in the cytosine base.

West et al. [193] also explored the interplay between ultrafast internal conver-

sion to the ground state and the associated vibrational cooling dynamics in thymine

and its nucleoside and dinucleotide. The authors found that vibrational cooling is

enhanced as the molecular size of the system increases from the base to the

dinucleotide. Two separate vibrational energy transfer pathways were proposed to

explain this behavior: (1) vibrational energy transfer from the base to the deoxyri-

bose sugar and (2) vibrational energy transfer between neighboring units in the

dinucleotide. According to these authors, the increase in the rate of vibrational

energy transfer is driven by the increase in the density of vibrational states on the

substituent with an increase in molecular size, which increases the number of states

that can effectively couple to those on the base.

Figure 3a shows the effect of temperature on the 1ππ* lifetimes. The lifetimes

below 300 K were estimated indirectly from the transient grating experiments.

1 This is contrary to the accepted use of the term. See, for instance, International Union of Pure

Applied Chemistry. Division of Organic Chemistry. Commission on Nomenclature of Organic

Chemistry. A Guide to IUPAC Nomenclature of Organic Compounds, Recommendations 1993;

R. Panico, W. H. Powell, J.-C. Richer, eds.; Blackwell Scientific Publications, Oxford, UK (1993).
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This was done by solving the coupled differential equations for a two-step sequen-

tial kinetic model (i.e., 1ππ*! S0(hot)! S0) and assuming that the vibrational

cooling rates in the range 100–300 K are independent of temperature for the

nucleoside and dinucleotide, as previously observed for thymine [191]. Hence,

according to this model, the 1ππ* lifetimes of thymidine and its dinucleotide

increase with decreasing temperature, whereas that of thymine does not change

within experimental error. The reason for the increase in the 1ππ* lifetimes with a

decrease in temperature was suggested to be the enhanced ability of the excess

vibrational energy on the base to transfer to the substituent.

The analysis of the data using the Arrhenius expression is shown in Fig. 3b. The

magnitude of the slope was associated with the presence of an energy barrier

between the Franck–Condon region of the 1ππ* potential energy surface and the

conical intersection that leads to internal conversion to the ground state (Scheme 3).

According to this model, thymine has the smallest energy barrier because it lacks a

Fig. 3 (a) ππ* lifetimes

obtained for the thymine

family of systems at

temperatures ranging from

100 K to 300 K. The

lifetimes show a definite

increase with decreasing

temperature for thymidine

and its dinucleotide. (b)

Arrhenius plots for internal

conversion rates (kIC) for
this series of thymine-based

molecules. Reprinted with

permission from

[193]. Copyright 2013

American Chemical Society
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substituent onto which the base can rapidly transfer vibrational energy. Hence,

excess vibrational energy promotes motion over the energy barrier, as depicted in

Scheme 3. The 1ππ* lifetime of thymine is insensitive to temperature because the

base is not coupled to an intramolecular bath and the solute-to-solvent vibrational

energy transfer is slower than internal conversion [191]. In contrast, intramolecular

vibrational energy transfer can compete effectively with internal conversion in

thymidine and the thymine dinucleotide, thereby necessitating thermal activation

to proceed through the conical intersection (Scheme 3). The authors concluded that

the transfer of vibrational energy from the thymine base to the sugar (or nucleotide

substituent) influences the internal conversion rate by increasing the time it takes

the population in the 1ππ* state to access the conical intersection with the ground

state [193].

At first glance it might appear that the model proposed by West et al. [193] is

analogous to that proposed by Hare et al. [140, 159] to explain the role of the sugar

substituent in reducing the excess vibrational energy that promotes nonradiative

decay in the 1nπ* state. However, West et al. propose that an increase in the

low-frequency solute–solvent vibrational modes is the key feature in the energy

transfer event. On the other hand, Hare et al. attribute the transfer to relatively high-

frequency vibrational modes between the sugar and the water solvent that can

increase intermolecular vibrational energy transfer to the solvent. As in the case

of 9-methyladenine above, Zhang et al. [152] proposed that the observations by

West et al. [193] could be related to the use of a mixture of 85% methanol and 15%

water as the solvent in their study. The high methanol content could slow the

intermolecular energy transfer enough to increase the importance of energy dissi-

pation via low frequency modes.

Scheme 3 Photoexcitation producing a vibrationally “hot” wavepacket, which relaxes through

vibrational energy transfer (VET) onto the substituent of the thymine base. This loss of heat causes

the wavepacket to narrow and sink deeper into the potential energy well, thereby suppressing

internal conversion. The two VET channels indicated on the PES are drawn on the molecular

structure of the thymine dinucleotide. Vibrational energy first flows into the deoxyribose ring and

then to the adjacent unit. Reprinted with permission from [193]. Copyright 2013 American

Chemical Society
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Zhang et al. [152] further noticed that a simple increase in the vibrational cooling

rates with the number of vibrational degrees of freedom fails to explain the

vibrational cooling rates they measured for the purine derivatives in deuterated

water solution at room temperature. Hypoxanthine and caffeine have 36 and 66 nor-

mal modes, respectively, whereas adenosine 50-monophosphate has an even greater

number of modes. Hence, according to the model of West et al., vibrational cooling

should speed up on going from hypoxanthine to caffeine to adenosine 50-
monophosphate. However, experiments show that hypoxanthine and adenosine

50-monophosphate have similar vibrational cooling lifetimes in deuterated water,

whereas caffeine cools more slowly than hypoxanthine [152]. More work is needed

to gather a firm, microscopic understanding of the experiments reported by West

et al. [193]. Regardless, evidence is accruing linking the N-glycosidic group to

changes in the rates of internal conversion in the DNA and RNA monomers in

solution.

2.5 Role of the N-Glycosidic Group in the Population
of the Triplet State

N-Glycosidic bond formation also seems to play a role in the population (Table 5)

and lifetime (Table 9) of the 3ππ* state in the pyrimidine bases. Table 9 shows that

the triplet lifetimes depend on the monomer concentration and solvent used.

Caution must be exercised in attempting to interpret these results since most of

the triplet lifetimes reported in this table have not been corrected for triplet self-

quenching and only a few values have been obtained at infinite-dilution conditions.

Hare et al. put forward the idea that intersystem crossing from the 1nπ* state to the
3ππ* state occurs efficiently only when the 1nπ* state has sufficient excess vibra-

tional energy [140, 157, 159]. The hypothesis that N-glycosidic bond formation

modulates the triplet yield seems to be supported by the triplet yields reported in

Table 5 for uracil and uridine in aqueous solution [99, 101] and in acetonitrile

[100, 101]. The results presented in Table 5 consistently show higher triplet yields

in uracil than in uridine under similar experimental conditions. Similarly, the triplet

yield of thymine in acetonitrile solution is ~30% higher than that of thymidine

under similar experimental conditions [100]. Unfortunately, the triplet yields and

lifetimes reported in Table 5 and 9 are too inconclusive to permit generalization of

this idea and further systematic and quantitative work is needed to understand fully

the dependence of the triplet yields on the N-glycosidic group and on the concen-

tration and solvent used.

272 M. Pollum et al.



2.6 Summary

Investigations using femtosecond laser spectroscopies have shown that the optically

populated 1ππ* states in the DNA and RNA monomers decay to other low-lying

electronic states, primarily the ground state, on multiple time scales ranging from

tens of femtoseconds to tens of picoseconds and beyond [1–9]. The specific nuclear

dynamics that couple to the electronic relaxation pathways are coming into focus

and consensus has now been reached regarding the key participation of conical

intersections in the excited-state dynamics of the DNA and RNA monomers in

solution. There is still uncertainty regarding (1) the specific assignment of the

multiexponential decay components, (2) the microscopic mechanism by which

excess vibrational energy is redistributed and its dependence on solvent and

temperature, and (3) the mechanism by which the functional group in the

N-glycosidic bond modulates the different nonradiative relaxation pathways. In

addition, the rate of intersystem crossing to the triplet state and details about its

mechanism for the different nucleic acid monomers in solution are still unknown.

3 Thiobases

The photochemistry of natural DNA and RNA monomers is intricately sensitive to

minor structural modifications to the nucleobase core. These structural modifica-

tions often alter the excited-state potential energy surfaces in a manner which

restricts access to one or more of the ultrafast and efficient electronic relaxation

pathways, which are the hallmarks of the DNA and RNA monomers. Hence,

investigations of DNA and RNA base analogues can be used as a testbed to

benchmark our mechanistic understanding of the intrinsic relaxation pathways

observed in DNA from both experimental and computational perspectives. For

instance, a single substitution of an oxygen atom by a sulfur atom in a carbonyl

group of the nucleobase, generating a so-called thiobase, leads to a dramatic change

in the photochemical properties of the DNA and RNA monomers. The absorption

spectra shift from the UVC region in the nucleic acid monomers out to the UVA

region in the thiobases. Furthermore, sulfur substitution inhibits ultrafast internal

conversion to the ground state and dramatically increases the rate of intersystem

crossing to the triplet manifold by enhanced spin-orbit coupling [11, 17, 18, 27, 33],

which leads to near-unity triplet yields in these nucleic acid base analogues [11, 16,

18, 22, 31, 144, 195, 196].

In addition to their relevance as convenient proxies to gauge our understanding

of the photochemical properties in the DNA and RNA monomers, thiobases are

naturally found in transfer RNA [197–199] and have been used as intrinsic

photoaffinity probes of DNA and RNA structures and DNA/RNA-protein interac-

tions by exploiting their strong absorption in the UVA region, which permits their

selective excitation [34, 35]. Thiobases also belong to a family of molecules known
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as prodrugs, which are commonly prescribed as immunosuppressants for organ

transplant patients [36] and as maintenance therapy for acute lymphoblastic leuke-

mia, inflammatory bowel disease [37], and gliomas [38, 39]. They are also widely

used as cytotoxic agents of clinical relevance [35, 40, 41] and in photo-

chemotherapeutic applications to treat skin disorders [42], superficial tumors

[43, 44], and bladder cancer [45]. However, their prolonged use in patients often

leads to phototoxic side effects and skin cancer [26, 36, 43, 62]. Hence, under-

standing their steady-state and time-resolved photochemistry is intrinsically

important.

This section reviews the current state of knowledge regarding the steady-state

and time-resolved photochemistry of the sulfur-substituted DNA and RNA ana-

logues and recent efforts to understand their excited-state relaxation mechanisms

using quantum-chemical methods. The structures and standard ring numbering of

the thiobases are shown in Scheme 4.

Scheme 4 Structures and common ring numbering of the thiobases
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3.1 Steady-State and Time-Resolved Photochemistry
of the 4-Thiouracil Derivatives

A single substitution of the oxygen by a sulfur atom in the carbonyl group found at

the four position of the uracil or thymine (5-methyluracil) ring results in dramatic

changes to the steady-state and time-resolved photochemical properties of the

nucleic acid bases. The absorption spectra of the 4-thiouracil derivatives reveal

an intense band (εmax ~ 1.8–2.1� 104 M�1 cm�1) with absorption maximum in the

UVA region (~330–340 nm), which depends only weakly on the solvent used

(Table 10). A tail that develops into a weak absorption band (εmax ~ 40–

60 M�1 cm�1) in nonpolar solvents is also observed on the red edge of the

absorption spectra (~410–440 nm) [34]. This absorption band is not observed in

the absorption spectra of the pyrimidine bases (Table 2). Figure 4 shows the

absorption spectra of 1,3-dimethyl-4-thiouracil in CCl4 [200] and 4-thiothymine

deoxyribonucleoside in aqueous buffer solution at pH 7.4 [18] as representative

examples. The red-most absorption bands have been assigned to the S0! S2(ππ*)
and the S0! S1(nπ*) electronic transitions, respectively [10, 18, 19, 34, 200,

201]. These assignments are supported by quantum chemical calculations [11, 17,

18, 196, 202–204]. Additional absorption bands are observed closer to 200 nm (see,

for example, Fig. 4b), related to weak- to moderate-intensity nπ* and ππ* electronic
transitions, which at present have not been fully characterized. It is also worth

noting that not is only the lowest-energy ππ* electronic transition significantly

red-shifted, but the magnitude of the absorption coefficients reported in Table 10

for the 4-thiouracil derivatives is significantly higher than that of the pyrimidine

bases (Table 2).

A common photophysical property of the 4-thiouracil derivatives is the obser-

vation of dual emission at room temperature (Fig. 4 and Table 10). These emission

bands have been characterized as the S2(ππ*)! S0 and T1(ππ*)! S0 radiative

transitions in the 4-thione, 2-keto uracil derivatives and exhibit fluorescence and

phosphorescence quantum yields in the ranges of (0.4–1.5)� 10�4 and (0.2–123)�
10�4, respectively, depending on the solvent and the concentration of the solute

used [10, 13, 34, 200, 201, 203]. In addition, some of the photophysical properties

have been measured at infinite dilution in order to determine intrinsic triplet decay

lifetimes and phosphorescence quantum yields (Tables 10, 12, 13, and 14)

[200, 203]. It is clear from those experiments that the concentration of the thiobase

plays an important role in the quenching of the triplet state population in the

thiobase monomers in solution.

3.1.1 Singlet-State Dynamics

The first investigation of the fluorescence properties of a 4-thiouracil derivative was

reported in 2002 by Skalski and co-workers [200]. The authors used steady-state

and picosecond laser spectroscopies to determine the fluorescence yield and
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lifetime of 1,3-dimethyl-4-thiouracil in perfluoro-1,3-dimethylcyclohexane

(PFDMCH), CCl4, hexane, and water. In organic solvents, a monoexponential

fluorescence decay lifetime was reported, with a value of 2.5 ps and 7.5 ps in

CCl4 and in PFDMCH, respectively. The authors concluded that the S2(ππ*) state
decays primarily through intra- and intermolecular nonradiative pathways with a

quantum yield of ΦNR> 0.99. Among the nonradiative decay processes, a

Table 10 Steady-state absorption and emission properties of the 4-thiouracil derivatives

λmax

(nm)a
εmax

(M�1 cm�1)b λem (nm)c
Φem�
10�4d

Experimental

conditionse

4tUra 330 21,000 NE (Fl)

530 (Ph)

–

2.8 (Ph)

H2O [34]

328 16,700 – – H2O, pH 7 [205]

327 12,800 – – ACN [205]

4tUrd 331 23,000 – – H2O, ~pH 7 [205]

331 11,900 – – ACN [205]

412f 40–60f – – DCM [34]

Ac-4tUrd 328 20,600 420 (Fl)

550 (Ph)

1.0 (Fl)

2.0 (Ph)

ACN [10]

– – – 25 (Ph)g ACN, Ar [13]

330

420f
20,600

40f
420 (Fl)

540 (Ph)

–

123 (Ph)g
CCl4, He [201]

Pr-4tUra 326 – – 46 (Ph)g PFDMCH, Ar [203]

DMTU 329 18,800 420 (Fl)

535 (Ph)

0.4 (Fl)g

–

H2O [200]

330 530 (Ph) 2.7 (Ph) H2O [34]

330

427f
19,800

38f
410 (Fl)

540 (Ph)

0.60 (Fl)g

14 (Ph)g
CCl4, He [200]

– – 410 (Fl)

535 (Ph)

1.50 (Fl)g

25 (Ph)g
PFDMCH, He [200]

412f 40–60f – – DCM [34]

CD3-

4tUra

317 – – 32 (Ph)g PFDMCH, Ar [203]

4tThy – – 540 (Ph) 4 (Ph) H2O [34]

4t-dThd 335 – 400 (Fl)

542 (Ph)

–

2.8� 0.3

(Ph)g

PBS, pH 7.4 [Dunn and Crespo-

Hernández, unpublished

results]

337 19,440 NE – ACN [11]

337 – 410 (Fl)

550 (Ph)

– ACN [19]

Pr-4tThy 332 – – 42 (Ph)g PFDMCH, Ar [203]
aWavelength of maximum absorption in the spectral region above ~230 nm; attributed to the

S2(ππ*) state unless otherwise noted
bExtinction coefficient, attributed to S2(ππ*) maximum unless otherwise noted
cPeak emission wavelength, fluorescence (Fl) or phosphorescence (Ph) noted in parenthesis
dEmission quantum yield of fluorescence or phosphorescence as noted in parenthesis
eUnder air-saturated conditions unless otherwise noted
fProperty of the S1(nπ*) state absorption maximum
gCalculated to infinite dilution

276 M. Pollum et al.



reversible, intramolecular H-abstraction pathway, in which the excited thiocarbonyl

group abstracts a H-atom from the methyl group in the ortho position of the

1,3-dimethyl-4-thiouracil ring, was proposed to be the fastest decay channel of

the S2(ππ*) state with an estimated rate constant of 1.2� 1011 s�1 in PFDMCH and

CCl4. This intramolecular relaxation pathway has been put into question more

recently [203]. S2(ππ*) to S1(nπ*) internal conversion was estimated to be an

Fig. 4 (a) Normalized absorption and emission spectra of 1,3-dimethyl-4-thiouracil in carbon

tetrachloride. The state transitions responsible for each absorption and emission band are labeled

on the graph. Adapted from [200]. Copyright 2002 American Society for Photobiology. (b)

Normalized absorption and emission spectra of 4-thiodeoxythymidine in aqueous buffer solution

(pH 7.4). The red-most emission band is attributed to phosphorescence because of the quenching

of its intensity by the presence of oxygen. Adapted with permission from [18]. Copyright 2010

American Chemical Society
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order of magnitude slower, with a rate constant of 1.5� 1010 s�1 and 2.8� 1010 s�1

in PFDMCH and CCl4, respectively. The twofold shorter lifetime of the S2(ππ*)
state in CCl4 relative to the lifetime in PFDMCH is thought to be a consequence of

intermolecular quenching by the solvent, with a rate constant of 2.5� 1011 s�1.

On the other hand, the fluorescence decay of 1,3-dimethyl-4-thiouracil in

doubly-distilled and deionized water results in biexponential decay with 7.5 ps

and 118 ps lifetimes and fractional coefficients of 0.3 and 0.7, respectively

[200]. No assignments were given regarding the particular excited-state pathways

or species responsible for these fluorescence decay lifetimes. Time-resolved inves-

tigations using the deuterated 1,3-dimethyl-4-thiouracil or deuterated water as

solvent might be able to provide some useful insights regarding this additional

decay component.

Wenska and co-workers [10] reported changes in the intensity and band shape of

the fluorescence spectrum of 20,30,50-tri-O-acetyl-4-thiouridine in acetonitrile as a

function of laser irradiation time at 365 nm. Analysis of the fluorescence decay

signals at 400 nm, 430 nm, and 450 nm before and after different intervals of laser

irradiation revealed the presence of three emitting species with lifetimes of (5� 1)

ps, (80� 20) ps, and (600� 100) ps. The three lifetimes did not depend on the

irradiation time or on the probe wavelength used, whereas the fractional coefficients

of each of the fluorescence components depended on the irradiation time,

suggesting the presence of three different emitting species.

An intramolecular phototautomerization mechanism was proposed to explain

these observations. According to these authors, direct excitation to the S2(ππ*) state
of the 2-keto, 4-thione tautomeric form leads to the formation of the 2-enol,

4-thione tautomer in the S2 state and of the 2-keto, 4-thiol tautomer in the S1
state [10]. Thus, the authors assigned the first lifetime to fluorescence emission

from the S2(ππ*) state of 20,30,50-tri-O-acetyl-4-thiouridine in its 2-keto, 4-thione

tautomeric form, whereas the other two lifetimes were assigned to fluorescence

emission from the S2 state of the 2-enol, 4-thione tautomer and from the S1 state of

the 2-keto, 4-thiol tautomer, respectively.

Interestingly, Favre previously estimated a fluorescence lifetime of 5 ps for the

2-keto, 4-thione tautomeric form of 4-thiouridine in the S1(nπ*) state in acetonitrile
at room temperature [34]. This value agrees remarkably well with the first fluores-

cence lifetime measured by Wenska and co-workers for 20,30,50-tri-O-acetyl-4-
thiouridine in the same solvent, which the authors assigned to S2(ππ*) state

emission instead [10]. Regardless, most of the S2(ππ*) population in 20,30,50-
tri-O-acetyl-4-thiouridine decays by nonradiative relaxation pathways, as fluores-

cence emission amounts to only 1� 10�4 in acetonitrile [10]. Therefore, the

relevance of this phototautomerization mechanism to the photochemistry of the

4-thiouracil derivatives is expected to be minor at best.

Recently, Gustavsson and co-workers (Gustavsson and Crespo-Hernández,

unpublished results) performed the first femtosecond fluorescence up-conversion

study on a thiobase (IRF¼ 325 fs, 76 MHz, 40 mW). They investigated

4-thiodeoxythymidine in aqueous buffer solution exciting at 267 nm. Figure 5

shows the fluorescence decay signals at 380 nm and 420 nm. Preliminary analysis
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of the data indicates that two exponentials are needed to fit the fluorescence decay

signals. The first lifetime has a value of (0.23� 0.03) ps and its amplitude accounts

for 97% of the total fluorescence intensity. The magnitude of this lifetime is in

excellent agreement with the intersystem crossing lifetime of (0.24� 0.02) ps

reported earlier by Reichardt and Crespo-Hernández for 4-thiodeoxythymidine

upon 340 nm excitation in the same solvent (see below) [18]. The second lifetime

has a value of a few picoseconds and accounts for only 3% of the total fluorescence

intensity. Evidently, more experimental and computational work is needed to

understand the origin of the multiexponential fluorescence decay lifetimes in the

4-thiouracil derivatives in solution [10, 200].

3.1.2 Triplet State Dynamics

The photophysical properties of the T1 state of the 4-thiouracil derivatives at room

temperature have been investigated using time-resolved phosphorescence spectros-

copy and transient absorption spectroscopy with nanosecond and femtosecond time

resolution (Tables 11, 12, and 13) [11, 13, 17–19, 34, 35, 196, 200, 201, 203, 206,

207]. Calculations [17, 18, 196, 203] and experimental results agree that the T1 state

has primarily ππ* character and can decay by radiative (minor pathway;ΦPh ~ 10
�2

to 10�4) and nonradiative (major pathway;ΦNR� 0.99) processes (Table 11). Most

experimental work shows that the T1 state of the 4-thiouracil derivatives is popu-

lated with near-unity triplet yield. In addition, experimental results show that a

fraction of the T1(ππ*) state population can be quenched (1) by the solvent, (2) by

bimolecular collision with another solute molecule in the ground state at diffusion-

controlled rates (i.e., by triplet self-quenching), and (3) by molecular oxygen,

resulting in the generation of high yields of singlet oxygen (Tables 9 and 13).

The T1(ππ*) state of the 4-thiouracil derivatives is also quenched by (or reacts with)
nucleic acid bases and amino acids and is involved in photooxidation,
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Fig. 5 Decay traces

obtained from fluorescence

up-conversion for

4-thiodeoxythymidine

following 267 nm

excitation. The traces

observed at 380 nm and

420 nm yield the same

biexponential decay

lifetimes for the compound

(Gustavsson and Crespo-

Hernández, unpublished

results)
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photoreduction, and photoaddition reactions [34]. Those reactions will not be

discussed further in this chapter. Triplet–triplet annihilation and triplet self-

quenching in tens to hundreds of picoseconds have also been proposed for aggre-

gates or weakly-interacting ground-state complexes of 4-thiodeoxythymidine

[18, 19]; however, the evidence gathered for such molecular complexes is still

inconclusive and further scrutiny is warranted.

Because of the high physical and chemical reactivity of the T1(ππ*) state of

4-thiouracil derivatives in solution, a property which is also shared by other

thiobases in general, attempts have been made to use weakly interacting, chemi-

cally inert solvents and extrapolation of the photophysical results to infinite dilution

conditions in order to determine the primary intramolecular decay pathways.

In general, solvent quenching dominates the deactivation of the T1(ππ*) state in

Table 11 Radiative and nonradiative decay properties and photochemical quantum yields of

some thiobase derivatives

kPh� 102

(s�1)a ΦNR
b

kNR� 105

(s�1)c ΦPch� 10�3 d
Technique, time
resolution

Experimental
conditionse

4tUra – – – 1 – H2O, pH 6 [34]

4tUrd – – – 1 – H2O [34]

Ac-4tUrd 12.5 >0.99 >4.9 – TAS, 8 ns ACN, Ar [13]

8.1 0.99 0.6 8 TAS, 8 ns CCl4, He [201]

4tThy – – – 2 – H2O pH 6 [34]

4 t-dThd – – 2.4� 1.0 – TRTL, 30 ns ACN, Ar [11]

F-4tUrd 2.6 0.99 0.7 10 TAS, 8 ns CCl4, He [201]

Cl-4tUrd 5.3 0.99 2.0 1 TAS, 8 ns CCl4, He [201]

Br-4tUrd 20.5 0.99 5.2 5 TAS, 8 ns CCl4, He [201]

I-4tUrd 125 0.98 408 21 TAS, 8 ns CCl4, He [201]

Pr-4tUra 2.7 – 0.6 <1 TAS, 8 ns PFDMCH,
Ar [203]

Pr-4tThy 1.9 – 0.4 <1 TAS, 8 ns PFDMCH,
Ar [203]

DMTU – – – 0.7 – H2O, Ar [34]

4.2 >0.99 – <10 TCSPC, 2 ps CCl4 [200]

2.8 >0.99 1.9 <10 TCSPC, 2 ps PFDMCH
[200]

CD3-
4tUra

5.3 – 1.6 <1 TAS, 8 ns PFDMCH,
Ar [203]

2tThy 1.2 ~0.9 1 8 TAS, 300 fs ACN, Ar [31]

2tThd <2.8 ~0.9 25 2 TAS, 300 fs ACN, Ar [31]

2 t-dThd <1.7 ~0.9 15 2 TAS, 300 fs ACN, Ar [31]

6tPur – – – 0.6� 0.1 TAS, 8 ns PBS, pH 5.8,
Ar [208]

Ac-6tIno 0.60 >0.99 >3.1 <1 TAS, 8 ns ACN, Ar, [13]
aPhosphorescence rate constant
bQuantum yield of non-radiative decay
cNon-radiative decay rate constant
dPhotochemical quantum yield
eUnder air-saturated conditions unless otherwise noted
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polar solvents, whereas triplet self-quenching plays an important role in less polar

solvents, even at low concentrations (<10�5 M, see Table 13).

Wenska and co-workers [203] also investigated the intramolecular decay path-

ways of the triplet state in a group of 4-thiouracil derivatives in PFDMCH. The

authors used steady-state absorption and emission spectroscopy, ab initio calcula-

tions in vacuum at the EOM-CC2/aug-cc-pVDZ level of theory, and time-resolved

emission spectroscopy. The set of compounds was comprised of 1-propyl-4-thio-

uracil, 1-propyl-4-thiothymine, 1,3-dimethyl-4-thiouracil, and 1-methyl-3-

trideuteriomethyl-4-thiouracil (Tables 12 and 13). In the absence of triplet self-

quenching and solvent-induced deactivation, the T1(ππ*) state was shown to decay

overwhelmingly by an intramolecular nonradiative pathway (T1! S0). It was

observed that the trend of the rate of nonradiative decay correlates with the

magnitude of the T2(nπ*) – T1(ππ*) energy gap; the smaller the energy gap the

larger the rate. This led the authors to propose that mixing of the T2(nπ*) and
T1(ππ*) states via vibronic coupling involving out-of-plane vibrational modes can

explain the trend of nonradiative decay rate constants in these 4-thiouracil deriva-

tives. It was concluded that the methyl substituents at both the N3 and C5 positions

of the 4-thiouracil ring influence, to different extents, the energy and electronic

Table 12 Intersystem crossing lifetimes and quantum yields of some thiobase derivatives

τISC (ps)a ΦISC
b Technique, time resolution Experimental conditionsc

4tUrd – 0.90� 0.1 TAS, 7 ns H2O, Ar, 20 μM [196]

– 0.67� 0.17 LIOAS, 15 ns H2O, Ar, 50 μM [144]

– 0.61� 0.15 LIOAS, 15 ns ACN, Ar, 50 μM [144]

– 0.02 d TAS, 25 ns ACN, Ar [207]

4tThd – 0.85� 0.15 TAS, 200 fs PBS, pH 7.4, 400 μM [18]

– 1.0� 0.1 TRTL, 30 ns ACN, Ar [11]

4 t-dThd 0.24� 0.02 – TAS, 200 fs PBS, pH 7.4, 400 μM [18]

0.54� 0.01 – TAS, 200 fs ACN, 250 μM [19]

DMTU 1.0� 0.1 TAS, 7 ns H2O, Ar, 20 μM [196]

2tUra 0.35� 0.06 – TAS, 200 fs PBS, pH 7.4, <2 mM [32]

0.34� 0.09 – TAS, 200 fs ACN, <2 mM [32]

2tThy 0.62� 0.07 – TAS, 200 fs PBS, pH 7.4, <2 mM [32]

0.32� 0.09 – TAS, 200 fs ACN, <2 mM [32]

– 1.00� 0.05 TAS, 20 ns ACN, Ar [16]

– 0.9� 0.1 TAS, 300 fs ACN, Ar [31]

2tThd – 0.9� 0.1 TAS, 300 fs ACN, Ar [31]

2 t-dThd – 0.9� 0.1 TAS, 300 fs ACN, Ar [31]

6tGuo 0.31� 0.05 0.8� 0.2 TAS, 200 fs PBS, pH 7.0, 200 μM [22]

0.36� 0.04 – TAS, 200 fs ACN, 50 μM [22]

6tPur – 0.99 TAS, 6 ns ACN [195]
aLifetime of intersystem crossing
bIntersystem crossing quantum yield
cThiobase derivative concentrations are given; solutions were under air-saturated conditions

unless otherwise noted
dCalculated to infinite dilution
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configuration of the T1(ππ*) state [203]. In related work [201], an increase in the

nonradiative rate constant (Table 11) was observed with increasing atomic number

of the halogen atom in the 20,30,50-tri-O-acetyl-4-thio-5-halogenouridine series (i.e.,
with C5–X═F, Cl, Br, or I). This trend with increasing atomic number of the

halogen was also embodied by a corresponding decrease in phosphorescence

quantum yield and shortening of triplet state lifetime (Table 13). These observa-

tions were explained as a result of the heavy atom effect imparted by the halogen.

Taras-Goślińska et al. [200] reported an intrinsic triplet decay lifetime for

1,3-dimethyl-4-thiouracil of τ0T1
¼ 5.3 μs at infinite dilution in a PFDMCH solution,

while an intrinsic triplet decay lifetime of τ0T1
¼ 3.6 μs was measured for the same

compound in CCl4. The longest intrinsic triplet decay lifetime measured thus far is

for 20,30,50-tri-O-acetyl-4-thiouridine (τ0T1
¼ 15.2 μs) using CCl4 as a solvent

Table 13 Triplet state lifetime and self-quenching rate of the 4-thiouracil derivatives

τT!S0
(μs)a

kSQ� 109

(M�1 s�1)b
Technique, time

resolution

Experimental

conditionsc

4tUrd 0.32d – TAS, 7 ns H2O, Ar, 20 μM [196]

0.20 – TCSPC H2O [35]

0.31 – TCSPC/LIOAS, 15 ns H2O, Ar, 50 μM [144]

0.25e 2 TAS, 25 ns H2O, Ar [207]

1.06 – TCSPC/LIOAS, 15 ns ACN, Ar, <50 μM
[144]

0.29 – TAS, 7 ns ACN, Ar, 20 μM [196]

2.0e 5 TAS, 25 ns ACN, Ar [207]

Ac-4tUrd 2.0e 5.1e TAS, 8 ns ACN, Ar [13]

15.2e 5.0e TAS, 8 ns CCl4, He [201]

DMTU 0.22f – TAS, 7 ns H2O, Ar, 20 μM [196]

0.15 – TAS, 7 ns ACN, Ar, 20 μM [196]

3.6e 5.2e TAS, 8 ns CCl4 [200]

5.3e 8.0e TAS, 8 ns PFDMCH [200]

CD3-

4tUra

6.0e 8.0e TAS, 8 ns PFDMCH, Ar [203]

Pr-4tUra 17.2e 8.0e TAS, 8 ns PFDMCH, Ar [203]

4 t-dThd 4.2� 3.0e,g 7.8� 0.4e TRTL, 30 ns ACN, Ar [11]

Pr-4tThy 22.2e 8.0e TAS, 8 ns PFDMCH, Ar [203]

F-4tUrd 13.2e 4.7e TAS, 8 ns CCl4, He [201]

Cl-4tUrd 4.9e 3.4e TAS, 8 ns CCl4, He [201]

Br-4tUrd 1.9e 4.4e TAS, 8 ns CCl4, He [201]

I-4tUrd 0.024e – TAS, 8 ns CCl4, He [201]
aLifetime of triplet state
bSelf-quenching rate constant
cConcentrations given are of the thiobase derivatives in solution; solutions were under

air-saturated conditions unless otherwise noted
dT1 absorption band maximum at 540 nm with an extinction coefficient of 2,400 M�1 cm�1

eCalculated to infinite dilution
fT1 absorption band maximum at 590 nm with an extinction coefficient of 2,500 M�1 cm�1

gT1 absorption band maximum at 520 nm with an extinction coefficient of 2,800 M�1 cm�1
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[201]. This value is about four times longer than the intrinsic lifetime reported

above for 1,3-dimethyl-4-thiouracil in the same solvent (Table 13). The striking

difference in the intrinsic triplet lifetimes between these two compounds was

proposed to be a result of reversible intramolecular hydrogen abstraction in the

T1(ππ*) state of 1,3-dimethyl-4-thiouracil from the ortho methyl group to the sulfur

atom of the thiocarbonyl group [201]. However, recent work [203] using the

deuterated compound (1-methyl-3-trideuteriomethyl-4-thiouracil) in PFDMCH

has shown that the reversible intramolecular H-abstraction pathway is insignificant.

These results provide clear evidence of the limitations of using solution phase

experiments to uncover the intrinsic excited-state properties of thiobases in general.

Another major limitation of using weakly interacting, chemically inert solvents to

characterize intramolecular relaxation pathways is that most of the thiobase deriv-

atives are not soluble (or not soluble enough) in these solvents. It is evident that

more experimental and computational work is necessary to unravel the intramolec-

ular relaxation pathways in these 4-thiouracil derivatives and other thiobases.

Spectroscopic experiments in the gas phase, as those performed successfully for a

wide variety of the DNA and RNA nucleobase derivatives [1, 3, 9], are expected to

be particularly informative.

3.1.3 Excited-State Deactivation Mechanism in 4-Thiouracil

Derivatives

Suzuki and co-workers [11] investigated the excited-state dynamics of

4-thiodeoxythymidine by using a combination of time-dependent density functional

theory (TD-DFT) calculations, time-resolved thermal lensing, and nanosecond

transient absorption spectroscopy. Excitation was performed using 6-ns laser pulses

at 355 nm. A triplet quantum yield of 1.0� 0.1 was reported in acetonitrile. Based

on vertical TD-DFT calculations, the authors proposed a kinetic model in which

internal conversion from the S2(ππ*) to the S1(nπ*) state is followed by intersystem
crossing to the T1(ππ*) state with a quantum yield of unity [11]. However, the

authors were unable to corroborate the proposed mechanism because of the nano-

second time resolution of their experimental setup.

Harada et al. [17] and Reichardt and Crespo-Hernández [18, 19] performed the

first femtosecond transient absorption experiments on a thiobase in an effort to

rationalize the efficient population of the triplet state in 4-thiodeoxythymidine.

Harada et al. [17] performed the time-resolved experiments in aqueous solution,

exciting at 263 nm with a time resolution of 0.5 ps. The transient absorption signals

were measured at 500 nm and 570 nm probe wavelengths. As shown in Fig. 6, the

signal at 570 nm appears within the time resolution of the instrument and then

partially decays during the first 10 ps. A fraction of the absorption signal at 500 nm

is also observed within the instrument response function, but at this probe wave-

length the amplitude continues to grow with a lifetime that corresponds to the

partial decay observed at 570 nm. No further changes were observed in transient

spectra after 10 ps, suggesting that the relaxation processes were completed within
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that time interval. After 10 ps, the transient spectrum resembles that assigned

previously to the triplet state of the 4-thiodeoxythymidine in acetonitrile [11],

which led the authors to propose that population of the T1(ππ*) state is completed

within the initial 10 ps.

Harada et al. [17] presented two plausible kinetic models to explain the relax-

ation process leading to the population of the T1(ππ*) state. In the first model, the

10 ps relaxation pathway was assigned to vibrational cooling in the T1(ππ*) state,
populated on an ultrafast time scale from the S2(ππ*) or the S1(nπ*) state. In the

second model, the 10 ps relaxation pathway was assigned to slow internal conver-

sion from the S2(ππ*) state to the S1(nπ*) state. According to the authors, the large

energy gap (10,000 cm�1) between these two states, determined from TD-B3LYP/

6-31G(d,p) vertical excitation energies, support this assignment, and the 10 ps

relaxation process should be assigned to the lifetime of the S2(ππ*) state

[17]. Regardless of which pathway explains the 10 ps relaxation process, the

authors concluded that intersystem crossing from the S1(nπ*) state to the T1(ππ*)
state should be more favorable than from the S2(ππ*) state to the T2(nπ*) state,
based on the spin-orbit coupling interaction energies calculated at the CASSCF

(16,11)/cc-pVDZ levels of theory [17].

Reichardt and Crespo-Hernández [18, 19] also investigated the excited-state

dynamics of 4-thiodeoxythymidine, but arrived at quantitatively different conclu-

sions than Harada et al. [17]. The authors used a broadband transient absorption

setup with an instrument response function of (200� 50) fs. The experiments were

performed exciting at 340 nm or 360 nm in aqueous buffer solution (pH 7.4), in

acetonitrile, and in an ionic liquid. Figure 7 shows the changes in the transient

absorption spectra in aqueous buffer solution after excitation at 340 nm. At delay

times shorter than 170 fs, the transient absorption spectra show three transient

absorption bands. The two bands with negative amplitudes (ΔA) were assigned to

ground-state bleaching (short-wavelength band) and stimulated emission (long-

wavelength band) from the S2(ππ*) state, in agreement with the steady-state spectra

shown in Fig. 4b [18]. The absorption band with positive amplitude above 520 nm

develops in less than 2 ps to a transient spectrum that was assigned to triplet state

absorption. This intersystem crossing relaxation pathway has a lifetime of

Fig. 6 Time profiles

measured at (a) 500 nm and

(b) 570 nm for the transient

absorption of

4-thiodeoxythymidine in

phosphate buffer solution

(pH 7.4) following 263 nm

excitation. Adapted with

permission from

[17]. Copyright 2010

American Chemical Society
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(0.24� 0.02) ps, which results in the population of the T1(ππ*) state with an 85%

yield in aqueous solution [18]. After a 2 ps time window, the authors proposed that

the T1(ππ*) state decays on multiple time scales to repopulate the ground state

[18]. Similar results were obtained in acetonitrile and in an ionic liquid, but the

magnitudes of the lifetimes are solvent dependent [19].

The following kinetic model was proposed to explain the excited-state dynamics

of 4-thiodeoxythymidine in the three solvents investigated. Excitation at 340 nm or

360 nm results in population of the spectroscopic S2(ππ*) state. Most of the S2(ππ*)
state population decays through a barrierless path which connects the S2(ππ*) state
to the T1(ππ*) state. A negligibly small fraction of the S2(ππ*) state population

decays back to the ground state by fluorescence emission, whereas no evidence of

ultrafast S2(ππ*)! S0 internal conversion was observed. The efficient and ultrafast

intersystem crossing pathway was proposed to result from enhanced spin–orbit

coupling interactions and increased vibrational overlap between the singlet and

triplet states caused by the presence of a sulfur atom and the small energy gap

between the singlet and triplet states [18, 19]. A fraction of the T1(ππ*) state

population was proposed to return back to the ground state in tens to thousands of

picoseconds depending on the viscosity of the solvent used [19]. Triplet self-

quenching by weakly-interacting ground-state complexes and triplet–triplet anni-

hilation were proposed to explain this fractional quenching of the T1(ππ*) state
[18, 19]. However, more work is needed to identify this pathway unequivocally.

The kinetic model presented by Reichardt and Crespo-Hernández [18, 19] upon

excitation of 4-thiothymine deoxyribonucleoside at 340 nm or 360 nm can be

compared to that proposed by Harada et al. [17] upon excitation at 263 nm. Harada

Fig. 7 Femtosecond

transient absorption spectra

of 4-thiodeoxythymidine in

aqueous buffer solution

(pH 7.4) from �230 fs to

170 fs (upper panel) and
170 fs to 2 ps (lower panel)
following 340 nm

excitation. Stimulated

Raman emission from

water is observed around

385 nm at short time delays

(negative-amplitude peak

centered at 385 nm).

Adapted with permission

from [18]. Copyright 2010

American Chemical Society
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et al. [17] proposed that intersystem crossing to the T1(ππ*) state occurs on an

ultrafast time scale and in high yield, in agreement with the results by Reichardt and

Crespo-Hernández [18, 19]. However, Harada et al. [17] were unable to measure

the intersystem crossing rate constant and the stimulated emission process reported

by Reichardt and Crespo-Hernández [18, 19], likely because of the limited time

resolution of their setup. In addition, Harada et al. [17] reported a 10 ps relaxation

pathway, which was assigned to either vibrational cooling in the T1(ππ*) state or to
slow S2(ππ*)! S1(nπ*) internal conversion. This relaxation pathway was not

observed by Reichardt and Crespo-Hernández in their work [18, 19]. In contrast,

direct excitation of the S2(ππ*) state with either 340 nm or 360 nm did not provide

evidence for a slow S2(ππ*)! S1(nπ*) internal conversion. Although unequivocal

evidence of vibrational cooling dynamics in the T1(ππ*) state was not obtained,

excitation at 263 nm may open up another relaxation pathway not accessed at

340 nm, which could lead to the population of the T1(ππ*) state with excess

vibrational energy. The fluorescence up-conversion experiments reported by

Gustavsson and co-workers (Gustavsson and Crespo-Hernández, unpublished

results) for 4-thiodeoxythymidine exciting at 267 nm show that most of the

radiative decay occurs in ~230 fs, but a minor fraction of the emissive state

seems to decay on the picosecond time scale. Additional experimental and compu-

tational work is needed to characterize the 10 ps relaxation pathway reported by

Harada et al. [17] upon 263 nm excitation.

3.2 Steady-State and Time-Resolved Photochemistry
of 2-Thio- and 2,4-Dithio-Pyrimidine Derivatives

There is insufficient spectroscopic information regarding the steady-state and time-

resolved photochemistry of the 2-thiouracil, 2-thiocytosine, and 2,4-dithiouracil

derivatives at room temperature. Table 14 shows that substitution of the oxygen

atom in position 2 of the pyrimidine ring by a sulfur atom redshifts the absorption

band associated with the lowest-energy ππ* electronic transition of the pyrimidine

base by only ~10–35 nm. However, substitution of the oxygen atom in position 4 of

the uracil or thymine ring by a sulfur atom redshifts the lowest-energy ππ*
electronic transition by more than 60 nm (Table 11). Similarly, the

2,4-dithiouracil derivatives show a redshift in the absorption spectra that is roughly

the linear combination of the redshifts observed in the 2- and 4-thiouracil deriva-

tives. Generally speaking, these observations are obviously related to the different

mixings of the atomic orbitals involved in the electronic transitions, which lead to

diverse structures of the electronic states. However, quantum-chemical calculations

are required to provide a quantitative explanation of the dependence of the spectral

shift of the absorption spectra on the position at which the sulfur atom is substituted.

The different electronic structures of these thiobases also have small but mea-

surable effects on other photophysical properties, as reported in Tables 11, 12, 13,
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14, and 15. For instance, both fluorescence and phosphorescence emission at room

temperature have been reported for several 4-thiouracil derivatives, albeit in very

small yields, whereas only phosphorescence emission has been observed in

2-thiothymine at room temperature thus far. In addition, 2-thiothymine seems to

be less effective at sensitizing singlet oxygen than the 4-thiouracil derivatives. On

the other hand, the few 2-thiouracil derivatives investigated thus far show ultrafast

intersystem crossing lifetimes, near-unity triplet quantum yields, and triplet self-

quenching, as observed in the 4-thiouracil derivatives. In addition, the 2- and

4-thiouracil derivatives show very small photochemical degradation yields and

their triplet state population decays nonradiatively back to the ground state in

near-unity yield at infinite dilution conditions. Currently, it is unclear whether

some of the photophysical values reported in Tables 11 and 12, or in Tables 13

and 15 are different simply because of experimental errors or because of quantita-

tive differences in the electronic structure of the 2- and 4-thiouracil derivatives.

More systematic experiments are needed before any firm conclusion can be reached

regarding the steady-state and time-resolved photochemistry of these thiobases.

Below, we summarize the few works that have been recently published regarding

the excited-state dynamics in 2-thiouracil derivatives.

Table 14 Steady-state absorption properties and emission quantum yields of the 2- and

2,4-thiopyrimidine derivatives

λmax

(nm)a
εmax

(M�1 cm�1)b
λem
(nm)c ΦPh� 10�4 d

Experimental

conditionse

2tUra 274 14,500 – – H2O, pH~ 7 [205]

268 11,900 – – ACN [205]

2tUrd 275 16,700 – – H2O, pH~ 7 [205]

268 10,400 – – ACN [205]

2tThy 300 11,600 NE – ACN [16]

290 12,400 NE(Fl)

480(Ph)

–

9.8f
ACN, Ar [31]

2tThd 285 14,500 NE <1 ACN, Ar [31]

2t-dThd 285 14,100 NE <1 ACN, Ar [31]

dtUra 351 4,600 – – H2O, pH~ 7 [205]

351 1,000 – – ACN [205]

dtUrd 345 11,400 – – H2O, pH~ 7 [205]

351 10,000 – – ACN [205]

2tCyt 270 18,200 – – H2O, pH~ 7 [205]

2tCyd 270 14,000 – – H2O, pH~ 7 [205]
aWavelength of maximum in the spectral region above ~230 nm, attributed to the S2(ππ*) state
bExtinction coefficient of maximum S2(ππ*) absorption
cPeak emission wavelength, fluorescence (Fl) or phosphorescence (Ph) noted in parenthesis
dPhosphorescence quantum yield
eUnder air-saturated conditions unless otherwise noted
fCalculated to infinite dilution
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3.2.1 Excited-State Deactivation Mechanism in 2-Thiouracil

Derivatives

Suzuki and co-workers [16] investigated the excited-state dynamics of

2-thiothymine using the time-resolved thermal lensing technique, nanosecond

transient absorption spectroscopy, and calculations at the B3LYP/6-31 +G(d,p)/
PCM level of theory in acetonitrile. Excitation was performed using 20-ns laser

pulses at 308 nm. The authors determined a triplet quantum yield of unity for

2-thiothymine and reported that the triplet state can sensitize singlet oxygen with a

0.36� 0.02 yield. The efficient population of the triplet state was attributed to

enhanced intersystem crossing caused by the heavy-atom effect of the sulfur atom

[16]. In particular, the authors proposed that substitution of the oxygen atom of the

carbonyl group in position 2 of the ring by a sulfur atom leads to larger spin-orbit

coupling. It also results in localization of the electron density into the HOMO or

HOMO – 1 orbitals of the sulfur atom, which can increase the efficiency of

intersystem crossing because of the larger overlap of the corresponding orbitals

associated with the n! π or π! n one-electron transitions. Based on TD-DFT

calculations, the authors presented a kinetic model in which internal conversion

from the S2(ππ*) to the S1(nπ*) state occurs along the C¼S bond elongation axis

toward the S1 minimum, which then intersystem crosses to the T1(ππ*) state with a

quantum yield of unity [16]. As described below, the key role of the S1(nπ*) state in
the efficient and ultrafast population of the T1(ππ*) state has been corroborated

recently by experimental [32] and computational methods [29].

Taras-Goślińska et al. [31] investigated the radiative and nonradiative decay

pathways of the T1(ππ*) state in 2-thiothymine and of its DNA and RNA nucleo-

sides in acetonitrile. The authors used absorption, emission, and circular dichroism

spectroscopic techniques, as well as nanosecond (λexc¼ 266 nm) and femtosecond

Table 15 Triplet state properties of the 2-thioura derivatives

λT
(nm)a

εT
(M�1 cm�1)b

τT!S0

(μs)c
kSQ� 109

(M�1 s�1)d
Technique, time

resolution

Experimental

conditionse

2tUra – – 0.07 – TAS, 10 ns ACN, N2 [209]

2tThy – – 2.3 – TAS, 10 ns ACN, N2 [209]

615 3,560 2.7� 0.5f – TAS, 20 ns ACN, Ar [16]

700

420

4,800

1,600

9.00� 0.03f 1.53� 0.05f TAS, 300 fs ACN, Ar [31]

2tThd 700

420

4,500

1,500

0.40� 0.03f 12.16� 2.05f TAS, 300 fs ACN, Ar [31]

2t-dThd 700

420

4,200

1,700

0.64� 0.07f 11.08� 1.40f TAS, 300 fs ACN, Ar [31]

aMaximum wavelength(s) of triplet absorption band
bExtinction coefficients of corresponding triplet absorption maximum
cLifetime of triplet state
dSelf-quenching rate constant
ePurging gas is noted
fCalculated to infinite dilution
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transient absorption (λexc¼ 266 or 303 nm; IRF¼ 300 fs) spectroscopic techniques.

As suggested by Suzuki and co-workers for 2-thiothymine earlier [16], the authors

proposed that intersystem crossing occurs on an ultrafast time scale and with near-

unity quantum yields, independent of the substituent in the N1 position (i.e., H,

riboside, or deoxyriboside). In addition, it was shown that, in the absence of triplet

self-quenching, nonradiative decay of the T1(ππ*) state is the primary relaxation

pathway (Table 11). Noticeably, substitution of the H1 atom for a ribose or

deoxyribose group results in an enhanced nonradiative decay of the T1(ππ*) state
in 2-thiothymine. The enhanced nonradiative decay of the T1(ππ*) state hinders

phosphorescence emission in the nucleosides, whereas a weak phosphorescence

was detected in 2-thiothymine at room temperature (Table 14). It was suggested

that addition of the sugar results in an increased number of vibrational and torsional

modes in the nucleosides, which increases the Franck–Condon factors for

nonradiative decay [31]. However, it is not clear if covalent addition of a sugar

group at position 1 of 4-thiouracil or 4-thiothymine also reduces the phosphores-

cence emission because the values reported in Table 10 were obtained by different

groups and under different experimental conditions. The role of the N-glycosidic

group on the nonradiative decay mechanism of the 2-thiothymine derivatives

echoes that presented in Sect. 2.4 for the nucleic acid bases, but more work is

needed before making direct comparisons or arriving at any major conclusion.

The femtosecond laser experiments performed by Taras-Goślińska et al. were

unable to determine the intersystem crossing rate of 2-thiothymine because of their

limited time resolution [31], but did reveal small changes in the transient absorption

spectra over a 1–20 ps time window in acetonitrile. The amplitude of the absorption

bands from ~350 nm to 600 nm decreases during this time window, whereas the

amplitude of the absorption band from ~600 nm to 650 nm (the highest probe

wavelength used) increases during the same time scale. The authors suggested that

these changes are associated with vibrational cooling dynamics in the T1(ππ*) state
with a lifetime of 3.4 ps, but no evidence was provided to support this.

Pollum and Crespo-Hernández [32] presented the first experimental report

providing evidence of the involvement of the S1(nπ*) state in the ultrafast and

efficient population of the T1(ππ*) state in 2-thiothymine and 2-thiouracil. These

experiments were performed exciting at 316 nm in aqueous buffer solution and in

acetonitrile (Fig. 8). The authors used a global and target analysis method based on

a sequential kinetic model to extract the lifetimes and the decay-associated spectra

from the multidimensional transient absorption data. Two lifetimes plus a time-

independent offset were required to fit the time-resolved spectra during the initial

~3 ns time window. The first, sub-picosecond lifetime was assigned to intersystem

crossing from the S1(nπ*) to the T1(ππ*) state, which depends on the thiobase and

the solvent used (Table 15). The second, tens-of-picoseconds lifetime was tenta-

tively assigned to triplet self-quenching by weakly bound ground-state complexes.

Its magnitude depends on the solvent and concentration used, as has previously

been reported for 4-thiodeoxythymidine [18, 19]. This pathway only accounts for a

small fraction of the T1(ππ*) state decay in 2-thiothymine and 2-thiouracil, while
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most of the triplet state population decays nonradiatively to the ground state on the

microsecond time scale [31].

In contrast to the report by Taras-Goślińska et al. [31] with 2-thiothymine, no

evidence of vibrational cooling in the T1(ππ*) state was reported by these authors

[32]. Instead, the authors proposed that excitation at 316 nm results in the direct

population of the spectroscopic S2(ππ*) state in both 2-thiouracil derivatives. The

S2(ππ*) state internally converts through a conical intersection [29] to populate the

S1(nπ*) state with a lifetime which is faster than the time resolution of their

experimental setup (i.e., τ< 200 fs). The population in the S1(nπ*) state intersystem
crosses in hundreds of femtoseconds to populate the T1(ππ*) state with a near-unity
yield, as observed by others [16, 31]. The insets of Fig. 8 show the S1(nπ*) and
T1(ππ*) decay associated spectra of 2-thiothymine and 2-thiouracil reported by

Fig. 8 Transient absorption spectra of 2-thiothymine (2tThy) and 2-thiouracil (2tUra) in pH 7.4

buffer solution (PBS) and acetonitrile (ACN) following 316 nm excitation. Spectra are given from

time zero to the peak of the band in the visible. Stimulated Raman emission is observed around

350 nm at short time delays (negative-amplitude peak centered at 350 nm). The decay-associated

spectra for each sample are inset in their respective graphs. Modified with permission from

[32]. Copyright 2014, AIP Publishing LLC
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these authors [32]. The resemblance of the decay-associated spectra assigned to the

S1(nπ*) state absorption to the transient absorption spectra reported for the S1(nπ*)
state in uracil and thymine monomers [105, 140, 159] lends support to their

assignment.

The sequential kinetic model proposed by Pollum and Crespo-Hernández [32]

is also supported by the high-level, multiconfigurational calculations performed

by Cui and Fang [29]. The authors reported the excited-state relaxation pathways

for 2-thiouracil in vacuum at the CASPT2/cc-pVDZ//CASSCF(16,11)/6-31 +G*

level of theory, used as the archetypal chromophore of 2-thiothymine [29].

Optimized minimum energy structures, crossing points, and conical intersections

between the three lowest-energy singlet and triplet states were reported. On the

basis of the computed potential energy profiles and spin-orbit couplings, the authors

presented three competitive nonadiabatic relaxation pathways that can lead to

the efficient population of the T1(ππ*) state from the initially populated S2(ππ*)
state: (1) S2(ππ*)! S1(nπ*)!T1(ππ*); (2) S2(ππ*)!T2(nπ*)!T1(ππ*); and

(3) S2(ππ*)!T3(nπ*)!T2(nπ*)!T1(ππ*). The relaxation pathways proposed

by these authors are shown in Fig. 9. Cui and Fang [29] also found a conical

intersection between the S1/S0 states, but calculations suggest that this relaxation

pathway cannot be accessed because it is too high in energy (136.0 kcal/mol)

compared to the vertical energy of the S2(ππ*) state (102.9 kcal/mol).

According to the authors, the primary nonadiabatic relaxation pathway involves

ultrafast internal conversion from the S2(ππ*) state to the S1(nπ*) state, which is

mediated by an S2/S1 conical intersection (Fig. 9a) [29]. The population reaching

the S1(nπ*) state then decays to the T1(ππ*) state through a minimum energy

crossing point which has a spin-orbit coupling interaction of 121.01 cm�1. The

second decay pathway involves intersystem crossing to the T2(nπ*) state directly

from the S2(ππ*) potential energy surface. Once the population has arrived at the

T2(nπ*) state, it can internally convert to the T1(ππ*) state through a T2/T1 conical

intersection (Fig. 9b). The third relaxation pathway predicted by the calculations is

intersystem crossing from the S2(ππ*) state to the T3(nπ*) state via an S2/T3

crossing minimum (Fig. 9c). The authors suggest that internal conversion from

the T3(nπ*) to the T2(nπ*) state should be efficient because the energy gap between
these states is high (3 kcal/mol) at the avoided crossing, through which the T3(nπ*)
state can directly arrive at the T2/T1 conical intersection. Based on the magnitude of

the spin-orbit coupling interactions and the relative energy of minimum crossing

points calculated between the singlet and triplet states above, the authors proposed

that pathways (2) and (3) should not be as efficient as pathway (1), but could also

play a role in the population of the T1(ππ*) state in solution [29]. The experimental

results presented by Pollum and Crespo-Hernández [32] suggest that pathway

(1) plays a major role in the efficient population of the T1(ππ*) state in solution.

Further mechanistic insights on the extent of participation of the nonadiabatic

pathways predicted by the static calculations of Cui and Fang are necessary. Here

quantum dynamical calculations are expected to play a leading role.
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3.3 Steady-State and Time-Resolved Photochemistry
of 6-Thiopurine Derivatives

Similar to the 2-thiopyrimidine derivatives, few investigations have been performed

regarding the photophysics and excited-state dynamics of the 6-thiopurine deriva-

tives. As in 4-thiouracil derivatives, the absorption spectrum of 6-thiopurine in the

UVA spectral region shows an intense band with maximum at 331 nm and a weak

absorption shoulder at ca. 430 nm in tetrahydrofuran [195]. These absorption bands
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Fig. 9 Possible relaxation

pathways from the S2(ππ*)
of 2-thiouracil proposed by

CASPT2 calculations:

(a) S2(ππ*)! S1(nπ*)!
T1(ππ*); (b) S2(ππ*)!
T2(nπ*)!T1(ππ*);
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from [29]. Copyright 2013,

AIP Publishing LLC
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were assigned to electronic transitions from the ground state to the S2(ππ*) and the

S1(nπ*) states, respectively. In general, the ππ* electronic transition of the

6-thiopurine derivatives shifts from ca. 290 nm to 346 nm depending on the solvent

used (Table 16). The nπ* transition appears as an absorption tail to the red of the

lowest-energy ππ* transition. The absorption spectra shift to higher energies in basic
pH, which correlates with the pKa of the 6-thiopurine chromophore and has been

attributed to tautomerization from the N9H to the N7H form [210, 211].

The fluorescence spectra and fluorescence lifetimes of 6-mercaptopurine and

6-thioguanine have been reported at neutral, acidic, and basic pHs

[212]. Tautomerization seems to play a role in the photophysics at different pHs

[212]. The fluorescence decay of 6-thiopurine upon excitation at 365 nm is char-

acterized by two lifetimes with values of 1.215� 0.006 ns and 17.3� 0.6 ns, with

fluorescence amplitudes of 0.933 and 0.005,2 respectively. In the case of

6-thioguanine, the fluorescence decay is characterized by two lifetimes of

1.4� 0.3 ns and 24.1� 0.5 ns, with fluorescence amplitudes of 0.48 and 0.94 (see

footnote 2), respectively [212]. The two lifetimes were assigned to emission

originating from the lowest-energy 1ππ* states of the 6-thione (N9H) and (N7H)

tautomers. The N9H and N7H tautomers have been previously reported to exist in

21% and 79% amounts in neutral aqueous solutions [210, 211], respectively.

The significance of the fluorescence decay pathway in the overall excited-state

electronic relaxation mechanism is unclear, however, since fluorescence quantum

yields have not been reported.

On the other hand, fluorescence emission was not observed in 6-thiopurine in

tetrahydrofuran at room temperature, which suggests that most of the excited-state

dynamics in this solvent environment occur through nonradiative decay pathways.

Lack of fluorescence emission was also reported for 6-thioguanosine and 20,30,50-
tri-O-acetyl-thioinosine in neutral aqueous solution and acetonitrile (Table 16).

Room-temperature phosphorescence with emission maximum at 485 nm was

observed in 20,30,50-tri-O-acetyl-thioinosine in acetonitrile, with a phosphorescence
quantum yield of 2� 10�4 at infinite dilution [13].

As observed recently for the 2-thiothymine derivatives [31], the results

reproduced in Table 17 suggest that the covalent addition of a sugar or an alkyl

group to the N9 position of the 6-thiopurine chromophore increases the rate of

triplet state decay. The increase in nonradiative decay upon covalent substitution at

the N9 position could explain why the yield of singlet oxygen generation decreases

by more than 10% on going from 6-thioguanine to 6-thioguanosine under similar

experimental conditions [23, 24]. As we describe next, however, the excited-state

dynamics in 6-thiopurine derivatives is poorly understood and the role played by

covalent substitutions at the N9 position deserves further scrutiny.

2 Usually fractional amplitudes are reported. The fluorescence amplitudes stated here are taken as

given in [212].
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3.3.1 Excited-State Deactivation Mechanism in 6-Thiopurine

Derivatives

Early works investigated the transient absorption spectra of 6-thiopurine, also

known as 6-mercaptopurine, in aqueous buffer solution at different pHs

(λexc¼ 266 nm) and in tetrahydrofuran (λexc¼ 355 nm) using laser flash photolysis

and nanosecond and picosecond transient absorption spectroscopy, respectively

[13, 195, 213]. The primary photochemical processes in aqueous solution are triplet

state population and photoionization. Prompt population of the triplet state was also

observed in tetrahydrofuran, with a yield of 0.99. Rate constants for triplet decay,

triplet self-quenching, triplet–triplet annihilation, H-abstraction by the triplet state,

and triplet quenching by molecular oxygen and by other triplet quenchers in

different organic solvents were reported [195]. Intrinsic triplet lifetimes and rate

Table 16 Steady-state absorption and emission properties of the 6-thiopurine derivatives

λmax (nm)a εmax (M
�1 cm�1)b λem (nm)c Experimental conditionsd

6tGua 340 21,000 – TRIS, pH 7.4 [23]

337 18,000 – NaOH , pH 10 [23]

340 – 400(Fl) H2O, pH 2.3 [212]

340 – 400(Fl), 500(Fl) H2O, pH 7.8 [212]

320 – 400(Fl) H2O, pH 12.3 [212]

6tGuo 342 23,000 NE PBS, pH 7.0 [22]

342 20,000 – TRIS, pH 7.4 [23]

320 18,000 – NaOH, pH 10 [23]

346 22,000 NE ACN [22]

6Me-tGua 310 12,000 – NaOH, pH 10 [24]

6tPur 321 17,000 – NaOH, pH 10 [24]

320 – 510(Fl) H2O, pH 2.3 [212]

320 – 460 to 510(Fl) H2O, pH 7.8 [212]

300 – 380(Fl) H2O, pH 12.3 [212]

331, 430e 18,000, 20–30e NE THF, Ar [195]

6tIno 320 22,500 NEf PBS, pH 5.8, Ar [208]

Ac-6tIno 325 22,500 485(Ph)g ACN, Ar [13]

6Me-tPur 292 12,000 – NaOH, pH 10 [24]

Pr-6tPur 320h 25,200h – PBS, pH 5.8, Ar [21]
aWavelength of maximum absorption in the spectral region above ~230 nm, corresponds to the

S2(ππ*) state unless otherwise noted
bExtinction coefficient of maximum absorption corresponding to S2(ππ*) unless otherwise noted
cPeak emission wavelength, fluorescence (Fl) or phosphorescence (Ph) noted in parenthesis
dUnder air-saturated conditions unless otherwise noted
eProperty of the S1(nπ*) state absorption
fFluorescence quantum yield <1� 10�4

gPhosphorescence quantum yield of 2� 10�4 determined at infinite dilution
hExtrapolated from graph
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constants for self-quenching in tetrahydrofuran, 2-propanol, ethanol, and acetoni-

trile were reported, some of which are reproduced in Table 17. The self-quenching

constants depend on the viscosity of the solvent, suggesting they are close to the

diffusion-controlled limit [195]. Similar results were obtained more recently for

6-thiopurine [208] and 9-propyl-6-thiopurine [21] upon nanosecond laser excitation

at 355 nm in aqueous buffer solution at pH 5.8. Attempts to determine the

intersystem crossing rate constant of 6-thiopurine by using picosecond transient

absorption spectroscopy (35 ps pulse duration) were unsuccessful [195] and the

authors concluded that it must have a value greater than 1.3� 1010 s�1.

Wenska and co-workers investigated the relaxation pathways that lead to the

deactivation of the triplet state in the acetylated 6-thiopurine nucleoside, 20,30,50-
tri-O-acetyl-thioinosine, in acetonitrile. Excitation at 355 nm with 8 ns laser pulses

results in the prompt population of the triplet state [13]. It was determined that

nonradiative processes play a major role in the deactivation of the triplet state

(Table 11), with a fraction of the triplet state population decaying by self-quenching

(Table 17) [13], as observed previously in 6-thiopurine [195, 208]. Based on the

El-Sayed propensity rules [214, 215] and on vertical excited-state calculations

performed in acetonitrile at the CIS/CPCM/aug-cc-pVTZ level of theory, the

authors proposed that intersystem crossing should occur from the S1(nπ*) state to

the T1(ππ*) state upon direct excitation of the S2(ππ*) state, i.e., S2(ππ*)!
S1(nπ*)!T1(ππ*). However, direct experimental evidence supporting this model

was not obtained because of the limited time-resolution of their experimental setup.

In addition, the authors were unable to rule out the possibility that direct

intersystem crossing from the S2(ππ*) state to a high-energy triplet state could

Table 17 Triplet state properties of the 6-thiopurine derivatives

λT
(nm)a

εT
(M�1 cm�1)b τT!S0

(μs)c
kSQ� 109

(M�1 s�1)d
Technique, time

resolution

Experimental

conditions e

6tGuo 520 3,400 0.72� 0.01 – TAS, 200 fs PBS, pH 7.0,

0.2 mM [22]

6tPur – – 1.25f 5.1f TAS, 8 ns PBS, pH 5.8,

Ar [208]

– – 4.48f 4.9f TAS, 6 ns ACN [195]

Ac-6tIno 675 3,850 3.2f 7.4f TAS, 8 ns ACN, Ar [13]

Pr-6tPur 500 2,800 1.16� 0.05f 4.4� 0.2f TAS, 8 ns PBS, pH 5.8,

Ar [21]
aMaximum wavelength of triplet absorption band
bExtinction coefficient of triplet absorption maximum
cLifetime of triplet state
dSelf-quenching rate constant
eConcentrations given are of the thiobase derivatives in solution; solutions were under

air-saturated conditions unless otherwise noted
fCalculated to infinite dilution
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compete with internal conversion from the S2(ππ*) state to the S1(nπ*) state, as has
been proposed recently for 6-thioguanosine [22].

The first time-resolved investigation of a 6-thiopurine derivative with femtosec-

ond time resolution (IRF of 200� 50 fs) was reported by Reichardt et al. in 2011

[22]. The authors investigated the excited-state dynamics of 6-thioguanosine in

aqueous buffer solution (pH 7) and in acetonitrile. Excitation was performed at

340 nm. Figures 10 and 11 show the transient absorption spectra and the decay

signals at representative probe wavelengths in aqueous buffer solution. The tran-

sient absorption spectra show an absorption band with negative amplitude below

~350 nm, while two bands with positive amplitudes are observed above this probe

wavelength. The kinetics of the three absorption bands were fitted globally, reveal-

ing two components during the first 100 ps, with lifetimes of 0.31� 0.05 ps and

80� 15 ps in aqueous solution and 0.36� 0.04 ps and 32� 5 ps in acetonitrile. The

absorption band with negative amplitude was assigned to ground state bleaching

since it matches the steady-state absorption spectrum of 6-thioguanosine. The

transient absorption bands with positive amplitudes are quenched by molecular

oxygen and were assigned to the T1(ππ*) state absorption spectrum. The authors

show that the triplet state decays back to the ground state nonradiatively, with a

pseudo-first-order rate constant of 1.4� 106 s�1 under N2-saturated conditions, for

a 6-thioguanosine concentration of ca. 2� 10�4 M. In addition, a triplet yield of

0.8� 0.2 was reported in aqueous solution.

Figures 10 and 11 also show that a small fraction of the triplet state population

(~15%) repopulates the ground state on a time scale represented by the second

lifetime. Guided by vertical excited-state calculations performed at the TD-PBE0/

IEFPCM/6-311++G(d,p) level of theory, the authors proposed that the initial

population in the S2(ππ*) state bifurcates in ~300 fs (τ1) to populate a high-energy

triplet state (i.e., the T3(nπ*) state at this level of theory) and the S1(nπ*) state. The
authors proposed that the population in the S1(nπ*) state decays back to the ground

state in tens of picoseconds (τ2) in both solvents, explaining the fractional

repopulation of the ground state on that time scale. The majority of the initial

excited-state population in the S2(ππ*) state (80%) was proposed to intersystem

cross to populate the T1(ππ*) state in a few hundred femtoseconds [22]. As has now

been shown in a few thiobases [18, 19, 32], intersystem crossing on the femtosec-

ond time scale is an intrinsic property also observed in other 6-thiopurine deriva-

tives. The ultrafast intersystem crossing dynamics, together with the lack of any

significant internal conversion process to the ground state (see below) [22, 27, 33],

explains the near unity triplet yield and the high yield of singlet oxygen generation

reported for several 6-thiopurine derivatives in Tables 12 and 6, respectively [13,

195].

The kinetic model proposed by Reichardt et al. [22] to explain the excited-state

dynamics in 6-thioguanosine was scrutinized recently by Martı́nez-Fernández

et al. [27, 33]. These authors used 6-thioguanine as a model compound and

investigated its deactivation mechanism in vacuum at the MS-CASPT2//SA-

CASSCF(14,12)/ANO-L level of theory [27] using a mixed quantum-classical

surface hopping dynamics approach [33]. A schematic representation of the static
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Fig. 10 Femtosecond transient absorption spectra for 6-thioguanosine in aqueous buffer solution

(pH 7.4) from �200 fs to 1.8 ps (upper panel) and 1.8–540 ps (lower panel). Stimulated Raman

emission is observed around 385 nm at short time delays (negative-amplitude peak centered at

385 nm) Adapted with permission from [22]. Copyright 2011 American Chemical Society

Fig. 11 Decay profiles for 6-thioguanosine in aqueous buffer solution (pH 7.4) at 353 nm,

376 nm, and 571 nm. The early time decays are expended (left) for clarity. Adapted with

permission from [22]. Copyright 2011 American Chemical Society
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excited-state deactivation mechanism predicted by these calculations is shown in

Fig. 12. According to these calculations, the 1ππ* state can internally convert to the
1nπ* state through a 1ππ*/1nπ* conical intersection. This conical intersection, which
is located at 3.86 eV relative to the energy of the optimized ground state geometry,

requires stretching of the C═S bond, twisting of the NH2 group, slight pyramida-

lization of the C2, and a small reorganization of the purine skeleton. According to

the static calculations, the population reaching the 1nπ* state can relax into two

local minima in the singlet manifold: the 1(ππ*)min and the 1(nπ*)min, which are

located at 3.80 eV and at 3.14 eV, respectively. Relaxation into the 1(ππ*)min

requires further pyramidalization and twisting of the C2 and the NH2 group. On

the other hand, relaxation into the 1(nπ*)min is accompanied by the synchronized

stretching and out-of-plane movement of the C═S bond and by the recovery of the

amino group to its Franck–Condon orientation. The molecular dynamics simula-

tions reveal that the 1ππ* state decays through 1ππ*/1nπ* conical intersection to the
1nπ* state almost instantaneously, with 45% of the initial population decaying

during the first 10 fs (see Fig. 13), to reach primarily the 1(nπ*)min [33]. The

ultrafast decay of the 1ππ* state is in agreement with the experimental results by

Reichardt et al. [22].

Importantly, as first proposed by Reichardt et al. [22], the calculations also

revealed that intersystem crossing to the triplet manifold in 6-thioguanine competes

favorably with internal conversion to the ground state [27, 33]. Static calculations

predict that the probability of intersystem crossing to the triplet manifold is high at

Fig. 12 Proposed deactivation mechanism for 6-thioguanine starting from the S2(ππ*) state.

Relaxation pathways proceeding in the singlet manifold are represented by white arrows, whereas
those populating the triplet manifold are depicted with red and yellow arrows. The reported

energies are relative to the optimized ground-state energy of 6-thioguanine. Adapted from [27]

with permission of The Royal Society of Chemistry
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both 1ππ* and 1nπ* local minima. The spin-orbit coupling interaction between these

two singlet minima and the 3nπ* state exceeds 200 cm�1, with corresponding

energy gaps of less than 0.2 eV at the MS-CASPT2//SA-CASSCF(14,12)/ANO-L

level of theory. Furthermore, as shown in Fig. 12, the minimum-energy 1ππ*/3nπ*
and 1nπ*/3nπ* singlet-triplet crossing points are located very close to the 1ππ*/1nπ*
conical intersection and the 1(nπ*)min, respectively. These results led the authors to

propose that intersystem crossing to the triplet manifold can proceed through two

parallel relaxation pathways, which are represented by red and yellow arrows in

Fig. 12. In the first intersystem crossing pathway (red arrows), population transfer

through the 1ππ*/3nπ* crossing leads to a nonadiabatic distribution of population

into three different minima in the triplet manifold: 3(ππ*)min1,
3(ππ*)min2, and

3(nπ*)min. In the second pathway (yellow arrows), population transfer through the
1nπ*/3ππ* crossing leads to the 3(ππ*)min2 in the T2 state potential energy surface,

which internally converts to the 3(nπ*)min in the T1 state potential energy surface

through a three-state crossing point. Indeed, the simulations show multiple

recrossings along this trajectory, consistent with the closeness of these potential

energy surfaces in the region of the 1(nπ*)min [33].

Fig. 13 Population of the

singlet states as a function

of time, i.e., surface

hopping simulations with

only singlet states (upper
panel). Population of the

spin-diabatic states as a

function of time, i.e.,

surface hopping simulations

including singlet and triplet

states (lower panel).
Adapted from [33] with

permission of The Royal

Society of Chemistry
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Thus, according to the calculations [27, 33], the transient absorption reported by

Reichardt et al. [22] during the first 10 ps is caused by the mixture of T1 and T2

states, with most of the population in the former state. Assuming the T1 state to be

responsible for the transient absorption, a rise time of ~170 fs is predicted to be

primarily associated with the sequence of transitions S2! S1!T2!T1, with a

minor contribution from the more direct pathway S2! S1!T1. This intersystem

crossing lifetime, which is calculated for the 6-thioguanine in vacuum, compares

favorably with the ~300 fs lifetime measured by Reichardt et al. [22] for

6-thioguanosine in solution. The simulations also reveal that the intersystem cross-

ing pathway to the triplet manifold involves significant movement of the C═S bond

out of the plane of the molecule, the rotation of the amino group around the C7N7

bond, and minor deformations of the purine ring concentrated in the puckering of

the C7 atom [33].

On the other hand, the ground-state repopulation observed experimentally in

tens of picoseconds in Fig. 11 [22] was assigned to internal conversion from the
1ππ* state to the S0 state [27], instead of internal conversion from the 1nπ* state to

the S0 state. This is represented by white arrows in Fig. 12. The 1ππ*/S0 crossing
requires the folding of the C═S bond to a perpendicular conformation relative to the

purine skeleton. Although conical intersections were found between both singlet

states and the ground state, the energy of the 1ππ*/S0 conical intersection was

3.82 eV, whereas that of the 1nπ*/S0 conical intersection was 4.97 eV. In solution,

the 1nπ*/S0 conical intersection should be inaccessible from the 1ππ* state mini-

mum because it is expected to be found at even higher energies [27]. In fact, the

nonadiabatic dynamics simulations predict that a statistically-insignificant fraction

of the population returns to the ground state (Fig. 13) [33].

Even though internal conversion from the S2(ππ*) state to the ground state [27]

is a reasonable hypothesis to explain the fractional ground-state recovery in tens of

picoseconds in 6-thioguanosine [22], the simulations for 6-thioguanine suggest that

internal conversion to the ground state should be insignificant (Fig. 13) [33]. Triplet

self-quenching is another hypothesis which could explain the partial ground-state

recovery shown in Fig. 11 for 6-thioguanosine. Fractional quenching of the triplet

state in tens of picoseconds from excited aggregates that are in equilibrium with the

monomers in the ground state has been proposed previously for

4-thiodeoxythymidine [18, 19]. Triplet self-quenching could explain the partial

decay of the triplet absorption spectrum observed in the visible region in Fig. 10.

It could also explain why a triplet yield of only 80% was measured for

6-thioguanosine in aqueous solution [22], while a triplet yield of unity has been

reported for the 6-thiopurine base in organic solvent [195]. The dynamical calcu-

lations shown in Fig. 13 also suggest that most of the excited-state population

should intersystem cross to the triplet manifold, as experimentally observed.
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3.4 Summary

There is growing interest in the photochemistry and excited-state dynamics of the

thiobases. Sulfur substitution in the nucleobases causes a remarkable redshift in the

absorption spectra, moving the strongly allowed absorption observed in the nucleic

acid monomers in the UVC all the way to the UVA region of the electromagnetic

spectrum. Although the nucleic acid monomers and thiobases share the common

photochemical property of negligible fluorescence, the well-known intrinsic relax-

ation pathways in the nucleic acid monomers are dramatically modified by the

single replacement of a carbonyl oxygen atom with a sulfur atom. The main

deactivation mechanism in both thiopurine and thiopyrimidine monomers is char-

acterized by an ultrafast internal conversion from the spectroscopic 1ππ* state to a

lower-energy 1nπ* state, which is followed by population of the lowest-energy 3ππ*
state. Thio-substitution inhibits ultrafast internal conversion to the ground state and

enhances intersystem crossing to the triplet manifold. The majority of the triplet

state population decays back to the ground state nonradiatively in the absence of

molecular oxygen and at infinitely low dilution, but a small fraction can decay by

emission of photons. Room-temperature phosphorescence has now been reported in

4-thiodeoxythymidine [18], 20,30,50-tri-O-acetyl-thioinosine [13], 2-thiothymine

[31], and a variety of 4-thiouracil derivatives [10, 13, 34, 200, 201, 203] in solution,

while several thiobases show dual emission at room temperature in small yields

[10, 18, 200]. A fraction of the triplet state population can also decay through

diffusion-controlled self-quenching with other thiobases in the ground state, and

perhaps by triplet self-quenching in ground-state complexes. Formation of an

N-glycosidic bond seems to enhance nonradiative decay of the triplet state popu-

lation, at least in the 2-thiothymine derivatives [31].

Evidence is accruing showing that key electronic-structure factors controlling

the ultrafast intersystem crossing lifetimes in the thiobase monomers are (1) the

topology of the singlet and triplet potential energy surfaces (near barrierless decay

pathway), (2) the small singlet-triplet energy gap (near degeneracy), and (3) the

large magnitude of the spin-orbit coupling interaction in the intersystem crossing

region. Indeed, femtosecond intersystem crossing dynamics seems to be a general

property of the thiobase derivatives, which results in the efficient population of the
3ππ* state in yields approaching unity. This unique property leads to the generation
of singlet oxygen and other reactive species [11, 16, 23, 24, 64, 143, 144] and can

explain the UVA-photosensitization efficacy of the thiobase derivatives and their

extensive use in medical and photo-chemotherapeutic applications [36, 42]. Gener-

ation of Type I and/or Type II photosensitized reactions can explain why thiobase

derivatives are effective at damaging DNA and killing cells [36, 42, 216, 217],

which can ultimately lead to a 200-fold increase in UVA-induced skin cancer in

patients treated with these drugs for prolonged periods of time [36]. Whether Type I

or Type II photosensitization reactions play the leading role in this damage when

the thiobases are incorporated into DNA is still unknown and requires urgent

scrutiny.
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4 Azabases

Azabases represent another family of intriguing DNA and RNA analogues with

interesting photochemical properties and important biological implications. Sub-

stitution of a carbon atom with a nitrogen atom at position 8 of adenine and guanine,

position 5 of cytosine, or position 6 of thymine and uracil leads to the formation of

the azabases. The structures and standard ring numbering for the azabases are

shown in Scheme 5. These nucleic acid analogues have useful properties as

antiviral and anticancer drugs [46, 47] and in the treatment of several diseases

[48, 49]. They are known to halt the spread or development of cancer [50–53] and to

inhibit the growth of tumors [54]. Azabases have been used in a variety of cancer

treatments [49, 55, 56], often administered simultaneously with chemotherapy and

photodynamic therapy [51]. However, photosensitivity to these drugs has also been

reported [63, 64]. As observed in the thiobases and other nucleobase analogues, the

photochemical properties of the azabases are noticeably different from those of the

natural bases [12, 14–16]. Therefore, it is both fundamentally informative and

important to examine how a single nitrogen substitution affects the photophysical

properties and excited-state dynamics observed in the nucleic acid bases.

4.1 Steady-State and Time-Resolved Photochemistry
of the Azabases

The photophysics of several azabase derivatives in aqueous solution and at different

pHs have been studied to some extent [218–223] and reviewed recently [224]. The

interpretation of the photophysical results is complicated by the fact that

aza-substitution lowers the pKa of the bases significantly, thus resulting in a mixture

of tautomers in the ground state and at different pHs (Table 18) [224]. The nitrogen

atom in place of the methine group at position 6 (C6H) of the uracil or thymine ring

of the nucleosides lowers the pKa of the N3 hydrogen considerably relative to its

pKa in uridine and thymidine [225–230]. Hence, unlike the uracil and thymine

nucleosides that are found as neutral species at pH 7, 6-azauridine and

6-azathymidine are significantly deprotonated at neutral pH. Evidence for

excited-state proton transfer and phototautomerism has been presented [224], but

further experimental (particularly time-resolved) and computational work are

needed to understand fully their photochemistry in aqueous solution. On the other

hand, the photophysics of the azabase derivatives can be significantly simplified by

using acetonitrile as the solvent. Suzuki and co-workers [12, 14–16] have recently

performed the first steady-state and time-resolved experiments with azabase ana-

logues in acetonitrile solution. These studies will be reviewed briefly below.
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The steady-state absorption and emission properties of the azabases in acetoni-

trile, including 6-azauridine and 6-aza-2-thiothymine, were investigated by Suzuki

and co-workers [12, 14–16]. In general, the absorption spectra of the azabase

derivatives shift slightly to the red compared to those of the natural bases, with

the largest redshift observed in 6-aza-2-thiothymine, presumably because of the

additional sulfur substitution (Table 18). Figure 14 shows a comparison of the

absorption spectra of uracil and 6-azauracil nucleobases and nucleosides in aceto-

nitrile. The lowest-energy absorption band of the aza-nucleobase (259 nm) and

aza-nucleoside (266 nm) is red-shifted and broadened compared to that of uracil

and uridine, respectively, whereas the absorption cross sections are lowered by

~30–40%. In addition, a small absorption tail is observed to the red of the lowest-

energy absorption band in 6-azauracil and 6-azauridine, indicative of a low-lying

electronic transition with reduced oscillator strength. This is in agreement with

TD-B3LYP/PCM/6-31G(d,p) calculations performed by Kobayashi et al. [12, 15]

in acetonitrile, which show that the two lowest-energy electronic transitions in the

6-azauracil nucleobase and nucleoside have S2(ππ*) and S1(nπ*) electronic config-
urations, with a larger energy gap than the corresponding electronic transitions in

uracil and uridine in the same solvent. The calculations further show that the

oscillator strength of the S2(ππ*) state in 6-azauridine is ~33% smaller than in

uridine, in good agreement with the experimental observations (Fig. 14). A shoulder

N

N

NH

N

N
N
R

NH

N
N
R

NHN

N
R

N

N
R

N

N

N
R

N

N

NH2

NH2

O

O

O

O

S

NH2

O
1

2

4
35

6

8-azaadenine (R = H)
8-azaadenosine (R = ribose or 2'-deoxyribose)

8-azaguanine (R = H)
8-azaguanosine (R = ribose or 2'-deoxyribose)

5-azacytosine (R = H)
5-azacytidine 
(R = ribose or 2'-deoxyribose)

6-aza-2-thiothymine (R = H)
6-aza-2-thiothymidine 
(R = ribose or 2'-deoxyribose)

6-azauracil (R = H)
6-azauridine 
(R = ribose or 2'-deoxyribose)

1

2
3

4

5
67

8
9

Azapurines

Azapyrimidines

Scheme 5 Structures and common ring number of the azabases

Photochemistry of Nucleic Acid Bases and Their Thio- and Aza-Analogues. . . 303



was also observed to the red of the lowest-energy absorption band of 6-aza-2-

thiothymine at 350 nm which was assigned to the S0! S1(nπ*) electronic

transition [16].

Table 18 Steady-state properties and quantum yields of the aza-base derivatives

λmax (nm)a
εmax

(M�1 cm�1)b λem (nm)c
ΦFl� 10�3

(λex)d Experimental conditionse

8azaGua 249 11,200 395 54 (280);

330 (300)

Neutral, pH< 6.5 [218]

278 6,170 355 ~30 (280) Monoanion, pH> 6.5 and

<10.8 [218]

280 7,900 360 ~120 (280) Dianion, pH> 10.8 [218]

258f – NE 98� 11

(248)g
ACN [14]

7Me-

8azaGua

297 5,100 390 90 (300) Neutral, pH< 8.25 [218]

299 5,890 405 70 (300) Monoanion, pH> 8.25

[218]

8Me-

8azaGua

293 6,600 400 510(300) Neutral, pH<8.6 [218]

298 7,980 410 450 (300) Monoanion, pH> 8.6 [218]

8azaGuo 256 12,900 347 <10h Neutral, pH< 8.05 [218]

278 11,700 362 550h Anion, pH> 8.05 [218]

8azaIno 254 10,000 NE <1h Neutral, pH< 7.9 [218]

275 10,700 357 18h Anion, pH> 7.9 [218]

8azaAde 263 10,700 NE <1 (280) Cation, pH< 2.7 [218]

273 10,500 345 8 (280) Neutral, pH> 2.7 and <6.3

[218]

275 10,800 ~328 2 (280) Anion, pH> 6.3 [218]

275 – 350 3.2� 0.4

(248)

ACN [14]

8azaAdo 263 13,300 NE <1h Cation, pH< 2.2 [218]

278 12,000 352 68h Neutral, pH> 2.2 [218]

5azaCyt 260i – NE – ACN [14]

6azaUra 259 5,500 [15]j 420 NE (248)

4.2� 0.4

(308)

ACN, Ar [12]

6azaUrd 266 6,100 j NE NEh ACN, Ar [15]

6aza-2tThy 310i

350f
4,260i

640f
NE – ACN [16]

aWavelength(s) of maximum absorption in the spectral region above ~230 nm
bExtinction coefficient of absorption maximum (maxima)
cPeak wavelength of fluorescence emission
dFluorescence quantum yield, excitation wavelength given in parenthesis
eUnder air-saturated condition unless otherwise noted; protonation state charge of azabase is given

in aqueous solution at different pHs
fProperty of S1 state absorption band
gFluorescence from the N8H tautomer
hIndependent of excitation wavelength
iProperty of S2 state absorption band
jExtrapolated from graph
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Fluorescence emission has not been detected in 5-azacytosine, 6-azauridine, or

6-aza-2-thiothymine in acetonitrile, but a fluorescence yield of ca. 10�2 to 10�3 was

measured in 8-azaadenine, 8-azaguanine, and 6-azauracil (Table 18). Fluorescence

emission in 8-azaguanine was assigned to the N8H tautomer, whereas it was

assigned to the N9H tautomer in 8-azaadenine [14]. In the case of 6-azauracil

[12], the fluorescence emission is excitation-wavelength-dependent. Excitation at

308 nm results in weak fluorescence emission, whereas no fluorescence was

observed upon excitation at 248 nm. This observation led the authors to propose

that fluorescence emission in 6-azauracil originates from the S1(nπ*) state, which is
supported by the measurement of the excitation spectrum and by the calculation of

vertical excitation energies at the TD-B3LYP/PCM/6-31G(d,p) level of theory in

acetonitrile [12].

4.2 Excited-State Deactivation Mechanism in the Azabase
Derivatives

Suzuki and co-workers [12, 14–16] also studied the excited-state dynamics of

several azabase derivatives using nanosecond laser flash photolysis, time-resolved

thermal lensing, and near IR single-photon counting spectroscopy. The reported

transient properties and quantum yields of the triplet state and of singlet oxygen

generation are compiled in Table 19 and Table 6, respectively. As observed in the

thiobase derivatives in Sect. 3, 6-aza-2-thiothymine shows a near-unity triplet

quantum yield. Gobbo and Borin [30] performed CASPT2//CASSCF calculations

and predicted that multiple relaxation pathways lead to efficient population of the

T1(ππ*) state in 6-aza-2-thiothymine, which is in agreement with the unity triplet

yield experimentally measured by Kuramochi et al. [16]. According to these

authors, ultrafast internal conversion from the S2(ππ*) to the S1(nπ*) state occurs

through a conical intersection. Once in the S1(nπ*) state, the system evolves

to its minimum, where an efficient and accessible singlet-triplet crossing with a
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Fig. 14 Absorption spectra

of 6-azauracil (pink line),
6-azauridine (black line),
uracil (pink dashed line),
and uridine (black dashed
line) in acetonitrile.

Reproduced from [15] with

permission of the PCCP

Owner Societies
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spin-orbit coupling of 169 cm�1 populates the T1(ππ*) state. Meanwhile, in a

second relaxation pathway, the S2(ππ*) state transfers its population to the triplet

manifold facilitated by a crossing point between the S2(ππ*) state and the T3(nπ*)
state with a spin-orbit coupling of 130 cm�1. Once in the T3(nπ*) state, the

population can be transferred to the T1(ππ*) state through a conical intersection

between these two states. An additional conical intersection was located between

the S2(ππ*) state and the ground state, but the authors suggest that it should have a

minor relevance in the deactivation mechanism since most of the population is

transferred to the triplet manifold.

As observed in 6-aza-2-thiothymine, Kobayashi et al. [12, 15] reported a near-

unity triplet quantum yield for 6-azauracil and 6-azauridine in acetonitrile. Based

on previous reports for uracil derivatives [84, 86, 110, 140, 159, 170, 231–233], and

making use of vertical singlet–triplet energy gap arguments for 6-azauracil, the

authors proposed two mechanisms to explain the efficient population of the triplet

state. The first mechanism is direct population of a triplet state with nπ* character

from the initially excited 1ππ* state. The second involves ultrafast internal conver-

sion from the 1ππ* to the vibrationally excited 1nπ* state, which is followed by

intersystem crossing to the 3ππ* before the excess vibrational energy can relax in

the S1(nπ*) state. This intersystem crossing event is proposed to be in competition

with internal conversion of the relaxed S1(nπ*) state to the ground state, as shown

previously by Hare et al. [140, 159] in other uracil derivatives. The high triplet yield

provides strong evidence that intersystem crossing to the triplet state is the primary

Table 19 Time-resolved properties and quantum yields of azabase derivatives

λT (nm)a εT (M�1 cm�1)b τTn!S0
(ns)c ΦISC

d Experimental conditionse

8azaGua – – – f ACN [14]

8azaAde 455 – 240� 5 – ACN [14]

5azaCyt – – – f ACN [14]

6azaUra 320g – 190� 10g 1.00� 0.10g ACN, Ar [15]

320h – 180� 10h 0.93� 0.04h ACN, Ar [15]

320

600

1,100� 100

320� 30

– 1.00� 0.10 ACN, Ar [12]

6azaUrd 320g – 130� 10g 1.00� 0.07g ACN, Ar [15]

320h

600h
810� 40

260� 20

130� 10h 0.78� 0.05h ACN, Ar [15]

6aza-2tThy 615 1,460 7,500� 300i 1.00� 0.02 ACN [16]
aWavelength of triplet absorption band maxima
bExtinction coefficients of corresponding triplet absorption band maxima
cTriplet lifetime
dIntersystem crossing quantum yield
eUnder air-saturated conditions unless otherwise noted; all values measured using 20 ns TAS
fNo transient species with triplet character were observed
gExcited at 248 nm
hExcited at 308 nm
iThe intersystem crossing lifetime was estimated to be <1 ps and a self-quenching rate constant of

(6.6� 0.8)� 108 M�1 s�1 was measured
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relaxation pathway in 6-azauracil and 6-azauridine, whereas internal conversion to

the ground state, from either the S1(nπ*) or S2(ππ*) states, is inefficient.
Calculations performed by the groups of Marian [20] and Borin [25] at the DFT/

MRCI/COSMO/cc-pVDZ and CASPT2//CASSCF/ANO-L levels of theory, respec-

tively, support the above mechanism. Etinski and Marian [20] concluded that the

S1(nπ*) state acts as a doorway state in the population of the T1(ππ*) state, where the
S2(ππ*) state population is transferred nearly quantitatively to the S1(nπ*) state. The
authors estimated that the T1(ππ*) state is populated within 30 ps in acetonitrile.

However, in contrast to Kobayashi et al. [14, 15] and to Gobbo et al. [25], Etinski and

Marian [20] proposed that intersystem crossing from the S2(ππ*) state to the T2(nπ*)
state is not competitive with internal conversion from the S2(ππ*) state to the S1(nπ*)
state.

Kobayashi et al. [12] also reported that the triplet yield and fluorescence

emission in 6-azauracil and 6-azauridine depend on the excitation wavelength

(Table 18). The triplet yield in 6-azauracil and 6-azauridine is unity when exciting

at 248 nm and 0.93 and 0.78, respectively, when exciting at 308 nm [12]. This

dependence was attributed to an increase in excess vibrational energy in the S1(nπ*)
state upon 248 nm excitation, which results in a more efficient population transfer to

the T1(ππ*) state compared to excitation at 308 nm. It is often observed that

vibrational cooling occurs more slowly when the excess of vibrational energy is

greater [234, 235]. As discussed in Sect. 2.5, an analogous mechanism was previ-

ously proposed by Hare et al. [140, 159] to explain intersystem crossing to the

triplet state in other uracil derivatives. The slowdown in vibrational cooling to the

S1(nπ*) state minimum upon 248 nm vs 308 nm excitation can also explain why

fluorescence emission is not detected when 6-azauracil is excited at 248 nm, but

weak emission is observed upon 308 nm excitation. The relaxation mechanism

proposed by Etinski and Marian fails to explain the dependence of the triplet yield

and fluorescence emission on the excitation wavelength [20].

Gobbo et al. [25] ascribed the excitation-wavelength dependence in 6-azauracil

to the accessibility of an additional relaxation pathway when excitation is

performed at 248 nm vs 308 nm. Scheme 6 presents the most relevant relaxation

pathways computed by these authors. According to them, excitation at 308 nm leads

to the direct population of the S1(nπ*) state. Most of its energy is transferred to the

T1(ππ*) state via a 1nπ*/3ππ* crossing region located near the S1(nπ*) state

minimum, whereas a small fraction can be emitted as fluorescence, as observed

experimentally by Kobayashi et al. [12]. On the other hand, excitation at 248 nm to

the S2(ππ*) state leads to the population of the S2(ππ*) state minimum through a

barrierless pathway, where crossings with the S1(nπ*) and T2(nπ*) states can occur.
Both pathways lead to the efficient population of the T1(ππ*) state, which reduces

even more the already low fluorescence emission observed upon 308 nm excitation

according to these authors. In addition, internal conversion from the S2(ππ*) state or
the S1(nπ*) state to the ground state via conical intersections was found to be

unlikely because of the high energy required to access the corresponding conical

intersections, in agreement with the experimental findings of Kobayashi et al. [12].
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In contrast to Hare’s mechanism [140, 159], in which it was proposed that

intersystem crossing in the uracil derivatives from the relaxed S1(nπ*) state to the

triplet state should be inefficient because of small spin-orbit coupling interactions,

Kobayashi et al. [12] proposed that intersystem crossing from the relaxed S1(nπ*)
state is competitive with internal conversion to the ground state in 6-azauracil and

6-azauridine because of the high triplet yields observed upon excitation at 308 nm.

Hence, according to these authors, the accompanying loss in planarity of the

6-azauracil ring upon relaxation to the S1(nπ*) state does not lead to a decrease in

the spin-orbit coupling interaction in the 6-azauracil and 6-azauridine, as was

proposed in the case of the uracil derivatives by Hare et al. [140, 159]. Gobbo

et al. [25] found an S1(nπ*)/T1(ππ*) crossing near the S1(nπ*) state minimumwith a

spin-orbit coupling of 64.7 cm�1. However, the S1(nπ*)/T1(ππ*) spin-orbit cou-
pling at the position of the S1(nπ*) state minimum was not reported.

Kobayashi et al. [12] proposed that population of the vibrationally-relaxed

S1(nπ*) state increases the probability of internal conversion to the ground state

in 6-azauridine vs 6-azauracil. This idea is supported by the observation that direct

excitation of the S1(nπ*) state at 308 nm leads to a triplet yield of 0.78 in

6-azauridine, whereas it leads to a 0.93 yield in 6-azauracil under similar experi-

mental conditions. According to these authors, the additional degrees of freedom

introduced by the sugar group increase the vibrational modes and intramolecular

vibrational energy redistribution in the nucleoside, thus accelerating the population

to the vibrationally-relaxed S1(nπ*) state. This in turn seems to increase the

probability of internal conversion to the ground state in the 6-azauridine, explaining

its lower triplet yield vs that of 6-azauracil upon 308 nm excitation. Kobayashi

et al. [15] proposed that the intramolecular hydrogen bond between the base and the

ribose should potentially enhance the intramolecular vibrational energy redistribu-

tion, explaining the lower triplet yield in 6-azauridine vs 6-azauracil. As discussed

in Sect. 2.5, lower triplet yields have also been reported for uridine vs uracil in

acetonitrile upon 254 nm and 265 nm excitation [99–101]. The increase in the

Scheme 6 Proposed relaxation mechanisms of 6-azauracil depicting the multiple pathways that

lead to the T1(ππ*) state. Reprinted with permission from [25]. Copyright 2011 American

Chemical Society
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internal conversion rate from the S1(nπ*) state to the ground state caused by

intramolecular vibrational energy relaxation in 6-azauridine vs 6-azauracil [15] is

in agreement with the relaxation model proposed by West et al. [193], but in

contrast to that by Hare et al. [140, 159]. A potential way to lessen this apparent

discrepancy is by assuming that low-frequency intramolecular vibrational modes

play a more important role when acetonitrile is used as a solvent, whereas the

relatively high-frequency solute–solvent intermolecular modes could dominate in

aqueous solution. See Sects. 2.3–2.5 for an account of this lively debate. Regard-

less, more experimental and computational work is needed to scrutinize this

mechanism and to provide more insight on the nuclear and electronic factors that

lead to the increased rate of internal conversion in 6-azauridine vs 6-azauracil in

acetonitrile.

Kobayashi et al. [12] compared the relaxation mechanism of 6-azauracil with

that of uracil. The authors proposed two different mechanisms to explain the impact

of C6 aza-substitution on the dynamics of uracil: (1) acceleration of intersystem

crossing and (2) the inhibition of the ultrafast internal conversion to the ground

state. In the first mechanism, the substitution of the methine group for a nitrogen

atom, is proposed to accelerate intersystem crossing to the triplet manifold caused

by the additional lone pair orbitals, which can enhance S1(nπ*) to T1(ππ*)
nonradiative transition. This mechanism is supported by DFT/MRCI calculations

performed by Etinski and Marian [20]. The second mechanism is based on the

hypothesis that the rigidity of the C5═N6 double bond should affect the internal

conversion process to the ground state. This idea is supported by the observation

that ultrafast internal conversion to the ground state in uracil occurs via a conical

intersection in which a nonplanar deformation equivalent to a twist around the

double bond of C5═C6 is suggested to be important [84, 86, 140, 231, 232,

236]. Hence, the increased rigidity of the C5═N6 double bond could decrease the

probability of accessing this conical intersection, allowing the efficient population

of the triplet state in 6-azauracil [12]. This mechanism is supported by CASPT2//

CASSCF calculations [25], where it was observed that an energy barrier of

~13 kcal/mol must be surmounted from the S2(ππ*) state minimum in order to

reach a conical intersection with the ground state. The substitution of the methine

group for the nitrogen atom prevents the stretching and twisting of the C5═N6
bond, which is a key deformation in allowing the development of the ethene-like

out-of-plane conical intersection structure.

The key role of the S1(nπ*) state in the intersystem crossing to the triplet state is

supported by the investigations of Kobayashi et al. [14] on the excited-state

relaxation pathways in 8-azaguanine and 5-azacytosine. Transient absorption

experiments show that triplet state population in these compounds is inefficient

and quantum yields for singlet oxygen generation are less than 10�2. Vertical

excitation energies at the TD-B3LYP/PCM/6-31G(d,p) level of theory suggest

that the first 1nπ* state in these azabases is actually higher in energy than the first

two 1ππ* states in acetonitrile. This observation led the authors to propose that there
are two types of azabase derivatives. 6-Azauracil and 8-azaadenine derivatives are

members of the type A group, in which the 1nπ* state is the lowest-energy excited-
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singlet state. Type A derivatives have large triplet and singlet oxygen yields. On the

other hand, in the type B derivatives, 8-azaguanine and 5-azacytosine, the 1nπ*
state is higher in energy than the first two 1ππ* excited states in the Franck–Condon
region. These type B derivatives show negligible triplet and singlet oxygen yields.

Gobbo and Borin [28] investigated the electronic-energy relaxation mechanism

in 8-azaadenine using the CASPT2//CASSCF/ANO-L protocol and proposed a

more detailed picture. According to their calculations, excitation of the spectro-

scopic S2(ππ*) state results in bifurcation of the initial excited-state population. In

the first pathway, the S2(ππ*) state evolves barrierlessly toward its minimum. Once

the population reaches the S2(ππ*) state minimum, it can internally convert to the

S1(nπ*) state minimum or to the ground state via 1ππ*/1nπ* or 1ππ*/S0 conical

intersections, respectively, or it can intersystem cross to the T2(nπ*) state through a
1ππ*/3nπ* crossing with a spin-orbit coupling of 10 cm�1. After 8-azaadenine

reaches the T2(nπ*) state, it can evolve barrierlessly to the T2(nπ*) state minimum,

where a conical intersection with the T1(ππ*) state was found, resulting in efficient

internal conversion to the T1(ππ*) state minimum. The calculations suggest that

reaching the 1ππ*/S0 conical intersection is unlikely because of the high energy

barrier that must be surmounted. According to these authors, internal conversion to

the S1(nπ*) state minimum can lead to the weak fluorescence emission observed

experimentally by Suzuki and co-workers [14] or could lead to additional popula-

tion of the T1(ππ*) state via a 1nπ*/3ππ* crossing point. In the second pathway, the

population in the Franck–Condon region of the S2(ππ*) potential energy surface can
evolve barrierlessly to a planar conical intersection with the S1(nπ*) state, causing
an ultrafast depopulation of the S2(ππ*) state. Once the system reaches the S1(nπ*)
state surface, it evolves through a barrierless path to its minimum, from which it can

fluoresce weakly or intersystem cross to the T1(ππ*) state with computed spin-orbit

coupling of ~13 cm�1, as described above in the first pathway.

According to Gobbo and Borin [28], excitation of 8-azaadenine to the S2(ππ*)
state always finds a relaxation path that reaches the T1(ππ*) state, suggesting that a

near-unity triplet yield should be observed in 8-azaadenine. However, taking into

consideration the available experimental and computational data for uracil,

6-azauracil, and 8-azaadenine, it appears as if the triplet yield of 8-azaadenine

should be much smaller than unity and comparable to that of uracil. Suzuki and

co-workers [14] did not report the triplet yield of 8-azaadenine. However, they

measured the yield of singlet oxygen generation to be 0.15� 0.02 under

O2-saturated conditions. While this singlet oxygen yield is significant, it is much

smaller than the figure reported by the same authors for 6-azauracil under identical

experimental conditions (Table 6). This is so regardless of the fact that the two

azabases have comparable triplet decay lifetimes and that 8-azaadenine has an

approximately fourfold greater rate constant of triplet quenching by O2. In addition,

Suzuki and co-workers determined that the singlet oxygen yield of uracil is

identical to that of 8-azaadenine and that their triplet quenching rate constants by

O2 are comparable, yet the triplet yield of uracil is only 0.21� 0.02 under the

equivalent experimental conditions [12]. Moreover, the calculated triplet state

energies for 8-azaadenine, 6-azauracil, and uracil are all similar and the triplet
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state of each has mostly ππ* character at the CASSCF/CASPT2 level of theory [25,
28, 170]. Taken together, these observations suggest that the triple yield of

8-azaadenine should be comparable to that of uracil instead of near unity as

predicted by the calculations [28], assuming that the pathways to populate the

triplet state are similar for the three compounds.

One possible explanation for this apparent discrepancy is that the electronic

configuration of the triplet state of 8-azaadenine is significantly different from that

of 6-azauracil; however, the calculations predict that both have ππ* character.

Moreover, the comparable triplet decay lifetimes observed experimentally for

these two azabases suggest that their triplet states have similar electronic configu-

rations. Another possible explanation is that the singlet oxygen photosensitization

mechanism by 8-azaadenine is significantly different from that of 6-azauracil. It is

known that the involvement of a partial charge–transfer complex in singlet oxygen

production increases the rate constant of the triplet state quenching by oxygen,

while simultaneously reducing the number of triplet states quenched to form singlet

oxygen (SΔ) by approximately 75% [237]. This could explain how 8-azaadenine has

a fourfold higher rate of triplet quenching by oxygen while still generating far less

singlet oxygen than 6-azauracil. The SΔ value for 6-azauracil and uracil has been

reported to be 0.8, but, unfortunately, the SΔ value for 8-azaadenine is currently

unknown. Further experimental and computational work is necessary before a

definitive conclusion can be reached.

4.3 Summary

Azabase derivatives are characterized by slightly red-shifted absorption spectra

compared to the natural DNA and RNA monomers. These nitrogen-substituted

analogues also exhibit a small fluorescence yield and show no phosphorescence at

room temperature. Photophysical investigation of the azabases in aqueous solution

is problematic because of the presence of multiple tautomers around neutral pHs.

Hence, the time-resolved studies to date have been performed in acetonitrile

solution. Two distinct groups of azabases have been identified. The first group

consists of 6-azauracil and 8-azaadenine, and their triplet states are populated in

high yields, whereas triplet yields are negligible in the second group of azabases

consisting of 8-azaguanine and 5-azacytosine. The 1nπ* state has been proposed to

play a key role in modifying the photochemistry of these azabases. 6-Azauracil and

8-azaadenine have received most attention from both experimental and computa-

tional perspectives, but there is still a relatively small body of work on the azabase

derivatives in general. Nonetheless, these early studies provide another example of

the ability of a single atom substitution to tune the photochemistry of the nucleic

acid monomers over a broad range – from bases showing no measurable triplet

yield all the way to bases possessing near unity triplet yields and high levels of

singlet oxygen generation. As shown in Sect. 3 for the thiobases, azabases show
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promise for advancing the fundamental understanding of the excited-state dynam-

ics in the natural DNA and RNA monomers.

5 Final Remarks and Future Perspective

Ultraviolet excitation of nucleic acid monomers and their thiobase and azabase

analogues populates strongly allowed 1ππ* states, the dynamics of which are tightly

coupled to a large number of competitive relaxation pathways. Investigating the

underlying dynamics is crucial toward understanding the photochemistry of not

only the monomers but also of the DNA and RNA polymers.

Undeniably, major progress has been made toward understanding the steady-

state and time-resolved photochemistry of DNA and RNA monomers in solution.

The primary radiative and nonradiative decay pathways have been reported, as well

as the nuclear dynamics that are coupled to them. However, further research is

needed to gather a firm understanding of the mechanism by which excess vibra-

tional energy is redistributed to the solvent and how this mechanism is affected by

environmental factors such as solvent composition and temperature. It is now

evident that the substituent in the N-glycosidic bond has an important, but poorly

understood, effect on the dissipation of excess vibrational energy coupled to several

nonadiabatic decay pathways. In particular, the precise role of the N-glycosidic

group in the intersystem crossing dynamics and in modulating the internal conver-

sion processes in the singlet and triplet manifolds warrants further scrutiny.

In contrast to the nucleic acid monomers, only a handful of experiments and

high-level electronic-structure calculations have been performed for the thiobase

and azabase derivatives to date. It is evident that further experimental and compu-

tational investigations of the excited-state dynamics in these analogues should

provide meaningful information to scrutinize current kinetic models that couple

specific conical intersections and excited-state potential energy surfaces to the

photochemistry of the nucleic acid bases in solution. The intrinsic ultrafast internal

conversion process well-known in the nucleic acid monomers is dramatically

overshadowed by intersystem crossing to the triplet state when a single oxygen or

carbon atom in the nucleobase skeleton is replaced with a sulfur or a nitrogen atom.

Indeed, all the thiobases and most of the azabases investigated thus far exhibit near-

unity triplet yields. To put the significance of these results in perspective, the triplet

yields of the DNA counterparts are approximately two orders of magnitude smaller

in aqueous solution [97]. This unique property can lead to the generation of singlet

oxygen and other reactive species in high yields [11, 16, 23, 24, 64]. All the

thiobase analogues reviewed in this chapter and several azabases exhibit approxi-

mately a fivefold higher yield of singlet oxygen than the DNA/RNA monomers in

aqueous solution and acetonitrile, which could explain the UVA-photosensitization

efficacy of the thiobase derivatives and their extensive use in medical and photo-

chemotherapeutic applications [36, 42, 45]. Still, it is necessary to investigate the

excited-state dynamics and to measure the triplet state and singlet oxygen yields in
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other thio- and azabase derivatives. There are still many gaps in our knowledge

regarding their photochemistry and excited-state dynamics in solution. Filling these

gaps is essential for the discovery of prospective drugs with desirable

phototherapeutic properties, as well as for furthering the understanding of dynamics

in natural DNA and RNA monomers. More fundamentally, these studies can clarify

whether the rate of intersystem crossing and the triplet and singlet-oxygen yields

depend on general changes in the chemical structure (i.e., structural isomers), or on

specifically which atom is replaced in the nucleobase skeleton.

Importantly, all of the thiobase monomers (except for those substituted at the

2 position) have significantly larger absorption cross sections in the UVA region

than the azabase and nucleic acid base monomers. Ninety-five percent of the solar

UV energy incident on the skin derives from the deeply-penetrating UVA region of

the electromagnetic spectrum, and photodamage of the skin, photoaging, and

carcinogenesis by UVA radiation are rapidly emerging as important areas of

research [238–242]. In general, precise knowledge about the electronic decay

mechanisms in sensitizers and how these sensitizers damage DNA at the molecular

level is lacking. In this regard, thiobase derivatives can be thought of as model

compounds of biologically-important photosensitizers. Laboratory experiments

have shown that human cells can metabolize and incorporate thiobases into their

native DNA [26, 36, 43, 57–61, 243], especially 6-thiodeoxyguanosine and

4-thiodeoxythymidine. This incorporation results in cell death upon exposure to

doses of UVA irradiation that would otherwise be nonlethal [43]. More importantly,

the skin of patients treated with these drugs is sensitive to UVA radiation and long-

term treatment results in up to a 200-fold increase in incidence of sunlight-induced

skin cancer [26, 36, 62]. A key reason for the increase in skin cancer is that UVA

irradiation of DNA containing thiobases results in DNA oxidation, breakage, and

crosslinking [26, 34–36, 43]. It has been proposed that Type II photosensitization

reactions by thiobases play a key role in damaging DNA [26, 36, 42]. However, to

support a Type II photosensitization mechanism, one needs to know how the yields

of triplet state population and singlet oxygen generation measured for the thiobase

monomers in solution are affected when these compounds are incorporated in the

DNA polymers. Although damage to DNA is manifested as structural modifications

to the DNA itself, unraveling the electronic decay pathways and the mechanisms by

which these sensitizers damage DNA are crucial steps toward understanding how

skin is damaged. Further experimental and computational studies are essential to

determine how the physico-chemical interactions between the nucleobases and the

thiobases within DNA modulate the photosensitization mechanism by which DNA

is damaged.

Equally important, ultrafast intersystem crossing dynamics seem to be a general

property of thiobase derivatives. Understanding ultrafast intersystem crossing

dynamics is of fundamental and biological relevance because ultrafast intersystem

crossing often, but not always as in thymidine [105], leads to high triplet yields,

which play a leading role in determining the damage to DNA and other cellular

components. While the intersystem crossing lifetimes for the azabases have not

been measured, it is also expected that they are on the ultrafast time scale.
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This raises the question: Why does intersystem crossing occur on the femtosecond
time scale and with near-unity yields in these compounds? Clearly, the topology of

the singlet and triplet potential energy surfaces, as well as the small energy gaps and

strong spin-orbit coupling interactions in the singlet-triplet crossing regions, are

expected to play a major role, but these are not necessarily the only phenomena at

work. Examples of ultrafast intersystem crossing in organic molecules are well-

documented in the literature [159, 244–248], which may include the thymine

nucleobase [105]. Nevertheless, the traditional view that the rate of internal con-

version is always larger than that of intersystem crossing in organic molecules still

persists [249–251]. A quantitative understanding of the ultrafast intersystem cross-

ing dynamics in nucleic acid bases and their analogues is necessary to rigorously

examine an alternative paradigm.

It is important to answer the following question from an both experimental and

computational perspective: What electronic and nuclear factors control the elec-
tronic decay mechanisms in these compounds? From a computational point of view,

it is necessary to determine the topology of the potential energy surfaces and the

nuclear dynamics associated with the excited states that participate in the relaxation

mechanisms. High-level ab initio calculations in combination with molecular

dynamics simulations that include non-adiabatic and spin-orbit coupling interac-

tions are necessary to accomplish this quantitatively. On the one hand, high-level

ab initio calculations can describe the topology of the singlet and triplet potential

energy surfaces and their nonadiabatic interactions, allowing for characterization of

the major relaxation pathways in great detail. However, these calculations alone

cannot determine the time required for populating an excited state or which conical

intersections in the singlet or triplet manifolds are relevant. On the other hand, only

dynamical studies can elucidate which pathways are operative and what regions of

the potential energy surface are visited. However, dynamical simulations based on

fully quantum-mechanical approaches are (currently) incredibly demanding for

molecules of this size, let alone inclusion of solvent effects. Thus, the use of

approximations or semi-empirical methods is often necessary.

From an experimental standpoint, femtosecond pump-probe transient absorp-

tion, probing the spectral region from the deep-UV to the mid-IR, and femtosecond

fluorescence up-conversion spectroscopies have been the workhorse techniques

during the last 15 years for the investigation of the excited-state dynamics of the

DNA and RNAmonomers in solution. These techniques often offer complementary

but limited information about the relaxation pathways. More recently, four-wave

mixing spectroscopies in the deep-UV [107, 192] and time-resolved photoelectron

spectroscopy [133] have been applied, but there are still technical challenges to

overcome with these approaches [252]. Even so, the ever-close synergism between

experimentalists and theoreticians in this field is expected to continue to throw light

on our understanding of the photochemistry of nucleic acids and their analogues for

years to come.
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31. Taras-Goślińska K, Burdziński G, Wenska G (2014) Relaxation of the T1 excited state of

2-thiothymine, its riboside and deoxyriboside - enhanced nonradiative decay rate induced by

sugar substituent. J Photochem Photobiol A 275:89–95

32. PollumM, Crespo-Hernández CE (2014) Communication: the dark singlet state as a doorway

state in the ultrafast and efficient intersystem crossing dynamics in 2-thiothymine and

2-thiouracil. J Chem Phys 140:071101

33. Martinez-Fernandez L, Corral I, Granucci G, Persico M (2014) Competing ultrafast

intersystem crossing and internal conversion: a time resolved picture for the deactivation of

6-thioguanine. Chem Sci 5:1336–1347

34. Favre A (1990) 4-Thiouridine as intrinsic photoaffinity probe of nucleic acid structure and

nucleic acid-protein interactions. In: Morrison H (ed) Bioorganic photochemistry. Wiley,

New York, pp 379–425
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226. Holý A, Cech D (1974) Synthesis of 20-deoxythymidine, 20-deoxy-5-fluorouridine, and

20-deoxy-6-azauridine from ribonucleosides. Collect Czech Chem Commun 39:31857–33167
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Excited States Behavior of Nucleobases

in Solution: Insights from Computational

Studies

Roberto Improta and Vincenzo Barone

Abstract We review the most significant results obtained in the study of isolated

nucleobases in solution by quantum mechanical methods, trying to highlight also

the most relevant open issues. We concisely discuss some methodological issues

relevant to the study of molecular electronic excited molecular states in condensed

phases, focussing on the methods most commonly applied to the study of

nucleobases, i.e. continuum models as the Polarizable Continuum Model and

explicit solvation models. We analyse how the solvent changes the relative energy

of the lowest energy excited states in the Franck–Condon region, their minima and

the Conical Intersections among the different states, interpreting the experimental

optical spectra, both steady state and time-resolved. Several methods are available

for accurately including solvent effects in the Franck–Condon region, and for most

of the nucleobases the solvent shift on the different excited states can be considered

assessed. The study of the excited state decay, both radiative and non-radiative, in

solution still poses instead significant theoretical challenges.

Keywords Ab initio calculation � Adenine � Cytosine � Guanine � Optical spectra �
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1 Introduction

Nucleic acids (NA) strongly absorb ultraviolet (UV) light and this process has

several important biological implications, since it can trigger a cascade of danger-

ous photochemical events, potentially leading to apoptosis and to the damage of

genetic code [1, 2]. The photophysical and photochemical behavior of NAs after

absorption at 200–320 nm (a region biologically relevant since its red-wing falls in

the solar radiation spectrum) is ruled by the excited states of pyrimidinic (thymine/

uracil and cytosine) and purinic (adenine and guanine) nucleobases, which, in

contrast to the other NA’s constituents (phosphate and (deoxy)ribose moieties)

strongly absorb in this spectral window [3–9]. On the other hand, the high

photostability of nucleobases (the fluorescence quantum yield is very low, and

the excited state lifetime is in the sub-picosecond time scale) calls for the existence

of very fast and effective non-radiative deactivation routes [3–9]. Their remarkable

photostability, providing a “natural” protection towards radiation induced damage,

has likely contributed to the selection of these molecules as building blocks of the

NAs, especially when taking into account that most of the prebiotic chemistry

probably occurred under intense UV irradiation [3–9]. The most recent studies have

also shown that, besides its intrinsic interest, a detailed knowledge of the

nucleobase behavior is also fundamental to understand the photophysics and photo-

chemistry of NAs. Experiments and calculations agree in predicting that monomer-

like decay channels, i.e., those exhibiting features similar to those found for isolated

nucleobases, exist in single and double strand oligonucleotides [10–13]. Further-

more the long-living components in NAs have been assigned to excited states

deriving from the interaction of nucleobase excited states (excimers, exciplexes,

etc.) and, in some cases, also to excited states localized on a single base [13–19]. As

a consequence, a continuously growing number of studies, both experimental and

computational, have been devoted to assess the static and dynamic behavior of

nucleobase excited states [20–25]. Theoretical studies (too many for being exhaus-

tively reviewed here) have been very useful, since they have shown that, for all the

bases, barrierless paths exist on the Potential Energy Surfaces (PES) of the lowest
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energy ππ* states connecting the Franck–Condon (FC) region to Conical Intersec-

tions (CoIs) with the ground electronic state (S0), thus allowing a fast and effective

non-radiative ground state recovery [20–25]. More recent studies have revealed

new interesting features, such as the possible involvement of dark (nπ* or πσ*)
and/or of higher lying ππ* excited states in the decay mechanism, and the existence

of a broad plateau on the excited-state PES, affecting the dynamics [25–34]. The

studies performed in the gas phase have thus provided very useful information on

the intramolecular mechanisms underlying the very efficient non-radiative excited

state decay of nucleobases, providing fundamental insights to interpret the results of

the gas phase experiments. On the other hand, it is clear that the behavior in

solution, especially in water, is more directly connected to biological processes

occurring in vivo and in vitro. Our knowledge of the excited state dynamics

of polynucleotides is essentially based on experiments, either steady-state or

time-resolved (TR), performed in solution, using the results obtained on the isolated

bases (or the corresponding nucleoside/nucleotide) as references [3–9].

It is thus important to obtain a detailed picture of the excited state behavior in

condensed phases, trying to assess how solvent affects the nature of the excited

states, their relative energy (in the FC region and along the reaction path), their

crossings and, eventually, the mechanism of the excited state decay. In parallel,

theoretical studies are expected to help the assignment and the interpretation of the

optical spectra (both steady state and TR) of nucleobases. It is clear that dealing

with such issues, in order to reach at least a qualitative agreement with experiments,

requires the use of a suitable solvation model.

On the other hand, until some years ago, the number of studies tackling the

excited state dynamics of nucleobases in solution was quite limited. While it is at

least 30 years since QMmethods were routinely applied to the study of medium size

isolated molecules, their extension to the study of condensed phases is more recent

[35–38]. Inclusion of environmental effects involves additional difficulties since

the system under study now contains an extremely large number of molecules.

Furthermore, in solution any problem involving excited states becomes intrinsically

dynamic. Solvent reaction fields couple the ground state density with the density

correction and the orbital relaxation arising from the electronic transition [35–37].

However, thanks to several methodological advances, the number of theoretical

studies of nucleobases in solution has steadily increased in the last few years, and

several important steps have been made toward a deeper understanding of their

excited state dynamics. For all the nucleobases, especially in water, we now have a

fairly accurate picture of the excited state ordering in solution in the FC region of

their minima (allowing the assignment of absorption and emission spectra). We

have also obtained important insights into the structure of the CoIs among different

electronic states, and, therefore, on the mechanism of the non-radiative decay. This

chapter is devoted to reviewing the most significant results obtained in the study of

isolated nucleobases in solution and trying to highlight the most relevant open

issues. We shall focus mainly on the papers that have appeared in the last 10 years,

since other reviews are available discussing older contributions [3, 20–22], focus-

ing on the singlet excited states. In general, we do not discuss the results of
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microhydration studies, where a model including the solute and a limited number of

solvent molecules is studied in the gas phase [39], since they are more directly

relevant for interpreting experiments on similar systems in the gas phase than for

the condensed phase.

The next section will be devoted to discuss concisely some of the methodolog-

ical issues most relevant to the study of molecular electronic excited states in

condensed phases, reviewing the basic foundations of the methods most commonly

applied to the study of nucleobases. In the following paragraphs we shall discuss the

studies of the Franck–Condon region, more relevant to the interpretation of the

absorption spectra, before focusing on the papers tackling the calculation of the

excited state PES and describing the minima and/or the CoIs among the different

electronic states. In the last section some general remarks will be reported.

2 Methodology

2.1 Dynamical Solvation Effects

Before proceeding with our analysis of the main solvation models, let us briefly

mention a critical issue that has to be carefully analyzed in any study of the excited

state dynamics of nucleobases, as well as of any photoactivated process in solution:

the dynamics of solvent effects. Absorption or emission of light and, more gener-

ally, any change of the electronic state (e.g., at a CoI) leads to a sudden variation of

the solute electron density: full equilibration of solvent degrees of freedom to the

excited state density is not instantaneous, but requires a finite time. Analogously,

during the motion on the PES of a given excited state, structural changes are

mirrored by changes, usually small but never vanishing, of the electron density.

These effects affect the optical spectra to different extents, and several studies,

including some on nucleobases, show that they can even change the energy

ordering of the different excited states in the FC region. It is thus fundamental

that the characteristic times of solvent degrees of freedom are properly taken into

account [36, 37].

From the physical point of view, the electronic density of the solvent molecules

rearranges almost instantaneously to any change of the solute density, and it can

always be considered to be in equilibrium with the latter (fast solvent degrees of

freedom). At the other extreme, there are the effects due to the reorientation of

solvent molecules, as well as those related to the rearrangement of the outer

solvation shells. The characteristic times of these processes depend on the solvent,

but they are usually on the picosecond time scale (slow solvent degrees of freedom)

[40, 41].

When dealing with the absorption process, only the fast solvent degrees of

freedom are in equilibrium with the excited state density – the slow ones remaining

in equilibrium with that of the ground electronic state. The study of the fluorescence
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process and, more generally, that of excited state population transfer, especially at

CoI, is rather more complex, since in this case dynamical solvent effects cannot be

rigorously decoupled from the intramolecular effects due to the motion of the wave

packet (WP) on the excited state surface.

Soon after the electronic transition has occurred, the system starts evolving on

the excited state PES toward its energy minimum and/or the crossings with the

other electronic states. At the same time, slow solvent degrees of freedom start

equilibrating to the excited state electron density. These two processes cannot be

rigorously decoupled, especially when they exhibit similar time scales, and thus we

cannot expect that a single strategy is suitable for all the possible decay processes,

especially in the proximity of CoIs. However, it is useful to define some limit

reference models, and intuitive considerations about the properties of the solvent

and/or of the excited state PES are often sufficient to define the most suitable model

to treat the case under study [38]. For nucleobases, equilibration of intramolecular

degrees of freedom can be considered faster than solvent equilibration (though in

the presence of a phospho-deoxyribose moiety some large amplitude motions, slower

than solvent characteristic times could, in principle, be available). Furthermore, most

of the photoexcited population in nucleobases decays on the ~100–200 femtosecond

time scale [3, 9], and then only fast solvent degrees of freedom are expected to be in

equilibrium with the excited state density.

2.2 Solvation Models

Several excellent reviews of the different solvation models are available [35–37,

42–45]. We limit ourselves to a very concise review of the basic features of the

methods more frequently used to study nucleobases.

One direct procedure to take environmental effects into account, adopted in

several studies on nucleobases (see below), consists in including in the calculations

a reduced number of explicit solvent molecules [42, 44, 45]. This approach has

several advantages. It has a clear physical meaning, with a direct correspondence to

a “real” solution. It allows the inclusion of all the solute–solvent interactions (for

example hydrogen bonds or non-bonding interactions) and it is possible to take into

account any “direct” participation of solvent molecules in the process of interest.

For nucleobases, as an example, we can monitor how the rearrangement of the

solvent molecules affects the path of the solute from the FC region to the CoI. These

“explicit” models can easily, at least in principle, be extended to dynamical

treatments, allowing one, for example, to include solvent fluctuations in the calcu-

lation of the spectra or the response of the slow solvent degrees of freedom to the

photoexcitation of the solute.

On the other hand, a conventional “supermolecule” approach has to face two

serious difficulties: (1) the number of solvent molecules necessary to reproduce the

bulk properties of a liquid is very large; (2) a dynamical treatment averaging all the

possible configurations of the solvent molecules is, in principle, necessary.
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This approach thus has a huge computational cost, especially when used for

studying excited states, which need rather expensive QM computational methods.

As a consequence, most of the applications to nucleobases rely on the commonly

used approximation of treating most, if not all, solvent molecules by using classical

force fields within a mixed Quantum Mechanics/Molecular Mechanics (QM/MM)

approach. However, standard MM force fields can meet significant difficulties in

correctly placing the first solvation shell molecules [46], in treating non-bonding

interactions accurately and, especially if polarization is not explicitly taken into

account, fast dynamical solvent effects. Many of the commonly used MM force

fields assign to each atom a fixed charge, which is usually parameterized in order to

reproduce ground state properties. Within this approximation, the solvent mole-

cules do not react to the change of the solute electron density, leading to an

underestimation of the solvent reaction field and to inaccuracies in the computation

of the excitation energies, especially in the case of electronic transitions involving a

large variation of the electron density. In any case, a large number of QM/MM

calculations are necessary to reach converged excitation energies for each point of

the reaction path, significantly increasing the computational cost of this approach.

In order to avoid this bottleneck, Aguilar et al. proposed an alternative procedure

(also used for DNA nucleobases) where MD simulations should provide a realistic

description of the structure of the solvent around the solute. The electrostatic

potential for all configurations determines the averaged solvent electrostatic poten-

tial (ASEP) on grid points enveloping the van der Waals surface of the molecule,

which is calculated and represented by fitted partial charges, to be used for

determining ground- and excited-state wave functions and energies [47, 48].

Some of the limitations of explicit solvation models can be overcome by using

continuum solvation models, which, after having been used successfully for

decades in the study of ground state processes [36, 49], have become very effective

tools for evaluating solvent effects on excited state properties [35, 37, 38].

In continuum models the solvent is described as a homogeneous dielectric, polar-

ized by the solute, which is placed within a cavity in the solvent medium and

experiences the solvent reaction field [36].

Among continuum models, the Polarizable Continuum Model (PCM) is proba-

bly the most commonly used and it has been frequently employed to study

nucleobases [37, 49]. It relies on a realistic definition of the solute cavity (built as

the envelope of spheres centered on the solute atoms), and especially on an accurate

solution of the proper electrostatic problem at the cavity surface, by using a

boundary element approach [37]. In the following we thus focus mainly on this

latter method, but many of its advantages and limitations are shared by other

continuum approaches [37, 49].

The first difficulty arises from the high nonlinearity of the solution of the

electrostatic problem in the presence of time-dependent (e.g., photoactivated)

phenomena. Indeed, one should variationally determine the solvent reaction field

together with all the other parameters of the adopted electronic method (molecular

orbitals and CI coefficients, etc.), but all those parameters also depend on the

solvent reaction field. The most used approaches to deal with this problem can be
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grouped into two classes: State-Specific (SS) and Linear Responses

(LR) approaches [50–54]. In SS methods (for example, CASSCF/PCM) a different

effective Shroedinger equation is solved for each state of interest, achieving a fully

variational formulation of solvent effects on the excited state properties. In methods

exploiting the LR response formalism (e.g., TD-DFT) the exact excited electron

density is not necessary to compute the excitation energies, which are “directly”

determined, by plugging in the original (e.g., TD-DFT) equations a PCM contribu-

tion [55]. As discussed below, SS and LR methods have, in some cases, provided

very different estimates of solvent effects on the excited state properties of

nucleobases, confirming the results obtained on several other classes of compounds

[38]. In any case, very effective and fast algorithms have been devised both for

SS-PCM and LR-PCM calculations [38], allowing a full QM treatment of molec-

ular systems containing dozens of atoms (easily up to ~150) in their excited states.

Just to limit ourselves to the study of NAs, we can recall the study of a

tetranucleotide of Ade, including the phospho-deoxyribose backbone and the cation

[13, 56], of different hydrogen bonded dimers and trimers [12, 57], and of eight

guanine bases, modeling a guanine quadruple helix [58].

Studies on nucleobases confirm the traditional advantages of PCM: (1) its

limited computational cost, allowing easy coupling to any electronic method;

(2) the implicit averaging procedure, allowing a good reproduction of bulk solvent

effects; and (3) the conceptual ease and effective inclusion of dynamical solvation

effects. Concerning the first aspect, we cite here the very recent developments in

PCM/CCSD calculations [59], including polarizable MM charges [60]. Although

several approaches have been developed to include dynamical effects within the

framework of PCM and of other continuum models [35], a simple and effective

treatment (the most commonly used) involves the definition of two limit time-

regimes, the equilibrium (EQ) and the non-equilibrium (NEQ) ones. In the former

regime all the solvent degrees of freedom are in equilibrium with the electron

density of the excited state, and the solvent reaction field depends on the static

dielectric constant of the embedding medium. In the latter regime, only solvent

electronic polarization (fast degrees of freedom) is in equilibrium with the excited

state electron density of the solute, while the slow solvent degrees of freedom

remain equilibrated with the ground state electron density. In the NEQ time-regime

the “fast” solvent reaction field is ruled by the dielectric constant at optical

frequency (Eopt, usually related to the square of the solvent refractive index) [37].

Obviously, PCM suffers from some limitations. It is expected to provide a good

estimate of the electrostatic contribution to the solute–solvent interaction, whereas

less accurate results can be obtained when dealing with non-polar or hydrogen

bonding solvents. In the former case, the non-electrostatic contributions (dispersion

interactions, electronic repulsion) to the solute–solvent interaction are larger than

the electrostatic ones. Interesting attempts to treat non-electrostatic solute–solvent

interactions [61] within the framework of PCM/TD-DFT calculations have been

made [62], but it cannot be taken for granted that standard calculations are able to

reproduce solvent effects in non-polar solution (dielectric constant <4) or when

dealing with non-polar solutes.
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Another delicate issue concerns the choice of the parameters used in this method

(and in any continuum model), such as the radii [63] used to build the solute cavity,

which determines the volume of the cavity and, thus, the distance between the

atoms and its surface. It is well known that the computed properties depend on the

adopted atomic radii, and this is also obviously true for the excited state energies, as

shown by a purposely tailored study on uracil [63]. This feature has thus to be

considered with particular attention when comparing different kinds of transitions.

Furthermore, since the choice of the cavity affects the relative energy of the

transition, some critical features (the presence of a crossing, for example) can

depend on the cavity choice.

In the PCM framework (and in any continuum model), the solvent loses its

molecularity and, especially in hydrogen bonding solvents, the explicit inclusion of

solute–solvent interactions is very important for getting accurate results. In

hydrogen-bonding solvents, the solute–solvent interactions can be highly direc-

tional and have a strongly molecular nature that cannot properly be described by

simple electrostatic interactions. This is the case, for example – very important in

the study of nucleobases – of the hydrogen bond formed by a water molecule and

the lone pairs (LP) of a carbonyl group (see next sections).

An accurate estimate of the effects of the hydrogen bond interactions on the

electronic transitions can be obtained only explicitly, including the solvent mole-

cule in the computational model. Although PCM alone can provide useful hints on

the solvent shift in hydrogen bonding solvents, many studies, including several on

nucleobases, have shown that an accurate determination of the relative energy of

the excited states requires the use of mixed discrete/continuum models, where a

limited number of solvent molecules (e.g., the first solvation shell) is included in the

computational model. Although there is no general rule concerning the number and

geometry of the solvent molecules to be considered, combining chemical intuition

with experimental results can provide fairly reliable models. Just considering uracil

in water an example, NMR experiments indicate that no water molecule is strongly

bonded to C5 and C6 carbon atoms, and that O7 and O8 are coordinated by two and

one water molecules, respectively [64]. Car–Parrinello dynamics suggest that the

first coordination shell of uracil (up to 2.5 Å) is formed by six water molecules, four

in the molecular plane (as in Fig. 1) and two more or less perpendicular to it

[65]. Although a full description of the first solvation shell in solution requires a

proper dynamic treatment, a number of studies have confirmed that the PCM is able

to account accurately for the effect of water molecules that are more distant and/or

not directionally bound to the carbonyl oxygen lone pairs. The model depicted in

Fig. 1 thus appears to be a reasonable guess, although some test calculations on the

dependence of the results on the number and the position of the solvent molecules

included in the calculations are always very useful. Within mixed methods, inter-

esting advances have also been made for combining QM/MM calculations with

PCM [66, 67].

As anticipated above, a review of all the different solvation models falls outside

the scope of this chapter. Besides the approaches described above, here we limit
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ourselves to citing two other approaches that have been applied to the study of

nucleobases. In the fragment molecular orbitals (FMO) approach, the molecules of

interest are divided into different layers (one option is using one layer for the solute

and another for the solvent molecules), and then monomer, dimer, and optionally

trimer ab initio calculations of fragments are performed and the obtained results

combined. It can also be used for studying excited states (fragment molecular

orbital multiconfigurational self consistent field – FMO-MCSCF) and partially

includes quantum effects in the description of the solute–solvent interactions

[68, 69]. Mutually polarizable solute–solvent interactions are also achieved in the

effective fragment potential (EFP) explicit solvent method, which includes electro-

static (Coulombic), polarization (induction), and exchange repulsion/charge-

transfer solute/solvent interactions [70, 71]. Implementation of the EFP method

with CASSCF and multiconfigurational quasidegenerate perturbation theory

(MCQDPT) methods allows the calculations of spectra in solution [72].
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C2

N3 C4
C5

C6

H5

O8

O7

N1

N3
C2

C4

C5

C6 N7

C8
N9

a b c

d e

Fig. 1 Schematic description (and atom labeling) of the five nucleobases. (a) Uracil, including

four water molecules of the first solvation shell. (b) Thymine, including four water molecules of

the first solvation shell. (c) Cytidine. (d) 9-Methyladenine, mimicking adenosine, including five

water molecules of the first solvation shell. (e) 9-Methylguanine, mimicking guanosine, including

five water molecules of the first solvation shell
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2.3 Coupling Electronic Methods to Solvation Model

Almost all the most important electronic structure calculations have been applied to

the study of nucleobases, and a complete and critical review of their performances

is obviously outside the scope of the present chapter. Postponing some specific

considerations to the sections devoted to each nucleobase, we report here only some

examples of the possible problems that can be encountered when coupling a given

electronic method with a solvation model.

Regarding PCM/TD-DFT calculations, as anticipated above, the standard imple-

mentation is based on the linear response theory. The excitation energies are

“directly” determined, without computing the excited state density, by plugging

in a PCM contribution in the TD-DFT equations [55]. For this implementation,

analytical gradients have been derived, providing excited state geometry optimiza-

tions and (by numerical differentiation) harmonic vibrational frequencies [73].

A significant part of solvent effects on the excited state energies is recovered by

LR approaches by using ground state electron densities computed in solution

(and, thus, including the polarization due to solvent reaction field) [50, 51]. How-

ever, since the exact excited state electron density is never computed, all the solvent

contributions depending on the variation of the multipole moment upon excitation

are missing in LR computations [50, 51]. As a consequence, LR-PCM/TD-DFT

significantly underestimates solvent effects on electronic transitions involving large

shifts of the electron density (as those with partial CT character), and it cannot treat

dynamical solvent effects accurately, limiting the reliability of the computed

absorption and, especially, emission energies [54]. Some of these limitations are

recovered by using state-specific implementations of PCM/TD-DFT [52–54],

where the nonlinear problem of determining the polarization charges corresponding

to excited state density is solved by using a self-consistent iterative procedure

[53, 54]. Starting from a TD-DFT calculation in vacuo, a first approximation to

the state-specific reaction field is computed using the electron density of the state of

interest. In the next step, a TD-DFT calculation is performed in the presence of this

first set of polarization charges, providing an updated excited state density and,

consequently, a new set of polarization charges. This iterative procedure is contin-

ued until convergence of the reaction field is achieved. SS-PCM/TD-DFT provides

a balanced description of strong and weak electronic transitions (see also the results

reported below) together with accurate estimates of dynamical solvent effects on

the absorption and emission processes, of solvent reorganization energy, and, thus,

of the inhomogeneous broadening. Unfortunately, SS-PCM/TD-DFT excited state

analytical gradients are not available. Furthermore, SS-PCM has an iterative imple-

mentation, which not only increases the possibility of convergence failures but

would also make geometry optimizations rather cumbersome. These considerations

show that when analyzing the results of PCM/TD-DFT calculations it is important

to verify whether they have been obtained by using LR-PCM or SS-PCM

implementations.
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Regarding the use of PCM with other methods, it is important to remember that

the accuracy of the results depends critically on the quality of the electron density

computed for the solute. In this respect, state-averaging procedures, like those

usually adopted in CASPT2/PCM and often also CASSCF/PCM calculations

[74], are not fully adequate for the study of absorption and emission processes,

especially when involving electronic states with strongly different polarities.

Particular attention has to be paid to the basis set adopted in PCM excited state

calculations. PCM cavity radii most commonly adopted have been parameterized in

order to reproduce solvation energies (i.e., a ground state property) at a specific

level of theory (HF/6-31G(d), HF/6-31 + G (d,p) for the anions, PBE0/6-31G(d),

etc.) [75]. When using different basis sets, different results can be obtained,

especially when thinking that excitation involves virtual molecular orbitals,

which are usually more diffuse than the occupied ones, and whose “optimal”

radii are likely different with respect to those used for the ground state. PCM

results obtained with very large basis sets, such as those used to get accurate

excitation energies, especially in wave-function-based method, have to be thus

considered with some caution.

Several methodological issues also obviously concern explicit solvation

methods. Just to make an example, we can cite, for all the QM/MM approaches,

the way the MM charges are included in the QM Hamiltonian [66].

3 The FC Region: Vertical Absorption Energies of Isolated

Nucleobases

As anticipated above, solvent affects the relative energy of the different excited

states with respect to the gas phase and, in some case, changes their relative stability

in the Franck–Condon region, i.e., around the ground state minimum. Although the

excited state dynamics is modulated by several different chemical-physical effects,

the behavior of the system in the FC region is surely relevant, since it can determine

which are the vibrational degrees of freedom “triggered” by the electronic excita-

tion and, therefore, the inertia of the reaction. In this section we shall review the

computational studies of the Vertical Excitation Energies (νA) in solution. At least

for bright excited states, computed νA are often compared with the experimental

absorption spectra. On the other hand, it is important to remember that experimental

spectra have their line-shape, depending on the vibrational features of ground and

excited state and on the inhomogeneous broadening, that cannot be reduced to a

single number. Although νA is correlated to the maximum of the absorption band,

the two quantities are not formally equivalent and deviations of a few tenths of an

electronvolt are possible [76–85].
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3.1 Uracil and Thymine

Experiments on uracil (Ura) show a strong absorption band at ~4.8–5.0 eV

(depending on the solvent), and all the computational methods agree on its assign-

ment to an intense ππ* transitions (hereafter Sππ*) [86]. Sππ* can be described as a
HOMO ! LUMO excitation (see Fig. 2), the two frontier orbitals having a clear-

cut bonding and antibonding character with respect to the C5–C6 double bond (see

Fig. 1 for atom labeling) [87, 88]. The picture obtained for thymine is similar, but

for a weak red-shift of the absorption band, which can be rationalized by the

inductive effect of the methyl group on C5 atom [3, 87]. Different computational

methods also agree in predicting that for both Ura and thymine (Thy) a dark nπ*
state (Snπ*) lies very close to Sππ* in the FC region. Snπ*, that in the gas phase for
Ura is the lowest energy excited state [87, 88], mainly arises from the excitation of

an electron from the LP (HOMO-1) of the C4–O8 carbonyl group to the π* LUMO

(see Fig. 2).

Independently of the specific solvation model adopted, all the computational

studies in solution indicate that solvent noticeably affects the energy of the excited

states and their relative stability [86, 89–104]. In particular, Snπ* is strongly

destabilized in water and, more generally, in hydrogen bonding solvents. This

Fig. 2 Schematic description of the frontier orbitals of uracil (top) and 9-methyladenine (bottom)
nucleobases. (a) Non-bonding MO involved in the S0 ! Snπ* transition. (b) π HOMO and (c) π*
LUMO involved in the S0 ! Sππ* (for Ura) and the S0 ! La (for Ade) transitions
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electronic transition involves the transfer of an electron from the oxygen LP, with

can potentially act as hydrogen-bond acceptor, toward the more diffuse π* molec-

ular orbital, leading to a decrease of the solute–solvent hydrogen-bond strength. For

this reason, several studies have shown that a proper description of solvent shifts of

uracil excited states in aqueous solution requires that both bulk solvent effects and

solute–solvent hydrogen bond interactions are taken into account [86, 90–92].

Inclusion of bulk solvent effects by the PCM model decreases by 0.1 eV νA of

Sππ* and increases by 0.35 eV that of Snπ*. When four water molecules of the first

solvation shell are included in the model (see Fig. 1), gas phase calculations display

similar trends. When both effects are considered, Snπ* is strongly destabilized

(by ~0.5 eV), whereas the computed solvent red-shift for Sππ* (0.2 eV) approaches
that predicted by the experiments (~0.25–0.3 eV) [86]. The absorption band

maximum of uracil in water is indeed ~0.25 eV red-shifted with respect to the

vapor phase [105]. Etinski andMarian have studied uracil in solution at the RI/CC2/

aug-cc-pVDZ level by including six water molecules of the first solvation shell and

taking into account bulk solvent effects by the COSMO model [106] (that also

belongs to the family of polarizable continuum models). In very good agreement

with the PCM/TD-DFT estimate, Snπ* is blue-shifted by 0.56 eV while Sππ* is

red-shifted by 0.19 eV with respect to the gas phase results [97].

The νAs of uracil in aqueous solution have also been studied by using other

approaches [98–101]. MRCI/cc-pVDZ/MM calculations (considering 257 water

molecules with fixed charges, whose positions are averaged by means of MD

simulations) predicts that in water νA is red-shifted by ~0.05–0.1 eV for Sππ* and

blue-shifted by ~0.4 eV Snπ* with respect to the gas phase [98]. Another QM/MM

study, exploiting molecular dynamical simulations and TD-CAMB3LYP and CC2

QM methods, gives very similar estimates: [101] the solvatochromic shift for Sππ*
is �0.12 eV using CAM-B3LYP/MM and �0.20 eV using CC2/MM, whereas for

Snπ* it is 0.42 eV (CAMB3LYP/MM) and 0.43 eV (CC2/MM). Monte Carlo

simulations on 200 water molecules to generate solvent configurations around

uracil, which have then been used for INDO excited state calculations, indicate

+0.5 and �0.19 eV solvent shifts for Snπ* and Sππ*, respectively [100].

With regard to solvent effects by a fragment molecular orbital multiconfi-

gurational self consistent field (FMO-MCSCF), Matsika et al. obtained solvent

shifts close to the experimental estimates and to the results of the hybrid approaches

just described: for Sππ* ~ �0.15/�0.18 eV, for Snπ* ~ +0.42/+0.47 eV [98]. Anal-

ogously, EFP/CASSCF and MCQDPT calculations predict for Snπ* a blue-shift of

0.43 eV and for Sππ* a red-shift of �0.26 eV. Only EOM-CCSD(T)/MM calcula-

tions provide different results with respect to those discussed above: a blue-shift is

indeed predicted not only for Snπ* (+0.44 eV) but also for Sππ* (+0.05 eV), and

this latter result is in qualitatively disagreement with experiments [98].

On average we can thus estimate that, when going from the gas phase to water,

Snπ* is destabilized by ~0.7 eV with respect to Sππ*. As a consequence, in the FC

region Snπ* is less stable than Sππ* by just ~0.2 eV. Such a difference is fully

compatible with the partial Sππ* ! Snπ* population transfer evidenced by time-

resolved experiments for uracil in water [104, 107].
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From the methodological point of view, it seems that a mixed discrete-

continuum approach, notwithstanding being by far the computationally less

demanding, provides very accurate predictions.

For thymine a similar picture is found. According to Etinski and Marian (six

water molecules +COSMO solvent model), in water Snπ* is blue-shifted by

0.51 eV while Sππ* is red-shifted by 0.18 eV with respect to the gas phase results

[97]. The estimates obtained by TD-DFT/PBE0/6-311+G(2d,2p) calculations on a

model including four water molecules are +0.41 and �0.09 eV for Snπ* and Sππ*,
respectively [86].

This picture does not change significantly when studying thymidine and thymi-

dine monophosphate, including deoxyribose and phospho-deoxyribose groups, that

can be more directly related to the experimental results on oligonucleotides [94].

The number of studies devoted to other solvents is more limited, but there are

some PCM/TD-DFT studies of uracil derivatives in acetonitrile [91, 92]. The νA
computed in acetonitrile falls between that obtained in water and in the gas phase

both for Sππ* and Snπ*. Calculations provide solvent shifts in very good agreement

with experiment [92–96], and show that the HOMO/LUMO gap decreases with the

solvent polarity, accounting for the trend found for Sππ*. Snπ* νA is more sensitive

to the presence of solute–solvent hydrogen bonds, although it is also relatively

destabilized in acetonitrile with respect to Sππ* due to its smaller dipole moment

[92]. As discussed in more detail below, these results are fully consistent with the

experimental studies of solvent effects on the excited state dynamics of uracil

derivatives [92–96].

Several non-natural pyrimidine bases have also been studied by using, usually,

mixed discrete/continuum models [92, 108, 109], with uracil derivatives with

different methyl substituents, 5-fluorouracil, 5-aminouracil, and 6-aminouracil

always giving a similar picture. Taking the gas phase results as references, Snπ*
is destabilized in water by 0.4/0.5 eV and Sππ* stabilized by 0.1/0.2 eV. Interest-

ingly, 5-fluorouracil has been studied both in water and in acetonitrile [91, 92], and

in a recent study different solvation models have been employed, allowing an

interesting comparison between continuum and discrete approaches

[102]. Although the different approaches provide similar results, the most accurate

determination of water ! acetonitrile solvent shifts is obtained by a discrete

approach, where some solvent molecules close to the solute are explicitly included

and the remaining solvent molecules are treated as an electrostatic embedding

generated by more than 200 molecules, carrying out the calculations over 100 sta-

tistically uncorrelated configurations obtained by Monte Carlo simulations [102].

3.2 Cytosine

All the QM methods applied to the study of cytosine (Cyt) in the gas phase predict

that the S1 state is a ππ* excitation that can be described as a HOMO ! LUMO

transition, similar to that found in uracil and thymine. There is more disagreement,
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instead, on the energy ordering of S2 and S3, that are dark nπ* states, involving the

lone pairs on nitrogen (SnNπ*) and oxygen (SnOπ*), together with the π*
LUMO [87].

The number of studies of Cyt in the condensed phases is much smaller than for

uracil derivatives. The most detailed study is that of Matsika [98], using two

methods, i.e., QM/MM calculations with the approach developed by Aguilar and

colleagues [47] and FMO-MCSCF calculations [68, 69]. Both approaches provide

similar indications, with all the lowest energy transitions blue-shifted with respect

to the gas phase: S1 νA by ~0.2 eV, S2 by ~0.6 eV, and S3 by ~0.8 eV. MCSCF/PCM

calculations provide much smaller blue-shifts, i.e., 0.03 eV for S1, 0.23 eV for S2,

and 0.28 eV for S3. This picture is confirmed by Blancafort and Migani [110]

(CASSCF/CPCM calculations), who obtained a blue-shift of +0.2, +0.6, +0.8 eV

for S1, S2, and S3 states, respectively. These shifts have been explained by the

smaller dipole moments of the three lowest energy excited states with respect to S0
[98], though it is likely that for S2 and S3 nπ* transitions the weakening of solute-

solvent hydrogen bonds also plays a role in explaining solvent effects. It is not easy

to check the accuracy of these estimates: indeed solvent is also expected to shift the

conformational equilibrium among the different cytosine tautomers, which have

different absorption spectra, making a careful averaging procedure necessary [111].

3.3 Adenine

According to QM computations on adenine (Ade) in the gas phase, three singlet

excited states lie close in energy in the FC region, one dark with nπ* character

(HOMO-1 ! LUMO, hereafter labeled Snπ*) and two bright ππ* excited states

(La and Lb) [26, 87]. The La excited state corresponds mainly to a HOMO !
LUMO excitation and carries most of the oscillator strength (see Fig. 2). The Lb

excited state results from the combination of HOMO-2 ! and HOMO ! +1

excitations and is consequently characterized by a much smaller oscillator strength.

In the gas phase Snπ* should be the lowest energy excited state, whereas the

predicted relative stability of La and Lb (which are within 0.2 eV) changes with

the adopted computational method [112–114].

PCM/TD-PBE0/6-31G(d) calculations on 9-methyladenine including four water

molecules of the first solvation shell predict that La and Lb νA in water are

red-shifted by �0.16 and �0.12 eV, respectively, with respect to the gas phase,

whereas Snπ* is strongly blue-shifted (+0.45 eV) [115]. These predictions, espe-

cially the relative destabilization of Snπ* with respect La and Lb, are in good

agreement with those reached by other computational studies of 9(H)Ade in

solution [116–119].

CASSCF calculations – including solvent effects – by means of a linear response

free energy procedure [116] predict for Snπ* a strong blue-shift (+0.22 eV) with

respect to the gas phase, while a weak blue-shift is obtained for La (�0.10 eV) and

Lb (�0.04 eV). A Monte Carlo MM/CASPT2 study [117] indicates that in aqueous
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solution La and Lb are red-shifted by 0.34 and 0.17 eV, respectively with respect to

the gas phase, while Snπ* is blue-shifted by 0.58 eV. A multireference perturbed CI

approach coupled with PCM predicts that for 9H-adenine in water La (�0.36 eV)

and Lb (�0.36 eV) exhibit a substantial red-shift with respect to the gas phase

results and Snπ* a +0.07 blue-shift [118]. MM/QM calculations by Thiel and

colleagues [119], including water molecules at the MM level, treating Ade by the

OM2/MRCI semiempirical method, and taking into account the thermal motion of

the system, provide similar indications, with Snπ* blue-shifted by 0.1/0.3 eV with

respect to the gas phase and La red-shifted by 0.1 eV. In this latter study, however,

significant mixing of the different diabatic states in the FC region is found.

Some of the studies just discussed have also analyzed the behavior of Ade in

acetonitrile. CASSCF calculations predict small solvent shifts with respect to the

gas phase: for Snπ* a small blue-shift (+0.05 eV) and a small red-shift for La

(�0.02 eV) and Lb (�0.02 eV). LR-PCM/TD-PBE0 calculations reach similar

conclusion: small blue-shift (+0.10 eV) for Snπ*, small red-shift for La

(�0.07 eV) TD-DFT and Lb (�0.07 eV) [115]. Please note, however, that the shifts

predicted by SS-PCM/calculations are ~0.1 eV larger [115].

A methyl substituent on N9 leads to a relative stabilization of ~0.1 eV for La and

Lbwith respect to Snπ* but does not change our considerations about solvent effect,
as well as the presence of a deoxyribose or a phosphodeoxyribose moiety [94].

3.4 Guanine

The lowest transition in guanine (Gua) in the gas phase can be described as

HOMO ! LUMO; the excited state has ππ* character and the excited state is

usually labeled as La. Another strong band on the blue corresponds to the ππ*
transition (HOMO ! LUMO + 1 excitation) labeled Lb. Two dark electronic

states are relatively close to Lb. One corresponds to an nπ* excitation with a

significant contribution from the LP of the C6–O11 carbonyl group, and another

(HOMO ! LUMO + 2) with πσ* character. In the FC region it corresponds to a

Rydberg state [87, 120].

Inclusion of solvent effects by a mixed discrete/continuum model

(PCM/TD-PBE0 calculations on a model including five water molecules of the

first solvation shell) leads to very good agreement with the experimental absorption

spectrum of Gua (at both neutral and acidic pH when N7 is protonated) [121]. For

the neutral compound, at the LR-PCM/TD-PBE0 level of theory, a solvent red-shift

is predicted for both La (�0.25 eV) and Lb (~ �0.1 eV), while the dark states are

destabilized, especially Snπ* (~ + 0.5 eV). S0 ! Snπ* transition promotes an

electron from the LP, which can potentially act as a hydrogen bond acceptor,

toward a more diffuse π* molecular orbital, leading to weakening of the solute–

solvent hydrogen bond. When only bulk solvent effects are considered the com-

puted blue-shift is smaller by ~0.2 eV, confirming that the inclusion of the first

solvation shell is important for a correct estimate of the relative stability of different

344 R. Improta and V. Barone



electronic states. Interestingly, SS-PCM/TD-DFT calculations indicate a larger

solvent red-shift (�0.29 eV) for La and a much smaller one for Lb (only

�0.03 eV), confirming the large blue-shift of Snπ* [121].

Thiel and colleagues have also studied guanine in solution using 50–500 MD

snapshots of guanine in the gas phase (QM) and in solution (QM/MM) [122]. The

excited-state calculations employ TD-DFT and the DFT-based multireference

configuration interaction (DFT/MRCI) method in combination with two basis

sets. Independently of the QM method used, La exhibits a weak red-shift

(0.1–0.2 eV) while Lb shows a ~0.2 eV blue-shift. Using structures issuing from

MD simulations in the calculation of the spectra allows one to take into account the

effect of the deviation of the ground state geometry from equilibrium due to

intramolecular vibrations. When the purine ring geometry is not planar, the cou-

pling between the different excited states is larger, and the electronic transitions

often exhibit mixed ππ*/nπ* character, making their assignment more cumbersome.

On the other hand, the transition with the lowest average oscillator strength in the

gas phase (0.078), corresponding to the Snπ* diabatic state, is red-shifted by

~0.5 eV in aqueous solution and its oscillator strength falls to 0.018, indicating a

smaller coupling with the bright ππ* states.

According to some studies, when only bulk solvent effects are considered in the

calculations, very weak solvent shifts are usually predicted for both La and Lb. For

example, CASPT2/SCRF calculations in water provide shifts of �0.03 eV for La

and +0.02 eV for Lb [123]. On the other hand, the SS-PCM/TD-PBE0/6-31G

(d) estimates are ~ �0.03 eV for Lb, but ~ �0.3 eV for La [121]. At the other

extreme, PCM/CIPSI calculations provide very large solvent shifts for both La

(~ �0.35 eV) and Lb (~ �0.7 eV) [124].

As we can see, for Gua there is a larger disagreement among the different

methods than that found for the other nucleobases. On balance, we can assume

that in water Snπ* is significantly blue-shifted with respect to the gas phase

(~ +0.5 eV), while La experiences a noticeable red-shift (between �0.1 and

�0.3 eV depending on the methods). For Lb most of the methods predict a weak

solvent effect.

Gua excited states have also been studied in apolar solvents, and in this case

inclusion of bulk solvent effects by PCM is sufficient to provide fairly accurate

spectra [57].

4 Excited State Decay Paths and Emission

The number of studies determining the minima of the excited state (which rule

fluorescence spectra) and the crossing with the ground electronic state (which rule

non-radiative decays) is significantly smaller than that focusing on the FC region. In

fact, for most of the accurate QM electronic methods analytic gradient allowing

excited state geometry in solution have not yet been implemented, a remarkable

exception being LR-PCM/TD-DFT [73].
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4.1 Uracil and Thymine

PCM/TD-PBE0/6-31G(d) geometry optimizations of Sππ* for Thy and Ura in water
predict that, after photoexcitation, a steep path leads to a flat region of the PES,

where the pyrimidine ring maintains a planar geometry, while the most significant

geometry shifts mainly involve the bond lengths and bond angles of the ethylene-

carbonyl moiety (O8C4C5C6 atoms) [92, 109]. C4C5 distance decreases by 0.03Å,
C4O8 increases by 0.03Å, and, especially, the C5C6 bond length increases by 0.1Å
in line with the bonding/antibonding character of HOMO and LUMO with respect

to the C5C6 double bond (Sππ*-min*-pla). In Sππ*-min*-pla, the oscillator strength

is rather high and the calculation of the emission energy suggests that the region

around Sππ*-min*-pla is the main cause of the maximum of the fluorescence

spectrum [109]. On the other hand, frequency calculations at Sππ*-min*-pla show

the existence of an imaginary frequency and that this structure is a saddle-point in a

path leading to the absolute minimum of Sππ* (Sππ*-min), where the pyrimidine

ring takes a bent conformation (see Fig. 3), with N3 and C6 out of the plane defined

by N1, C2, C4, and C5 that are indeed close to being coplanar. Sππ*-min and Sππ*-
min*-pla are almost isoenergetic (their energy difference is <0.05 eV), the bond

lengths and bond angles of these two minima also being similar [92]. Several

studies show that Sππ*-min is separated by a very small energy barrier

(0–100 cm�1) from a crossing region with S0 [86, 90–92]. CASSCF(8/8) calcula-

tions on Ura∙4H2O in the gas phase indeed allow location of the conical intersection

with the ground electronic state. One of the key motions to reach this CoI is the

pyramidalization at C5, while an out-of-plane motion leads the C5 substituent

toward a “pseudo-perpendicular” arrangement with respect to the molecular plane

(see Fig. 3). PCM/TD-DFT calculations on Ura∙4H2O in water indicate that Sππ and
S0 surfaces are extremely close at this CoI, confirming that this crossing region also

exists in solution [92]. Although the mechanism of the excited state decay of uracil

Fig. 3 Schematic description of the Sππ* minimum and of a structure representative of the Sππ*/
S0 crossing region for Ura∙4H2O studied in aqueous solution by PCM/TD-PBE0 calculations [92]
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and thymine in the gas phase is extremely debatable [29–33], the existence of an

almost barrierless path on Sππ* leading to a CoI with a structure similar to that just

described is confirmed by several other post-HF methods [30]. Although TD-DFT

calculations cannot be expected to provide an accurate description of a system in the

proximity of a CoI with S0 [24, 125], it is noteworthy that several studies of

nucleobases (see also below) provide a description of the crossing region with S0
qualitatively very similar to that obtained by post-HF methods, confirming the

results obtained in other systems [126–129].

PCM/TD-PBE0 geometry optimizations predict, instead, that the minimum of

the Snπ* state retains a planar structure. The most relevant geometry shifts with

respect to the ground-state structure involve the C4O8 and C5C6 bond lengths that

increase by 0.1 and 0.04 Å, respectively. The nπ* transition involves the transfer of
an electron from an orbital corresponding mainly to the O8 LP to a π* orbital

localized mainly on the C5C6 and C4O8 bonds.

The structures of the Sππ* and Snπ* minima computed in acetonitrile are very

similar to those obtained in water. The most significant result of the optimizations

in aqueous solution concerns the dependence of the hydrogen-bond distances on the

electronic state. Just to take an example, in the optimized Snπ* solvation shell

the distance between the water molecule hydrogen-bonded to C4O8 carbonyl is

significantly longer (by 0.2 Å) than in the ground electronic state. This electronic

transition decreases the electron population of the O8 lone pairs, leading to a

weakening of the hydrogen bond involving the C4O8 carbonyl group.

Solvent does not affect the structure of the CoI and the energy barrier on Sππ*.
Nonetheless, it can strongly modulate the excited-state lifetime of uracil by mod-

ifying the relative energy and the interaction between their bright Sππ* and dark

Snπ* states. The latter state indeed provides an extra decay channel for the WP

moving on Sππ*, inducing a faster fluorescence decay. For some compounds this

crossing is active in some solvents only. On this basis it is possible to explain the

strong dependence on the solvent exhibited by some nucleobases according to

Fluorescence Upconversion (FU) experiments. These experiments, monitoring the

disappearance of bright state fluorescence, indeed show that the excited-state

lifetimes of thymine and 5-fluorouracil (5FU) in acetonitrile are significantly

shorter than in water [91]. On the other hand, the final outcome also depends on

the relative energy of Sππ* and dark Snπ* in the gas phase, related to the substituent
on the pyrimidine scaffold. When, for example, Sππ* is the lowest energy state

already in the gas phase, solvent is not expected to induce additional crossings with

Snπ* and, therefore, to play a relevant role in tuning the excited state lifetime.

Alternatively, the Sππ* ! Snπ* decay could be operative in all solvents. This is the
case of uracil and, in fact, Transient Absorption experiments, which can also be

sensitive to the population of dark excited states, show that for uracil a significant

part of the bright state population decays to Sππ* in several solvents [107].

Studies on modified bases (the aforementioned 5FU, 6amino-uracil, and

5-aminouracils) support the picture just described and confirm the key role of the

five substituents in modulating the excited state decay. Some substituents can
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increase the energy barrier associated with the path leading to the Sππ*/S0 CoI

(which indeed involves the five substituent) leading to slower decays [86, 108, 109].

The Sππ* ! Snπ* population transfer in uracil and in 5FU has also been studied

in water and in acetonitrile by means of quantum dynamical calculations

[103, 104]. The results obtained agree nicely with experimental evidence. For U,

an ultrafast (<50 fs) Sππ* ! Snπ* decay with 10–25% yields, weakly dependent

on the solvent, is predicted, in full agreement with the experimental estimates

[107, 130]. At variance, dynamical calculations confirm that this decay channel is

open in acetonitrile and closed in water, in agreement with the much faster decay

observed experimentally in the first solvent [91].

4.2 Cytosine

The mechanism of the excited state decay of Cyt in the gas phase is lively debated,

and a detailed analysis is outside the aim of the present chapter [131–133]. Briefly,

some studies propose that the main deactivation channel involves SnOπ* states,

others that the two main decay routes involve the Sππ* state, via an ethylene-like

conical intersection with S0, and/or the SnNπ* state, via a sofa-like CoI with S0
where N3 is displaced from the molecular plane.

Blancafort and Migani have studied these two paths by CASSCF/PCM calcula-

tions, also including one water molecule in the model, suggesting that water lowers

the energy barrier of the path passing through the ethylenic conical intersection.

The path involving SnNπ* is instead destabilized by hydrogen bonding, but none-

theless it should remain energetically accessible [110]. Kistler and Matsika also

focused on Sππ* and SnNπ* states and estimate solvent effects by means of single

point calculations, exploiting a mean field QM/MM approach combined with MRCI

calculations, on the most relevant geometries of these paths (optimized in the gas

phase). According to their analysis, solvent slightly increases the energy barrier

associated with both paths: for Sππ* from 0.15 to 0.23 eV and for SnNπ* from 0.14

to 0.31 eV [134].

4.3 Adenine

The decay of adenine excited states has recently been studied by means of PCM/

TD-DFT calculations on a model including a 9-methyladenine molecule + four

water molecules of the first solvation shell, adopting both PBE0 and M052X

functionals [115]. Both functionals predict that, starting from the FC region, a

very steep path leads to a planar pseudo-minimum (La-min*pla) characterized by

a significant lengthening of the C2N1 and C2N3 bond lengths, in line with the

bonding/antibonding character of the frontier orbitals of 9Me-Ade with respect to
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those bonds. Emission from La-min*pla is fairly intense and is likely responsible

for the experimental emission maximum, according to the computed Stokes shift

and fluorescence anisotropy [115]. PCM/TD-PBE0 calculations then show that a

rather flat path leads from La-min*pla to a region where the purine ring is no longer

planar, and the C2 atom moves out from the molecular plane (La-minC2; see

Fig. 4). Emission from the region surrounding La-minC2 should be responsible

for the red-tail present, especially in water, in the experimental fluorescence

spectrum of dA and 9Me-Ade [115]. However, La-minC2 is separated by a vanish-

ingly small energy barrier (~200 cm�1) from a crossing region with S0, reached by

out-of-plane motion of the H2 atom. The M052X functional provides a similar

picture, but in this case La-minC2 is no more a minimum of the PES and optimi-

zation leads directly to the crossing region with S0 via out-of-plane motion of the

C2–H2 bond. The picture obtained in water is very similar to that obtained in the

gas phase by many post-HF studies, indicating the presence of an La/S0 CoI,

involving a large out-of-plane motion of the C2–H2 bond [112–114].

Geometry optimizations of Lb and Snπ* predict instead a decay to La, and

thereafter the system follows the same La path as depicted above, showing the

observed fluorescence anisotropies [115].

Calculations in acetonitrile (considering only bulk solvent effects by using

PCM) provide a similar picture, but in the latter solvent Snπ* is relatively more

stable than in water and therefore some involvement of this state in the dynamics is

possible in principle. Especially when considering that a large diabatic coupling

exists between La and Snπ*, which could be further increased by inclusion of

thermal motion and solvent fluctuations, a small part of the photoexcited population

could be trapped in Snπ*.
In any case, since TD-PBE0 calculations in the gas phase predict instead that a

significant part of the excited state population on La is trapped in Snπ* [27], in

agreement with several other QM studies, solvent dramatically affects the excited

state dynamics of adenine. La is the only excited state significantly involved in the

C2
H2

Fig. 4 Schematic description of the La-minC2 pseudo-minimum and of a structure representative

of the La/S0 crossing region for 9Me-Ade∙4H2O studied in aqueous solution by PCM/TD-PBE0

calculations [115]
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dynamics and all the experimental results can be explained by the shape of the

La PES.

A QM/MM dynamical study by Thiel [119], using the semi-empirical OM2

model, provides a different picture: the simulations yield ultrafast S2 ! S1 decay

within 40 fs and that ground state recovery occurs with a time constant of 410 fs,

mainly through the Snπ*/S0 CoI, reached by out-of-plane motion of the –NH2

moiety, following the same La ! Snπ* ! S0 mechanism predicted by the same

method in the gas phase. This conclusion could depend on the underestimation of

the energy barrier associated with the Snπ* ! S0 decay and to the fact that for

9H-adenine Snπ* is ~0.1 eV closer to La than for 9Me-Ade (and adenosine),

increasing the possibility of La ! Snπ* population transfer.

4.4 Guanine

PCM/TD-PBE0 calculations on a model including a 9-methylGua molecule + five

water molecules of the first solvation shell provide a picture close to that just

described for Ade. In water, after an initial very steep region, the La surface exhibits

a flat plateau, likely responsible for those emission maxima [121]. A barrierless

path connects this region with an La/S0 CoI, which is reached by the out-of-plane

motion of the amino substituent, while the ring adopts a puckered structure, as in the

gas phase (see Fig. 5) [120]. nπ* and πσ* states are also not expected to be involved
in the excited state dynamics. For guanine the picture provided by PCM/TD-PBE0

geometry optimizations is similar to that obtained by means of QM/MM dynamical

simulations, where the QM part (9H-guanine) was treated at the semiempirical

OM2/MRCI level, while the MM part (water) was described by the TIP3P force

field [135]. The dynamics simulations show ultrafast non-radiative decay for

a b

c

Fig. 5 Schematic description of a structure representative of the La/S0 crossing region in

9Methyl-Gua∙5 H2O (a) and of the La minima of N7-protonated 9Methyl-Gua in water, computed

in water at the PCM/TD-PBE0/6-31G(d) level by using a model including five (b) or six (c) water

molecules
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9H-guanine in water that is even slightly faster than in the gas phase, with time

constants of 20 fs and around 0.3 ps for the S2 ! S1 and S1 ! S0 internal

conversions, respectively. They predict a change in the S1 ! S0 decay mechanism

when going from the gas phase to aqueous solution: the major pathway for

9H-guanine in water involves a conical intersection with an out-of-plane distortion

of the carbonyl oxygen atom, which does not play any significant role in the gas

phase, where the decay mainly proceeds via two other conical intersections char-

acterized by ring distortions and out-of-plane displacement of the amino group,

respectively [135].

PCM/TD-PBE0 calculations can also give an account of the much longer excited

state lifetime at acidic pH. In this case, a real and stable minimum is present on the

La surface, where the N7 and C8 hydrogen atoms are out of the molecular plane (see

see Fig. 5) [121]. The results obtained including a different number (five or six)

explicit water molecules in the computational model have been compared, and,

interestingly, the out-of-plane distortion is larger for the model with five water

molecules, since with six water molecules, an additional hydrogen bond between

the solvent molecules of the first solvation shell decreases the conformational

flexibility of the water molecule hydrogen bonded to the N7–H group (see Fig. 5).

Although the general picture is qualitatively the same for both models, the com-

puted fluorescence energies are different (by 0.25 eV), suggesting that the choice of

the number and/or the position of the water molecules that are explicitly included in

the QM calculations is not anodyne.

5 Concluding Remarks

In this chapter we have concisely reviewed the outcome of the theoretical studies

tackling the description of nucleobase excited states in solution.

From the methodological point of view, notwithstanding the fact that the study

of photoactivated processes in condensed phases involves additional difficulties

with respect to that of isolated molecules, thanks to the impressive advances made

in the last few years, a range of methods are available for getting a fairly accurate

description of solvent effects in the Franck–Condon region, and, thus, a reliable

interpretation of absorption spectra. As we have discussed above, each method has

its own advantages and limitations, and the choice between them depends on the

process/system of interest.

PCM appears as a cheap but reliable model to estimate bulk solvent effects on

the different excited states. On the other hand, accurate absorption and emission

energies can be obtained only by using state-specific approaches and, when treating

hydrogen bonding solvents, by explicitly including the cybotactic region in the

calculations. In general, mixed continuum/discrete approaches are effective, and

recent advances in mixed PCM/QM/MM approaches very promising.

For what concerns the study of the FC region, for all the bases (with the possible

exception of cytosine, for which the number studies in solution is more limited)
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several theoretical studies in solution, employing different electronic methods and

solvation models, are available. It can be considered a fact that nπ* transitions are

disfavored both by an increase of solvent polarity and, especially, of the solvent

hydrogen bond ability. On the other hand, solvent effects are smaller for ππ*
transitions which are, in general, weakly red-shifted with respect to the gas phase

(cytosine should be an exception, likely exhibiting the opposite behavior). From the

quantitative point of view, nπ* transitions can be relatively destabilized by up to

0.7 eV with respect ππ* transitions, when going from the isolated molecules to the

water solution. For some bases (uracil, thymine, and adenine) solvent can reverse

the energy ordering with respect to the gas phase, changing the position and the

effectiveness of the crossings among the different excited states. As a consequence,

much caution has to be used when employing calculations on isolated molecules to

interpret experimental results obtained in condensed phases. Furthermore, since the

nature of the crossings depends both on the solvent and on the features of the PES

for the isolated molecules, we cannot expect that a given solvent always affects the

decay in the same direction. In other words, for some compounds water can

increase the population transfer between two excited states, for others it can have

the opposite effect (or no effect at all).

Besides the obvious effect on the relative energy of the excited states (and of the

different tautomers), solvent can also affect the dynamics in more subtle ways. For

example, as suggested in some studies on purines [121], it can modulate the shape

of the PES, affecting the motion to the CoI with S0 and the interplay between planar

and non-planar regions of the PES. For guanine, the CI is reached in the gas phase

by out-of-plane motion of the amino substituent: this process is expected to lead to a

significant rearrangement of its solvation shells, affecting the dynamical behavior

of guanine and giving account of the slower excited-state decay with respect to the

gas phase. In this regard, we can understand why Gua is the only base for which

solvent could change the structural rearrangements necessary to reach the CoI with

S0 [135]. On the other hand, the studies available for the other bases suggest that

solvent does not qualitatively change the motion to the CoIs with S0 with respect to

the results obtained on the isolated bases.

In any case, the number of studies tackling the analysis of the excited state

minima and/or of the crossings with S0, and therefore of the radiative and

non-radiative decay in solution, is much smaller than for the FC region (not

mentioning those existing in the gas phase). This is likely one of the most signif-

icant challenges for the future. Methodological advances in the calculation of

analytic energy gradient in solution for a larger number of electronic methods

would be extremely useful. At the same time, in order to get a good estimate of

vibrational effects on the emission spectra, the development of procedures able to

treat accurately large amplitude structural rearrangements is important.

From a dynamical point of view, solvent has been suggested to affect the

diabatic couplings between the nucleobase excited states [104, 119], and a reliable

treatment of these effects is very important to obtain an accurate description of the

excited state dynamics. Also in this respect, the number of dynamical (fully
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quantum or semiclassical) studies of nucleobases in solution is much more limited

than in the gas phase.

The large number of degrees of freedom to be considered for studying a

molecule in condensed phases is very challenging for quantum dynamical methods,

though approaches based on hierarchical representation of the nonadiabatic Ham-

iltonian in blocks [136] are promising tools for studying large systems, with the

possibility of including solvent as a bath [137]. Regarding semiclassical simula-

tions, they often rely on an “ad hoc” parameterization of the electronic semiempir-

ical Hamiltonian [135, 138] and/or include solvent effects by QM/MM methods,

and the accuracy of this approach in the study of the dynamics at CoIs always has to

be careful checked.

A last issue, often overlooked, concerns vibrational cooling, the process respon-

sible for the dissipation of the energy deposited in a molecule by light absorption.

Solvent controls this process [139], which can directly affect the photophysical and

photochemical reactivity: until the energy is dissipated, it is available for further

reaction. Also in this case, suitable theoretical treatments, likely based on dynam-

ical simulation explicitly including solvent molecules, would be very useful.

In conclusion, computational studies of photoexcited bases in solution have

known impressive advances in the last decade. On the other hand, further develop-

ments of dynamical approaches are necessary to overcome the last obstacles

towards a full and direct comparison between experiments and calculations in

this challenging but fascinating field.
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