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Foreword

Solar flares are among the most spectacular eruptive phenomena in the solar system
as well as in the universe. Flares can produce a large number of high-energy
particles and intense emissions into the interplanetary space which may affect the
solar-terrestrial environment. Solar flares involve diverse physical processes like
magnetic reconnection, particle acceleration, bremsstrahlung, gyrosynchrotron
emission, radiative transfer, and so on, each of which is an important topic and has
generic applications to other eruptive phenomena in the universe. Although solar
flares have been intensively studied for more than half a century, there are still
many unresolved questions regarding the eruption mechanisms, emission processes
at various wavelengths, and dynamics of the flaring plasma. Therefore, studies on
solar flares have always been and will continue to be an attractive topic in
astrophysics.

During the past decades, people witnessed a major progress in the understanding
of solar flares thanks to a series of spacecrafts like RHESSI, Hinode, SDO, and
IRIS, and ground-based solar telescopes and radio heliographs. Many new obser-
vational discoveries and theoretical models have been achieved in the recent years.
Therefore, it is highly desirable to publish a monograph which provides a com-
prehensive review on recent advances and prospects for future research. One year
ago, when Prof. Guangli Huang told me that he and his collaborators planned to
write a book on solar flares, I felt very excited and full of expectation. As a
researcher in this field, I strongly support their plan and hope this book can bring
readers a new horizon in the related research field.

This book focuses on a specific topic, flare loops, which are an important
component in the whole flare process. Flare loops are the creatures of magnetic
reconnection and the sites where most flare emissions originate. The plasma in flare
loops undergoes violent dynamic evolution with a rapid energy input from, most
likely, energetic electron beams. The book introduces in detail the recent advances
in the study of the microwave emissions and hard X-ray emissions from flare loops,
both of which are thought to be produced by energetic electrons. More importantly,
the book describes the major topics from two aspects, both basic theories and
observations. This makes it easy for the readers to get a comprehensive view of the
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topics of interest. The book also introduces the diagnostics of physical parameters
and the dynamics of flare loops, which are also important research topics with the
advent of various high-resolution observations in recent years. The authors of the
book are all active researchers on solar flares. Therefore, the book provides the
frontier of the studies on flare loops with a unique depth.

I would like to recommend this book to researchers and graduate students
working on solar physics, space physics, and related fields.

Nanjing, China
October 2016

Mingde Ding
Nanjing University
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Preface

Regarding the publication of this book, I should mention Qian Jun, a sunny boy,
and the editor of Science Press for my first book in 2009, “Plasma kinetic theory
and application in solar physics”, he visited my institute in 2013, and suggested me
to consider a new publication. In the first book, the plasma theories (70%) are well
combined with observations (30%), and of course, I want to keep this characteristic,
but to increase the proportion of observations properly to attract much attention of
astronomers. Thus, I should thank my coauthor, Victor F. Melnikov (in Central
Astronomical Observatory at Pulkovo of Russian Academy of Sciences,
Saint-Petersburg, Russia), to contribute greatly to the second book, “Physics in
flaring loops”, especially in the theoretical development of gyrosynchrotron radi-
ation and particle propagation, and distinctive studies on observations. The main
topic of this book that is different from the other numerous solar monographs is
concentrated in the microwave theories and observations of flaring loops, which is
expected to be attractive for the studies of solar physics. And I also would like to
thank the other two coauthors, Dr. Ji Hai-sheng and Dr. Ning Zong-jun (my col-
league in Purple Mountain Observatory (PMO) of Chinese Academy of Sciences,
Nanjing, China) to extend this book from microwave and X-ray to optical and EUV
bands. Another characteristic of the second book is that it covers all representative
studies of the authors in recent years, even the most papers that have been published
in English, but the authors have reorganized the material and deepened it to be a
systematical monograph (including theories and observations, case study and
statistics, forward and backward diagnostics, and micro and global processes), and
helpful particularly for the Chinese solar people and graduate students to under-
stand this book.

After the second book was published by Science Press in 2015, it was a bit
surprising that the editor of Springer, Li Jian suggested me to publish an English
version of this book, and which is actually cooperated with Science Press, and the
editor Qian Jun as well. Probably a specific monograph in the field of solar
microwave theories and observations was rare in recent years, and definitely, it is a
great honor for Chinese scientists to publish a book by a famous publisher in the
world. In this case, I don't want to simply translate the Chinese version to English,
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but keep about 80% of the original material, and increase some new contents in the
recent 2 years given by all of the authors, and here I should thank Prof. Mingde
Ding of Nanjing University, Nanjing, China and Dr. Zhang Qing-min of PMO
(jointed by Dr. Ning Zong-jun) to add the recent theoretical and observational
studies on chromospheric evaporation to this book, which make it to face more
solar physicists of the world, and Prof. Mingde Ding has also kindly provided a
graceful foreword for this book as given before. The other authors have also added
their new results published in 2015–2016 to the English version, to make an update
rate over 20% in comparison with the Chinese version.

The feature of English version is somehow similar to the Chinese one, both
focused in the microwave and relevant X-ray emissions in flaring loops. The
English version is composed of seven chapters. A general review is given in
Chap. 1 to summarize the main contents and new results of this book. Chapters 2
and 4 respectively introduce the radiation mechanisms in microwave (gyrosyn-
chrotron) and X-ray bands (bremsstrahlung), as the theoretical basis of this book,
while Chaps. 3 and 5 respectively show the observational studies in these two
bands, including intensity, time profiles, spectral evolution, polarization, etc., and
theoretical explanations for these observations. Chapter 6 pays particular attention
to the radio and X-ray diagnostics for flaring parameters from the observations and
theories, especially for coronal magnetic field and energetic electrons. At last, some
large-scaled or global variations of flaring loops based on the microwave and X-ray
data and relevant theories are discussed in Chap. 7.

Moreover, an important motivation of this book is based on the newly developed
radio heliographs in China (Inner Mongolia, MUSER), Russia (Irkutsk, SSRT), and
USA (Owens-Valley, FASR), etc., from which we can expect a 3-D radio image of
solar corona, as well as coronal magnetic field and energetic particles with high
spatial, temporal, and spectral resolutions, to open a new window to explore and
answer the key mysteries of solar physics, as well as to develop and protect our
Earth. The content of this book is closely associated with the scientific objective
of the instruments as mentioned above, and it is expected to play a definite role to
analyze the released data from these instruments in near future. This is my dream
and expectation to the young generation of solar physicists as a retired person.

Finally, I also would like to thank my colleagues of PMO, Dr. Li Jian-ping and
Dr. Song Qi-wu, for supporting the publication of this book effectively.
Furthermore, I should thank all of the coauthors who participated in the main
references of the authors for their contribution to this book, especially, Dr. Hiroshi
Nakajima (Nobeyama Radio Observatory, NAOJ, Minamimaki, Minamisaku,
Nagano 384-1305, Japan), Dr. Gregory Fleishman (Center For Solar-Terrestrial
Research, New Jersey Institute of Technology, Newark, NJ 07102, USA), etc. I’d
like to share all my happiness and hardship about this book with my wife Gu
Li-min, as well as my Ph.D. supervisor Wang De-yu in PMO.

Nanjing, China Guangli Huang
February 2016
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Chapter 1
Introduction

Solar flares are the most powerful events in our solar system. Normally the range
of their energy release is 1030 − 1032 erg. Most of this energy comes in the form of
heated plasma (up to 2× 107 K), accelerated particles (electrons, protons, and ions)
in the energy range from some keV up to several GeV, and strong plasma motions
[1]. Accelerated particles and heated plasma manifest themselves through their elec-
tromagnetic (EM) emission in all the EM spectrum: radio, optical, ultraviolet, soft
and hard X-ray, and gamma-ray. Flares are often accompanied with so-called solar
energetic particle events (SEPs) and coronal mass ejections (CMEs), which prop-
agate through interplanetary space, reach the Earth, and be capable to disrupt the
operation of satellites, navigation and communication systems, and power grids [2].

The most interesting and informative element of the solar flares is a flaring loop.
We can call it as an elementary structure of solar flares. Most of the processes and
effects taking place in this hot and dense magnetic tube are common throughout
the entire astrophysics, plasma physics, and physics of solar-terrestrial relationship.
Among them there are strong energy release, acceleration of charged particles, forma-
tion and evolution of large- and small-scale magnetohydrodynamics (MHD) waves
and plasma turbulence, and generation and propagation of nonthermal (NT) radia-
tion. Thus, the study of the solar flaring loops is of great fundamental and practical
importance.

In recent years, the problem of flares is especially topical in connection with
an abrupt jump of spatial, temporal, and spectral resolution of ground-based and
space solar telescopes. Huge flows and high quality of the modern solar data offer an
opportunity to develop very detailed physical mechanisms and models, which may
be applied to stars and other space objects.

Nowadays, we have the following important ground-based facilities in microwave
(MW) band that allow us receiving data about flaring loops with high spatial, tem-
poral, and spectral resolution:

(a) Nobeyama Radioheliograph (NoRH) [3, 4], a synthetic radio telescope com-
posed of 84 paraboloid dishes as a T-type array of 490m in east-west baseline and
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220m in north-south baseline, with the first image in April 1994, working 6 hours
per day from June 1994, and the simultaneous imaging at 17 and 34GHz from April
1996, with the angular resolution respectively of 7 and 14 arcsec in respect to the
summer noon along the east-west baseline, while 8 and 16 arcsec along the south-
north baseline, and time resolution of 1 and 0.1 s for a stable observation and burst
event, respectively.

(b) Expanded Owens Valley Solar Array, a multifrequency 18 antenna array oper-
ating in the frequency range 1–9 GHz, is the test facility of prospective Frequency
Agile Solar Radio Telescope (FASR) [5].

(c) Siberian Radioheliograph (SRH) [6, 7], a T-shaped 48-antennas array operat-
ing from July 2016 at 5 frequencies in the range 4–8GHz with time resolution 0.3 s.
At the second stage, after its upcoming upgrade to 96 dishes (baselines 622m and
311m), its spatial resolution will be 15 arcsec at 8GHz;

(d)Mingantu Ultrawide Spectral Radioheliograph (MUSER) [8], composed of 40
and 60 dishes at 0.4–2 and 2–15GHz, respectively, to be operated in the near future
for simultaneous imaging at multiple frequencies of decimeter and centimeter band.

Furthermore, there are a lot of solar satellites working at multiple wavebands,
such as

(a) Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) [9] in
3keV∼ 20MeV, and to construct a photon spectrum at each pixel of X-ray and γ -ray
images;

(b) Transition Region and Coronal Explorer (Trace) [10], simultaneously imaging
in solar photosphere, transition region, and corona with different temperatures, with
the spatial resolution up to 1 arcsec;

(c) Solar and Heliospheric Observatory (SOHO) [11], observing solar structure,
chemical composition, dynamics in solar interior, the structure (density, temperature,
and velocity) and dynamics of solar atmosphere, and solar wind as well as its relation
with solar atmosphere;

(d) Solar Dynamics Observatory (SDO) [12], with Extreme Ultraviolet Variabil-
ity Experiment (EVE), Atmospheric Imaging Assembly (AIA), Helioseismic and
Magnetic Imager (HMI) to observe solar interior, magnetic field, high-temperature
plasma in corona, and caused emission in the Earth’s ionosphere;

(e) Hinode satellite [13], with a 50cm optical telescope (SOT), a vector magne-
togram (spatial resolution of 0.2 arcsec), and a 34cm X-ray telescope (XRT);

( f ) Stereo satellites [14], composed of two space-based observatories, one ahead
of Earth in its orbit, and the other trailing behind, to realize a 3-D observation of
speed, shape, and trajectory of CMEs.

There is quite a wide variety of acceleration mechanisms in solar flares [15–17],
which can be divided into four groups:

(1) electric DC-field acceleration (in current sheets or in twisted loops);
(2) stochastic acceleration (wave turbulence, micro-flares);
(3) shock acceleration (propagatingMHDshocks; standingMHDshocks in recon-

nection outflows);
(4) betatron acceleration (in collapsing magnetic traps).
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They may act and inject accelerated electrons in different places inside a flaring
loop, for example, near one loop-top (LT) or near two foot-points (FPs). Moreover,
different acceleration models may produce electrons with different types of pitch-
angle distributions (isotropic, with transverse or parallel anisotropy). Possibly, all of
the mentioned mechanisms may operate in solar flares. Only observations can tell us
which mechanism is dominant in a specific flare configuration.

Analysis of spatially resolved MW observations of NoRH has already allowed
us to discover very interesting and unexpected phenomena. One of them is the pres-
ence of the strong optically thin MW source in the LT of some single flaring loops
[18, 19]. Gyrosynchrotron (GS) emission that is generated by mildly relativistic
electrons has a very strong dependence on the strength of magnetic field in an MW
source. The problem arises: how is it possible to generate more intensive GS emis-
sion from the LT than from the regions close to the FPs if the magnetic field in the
LT has to be weaker? The solution for this problem was found by the assumption
of the enhanced concentration of mildly relativistic electrons in the upper part of
MW flaring loops [19]. Such an accumulation of electrons in LT is really possible, if
particle acceleration/injection takes place near the LT, and electrons are distributed
isotropically or have the transverse pitch-angle anisotropy. It was proved by solving
the nonstationary spatially resolved relativistic Fokker-Planck kinetic equation [20].
For the first time, a strong influence of different types of the electron pitch-angle
anisotropy on spectral and polarization properties of GS emission was shown [21],
and new methods of flaring loop diagnostics were developed for studies of spatial
distributions of mildly relativistic electrons [20, 22]. It is shown in series of papers
[22–25] that the position of the acceleration site and the pitch-angle anisotropy of
emitting electrons strongly influence the intensity, polarization, and spectral char-
acteristics of GS emissions in different parts of a magnetic loop. Spatially resolved
observations of the correspondingmicrowave characteristics can be used for diagnos-
tics of the position of the acceleration site in flaring loops as well as for diagnostics of
the type and level of pitch-angle anisotropy of accelerated electrons. Using the men-
tioned methods, ample evidence have been found for the existence of the pitch-angle
anisotropy parallel to the magnetic field in specific flaring loops [22, 26, 27].

A problem with the explanation of the LT source exists not only in the microwave
range. A similar problem appears in hard X-ray (HXR) studies of flaring loops.
Observations with the Yohkoh and RHESSI space vehicles showed that HXR bright-
ness maxima can be located not only at the FPs but also at the LT of flare loops [28].
The HXR and γ -ray radiation models meet difficulties in interpreting of coronal
sources [29] that are first of all associated with an insufficiently high plasma density
at the LT. To overcome this problem, some assumptions were proposed:

(a) an extremely high plasma density at the LT [28];
(b) acceleration and trapping of electrons in a region with a high level of plasma

turbulence [30–32];
(c) inverse Compton scattering of mildly relativistic electrons on photons of soft

X-ray and extreme ultraviolet radiation [20];
(d) trapping of electrons injected into the loop perpendicular to the magnetic field

lines [33].
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The latter idea of the trapping and accumulation of energetic electrons at the top
of an inhomogeneous magnetic loop seems to be fruitful. Recently, it was further
developed [34] on the basis of software and results obtained in studies of the dynamics
of spatial distributions of mildly relativistic electrons and GS radiation of flare loops
mentioned above.

Besides new theoretical studies, a series of statistical results have been obtained
from spatial distributions of the brightness temperature, polarization, and optically
thin index for24 eventswith a loop-like structure observedwithNoRH, in comparison
with calculated magnetic field and column density of NT electrons [35–37]. Some
interesting results have been obtained, such as:

(1) the LT source is brighter than the loop FPs in a considerable proportion of
events [35],

(2) a new hard-soft-hard (HSH) pattern appears in each peak of a complicated
event, while the common soft-hard-soft (SHS) or soft-hard-harder (SHH) pattern
exists in overall spectral evolution [36],

(3) the asymmetry of two FPs associated with the pitch-angle anisotropy rather
than mirroring effect [37].

Meanwhile, the HXR emissions in LT and FPs were studied statistically in 13
RHESSI sources with a loop-like structure [38]. Both negative and positive correla-
tions have been found between the spectral indices in the LT and FPs, which can be
explained respectively by the thick-target model and thin-target model with a large
low-energy cutoff. Moreover, the spectral evolution in different energies has been
studied, the hard-soft-hard (HSH) pattern is found only in the high-energy band and
may be explained by return current [39], while the spectral evolution in MW bursts
also depends on frequencies [40, 41]. The co-analysis on HXR and MW bursts has
confirmed that the HSH pattern appears mainly in LT, which can be well explained
by the magnetic trapping effect [42, 43].

Another hot topic of solar flare physics is physics of arcade flares, or, in other
words, two-ribbon flares, which may be accompanied by CMEs and prominence
eruptions [44, 45]. The basic model for such flares is well known as the “CSHKP”
[46–49] reconnection model, in which a flare occurs in an arcade containing a promi-
nence presumably due to the onset of reconnection below the rising arcade. A rapid
eruption at the flare onset leads to the stretching of arcade field lines and the formation
of the vertical current sheet above the magnetic inversion line where a production of
high-energy particles and flare loops via reconnection occurs [50–55], which predicts
such morphological features as an expansion of the flare ribbons/footpoint distance
and growth of a flare loop system.

In the past decade, special attention was paid to a new observational phenomenon:
the contraction of flaring loops on the flare rising phase, which is not predicted
by the standard model. The usual expansion of flaring loops occurs only after the
contraction, which consists of three observational factors: converging motion of FPs
measured using HXR data [56–60], downward motion of the LT observed in SXR
[61–64], and shrinkage of the loop length [65, 66].
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One of the most remarkable achievements of solar physics in the last decade is
the discovery of spatially resolved MHD wave and oscillatory activity of the corona
[67], and now there are abundant evidence of MHD waves of various kinds in the
corona. Several theoretically predictedwavemodes (transverse kink and sausage, and
longitudinal) have been identified in the imaging and spectral datawith high temporal
and spatial resolution in the visible light, EUV, soft X-ray, and microwave bands
[67, 68]. Characteristic periods of theMHDwaves were directly detected in imaging
observations in solar coronal loops, plumes, and other structures ranging from several
seconds to several minutes. The interest to coronal waves and oscillations is mainly
connected with the possible role played by them in the coronal heating [1, 69], and
with the use of them as natural probes for the plasma diagnostics [67, 68, 70].

The study of coronalMHDwaves stimulated the application of this gained knowl-
edge to another example of oscillatory processes in the corona, the quasiperiodic
pulsations (QPPs) in flaring energy releases. QPPs, with periods ranging from frac-
tions of seconds [71–73] to several minutes [74, 75] are often observed in the light
curves of solar flares. QPP can be present in both two ribbon and compact types of
flares. The modulation depth can reach 100% of the emission trend and can often
be well recognized without data processing. The most pronounced QPPs are seen in
the emission associated with flare-accelerated NT electrons in the MW, HXR, and
white light bands [68], and QPPs can be found in all stages of flares, from pre-flaring
to decaying phases [76], thus, the flare can be seen as a sequence of periodically
separated bursts. Often, QPPs are seen to be simultaneous and in phase in different
bands, e.g.,, in HXRs and in MWs [77–79].

The interest in flaring QPPs has several motivations. First of all, QPPs are an
intrinsic part of flares, and hence carry information about themechanisms responsible
for the energy releases, processes operating in them, and their triggering. For a high
observational cadence time, down to fractions of a second, it allows for resolution
of the wave transit time e.g., across magnetic plasma structures, which is important
for various techniques of MHD coronal seismology. Moreover, the nearest vicinity
of flare epicenters is the region of the corona where the likelihood of the excitation
of waves and oscillations is highest. In addition, understanding of the relationship
between QPPs and the parameters of flaring plasma structures can contribute to the
stellar coronal seismology, exploiting the similarity in structure and dynamics of the
solar and Sun-like stellar coronae [80].

With in-depth studies on flaring loops, an important topic is how to use a mature
theory andobservations to inverse someunmeasurable plasmaparameters, especially,
the localmagnetic field in coronal loops. For instance, it was reviewed about the radio
diagnostics of coronal magnetic field [81], including that in AR above chromosphere
estimated by the polarization at centimeter band, that above AR calculated by the
gyro-resonant radiation at centimeter band, and that measured by cyclotron line
emission etc. Some authors also used the GS emission in a nonuniform magnetic
loop to calculate the local magnetic distribution [82–84], used the free-free emission
tomeasure themagnetic field in corona and chromosphere [85], and used the variation
of polarization when the GS emission travels the transverse magnetic field to deduce
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a magnetogram in corona [86]. There were a lot of studies on coronal magnetic field
from various fine structures and theories (see an earlier review [87]).

Regarding themagnetic field in the sources ofMWbursts, an analytical expression
of the local magnetic field (depending on the radio flux, optically thin spectral index,
turnover frequency) was derived [88] based on the approximated GS formula [89],
and the view-angle between GS emission and local magnetic field can be calculated
uniquely, if the polarization of GS emission is taken into consideration [90], thus
to obtain two magnetic components transverse and perpendicular to the direction
of LOS, and a violent variation of transverse component has been found near the
magnetic neutral line in one flare [91]. More recently, a continuous attenuation of
transverse magnetic field was calculated comparable with relevant optical observa-
tions [92], and an extremely flattened spectrum at centimeter and millimeter bands
has been studied in several events, which are well explained by a very high magnetic
field strength and turnover frequency in these events [93].

Recent success in developing the fast GS code [94] allows one to apply the auto-
mated forwardfittingmethod for diagnostics of solar flareMWsources [95]. Provided
that the good spatially resolved MW emission characteristics at several frequencies
are available, this method can give us various information not only on the magnetic
field strength and electron spectrum, but also on such intrinsic properties of flaring
loops as itsmagnetic field orientation, plasma density, the type of electron pitch-angle
anisotropy, etc. [96]. Also very useful for flaring loop diagnostics is a new Solar
Software (SSW) tool called GX-Simulator [97]. The tool allows one to simulate 3D
images of MW and HXR emission characteristics of model flare loops. The model
loops are built on the basis of a linear force free magnetic field (LFFMF) extrapo-
lation of the photosphere magnetic field obtained from SOHO/MDI or SDO/HMI
magnetograms.

The flattened HXR spectra may be caused by the low-energy cutoff of NT elec-
trons, and albedo by photosphere etc. [98–107]. Some authors suggested that when
the albedo effect is discounted from the HXR emission observed by RHESSI satel-
lite, the flattened spectra can be well fitted, so it is not necessary to consider the
low-energy cutoff, which may be an unphysical effect [106, 108]. However, recent
statistics showed that even the albedo effect is removed from the RHESSI data, the
flattened spectra still exist in a part of events, so that the effect of low-energy cutoff
cannot simply be neglected [107]. Actually, both the low-energy and high-energy
cutoffs are predicted in any acceleration processes with an electric field (direct field
or wave field), because a given electric field can only accelerate the electrons larger
than a critical speed [108]. A recent study showed that the relation between photon
and electron spectral indices strongly depends on themagnitude of low-energy cutoff
in both HXR and MW emission, some common relations can be used only when the
low-energy cutoff is close to zero [109], and it probably has a large varied range [98].

There are also a lot of diagnostics of other plasma parameters, such as the pitch-
angle distribution. The ratio of trapping and precipitating electrons in flaring loops
is determined jointly by mirroring effect and initial pitch-angle of NT electrons, and
the measured ratios of brightness temperatures and magnetic fields in two FPs can
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be used to calculated the ratio of initial pitch-angles in two FPs, which plays an
important role for explaining the asymmetry of two FP emissions [37, 110].

In the strongly coupled solar atmosphere where the temperature and density
change by several orders of magnitude from the chromosphere to the corona, chro-
mospheric evaporation is one of themost important processes in solar flares and plays
a key role in the flare dynamics. Many processes are involved, such as the release,
transport, and deposition of energy. Chromospheric evaporation is characterized by
high-speed plasma upflows (blueshifts) in the spectroscopic observations. They are
sometimes accompanied by chromospheric condensation, which is characterized by
plasma downflows (redshifts). The study of chromospheric evaporation from the the-
oretical and observational perspectives has achieved great progress and is still one
of the hot topics in modern solar physics (e.g.„ see the references [111–114]). The
numerical models and results of observations from ground-based and space-borne
solar telescopes are described briefly in this book.

The contents of this book were selected from the studies of authors in recent years
about flaring loops (mainly in MW and HXR bands, but also in optical and other
bands), which are closely associated with both theory and observations in MW and
HXR bands, including analytical and numerical models, case studies, and statistical
studies. The authors hope this book to be useful for solar researchers, especially for
the graduate students. Even if its contents have been published already, a systematic
monograph may be more helpful than separated papers.
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Chapter 2
Theory of MW Emissions of Solar Flaring
Loops

It is well known that there are various acceleration mechanisms in solar flares (see
review papers [1, 2]), including DC electric field (in current sheets or twisted mag-
netic loops), stochastic acceleration (in plasma wave turbulence and microflares),
shock acceleration (in MHD shocks and standing shocks), and electron induced
acceleration (in collapsed magnetic trapping). Different mechanisms make acceler-
ated electrons inject into different parts of flaring loops, such as nearby one loop top
(LT) by the acceleration in a perpendicular current sheet (called as standard model),
and also possibly in a region with strong turbulence, or nearby one foot-point (FP) of
a big magnetic loop in a double loop system, or in total twisted magnetic loop with a
great amount of microcurrent sheets. Moreover, different mechanisms produce dif-
ferent pitch-angle distributions (isotropic and parallel or perpendicular anisotropic
ones).

The above acceleration processes may happen simultaneously in solar flares and
observations can tell us which acceleration mechanism is dominated in a specific
flare. The data analysis of Nobeyama Radioheliograph (NoRH) makes us possibly
find some interesting phenomena, such as the microwave (MW) optically thin source
in the LT of one individual flaring loop [3, 4], subsequent studies showed that such
kind of single loops may occupy 30–50% of total flares, and most other flares may
have one or two FP sources [5, 6].

The strong LT emission can be explained by an enhanced concentration of moder-
ately relativistic electrons in the LT of MW flaring loops [4]. This happens when the
nonthermal (NT) electrons possess are accelerated close to the LT and they possess
a perpendicular anisotropic pitch-angle distribution [7]. Another phenomenon is the
MW spectrum softening from the LT toward FPs in the flare loops on solar disk [8].
This effect is confirmed by other observations [9, 10]. Also, a sufficient evidence for
anisotropic pitch-angle distribution parallel to magnetic field was found in a specific
flaring loop [11]. The most interesting evidence was the ordinary-mode polarization
of emission from an optically thin GS source as predicted for the beam-like electron
distribution [12].
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The spatially resolvable telescopes in MW band may provide more evidence
about the acceleration sites and pitch-angle distributions of NT electrons in future,
as a valuable constraint for the study of acceleration mechanisms. The following
study will be focused on the dynamic evolution of electron distributions and spectral
feature of GS emission in different parts of flaring loops.

2.1 Observational Characteristics of Solar Microwave
Emissions

The radio emission in solar flares was reviewed in general [13], which was extended
to the radio emission in active regions [14], and to the correlation between radio
and X-ray bursts [15], while reviews of radio emission mechanisms were considered
[16–18]. Generally, solar radio emission can be divided into two kinds, one is the
coherent emission at meter and longer waveband that dominated by plasma emission,
and another one is the incoherent emission at centimeter even millimeter band that
dominated byGS emission. The formermainly occurs in high coronawith a relatively
weaker magnetic field of several Gauss, which is almost impossible to produce the
GS emission with lower harmonics in corresponding frequencies. The latter happens
in low corona with an ambient magnetic field of several tens or hundreds Gauss,
while the ambient plasma density is commonly smaller than 1010 cm−3, which is
not enough to produce the plasma emission with lower harmonics in corresponding
frequencies. Nevertheless, there are many flares where coherent decimeter and even
centimeter emissions with fine structures have been observed [19].

This book pays particular attention to the spatially resolvableMW and hard X-ray
emission in flaring loops, while the dynamic spectrum in decimeter and meter bands
and relevant theories such as plasma emission and electron cyclotron maser (ECM)
are not included.

2.1.1 Intensity, Polarization, and Spectrum of MW Emission

The intensity (Iν) of radio emission is defined as the received energy (erg) at a given
frequency ν in a unit time (s−1), unit frequency interval (Hz−1), unit solid angle
(sr−1), and a unit area (cm−2). If a celestial radio source is replaced by an ideal black
body with the same intensity, thus the temperature of black body is called as the
brightness temperature Tb of radio source, and described by the Rayleigh–Jeans law:

Iν = kBTbν
2/c2 , (2.1.1)

here, kB is the Boltzmann constant, and c is the light speed in vacuum. Hence, Iν can
be replaced equivalently by Tb, and a 2D distribution of Tb can be obtained by radio
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telescopes with spatial resolution. It is noticed that Tb is not the real temperature
of radio source. The observed Tb in solar flares is commonly 106–109 K, and even
higher (such as some coherent emission like ECM), which is obviously higher than
the plasma temperature in solar atmosphere.

Furthermore, for a spatially unresolvable radio telescope, the integration of Tb in
the full solid angle open for the radio source can be done to obtain the radio flux
density (Sν) of the total radio source:

Sν = kBν2/c2
∫

TbdΩ . (2.1.2)

The unit of radio flux density is SFU (10−19 erg · s−1·Hz−1·cm−2), and another
one that commonly used in astrophysics is Jansky: 1SFU = 104 Jansky. There is a
large variation of Sν in solar flares, from several SFU to several ten thousands SFU,
which may be over two orders of magnitudes larger than that in the quiet Sun, which
makes us easily recognize such a strong source from the quiet Sun.

Solar MW emission is contributed by GS emission of moderately relativistic
electrons from both superthermal and nonthermal (NT) electrons with an energy
distribution often similar to the power-law one. Their generated spectrum covers the
full centimeter band. Its lower and higher ends are respectively connected decimeter
and millimeter bands, thus it is a typical continuum. However, the spectrum often is
not monotonous but has a spectral peak at so-called peak or turnover frequency. Two
opposite (positive and negative) slopes of the MW spectrum are characterized by
spectral indices respectively below and above the peak frequency. Characteristics of
the theoretically calculated thermal and NTGS spectra differ from the corresponding
characteristics of the bremsstrahlung and synchrotron spectra [16]. Figure2.1 shows
the differences of Tb and S spectral indices appeared obviously in both optically thick

Fig. 2.1 Tb (left) and S (right) spectra of synchrotron from relativistic electrons, GS emission
fromNT electrons with a power-law, and bremsstrahlung from thermal electrons, when the electron
spectral index δ = 3, 6 in a logarithmic coordinate versus radio frequency f . Both electron and
photon indices are marked in optically thick and optically thin parts, respectively [16]
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and optically thin parts of the MW spectrum under different radiation mechanisms.
Note that the absolute value of the Tb spectral index is always larger (softer) than
that of S, with an identical difference of 2.

In general, the GS spectral index in the region ν > νpeak , where a radio source
is optically thin, is more closely related to flare energy release and NT electron
energy spectral index in comparison with the spectral index in the region where
ν < νpeak , where the radio source is strongly affected by absorption and suppression
mechanisms.

The polarization of the observed solar radio emission is dominated by the circu-
lar polarization. The elliptical and linear polarization possibly generated in a radio
source is negligible due to the depolarization caused by the Faraday rotation during
the emission propagation through the solar corona. So, only two Stokes parameters
I and V are enough to describe the polarization of solar radio emission. From the
observational point of view, the polarization can be determined by the polarization
degree Pobs , which equals to the difference (Stokes V = R − L) between right cir-
cular polarization (R) and left circular polarization (L) intensities divided by the sum
of the intensities (Stokes I = R + L):

Pobs = V/I . (2.1.3)

The theoretical definition of polarization is given by the relation between inten-
sities of the extraordinary Ix and ordinary modes Io:

Pth = (Ix − Io)/(Ix + Io) . (2.1.4)

The correspondence between the signs of Pobs and Pth is definite only if the
direction of magnetic field in a radio source is known. For example, if the magnetic
field in the source is directed from an observer, then the left polarization corresponds
to the extraordinary wave, and the right polarization to the ordinary wave.

2.1.2 Radiation Transfer

Variation of the intensity Iν(l) of radio emission along a ray path l through an emitting
and absorbing medium is described by the radiation transfer equation:

d Iν
dl

= ην − κν Iν , (2.1.5)

where ην and κν are respectively emissivity and absorption coefficient in themedium.
In a homogeneous medium, the solution of this differential equation is

Iν = Ioe
−τ + ην/κν(1 − e−τ ) , (2.1.6)
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where τν = ∫
κνdl is optical thickness of the medium on the length of the ray path

L , Io is the emission intensity of an outer source (background). In the limiting cases
of optically thick source (τν � 1) and optically thin source (τν � 1), the solutions
can be written as

Iν = ην/κν = kBTef f ν
2/c2 , (2.1.7)

Iν = Io(1 − τ) + ηνL , (2.1.8)

respectively. The Eq. (2.1.7) is often called Kirchhoff law. It allows to obtain the
relationship between the emissivity ην and absorption coefficient κν . For thermal
emission, Tef f is just the kinetic temperature of the medium in the radio source. For
nonthermal emission, the radio source’s effective temperature Tef f represents the
average energy of emitting particles.

2.1.3 Thermal and Nonthermal (NT) Emission

Particle acceleration and plasma heating are two indivisible processes in solar
flares, and the proportion of them in flare energy release is always debatable.
Solar radio emission includes thermal and nonthermal (NT) GS emission, thermal
bremsstrahlung (or free-free emission) and gyro-resonant emission, relativistic syn-
chrotron emission, and coherent plasma emission and ECM etc. For MW continuum
emission, it is not necessary to consider the latter threemechanisms, the thermal gyro-
resonant emission mainly contributes to the emission from active regions, while the
MW emission in solar flares are contributed from the NT GS emission and thermal
bremsstrahlung, which mainly happens in the LT of flaring loops, especially in the
decay phase of flares.

2.2 Gyrosynchrotron (GS) Emission

Now it became clear that the well-known approximated formulae [16] for the cal-
culation of GS emission characteristics are not good for the detailed diagnostics of
parameters of accelerated electrons.

Before discussing our numerical results, let us remindbriefly the current idea about
GS emission produced by isotropic electron distributions with a power-law energy
E (or momentum p) spectrum. A typical frequency spectrum J of GS emission
consists of optically thick (rising with frequency f ) and optically thin (falling with
frequency f ) parts, the spectral maximum corresponds to the frequency defined by
the condition:

τ( f ) ∼ 1 , (2.2.1)
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where τ is the optical depth of the source. Alternatively, the spectral peak can be
defined by Razin effect [20], the peak frequency is close to the Razin frequency
νR = 2ν2

pe/3νBe, where νpe is the electron plasma frequency and νBe is the electron
gyrofrequency. The optically thin region at the frequencies above theRazin frequency
is assumed to obey a power-law:

J ∝ ν−α , (2.2.2)

where α is the spectral index of the emission, which is specified by the spectral index
δ in the electron energy distribution. In the ultrarelativistic approximation we have
[21, 22]

α = δ − 1

2
, (2.2.3)

in some frequency range that depends on low-energy and high-energy cutoffs in the
energy distribution of fast electrons [23, 24], while for mildly relativistic case in the
limits 10 < ν/νBe < 100 it was proposed by the Ref. [25] that

α = 0.90δ − 1.22 . (2.2.4)

The above relation between α and δ is only usable in a limited range, and generally
δ should be taken as an unknown parameter [26]. We should note, however, that the
exact formalism [27] does not give a single spectral index. On the contrary, α changes
continuously with frequency as shown in Sect. 2.3. At low frequencies (ν/νBe < 20),
the index α increases remarkably compared with Eqs. (2.2.3) and (2.2.4) for tenuous
plasma. On the other hand, if the plasma density in a source is high enough, the
spectral index decreases in a rather wide optically thin region [28]. These two reasons
are shown to lead to considerable corrections when estimating δ from solar MW
observations [9].

The emission of ultrarelativistic electrons is linearly polarized, so the degree of
circular polarization is zero [29]. However, in the mildly relativistic approach, the
emission is mostly circularly polarized [27, 30]. The sense of polarization corre-
sponds to X-mode in the optically thin region, while to O-mode in the optically thick
region. The degree of polarization is large for small view angles (quasi-parallel to the
magnetic field direction) and small for large view angles (quasi-transverse radiation),
respectively.

Most of these commonly accepted properties are subject to change for anisotropic
pitch-angle distributions [12], as shown in Sect. 2.3.

2.2.1 Emissivity and Self-absorption Coefficient

General expressions for the emissivity ( jσ ) and self-absorption coefficient (κσ ) are
written to [12, 27, 31, 32]:
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jσ (ω, ϑ) = 4π2e2

c

ω2[∂(ωnσ )/∂ω]
(1 + K 2

σ + Γ 2
σ )

∞∑
n=1

∫
γeβ

2d3 p(1 − μ2) f (p)

×
[

Γσ

√
1 − η2 + Kσ (η − βμnσ )

nσ β
√

(1 − μ2)(1 − η2)
Jn(z) + J ′

n(z)

]2

× δ(γeω − nωBe − γeβnσ ημω) ,

(2.2.5)

κσ (ω, ϑ) = − πω2
pe

(1 + K 2
σ + Γ 2

σ ) (2nσ [∂(ωnσ )/∂ω]) vσ N

∞∑
n=1

∫
d3 p(1 − μ2)

×
[

Γσ

√
1 − η2 + Kσ (η − βμnσ )

nσ β
√

(1 − μ2)(1 − η2)
Jn(z) + J ′

n(z)

]2

×
[
p

∂

∂p
− (μ − nσ βη)

∂

∂μ

]
f (p) δ(γeω − nωBe − γeβnσ ημω) ,

(2.2.6)

where f (p) is the distribution function of fast electrons defined as

f (p) = Ne

2π
f1(p) f2(μ),

∫
f (p)p2dpdμdϕ = Ne , (2.2.7)

here, μ = cos θ , and θ is the pitch-angle of electrons, both f1 and f2 are satisfied
with their normalized conditions:

∫
f1(p)p

2dp = 1,
∫ 1

−1
f2(μ)dμ = 1 . (2.2.8)

The optical thickness τσ = κσ L , and L is the scale of radio source along the LOS;
ωpe = 2πνpe, and ωBe = 2πνBe; N and Ne are respectively the number density of
the background plasma and fast electrons; η = cosϑ , and ϑ is the view angle; Jn(z)
and J ′

n(z) are the Bessel function and its derivative over argument z, respectively,
z = (ω/ωBe)γenσ β

√
(1 − μ2)(1 − η2), and β = v/c is the dimensionless particle

velocity; n is the harmonic number of ωBe; and nσ is the refractive index of the
σ -mode wave.

The polarization vector eσ,k of σ -mode wave (σ = 1 for O-mode and σ = −1 for
X -mode) in the reference frame with z-axes along the magnetic field B and k-vector
in the (y, z) plane is

eσ,k = (1, iασ , iβσ )

(1 + α2
σ + β2

σ )1/2
, (2.2.9)

where,

ασ = Kσ cosϑ − Γσ sin ϑ, βσ = Kσ sin ϑ + Γσ cosϑ , (2.2.10)

Kσ = 2
√
u(1 − v) cosϑ

u sin2 ϑ − σ(u2 sin4 ϑ + 4u(1 − v)2 cos2 ϑ)1/2
,

KXKO = −1 ,

(2.2.11)
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Γσ = v
√
u sin ϑ + uvKσ cosϑ sin ϑ

1 − u − v(1 − u cos2 ϑ)
, (2.2.12)

v = ω2
pe/ω

2, u = ω2
Be/ω

2 . (2.2.13)

The plasma refractive indices have the form:

n2σ = 1 − 2v(1 − v)

2(1 − v) − u sin2 ϑ + σ(u2 sin4 ϑ + 4u(1 − v)2 cos2 ϑ)1/2
. (2.2.14)

Before doing the numerical calculations the integrals over the azimuth angle φ

and over μ were taken analytically (with the use of δ-function). After the integration
we have:

jσ (ω, ϑ) = 8π3e2

cnσ |η| [∂(ωnσ )/∂ω] ω∂(ωnσ )

∂ω

(1 + K 2
σ + Γ 2

σ )

∞∑
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×
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√
1 − η2 + Kσ (η − βμnσ )

nσ β
√

(1 − μ2)(1 − η2)
Jn(z) + J ′

n(z)

]2

|μ=μ∗ ,

(2.2.15)

κσ (ω, ϑ) = − π2ω2
pe
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∂
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∂
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]
f (p)|μ=μ∗ ,

(2.2.16)
where,

μ∗ = γeω − nωBe

γeβnσ ηω
, |μ∗| ≤ 1 . (2.2.17)

2.2.2 Formation of GS Spectrum

The idealized GS spectrum has a single peak at ν = νpk , whose low-frequency
turnover is either due to GS self-absorption [33] or due to Razin suppression [20, 28].
Also, the low-frequency turnover can be formed due to the thermal free-free absorp-
tion in the outer dense layers of the atmosphere [34]. This can happen, for instance,
in the chromosphere. However, a strong free-free absorption is almost improbable
in the hot coronal flaring loops. So we do not consider it in the following sections.
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In the GS self-absorption case, the peak frequency occurs near optical depth unity:

τ(νpk) = κνL ∼ 1 , (2.2.18)

where κν is the absorption coefficient, and L is the source thickness. In the case of
Razin suppression (for classical synchrotron emission), the low-frequency turnover
is associated with the Razin frequency:

νR = 2ν2
pe

3νBe
≈ 20

n0
Be⊥

. (2.2.19)

So it is proportional to the ratio of plasma number density n0 to the perpendicular
component ofmagnetic field strength Be⊥. High ambient density and/or lowmagnetic
field strength act to raise νR .

In the following sections, we consider how different conditions in flaring loops
can influence the higher and lower frequency parts of the GS spectrum. As well, we
consider how differences in the observed GS spectrum dynamics can be used for
distinguishing between different mechanisms of the MW spectrum formation.

2.2.3 Influence of Magnetic Field Strength

In the calculation of electron spectral index δ from the slope of MW spectrum in
an optically thin radio source, it is often neglected the fact that the slope of MW
spectrum is affected by the local magnetic field strength. This neglect originates
from the simplified relations between δ and synchrotron [22] and GS [25] spectral
index: α = (δ − 1)/2 and α = 0.90δ − 1.22, respectively.

However, the GS spectral index with lower harmonic numbers in a low-density
plasma (ωpe < ωB) is enlarged with increasing of magnetic field, as a general feature
of GS emission produced by a power-law distribution of electrons, which can be
obtained directly from the strict expressions for the emissivity and self-absorption
coefficient [10, 27].

For illustration of this feature, we consider a homogeneous radio source with a
density of 109 cm−3, and the angle between the magnetic field and LOS is 80◦. It
is assumed that the radio source is filled in with an isotropic power-law distribu-
tion of NT electrons (N (E) = kE−δ , δ = 5). Figure2.2a shows the GS spectrum
produced by NT electrons when B = 120G, and Fig. 2.2b shows the variation of
high-frequency ( f > fmax ) spectral index with frequency under different magnetic
fields (B = 60, 120, 360, and 720G).

It is obvious fromFig. 2.2b that theGS spectral indexα is enlargedwith increasing
of magnetic field strength. For different magnetic field values, the variation of α at
a given frequency may reach 0.5 and even 1.5. Comparison of the calculated α
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Fig. 2.2 The effect of magnetic field strength on the high-frequency slope of GS spectrum

with the approximated ultra and moderately relativistic values, α = (δ − 1)/2 (the
lower horizontal line), and α = 0.90δ − 1.22 (the upper horizontal line), shows large
differences between them.

2.2.4 Influence of Self-Absorption

In this section, as well as in Sects. 2.2.5–2.2.7 we follow paper [35] and carry out
numerical simulations of the peak frequency dynamics for homogeneous sources
using the exact formalism for the GS emissivity and absorption coefficient.

Electrons in the source are assumed to have a power-law distribution and to be
distributed isotropically. The timeprofile ofNTelectrons is chosen to have aGaussian
shape with effective duration and maximum time defined by the values t0 and tm ,
respectively:

n(E, t) = k exp

[
− (t − tm)2

t20

]
E−δ , (2.2.20)

where E is the electron energy in MeV in the range 0.01–500MeV, δ is electron
spectral index, and k is a constant factor. We consider the cases with low- and high
plasma density, with constant and varying electron energy power-law index, and a
case in which the plasma density increases with time. Figure2.3 shows the spec-
tral evolution of GS emission in a low-density plasma, for parameters such that the
low-frequency turnover is entirely determined by GS self-absorption and Razin sup-
pression is almost negligible at ν ≥ 2GHz. The increase of GS intensity on the rise
phase occurs due to the increase in number of energetic electrons and leads to the
corresponding increase of νpk (see panels a and d). On the decay phase, the behavior
is symmetrical. Note the low initial value (νpk can be as low as 1.2GHz) and large
range of peak frequency variations: νpk changes by a factor of two when Spk changes
by an order of magnitude. Note also a strong change (two orders of magnitude) in
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(a) (b)

(c) (d)

(e) (f)

Fig. 2.3 Spectral evolution of GS emission in a low-density plasma (n0 = 5 × 109 cm−3, B =
150G, tm = 54s, t0 = 12 s, δ = 4.0, L = 109 cm, φ = 17′′, k = 104). For these parameters, the
low-frequency turnover is determined by GS self-absorption. Panel a Flux density spectrum at
different times on the rising (dotted lines) and decay (dashed lines) phases. Panel b Peak flux time
profile Spk = S(νpk). Panel c Dependence of the peak frequency on the peak flux on a log scale
(solid and dashed lines for the rise and decay, respectively). Panel d Peak frequency evolution.
Panel e High-frequency spectral index evolution. Spectral index is defined by fitting of a calculated
spectrum (panel a) at frequencies ν > ν2, ν2 = 1.5νpabs. Panel f Evolution of logarithm of the flux
ratio R at ν2 > νpk and ν1 < νpk
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the ratio of fluxes, R, at high ν2 > νpk and low ν1 < νpk frequencies, which occurs
due to very small variation of the flux at ν1 where the source is optically thick. For
definiteness, we define ν1 = (νpabs + νmin)/2, ν2 = (νpabs + νmax )/2, where νpabs

is the absolute maximum of νpk(t) during a burst, and νmin , νmax indicate the fre-
quency range in which the burst was detected. Panel c shows the dependence of the
peak frequency on the peak flux. The dependence is roughly a power-law, νpk ∝ Sβ

pk
with β = 0.27, in agreement with the observations (see Fig. 3.4 in Sect. 3.1.2.5) and
lower than the prediction obtained from the simplified formulas for GS emission by
Dulk and Marsh [25] (see Sect. 3.1.2.6).

2.2.5 Influence of High Plasma Density: Razin Effect

The effect of density (namely, the role of wave dispersion in a medium) on the
emission of electromagnetic (EM) waves by fast electrons was discovered during
early fifties of 20th century. In particular, Tsytovich (1951) [36] studied the effect
of density on emission in medium with the refraction index n > 1. Ginzburg (1953)
[37] showed that the decrease of emissivity of the synchrotron radiation becomes
important in dense plasmas (n < 1), while Ter-Mikaelyan (1954) [38] examined the
effect of density on the Bremsstrahlung. If the plasma parameter Y = νpe/νBe is
large (Y � 1), the density effect is known to provide the strong deformation of the
synchrotron emission frequency spectrum (Razin effect or Razin suppression): (a)
exponential decrease of the emissivity and absorption coefficient at low frequencies
[20], ν < νR , and (b) considerable flattening of the original synchrotron power-law
spectrum, Fν ∼ ν−α , at higher frequencies [28].

The physical meaning of the influence of the medium can be understood from the
simple consideration of Lienard–Wiechert potentials [36]A and φ in a medium with
index of refraction n < 1:

A(t) =
[ ev

c(r − nr · v/c)
]
t−n r

c

, (2.2.21)

φ(t) =
[ e

n2(r − nr · v/c)
]
t−n r

c

, (2.2.22)

where e is the electron charge and r is the radius-vector of the electron moving with
velocity v taken at the retarded time t ′ = t − nr/c. It follows from Eqs. (2.2.21)
and (2.2.22) that the emissivity of a single electron depends strongly on the ratio of
the electron velocity v to the wave phase velocity vph = c/n. In vacuo, n = 1 and
therefore the effectiveness of emission is very highwhen the electron velocity is close
to the speed of light c, since the denominator in Eqs. (2.2.21) and (2.2.22) tends to 0.
In a plasma, n < 1 and the denominator can never be very close to 0, even if v � c.
So a relativistic electron has an emission efficiency comparable with a nonrelativistic
one, i.e., much lower than in vacuo. This causes a strong suppression of radiation

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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(a) (b)

(c) (d)

(e) (f)

Fig. 2.4 Spectral evolution of GS emission in the presence of high density plasma: n0 = 5 ×
1010 cm−3. The other parameters are same as in Fig. 2.3

in the plasma, especially at lower frequencies since in plasma n2 � 1 − ν2
pe/ν

2. The
Razin effect is predominantly a relativistic effect. As follows from Eqs. (2.2.21) and
(2.2.22), the strong influence of the refraction coefficient n is only possible if the
electron velocity v is close to the speed of light c.

Figure2.4 shows the spectral evolution of GS emission for relatively high plasma
density n0 = 5 × 1010 cm−3. In the beginning of the rise phase and during the late
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decay phase the radio source is optically thin at low frequencies due to the Razin
effect. Due to the high ratio of n0/B, the values of νpk are quite high, ∼5GHz.
Although the flux density is changing, the peak frequency remains nearly constant
during these periods. The low- and high-frequency fluxes change nearly at the same
rate leading to R = const . However, near the maximum of Spk , when the column
density of NT particles becomes high enough, the source becomes optically thick
at ν ≤ νpk , despite the Razin suppression, and the spectral evolution of νpk follows
the familiar behavior where the self-absorption plays the main role. Note, however,
the reduced range of this peak frequency variation, only about ∼30% for an order
of magnitude change in Spk . The variation of R (<0.5 order of magnitude) is also
considerably smaller than in the case of pure self-absorption (Fig. 2.3). The slope of
νpk vs. Spk ismuchflatter than in the absence of theRazin suppression,withβ < 0.17.
This is comparable to the values of β found for the events with moderate Δνpk/νpk

(see Sect. 3.1.2). It is clear that for smaller k (defining the number density of energetic
electrons) the amplitude of the νpk variation and the value of β will decrease. With
sufficiently small k, we get no visible change at all in νpk . Another remarkable feature
of the case with high plasma density (high level of Razin suppression) is a flatter
high-frequency spectral slope at ν > νpk . It follows from Figs. 2.3e and2.4e that the
difference in the spectral indices is 0.5.

The low-frequency turnover is determined by two effects: (1) by the Razin sup-
pression on the initial rising phase and late decay phase, and (2) by the self-absorption
near the maximum of the simulated burst. Note the high initial value and small range
of the peak frequency and R variations. The spectral evolution shown in Fig. 2.4
is similar to the νpk evolution in Fig. 3.10 (see Sect. 3.1.2.5), while bursts with this
spectral evolution indicate the presence of considerable Razin suppression, and serve
as a diagnostic of high plasma density to magnetic field ratio in flaring loops.

2.2.6 Razin Effect and Electron Power-Law Index

We show in Fig. 2.5 the spectral evolution when both spectral hardening and Razin
suppression are present. We expect a higher νpk for flatter electron spectra (lower δ).
We assume a linear change of δ from 5 to 3 during the burst. To show the pure effect,
here we have set the number density of energetic electrons sufficiently low that GS
self-absorption is never important, even near the burst maximum. As expected, the
peak frequency increases throughout the rising and decay phases while the electron
energy spectrum continuously hardens (panel d). While δ changes from 5 to 3,
the peak frequency increases from 3.5 up to 8GHz. The steepest increase of νpk

occurs in the late decay phase, where the electron spectrum is hardest. Note also the
considerable increase of the flux ratio during the burst: almost an order of magnitude
(panel f ). This happens since at both frequencies, ν1 and ν2, the source is optically
thin. Therefore, due to the electron spectral hardening, the flux at low frequency
increases slower on the rise phase of the burst and decreases faster on the decay
phase.

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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(a) (b)

(c) (d)

(e) (f)

Fig. 2.5 Spectral evolution of GS emission in the presence of high-density plasma and continu-
ous electron spectrum hardening, δ = 4.0 − (t − tmax )/tmax . The other parameters are same as in
Fig. 2.4, except k = 103 and φ = 45′′. Note the continuous increase of νpk and R on the rise and
decay phases. On panels a and c solid line is for the rising phase and dashed line for the decay phase

Finally, in Fig. 2.6 we add the effect of GS self-absorption by increasing the
number density of energetic electrons by a factor of 10 relative to the case shown in
Fig. 2.5. As we saw earlier, the behavior is modified near the peak of the burst due to
a temporary increase of the optical thickness of the GS source. At other times, Razin
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(a) (b)

(c) (d)

(e) (f)

Fig. 2.6 Spectral evolution of GS emission in the presence of high-density plasma and electron
spectral hardening, δ = 4.0 − (t − tmax )/tmax . The other parameters are same as in Fig. 2.4. The
increase and decrease of νpk and R in themain part of the emission peak is due toGS self-absorption.
A new increase of the peak frequency and the flux ratio with time is clearly seen on the decay phase
when the source becomes optically thin at low frequencies and the Razin suppression becomes
dominant in defining the spectral peak



2.2 Gyrosynchrotron (GS) Emission 29

suppression is dominant in defining the spectral peak. Note that the νpk and R on the
decay phase (panels c– f ) are always higher than on the rising phase similar to the
observed behavior described in Sect. 3.1.2.

2.2.7 Plasma Density Increase on the Late Decay Phase

An energy release of sufficient magnitude in a flaring loop will be accompanied by
chromospheric evaporation, which will increase the plasma density inside the loop
over time. As we have shown, such an increase, if it is great enough, may produce a
gradual increase of νpk in the middle or late decay phase as the Razin effect becomes
dominant.

A simulation of this process is shown in Fig. 2.7. We suppose that the plasma
density in the loop starts to increase at the burst maximum and increases throughout
the decay phase. Near the burst maximum, the dominant low-frequency turnover
mechanism is GS self-absorption, but in the late decay phase the Razin effect dom-
inates. This is shown by the fact that the flux at low and high frequencies changes
almost at the comparable rate (see panel a, dashed lines). On panels c and d, one can
see that just after the flux maximum the peak frequency decreases more slowly than
on the rising phase (β = 0.02) and then starts to increase. To get a 2GHz increase
of νpk as shown in the panel d, we need only a 50% plasma density enhancement. It
is interesting to note that the high-frequency spectral index also increases (spectrum
flattens) along with the plasma density on the decay phase (panel e). This occurs
due to the already mentioned effect of the medium at high frequencies [20] when
ν > νpk . Note that this is only true in the restricted frequency range considered here.
Asymptotically at large frequencies, the spectral index does not change.

We should say that a similar νpk increase occurs if the magnetic field in the radio
source gradually decreases on the late decay phase. To get the same enhancement
of νpk , we need only 25% decrease of the magnetic field strength. In principle, this
can happen as newly reconnected loops appear at higher levels in the corona during
continuous energy release and particle acceleration in the helmet coronal structures.

2.2.8 Influence of Plasma Inhomogeneity on GS Spectrum

The influence of inhomogeneity on a total power spectrum is generally to flatten the
low-frequency slope [35]. This effect can easily destroy the steep low-frequency slope
expected for Razin suppression. To show this, we present a simple model of a flaring
loop that is inhomogeneous perpendicular to its axis and consider the radio emission
along a line of sight looking down through the top of the loop, as indicated in Fig. 2.8a.
The loop axis height is taken to be h = 6 × 108 cm, and we choose parameters for
which the Razin frequency on the loop axis is νR = 20ne/B = 10GHz. Thus, we
take the electron density at the apex to be n0 = 5 × 1010 cm−3 and the magnetic field

http://dx.doi.org/10.1007/978-981-10-2869-4_3
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(a) (b)

(c) (d)

(e) (f)

Fig. 2.7 Spectral evolutionofGSemission in the case of plasmadensity increase on the decayphase:
n(t) = n0[1 + 2(t − tm)2/t2m], where n0 = 5 × 1010 cm−3, tm = 200 s. The other parameters are
the same as in Fig. 2.4, except φ = 20′′. The increase of νpk, R and αh on the late decay phase is
completely due to the influence of high plasma density (Razin effect)

to be 100G. To allow for inhomogeneity, we let the magnetic field vary slightly along
the line of sight s, according to B = 120(s1/(s + s1))3, with s1 = 9.6 × 109 cm. The
electron density is taken to have a Gaussian profile along the line of sight, with its
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Fig. 2.8 Influence of a plasma density inhomogeneity on the low-frequency slope of the GS spec-
trum. a Sketch of the model geometry used. The Gaussian curve shows the profile of both ambient
and energetic electron density along the line of sight (see text for details). b Dashed line: The clas-
sical Razin suppressed spectrum as it would appear for a homogeneous source with the parameters
on the loop axis. Solid line: The spectrum obtained along the line of sight in a, due to the inho-
mogeneity in the model. Dotted line: The spectrum obtained with the same conditions as for the
solid line spectrum, but with weighting to account for the radial dependence of area in a cylindrical
geometry

maximum at the loop axis, ne = n0 exp
[
−(s − h)2/s20

]
, where the 1/e width is

s0 = 3.3 × 108 cm. Likewise, the high-energy electron distribution across the loop

is N (E > 1MeV) = N0 exp
[
−1.7 (s − h)2/s20

]
, where N0 = 1.1 × 105 cm−3. The

angle between the magnetic field and the line of sight is approximately 78◦. The
electron energy spectrum is given by a single power-law in the range E = 100–
31,600keV with the electron spectral index δ = 3.0.

From this model, employing quite reasonable parameters, we obtain the spectrum
in Fig. 2.8b. The emission at the peak frequency and higher frequencies come mainly
from the central (most dense) part of the loop, where the Razin effect suppresses the
low-frequency emission and forms the spectral peak. On the other hand, the emission
at lower frequencies comes mainly from the periphery of the loop, where the plasma
density is much lower than at the axes and Razin suppression is almost negligible. As
we can see from Fig. 2.8, the overall spectrum has a much flatter low-frequency slope
(solid line) than the corresponding spectrum from a homogeneous source (dashed
line). Taking into account the fact that in cylindrical geometry the source at lower
frequencies becomes larger we get an even flatter spectrum (dotted line). From the
spectral shape alone, one cannot distinguish these inhomogeneous spectra from an
ordinary GS spectrum (one without Razin suppression).
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2.3 Effects of Electron Pitch-Angle Anisotropy

In this section, we consider various effects of NT electron pitch-angle anisotropy on
intensity, frequency spectrum, and polarization of GS emission of a homogeneous
microwave source [12]. Recently, these effects have been widely used for under-
standing new properties of the microwave flare emission observed with high spatial
resolution, as well as for finding constraints on electron acceleration mechanisms in
specific flares [4, 6, 7, 11, 39, 40].

Soon after synchrotron radiationhadbeenproposed as amechanism for cosmicNT
radio emission [41, 42], it was found that a power-law distribution of ultrarelativistic
charged particles produced the emission with a power-law spectrum in the optically
thin range [21, 22, 24].After that, the detailed theory of cosmic synchrotron spectrum
[20, 33, 43] and polarization [44–46] was developed. While the ultrarelativistic
approximation is sufficient for most of the cosmic objects [47], it is not properly
correct for the solar case [27, 31, 33].

Thus, a lot of efforts have been done to find simple approximations valid for
GS emission produced by nonrelativistic and moderately relativistic electrons [25,
48–53] or to perform exact numerical calculations [54, 55]. While the general for-
malism [27] allows for arbitrary pitch-angle anisotropy, most of the papers focused
on isotropic distributions of fast electrons. A few exceptions only consider weakly
anisotropic pitch-angle distributions [49–51], but the authors of these papers did
not find any significant effect of the pitch-angle anisotropy on the spectrum and
polarization of optically thin part of the GS emission.

Synchrotron radiation by a single ultrarelativistic electron is characterized by
prominent directivity along the particle velocity. Indeed,most of the energy is emitted
within a narrow cone along the velocity,

ϑ ∼ γ −1
e = mc2/E , (2.3.1)

where γe is the Lorentz factor of the electron, m, E are the mass and energy of
the electron, c is the speed of light, so ϑ � 1 if γe � 1. Only extremely strong
anisotropy (when the electron distribution function changes noticeably within the
small angle) can affect synchrotron emission produced by an ensemble of ultrarela-
tivistic electrons. Hence, any expected anisotropy is entirely unimportant to calculate
synchrotron emission from distant objects like supernova remnants or radio galax-
ies. However, this does not hold for the solar case where semi-relativistic and mildly
relativistic electrons contribute the bulk to the GS emission. Thus, the anisotropy
(if present) is potentially important for the modeling of solar MW continuum bursts
(which are commonly believed to be produced by GS mechanism [13]).

Actually, there is presently ample evidence of the anisotropic pitch-angle distri-
butions of energetic electrons in solar flares. Analysis of particle kinetics effect on
the temporal and spectral behavior of optically thin MW and hard X-ray emissions
[56–59] indicates a considerable fraction of accelerated particles to be accumulated
in the loop. Under flaring loop conditions, the trapping itself suggests that electrons
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are lacking within a loss-cone and, therefore, they are distributed anisotropically
(perpendicularly to magnetic field lines). Further, and possibly the strongest evi-
dence of the transverse anisotropy, is the existence of the MW LT brightness peak of
optically thin GS emission [3, 60], which has been interpreted as tracer of a strong
concentration of mildly relativistic electrons trapped and accumulated in the top of a
flaring loop [4]. On the other hand, there are many observations of electron beams in
the solar corona and flaring loops [61]. We should also mention the strong directivity
of gamma ray solar flares discovered from center-to-limb variations of their inten-
sity [62]. Center-to-limb variations of MW bursts are found as well [63]. On top of
this, some acceleration processes result in anisotropic particle distributions [1, 64,
65]. Thus, non-isotropic pitch-angle distributions of fast electrons should be rather
common. Nevertheless, most of the studies of GS emission neglected the effect of
anisotropy except for a few papers [4, 66, 67].

2.3.1 Parameters of Numerical Simulation

To study the effect of pitch-angle anisotropy on GS emission, we varied the type of
pitch-angle distributions (loss-cone-like and beam-like) and their parameters such
as the widths of the sinN and Gaussian functions, θc, and μ0. The effects of these
variations were considered for different involved parameters like electron spectral
index γ , the parameter τ0 = (πLωBe/2c)(Ne/N ) that specifies the optical depth of
the source, as well as the plasma frequency to gyrofrequency ratio Y = ωpe/ωBe. The
frequency dependence of intensity, degree of polarization, and spectral index of GS
emission were calculated for quasi-parallel and quasi-transverse wave propagation
(angles between magnetic field vector and the line of sight ϑ = 37◦ and ϑ = 78◦
respectively). To be complete, we discuss below both new properties of GS radia-
tion directly related to the effect of pitch-angle anisotropy and some of well-known
properties valid for both isotropic and anisotropic distributions.

2.3.2 Pitch-Angle Distributions of SinN Type

We start with the anisotropy of the loss-cone type described by sinN function [68]
with N = 6. The size of the loss-cone (parameter θc) varies from 0 (isotropic case)
to π/2 (very wide loss-cone, energetic electrons are distributed perpendicular to
magnetic field).

f2(μ) ∝
{ sinN

(
π
2

θ
θc

)
, 0 < θ < θc,

1, θc < θ < π − θc,

sinN
(

π(θ−π)

2θc

)
, π − θc < θ < π.

(2.3.2)
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All calculations were performed for a power-law distribution over momentum

f1(p) = (γ − 3)pγ−3
0

pγ
pmin < p < pmax , (2.3.3)

with pmin ≈0.2 mc (Ekin ≈10keV) and pmax ≈20 mc (Ekin ≈10MeV). The nor-
malization coefficient in Eq. (2.3.3) is calculated for a broad spectrum with pmax �
pmin , which falls with increasing momentum. The spectral index γ is related to the
energy spectral index δ as follows: γ = 2δ + 1 for Ekin � mc2 and γ = δ + 2 for
Ekin � mc2.

2.3.2.1 General Properties

Let us consider a relatively soft electron spectrum (γ = 9) and tenuous plasma (Y =
0.3) with τ0 = 5 · 104, as shown in Fig. 2.9.

The soft electron spectrum is more favorable to observe the spectral structure of
the GS radiation. The accepted parameter Y = 0.3 is chosen because larger values of
Y produce stronger effect of density, while smaller values are favorable to produce
coherent electron cyclotron maser emission that is beyond the scope of this paper.
For the adopted set of parameters, the optical depth τ exceeds unity only at the lowest
integer harmonics of the gyrofrequency: s = 2, left panels; s = 2, 3, right panels.

It is well seen that in the quasi-parallel direction (η = cosϑ = 0.8) the increase
of anisotropy is followed by a strong decrease of intensity (up to a factor of 5–10)
and an increase of polarization (up to 10–20%) at high frequencies where the radio
source is optically thin. The increase of the spectral index α is especially remarkable,
Δα ∼ 1 (see left column, bottom). The curves for relatively large anisotropy (θc =
π/3, θc = π/2) deviate clearly from the curves for the isotropic distribution and the
weak anisotropy θc = π/6 and show a considerable enhancement over the relativistic
value α = (δ − 1)/2 = (γ − 3)/2 = 3 that is the asymptotic value for each curve
for sufficiently high frequencies.

The physical reasons for such a behavior are as follows. The intensity of emission
in the quasi-parallel direction at low frequencies is weakly sensitive to the pitch-angle
anisotropy because the low-energy electrons contribute the bulk to the emitted energy
at these frequencies. The emission by a single low-energy electron does not display
prominent directivity, hence, the actual angular distribution is not so important for
the low-frequency emission. However, the directivity increases with the emitting
electron energy, which results in lack of higher frequency emission at small view
angles ϑ from the loss-cone distribution. The degree of polarization increases with
the anisotropy, because O-mode emission at any given frequency is produced by
electrons with higher energy than the respective X-mode emission. Accordingly, the
directivity of O-mode emission is stronger than for X-mode, providing less favorable
conditions for O-mode emission at quasi-parallel directions.
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Fig. 2.9 The GS radiation intensity, degree of polarization, and spectral index vs. frequency for
various loss-cone angles θc in sinN pitch-angle distribution. The decrease of intensity and increase
of the degree of polarization and spectral index with θc are clearly seen for the quasi-parallel
propagation (η = 0.8). The parameters are shown in the figure

The emission properties in the quasi-transverse direction, η = 0.2 (Fig. 2.9, right
panels), are not so sensitive to the loss-cone type anisotropy, which agrees with the
above one electron consideration. The level of radiation intensity increases for the
anisotropic distributions due to the excess of fast electronsmoving at quasi-transverse
to the magnetic field directions compared with the isotropic case. The degree of
polarization increases noticeably for a wide loss-cone (θc = π/2) only. The reason
for this increase is that electrons from wider range of pitch-angles contribute to the
X-mode intensity, than to O-mode intensity (again, because the X-mode radiation is
produced by lower energy electrons than the O-mode radiation). The decrease of the
spectral index for the anisotropic case (θc = π/2) is rather weak, while present. The
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degree of polarization and the spectral index do not change unless the anisotropy is
moderate (θc = π/6, π/3), since the electrons described by the flat (independent on
θ ) region of the distribution contribute the bulk to the quasi-transversewave emission.

One can note the wiggles in the spectra (Fig. 2.9, top, both left and right) related
to the harmonic structure of the GS radiation that are clearly visible as oscillations
of spectral index (Fig. 2.9, bottom). The oscillations are visible up to ω/ωBe ∼ 10,
which might be used for the diagnostics of the magnetic field at the source. The
number of the oscillations depends on the anisotropy: the most oscillating curve
(for η = 0.8, Fig. 2.9, bottom left) is for θc = π/6 when the direction of emission is
close to the direction of the fastest change of the distribution functionwith pitch-angle
(cos θc ≈ 0.87 for θc = π/6).

2.3.2.2 Influence of Optical Thickness

In general, the influence of the anisotropy on the emission properties in the optically
thin region holds qualitatively the same for various parameters in the radio source,
while variations of the electron spectral index, the optical thickness or plasma density
(the parameter Y = ωp/ωB) can, nevertheless, have an important effect on properties
of the radiation.

Generally, an increase of the optical depth produces a shift of the spectral peak
toward higher frequencies for both isotropic and anisotropic cases. Figure2.10 dis-
plays the GS radiation for the same parameters as Fig. 2.9 except τ0 that is increased
by four orders of magnitude. The main effect of the large optical depth (for both
isotropic and anisotropic cases) is well-developed spectral peak at ω/ωBe ≈ 10. The
harmonic structure is no longer dominating the transition from the optically thick
to thin region, respectively, the spectral index displays smooth curves with a well-
developedmaximum; the curves approach the relativistic value (α = (γ − 3)/2 = 3)
at higher frequencies.

The degree of polarization behaves similarly to that in Fig. 2.9 in the optically
thin region, while it corresponds mainly to O-mode in the thick region. This property
relates primarily to the alreadymentioned difference in characteristic electron energy
producing O- and X-mode emission at a given frequency. Since the level of radiation
in the optically thick region can be qualitatively described in terms of “effective
temperature” of radiating electrons, the brightness temperature of O-waves is larger
than of X-waves, providing the predominant O-polarization, which is well known for
the isotropic case. The degree of O-polarization becomes weaker for the anisotropic
case, because (as it has been explained above) the loss-cone distribution is more
favorable to produce X-waves than the isotropic distribution.

2.3.2.3 Influence of Density

It is noteworthy that the influence of plasma density, as shown in Fig. 2.11, even
for a moderate value of Y , there is no an evident suppression at low frequencies.
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Fig. 2.10 The parameters are basically the same as those in Fig. 2.9, except τ0 that is increased by
four orders of magnitude

For the only small difference of value of Y in the two columns of Fig. 2.11, the
following changes are caused by the influence of density: a. the optically thick part
becomesmore smooth in Fig. 2.11b than that in Fig. 2.11a. theX-mode polarization in
optically thick part becomes more stronger, in the anisotropic case the polarization
sense possibly corresponds to X-mode, but to O-mode in the isotropic case (see
Fig. 2.11d), and c. the spectral peak becomes more broader, i.e., the spectral index
more slowly approaches zero (see Fig. 2.11e).



38 2 Theory of MW Emissions of Solar Flaring Loops

10

100

101

τ0=5x104

γ=5

η=0.8

ωpe/ωBe=1

θc=

π/2
π/3
π/6

 0

In
te

ns
ity

 

10

100

101

ωpe/ωBe=2

η=0.8

10

-80
-60
-40
-20

0
20
40
60
80

100

D
eg

re
e 

of
 P

ol
ar

iz
at

io
n,

 %

10
-40

-20

0

20

40

60

80

10
-5

-4

-3

-2

-1

0

1

2

Sp
ec

tra
l I

nd
ex

Frequency, ω/ωBe

10
-5

-4

-3

-2

-1

0

1

2

Frequency, ω/ωBe

Fig. 2.11 Influence of plasma density (see relevant discussions in Sect. 2.3.2.3)

2.3.2.4 Influence of Optical Thickness and Razin Effect

It is clearly seen in Fig. 2.12 (left column) for the simultaneous influence of opti-
cal thickness and Razin effect. The spectral peaks (ω/ωBe = 20 ∼ 30) are mainly
determined by the optical thickness, while the Razin effect is also important (Razin
frequency isωR ≈ 17ωBe). The influence of density is to keep the polarization degree
to be positive in the optically thick part, because it more strongly suppresses O-mode
than X-mode. The polarization degree may be very large (>60%) in the anisotropic
case, while it is smaller than 40% in the isotropic case. When the frequency is
smaller than Razin frequency (ω < 17ωBe), both emissivity and absorption coeffi-
cients decrease with an exponential factor. In any case, the emissivity slowly declines
to low frequencies until τ > 1, because the emission intensity is determined by the
ratio of emissivity and absorption coefficient. However, when τ decreases to a value
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Fig. 2.12 Influence of optical thickness and Razin effect (see relevant discussions in Sect. 2.3.2.4)

smaller than unit, the intensity starts to decline exponentially due to the Razin effect
(ω < 8ωBe), and polarization degree starts to increase (due to a stronger suppres-
sion of O-mode than that of X-mode), while the spectral indices at these frequencies
decrease rapidly.

The right column of Fig. 2.12 shows an extremely large optical thickness (τ0 =
5 × 1011), in which anisotropy has no effect on the emission intensity, while has a
weak effect on the polarization degree. It is emphasized that the dependence of spec-
tral index on frequencies: the optically thick GS emission does not display an evident
power-lawdistribution,while it approaches the relativistic value (aboutω2.5) at higher
frequencies (ω > 50ωBe), which is available for both isotropic and anisotropic cases.
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2.3.3 Effect of Pitch-Angle Distribution Shape: Gaussian
Loss-Cone

Properties of GS radiation have an exceedingly strong dependence on the functional
shape of the pitch-angle distribution of the loss-cone type. To illustrate this, we
assume now the distribution to obey Eq. (2.2.7) with μ1 = 0 and vary the parameter
μ0 from 0.2 to 10 (from narrow pancake-like to almost isotropic distribution).

f2(μ) ∝ exp(−(μ − μ1)
2/μ2

0). (2.3.4)

2.3.3.1 For Tenuous Plasma

Figure2.13 displays the plots for relatively tenuous plasma, Y = 0.5. The radiation
intensity changes by orders of magnitude compared with the isotropic case. Respec-
tively, the difference in the spectral index in the optically thin frequency range is
up to a factor of four (left panel, bottom). Remarkable change of polarization occurs
as well. The degree of polarization increases in the optically thin region for all view
angles: it can exceed 50% for quasi-transverse directions and reach 100% for quasi-
parallel directions. Furthermore, the sense of polarization can correspond to X-mode
in the optically thick region.

2.3.3.2 For Dense Plasma

The effects hold also for denser plasma. Figure2.14 displays the plots for Y = 2.
Generally, the spectral peak moves toward higher frequencies as Y increases, there-
fore, we reduced the value of τ0 a little to keep the spectral peak at approximately the
same position as in Fig. 2.13. The optically thin region does not change much com-
pared with that in Fig. 2.13, while the spectrum in the optically thick region becomes
smoother for denser plasma, since the contribution of low-energy electrons is sup-
pressed by the effect of density. One can also note, that the region of the spectral peak
becomes a bit broader for denser plasma for both isotropic and anisotropic cases,
which is similar to what we have for sinN pitch-angle distribution. Note also that the
degree of polarization of the X-mode in optically thick region increases remarkably
compared with the case of tenuous plasma, Fig. 2.13.

2.3.3.3 Dependence on Electron Spectral Index

The exact results depend on the electron spectral index γ . For the similar parameters
as in Figs. 2.13 and 2.14, but γ = 9, we found that the spectral index starts to oscillate
around the position of the spectral peak. The oscillations becomemore prominent for
smaller τ0 values than in Figs. 2.13 and 2.14, which are evident from Fig. 2.15 (the Y
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Fig. 2.13 The GS radiation intensity, degree of polarization, and spectral index vs frequency for
variousμ0 in the Gaussian pitch-angle distribution f2(μ) ∝ exp(−(μ − μ1)

2/μ2
0) of the loss-cone

type (μ1 = 0). Much stronger dependence on the anisotropy compared with the sinN pitch-angle
distribution is clearly seen

value is set as 1 to be between 0.5 and 2 adopted for Figs. 2.13 and 2.14 respectively;
the variations of Y value within these limits makes no important difference). For this
case, the X-mode polarization varies with a frequency between 0 and 100% in the
optically thick region. The oscillating behavior of the spectral index in the optically
thin region is clearly evident for both quasi-parallel and quasi-transverse directions.
The stronger the anisotropy, the more pronounced the oscillations of the spectral
index for the quasi-parallel wave emission (Fig. 2.15, bottom left), which is different
from the behavior for sinN distribution (Fig. 2.9, bottom left, and Fig. 2.11, bottom
left), where a moderate anisotropy (with θc = π/6) produces the most oscillating
spectral index.
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Fig. 2.14 The parameters are the same as those in Fig. 2.13, except for more dense plasma of Y = 2

Thus, the properties of GS emission depend substantially on the shape of angular
function describing the loss-cone. We can see from Figs. 2.13, 2.14, and2.15 that the
Gaussian anisotropy affects the emission much stronger than the anisotropy of sinN

type. This is provided by faster decrease of the number of electrons in the loss-cone
for the Gaussian case than for the sinN case. Generally, for other equal conditions, the
loss-cone distributions are more favorable to produce X-mode radiation compared
with the isotropic distribution.
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Fig. 2.15 The parameters are almost the same as those in Figs. 2.13 and 2.14, except for a soft
electron spectral index of γ = 9

2.3.4 Effect of Pitch-Angle Distribution Shape: Beam-like
Distribution

Let us turn to the analysis of GS emission produced by a beam-like electron distrib-
ution. For this purpose, we use the Gaussian distribution [12] with μ1 = 1.

2.3.4.1 In General

Figure2.16 displays the plots for the view angles in the half-sphere of the beam
propagation. Obviously, the beaming enhances the emission intensity along the beam
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Fig. 2.16 The GS radiation intensity, degree of polarization, and spectral index vs. frequency for
various μ0 in the Gaussian f2(μ) ∝ exp(−(μ − μ1)

2/μ2
0) pitch-angle distribution of the beam-

like type (μ1 = 1). The influence of the anisotropy is especially well seen for the quasi-transverse
propagation (right column). Beam-like distributions are more favorable to produce ordinary-mode
GS emission even in the optically thin region

(η = 0.8). The scatter of the spectral indices for various beam sizes (μ0) is not too
large, while present. However, we shouldmention a significant decrease of the degree
of polarization in the quasi-parallel direction. While for the isotropic case it exceeds
50%, it can be less than 30% for the anisotropic case–an unusual value for quasi-
parallel directions.

The effect of the beam-like anisotropy on polarization appears to be much more
prominent for quasi-transverse directions: the dominant sense of polarization is O-
mode here for both optically thick and thin regimes. The sense of polarization changes
its sign in the optically thin region from the X-mode to the O-mode with increasing
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Fig. 2.17 The parameters are almost the same as those in Fig. 2.16, except for different propagation
angles of η = 0.6 and 0.4

the anisotropy. Thus, beam-like distributions aremore favorable to produce ordinary-
mode GS emission even in the optically thin region. This happens for all view angles
in this half-sphere (Fig. 2.17). We should note that the sense of polarization can
change with frequency in the optically thin region.

2.3.4.2 In Other Half-Sphere

In the other half-sphere, opposite to the direction of the beam propagation, the sit-
uation is opposite: strong X-mode polarization is observed here for all view angles
(Fig. 2.18). Extremely large scatter of spectral indices takes place for this case. It is
commonly accepted that large spectral indices (α > 8) are a signature ofGS radiation
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Fig. 2.18 The parameters are almost the same as those in Fig. 2.17, except for opposite propagation
of beam

produced by thermal electrons [25]. However, Fig. 2.18 demonstrates that anisotropic
NT distributions can produce much softer GS spectra, even for increasing a factor of
10.

2.3.4.3 For Dense Plasma

Figure2.19 displays the GS emission by the beam in a dense plasma (Y = 2.5) when
the optical depth is relatively large. The behavior of the polarization and the spectral
index is generally the same as in Fig. 2.17. However, we should note that even a rather
broad optically thick region of the spectrum does not obey any single power-law:
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Fig. 2.19 The parameters are almost the same as those in Fig. 2.17, except for dense plasma of
Y = 2.5

the plots of the spectral index do not contain any flat negative part; this property has
already been mentioned above for the loss-cone and isotropic distributions.

2.3.4.4 Different Types of Gaussian Anisotropy

Figure2.20 plots the curves for different types of the Gaussian anisotropy: loss-cone
(μ1 = 0), beam (μ1 = 1), and the oblique beams (μ1 = 0.3, 0.6). From the figure,
we conclude a gradual transition to occur from the loss-cone to the beam-like regime.
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Fig. 2.20 GS emission intensity, polarization, and spectral index for different types of the Gaussian
anisotropy: loss-cone (μ1 = 0), beam (μ1 = 1), and the oblique beams (μ1 = 0.3, 0.6)

2.3.5 Discussion

Our study proves the pitch-angle anisotropy to affect significantly the GS radiation.
First of all, we should mention the strong effect of the anisotropy on the intensity and
spectral index of the emission in the optically thin region, which relates primarily
to the energy-dependent directivity of the synchrotron radiation by a single electron
(Eq.2.2.21).

So far, the spectral index has been commonly believed to be directly linked to the
energy spectral index of radiating electrons providing the method to derive the elec-
tron distribution from theMW spectra [13]. However, this method cannot be directly
applied if the radiating electrons have an anisotropic pitch-angle distribution, since
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the value of the spectral index can deviate significantly from the respective value for
the isotropic case. Nevertheless, the results are potentially even more powerful for
the fast particles diagnostics if applied for the analysis of spectral index distribution
along the magnetic loop obtained with high spectral and spatial resolution, which
should become possible for the planned FASR observations [69]. Furthermore, the
oscillating behavior of the spectral index can be used for the magnetic field diagnos-
tics.

Currently, it is discovered with the NoRH data that MW emission from the FP
parts of extended flaring loops displays systematically softer spectra (Δα ∼ 1–1.5
in the domain 17–34GHz) than from the LT part [8, 9]. It has been shown that one
of the reasons for the spectral softening is the systematic increase of the magnetic
field strength from the LT toward the FPs [9]. Accordingly, the emission at a given
frequency is generated at lower gyro-harmonics for the FPs than for the LT, which
can result in softer FP spectra (see, e.g., Fig. 2.2 of this chapter) with Δα ∼ 0.5−1.

The results presented in this section show clearly that a pitch-angle anisotropy can
make an important contribution to the observed spectral index variations. Indeed, if
we take into account the mentioned convergence of the magnetic field lines toward
the FPs, we should expect a more anisotropic electron distribution (due to a larger
loss-cone) in the FP source than in the LT source. Furthermore, for the disk flares, the
FP source is observed at a quasi-parallel direction, while the LT source is observed
at a quasi-transverse direction. Figures2.10, 2.11, 2.12, 2.13, and 2.14 show that
anisotropic distributions provide systematically softer spectra of GS radiation (at
quasi-parallel directions, the case of the FP source) than the isotropic or weakly
anisotropic distribution (at quasi-transverse directions, the case of the LT source),
which agrees with the NoRH data. Thus, the pitch-angle anisotropy plays probably
a key role in the observed variations of the spectral index of the MW radiation along
the loop.

We should note as well, that the decrease of the radiation intensity in the quasi-
parallel direction due to the pitch-angle anisotropy is rather significant to explain the
observed decrease of the radio brightness from the LT to the FPs of the flaring loops
near the center of the solar disk [4].

Actually, the study of GS intensity and spectral index distribution together with
hard X-ray and gamma ray data from the RHESSI mission can provide us with an
entirely new powerful tool to study pitch-angle distributions of fast electrons along
the loop. Such information is of primary importance for the models of fast electron
propagation in the magnetic loops, since it can put essential constraints on the mirror
ratio, background number density, level and spectra of wave turbulence in the loop,
which (all together) control the particle kinetics in the magnetic loop.

Furthermore, the properties of polarization can be used for diagnostic purposes as
well. The anisotropic distributions can ensure X-mode polarization in the optically
thick region, or (in some cases for beam-like distributions) O-mode radiation in the
optically thin region.Multiple change of the sense of polarization with frequency can
occur. The degree of polarization can strongly deviate from the respective isotropic
case.
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We conclude that most of the effects found here can be observed (and some of
them have already been observed), thus, detailed and careful interpretation of the
MW data with the use of the presented results should substantially improve the
particle diagnostics and provide us with essentially new observational constraints on
fast particle pitch-angle anisotropy in solar flares.

2.4 Trapping and Transport Effects

To learn more about properties of MW emission and its dynamics in different parts
of flaring loops and to study the properties in a more quantitative way than before,
we do modeling of the time evolution of electron spectral, pitch-angle and spatial
distributions along a magnetic loop by solving the nonstationary Fokker–Planck
equation [70] under different assumptions on the physical conditions in the loop and
for different positions of the injection site (loop top, loop legs and feet) [71, 72].

∂ f

∂t
= −cβμ

∂ f

∂s
+ cβ

d lnB

ds
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(
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)
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λ0β3γ 2

∂
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[(
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) ∂ f

∂μ

]
+ S , (2.4.1)

where f = f (E, μ, s, t) is electron distribution function of kinetic energy E = γ −
1 (in units ofmc2), pitch-angle cosineμ = cos α, distance from theflaring loop center
s, and time t , S = S(E, μ, s, t) is injection rate,β = v/c, v and c are electron velocity
and speed of light, γ = 1/

√
1 − β2 is Lorentz factor, B = B(s) is magnetic field

distribution along the loop, λ0 = 1024/n(s)lnΛ, n(s) is plasma density distribution,
lnΛ is Coulomb logarithm.

2.4.1 Dependence on the Position of Acceleration/Injection
Site

In this section, we present the results of our numerical experiments only for two
cases using the developed method of numerical calculations [7, 71]. In the first case
(Model 1), the source of high-energy electrons is located in the magnetic trap center
s = 0, and in the second one (Model 2) near a trap foot s = 2.4 × 109 cm. In both
models, the trap (loop) is symmetrical and its half-length is 3 × 109 cm andmagnetic
mirror ratio Bmax/Bmin = 2, Bmin = 200G. Plasma density is homogeneous along
the loopwith n(s) = 5 × 1010 cm−3. The injection function S(E, μ, s, t) is supposed
to be a product of functions dependent only on one variable (energy E , cosine of
pitch-angle μ, position s, and time t):
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Fig. 2.21 Results of simulations for Model 1 (top panels) and for Model 2 (bottom panels) for
electron energy 405keV and for two positions in the loop: loop top (left panels) and near an FP
(right panels). The distribution functions over pitch-angle α for the rising phase of injection are
shown by solid (t = 4.2 s), dotted (t = 20.7s) and dashed (t = 26.25s) lines, and for the decay
phase by dot-dashed (t = 70.1s) and dot-dot-dot-dashed (t = 99s) lines

S(E, μ, s, t) = k S1(E) S2(μ) S3(s) S4(t) , (2.4.2)

where k is a normalization factor, the energy dependence is a power-law S1(E) =
k(E/Emin)

−δ , Emin = 30keV, with spectral index δ = 5; pitch-angle distribution
is isotropic S2(μ) = 1; time dependence is Gaussian S4(t) = exp[−(t − tm)2/t20 ],
tm = 25s, t0 = 14s; spatial distribution is also Gaussian. For Model 1: S3(s) =
exp(−s2/s20 ), and forModel 2: S3(s) = exp[−(s − s1)2/s20 ],where s0 = 3× 108 cm,
s1 = 2.4 × 109 cm.

It is known that spectral and polarization properties of GS emission are very
sensitive to peculiarities of the electron pitch-angle distribution in a radio source
[10]. So, here, in Fig. 2.21 we present some results of modeling the pitch-angle
distributions of mildly relativistic electrons (E = 405keV) in the center and end of
the magnetic trap (loop) for Model 1 and Model 2.
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Model 1 (injection at the LT). In the loop center, the distribution remains anisot-
ropic perpendicular to magnetic field lines during the injection rise, maximum (tm =
25s) and decay phases. However, the degree of anisotropy decreases with time,
especially in the decay phase. Near a loop FP, the electron pitch-angle distribution
is clearly asymmetric, showing a considerable amount of electrons with small pitch-
angles. On the decay phase, the distribution becomes more and more symmetric with
the peak close to α = 90◦ (transverse anisotropy increases).

In the case of Model 2 (injection near an FP), the pitch-angle distribution and its
dynamics near the FP are very similar to ones inModel 1. At the loop center, however,
the shape of the distribution and its dynamics are completely different. First of all,
we can see two peaks near pitch-angles 50 and 130◦ that indicates the presence of
oblique fluxes (beams) of electrons. Second, the distribution changes dramatically
during the decay time getting more isotropic. Obviously, the pitch-angle scattering
due to Coulomb collisions and precipitation into the loss-cone play important role
in the mentioned dynamics.

2.4.2 Spectral an Polarization Responses to Specific Electron
Distributions

In this section, we show the influence of electron distribution dynamics on polariza-
tion and spectral properties of MW GS emission from different parts of a magnetic
loop [72]. We do simulations in the frames of assumptions accepted for Model 1 and
Model 2 and use the exact formalism described in papers [12, 27]. Themagnetic loop
is thin (so that the MW source is optically thin in the considered frequency range)
and located in the plane almost perpendicular to the LOS (θ = 78.5◦). Results of our
simulations are presented in Figs. 2.22 and2.23.

Figure2.22 displays frequency spectra of polarization degree and its dynamics for
Model 1 (top panels) and Model 2 (bottom panels) for two positions in the loop: in
the loop top (left plots) and near an FP (right plots). For both models, the polarization
spectra of emission from the region near an FP are very similar. The polarization is
positive (X-mode) at all frequencies and its degree is quite high (25–30%) even at
the highest frequencies. The time evolution is very weak if present at all.

The polarization spectra from the loop top region are strongly different. They show
well visible dynamics. They differ from each other. The most striking differences
between Model 1 and Model 2 are the following. First, the polarization degree in
Model 2 (isotropic injection near an FP) is negative (O-mode) at high frequencies,
whereas in Model 1 it is positive both at low and high frequencies. Such unusual
phenomenon is explained by the fact that in Model 2 we have an oblique flux (beam)
of electrons in the central part of the magnetic trap (Fig. 2.21). The oblique beam
of energetic electrons is known to produce O-mode polarized emission in the quasi-
transverse direction even in optically thin regime [12]. The second strong difference
is the difference in the dynamics of the polarization spectra. In Fig. 2.22, we can see
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Fig. 2.22 Spectra of polarization and dynamics. Top and bottom panels are respectively forModel 1
and Model 2. Left and right columns are respectively for LT and near an FP. The line styles are
similar to those in Fig. 2.21

that in Model 1 the polarization degree decreases with time, by ≈10–20%, whereas
in Model 2 it increases considerably, by ≈20–40%, and even may change its sign
on the late decay phase of the injection.

Somewhat similar picture of differences betweenModel 1 andModel 2 is observed
for frequency spectra of the local spectral index α( f ) and its dynamics (Fig. 2.23).
In Fig. 2.23, we can see very similar values and dynamics of α( f ) near an FP (right
plots) for both models. At the same time, the values and dynamics of α( f ) in the
loop top region are noticeably different. For Model 2 the value of α( f ) is larger than
for Model 1. Moreover, at high frequencies, it is even larger than α( f ) in the FP
emission source. The higher values of α( f ) in the loop top for Model 2 is definitely
associated with the beam-like anisotropy of energetic electrons in the central part of
themagnetic loop (Fig. 2.21). Such anisotropy is known to produce steeper frequency
spectra of GS emission in the quasi-transverse direction [12].
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Fig. 2.23 Spectra of spectral index and dynamics. Top and bottom panels are respectively for
Model 1 andModel 2. Left and right columns are respectively for LT and near an FP. The line styles
are similar to those in Fig. 2.21

2.4.3 Diagnostic Potential

Thedifferences in behavior of polarization and spectra found for two injectionmodels
can serve as a diagnostic tool for distinguishing between different types of anisotropic
distributions in flaring loops. These findings, together with a set of other recent
achievements in theoretical and observational studies, may be developed in a new
method of direct diagnostics of accelerationmechanisms and properties of kinetics of
high-energy electrons in flaring magnetic loops by means of spatially and spectrally
resolved MW observations. It is clear now that building new radio instruments such
as FASR,MUSER, and SiberianRadioheliograph,which are able to observe intensity
and polarization of MW emission in a wide frequency range and with high spatial,
spectral, and temporal resolution, is crucially important for solving the key problems
in the physics of solar flare particle acceleration.
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2.5 Effects of Other Parameters on GS Emission

The effects of various plasma and energetic parameters on GS emission have been
studied intensively [73], there are 6 parameters mentioned in the classical theory of
GS emission [27]: the local magnetic field B0 in the source of GS emission, the NT
electron spectral index δ, the low-energy and high-energy cutoffs of NT electrons
(Emin and Emax ), the ambient plasma density n0, and the view angle θ in respect to
B0. The effects of these parameters on GS emission has been compared [74] with the
well-known code (vmramaty_gysy_core.pro) [35] given in Solar-Software (SSW).

2.5.1 Spectral Shape

The effects of these parameters on the spectral shape of GS emission are shown in
Fig. 2.24, and the selected parameters are given in Table2.1.

It can be clearly seen from Fig. 2.24 that the sensitivity of GS spectrum to the
6 parameters is quite different. The parameters more sensitive to the GS spectrum
(e.g., spectral shape, peak frequency, and spectral slopes) are B0, δ, and θ .

Fig. 2.24 The GS spectrum varied with the 6 ambient and energetic parameters
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2.5.2 Radio Flux Density

Furthermore, we have calculated the theoretical radio flux density at the working
frequencies 17 and 34GHz of NoRH varied with the 6 parameters as shown by
Fig. 2.25, and the calculated parameters are given in Table2.2.

Table 2.1 Parameters selected in Fig. 2.24

Para. B0 (G) δ Emin(keV) Emax (MeV) n0(cm−3) ϑ(◦)
B0 20.0,

100.0,
200.0

5.0 30.0 10.0 1.0 × 1010 60.0

δ 100.0 3.0, 5.0, 7.0 30.0 10.0 1.0 × 1010 60.0

Emin 100.0 5.0 10.0, 50.0, 90.0 10.0 1.0 × 1010 60.0

Emax 100.0 5.0 30.0 10.0, 20.0, 35.0 1.0 × 1010 60.0

n0 100.0 5.0 30.0 10.0 1.0 × 108, 1.0 ×
109, 1.0 × 1010

60.0

ϑ 100.0 5.0 30.0 10.0 1.0 × 1010 30, 50,
70

Fig. 2.25 The radio flux at 17 (solid line) and 34 (dashed line) GHz varied with the 6 ambient and
energetic parameters



2.5 Effects of Other Parameters on GS Emission 57

Table 2.2 Parameters selected in Fig. 2.25

Para. B0 (G) δ Emin(keV) Emax (MeV) n0(cm−3) ϑ(◦)
B0 10.0−200.0 5.0 30.0 10.0 1.0 × 1010 60.0

δ 100.0 2.0−7.0 30.0 10.0 1.0 × 1010 60.0

Emin 100.0 5.0 10.0−90.0 10.0 1.0 × 1010 60.0

Emax 100.0 5.0 30.0 10.0−35.0 1.0 × 1010 60.0

n0 100.0 5.0 30.0 10.0 1.0 ×
1010 −
1.0 × 1010

60.0

ϑ 100.0 5.0 30.0 10.0 1.0 × 1010 20−80

Fig. 2.26 The GS optically thin spectral index varied with the 6 ambient and energetic parameters

The results in Fig. 2.25 are basically consistent with those in Fig. 2.24. It is defi-
nitely confirmed that the effect of Emin and Emax is negligible in both the calculations
of GS spectrum and flux, but the effect of n0 on GS flux is evident, especially it is
more sensitive to the lower frequency, such as 17GHz. The GS flux increases with
increasing of B0 and θ , but decreases with increasing (softening) of δ, which is well
consistent with the theoretical prediction of GS emission. In addition, the GS flux
decreases with increasing of n0 may be caused by the effect of self-absorption.
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Table 2.3 Parameters selected in Fig. 2.26

Para. B0 (G) δ Emin(keV) Emax (MeV) n0(cm−3) ϑ(◦)
B0 10.0−200.0 5.0 30.0 10.0 1.0 × 1010 60.0

δ 100.0 2.0−7.0 30.0 10.0 1.0 × 1010 60.0

Emin 100.0 5.0 10.0−90.0 10.0 1.0 × 1010 60.0

Emax 100.0 5.0 30.0 10.0−35.0 1.0 × 1010 60.0

n0 100.0 5.0 30.0 10.0 1.0 × 108 −
1.0 × 1010

60.0

ϑ 100.0 5.0 30.0 10.0 1.0 × 1010 20−80

Fig. 2.27 The turnover frequency calculated by Ramaty’s theory

2.5.3 Spectral Index

Moreover, we have compared the sensitivity of GS optically thin spectral index to
the 6 parameters in Fig. 2.26, and the selected parameters are shown in Table2.3.

The most important result in Fig. 2.26 is that the GS optically thin spectral index
is sensitive only to B0 and δ, which will be used for the diagnostics of B0 and δ in
Chap.6.

http://dx.doi.org/10.1007/978-981-10-2869-4_6
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Table 2.4 Parameters selected in Fig. 2.27

Para. B0 (G) δ Emin(keV) Emax (MeV) n0(cm−3) θ(◦)
B0 10.0−200.0 5.0 30.0 10.0 1.0 × 1010 60.0

δ 100.0 2.0−7.0 30.0 10.0 1.0 × 1010 60.0

Emin 100.0 5.0 10.0−90.0 10.0 1.0 × 1010 60.0

Emax 100.0 5.0 30.0 10.0−35.0 1.0 × 1010 60.0

n0 100.0 5.0 30.0 10.0 1.0 × 108 −
1.0 × 1010

60.0

θ 100.0 5.0 30.0 10.0 1.0 × 1010 20−80

2.5.4 Turnover Frequency

Finally, Fig. 2.27 gives the turnover frequency calculated by Ramaty’s theory in a
typical group of 6 coronal parameters listed in Table2.4.

We can see from Fig. 2.27 that the turnover frequency is only sensitive to the local
magnetic field, which is negatively correlated in lower magnetic field (<40–50G),
but becomes positively correlated in higher magnetic field (>40–50G), which is also
useful for the diagnostics of B0 and δ in Chap.6.

2.6 Numerical Codes for Fast GS Emission Calculations

As it was already mentioned in Sect. 2.3, the exact formulae for the GS emissivities
and absorption coefficients [27, 31, 32] are valid for rather arbitrary conditions in
solar flaring loops, including plasma density andmagnetic field as well as pitch-angle
and energy distributions [12]. However, their computations are very slow, especially
at high harmonic numbers.

Recently, Fleishman and Kuznetsov [75] developed algorithms and computer
codes that allow to calculate GS emission characteristics much faster than the
existing codes. Computation time for the exact formulae grows exponentially with
the harmonic number, while for the developed algorithm this time is nearly con-
stant. As a result, at high frequencies (i.e., where the continuous algorithm is
very accurate), the computation time for anisotropic electron distributions can be
reduced by two to three orders of magnitude in comparison with the exact for-
mulae. The so-called fast GS codes have the sufficient accuracy, and they are
applicable to both isotropic and anisotropic electron distributions. The codes are
freely available for use (http://iopscience.iop.org/0004-637X/721/2/1127/suppdata/
apj351391_sourcecode.tar.gz).

The authors developed several fast GS codes: continuous, hybrid, and their opti-
mized versions (for details, see Fleishman andKuznetsov [75]). The continuous code
gives very high overall accuracy of radiation intensity, degree of polarization, and

http://dx.doi.org/10.1007/978-981-10-2869-4_6
http://iopscience.iop.org/0004-637X/721/2/1127/suppdata/apj351391_sourcecode.tar.gz
http://iopscience.iop.org/0004-637X/721/2/1127/suppdata/apj351391_sourcecode.tar.gz
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spectral index, especially at high frequencies. At low frequencies, the continuous
approximation is unable to reproduce the harmonic structure of the GS emission,
although the mean level of the spectra is reproduced remarkably well. The hybrid
code is developed to overcome this problem. It involves both the exact code and
continuous code contributions. As authors say, their numeric experiments show that
for full recovery of noticeable low-frequency harmonics it is typically sufficient to
use the exact code at frequencies below 12 fb and the continuous code above 12 fb,
where fb is electron gyrofrequency in the radio source.

Note that the development of the fast GS codes allows one to apply the automated
forward fitting method for diagnostics of solar flare MW sources [76]. Provided that
the good spatially resolved MW emission characteristics at several frequencies are
available, this method can give us various information not only on the magnetic field
strength and electron spectrum, but also on such intrinsic properties of flaring loops
as its magnetic field orientation, plasma density, the type of electron pitch-angle
anisotropy etc. [77].

Another very important application of these codes is simulations of the 3D spa-
tial structure of microwave sources. The corresponding tool is called GX Simulator
[78]. Due to the microwave source nonuniformity along the line of sight, a com-
putation time for previous codes was unreasonably long. The new tool allows one
to get the line of sight integrated intensity and frequency spectrum at each pixel
of 3D images of MW emission of model flare loops for 2–3 orders of magnitude
faster. Moreover, it allows one to model loops on the basis of a linear force-free
magnetic field (LFFMF) extrapolation of the photosphere magnetic field obtained
from SOHO/MDI or SDO/HMImagnetograms. The GX Simulator package is incor-
porated to be the very popular among solar researchers Solar Soft Ware package
(http://www.lmsal.com/solarsoft/ssw_packages_info.html, for detailed instructions
see: https://web.njit.edu/~gnita/gx_simulator_help/).
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Chapter 3
Observations and Explanations of MW
Emissions in Solar Flaring Loops

3.1 Studies on Spatially Unresolvable Observations

3.1.1 Flattened Spectra in Solar Radio Bursts at Cm and Mm
Bands and Dynamics of Energetic Electrons in Flaring
Loops

The MW burst emission holds valuable information about the processes of electron
acceleration and their storage in solar flare loops. During the last years, new results
regarding particle acceleration have been obtained from HXR and MW observations
as: (a) the considerable increase of the MW to HXR flux ratios (Iμ/Ix) from impulsive
to gradual flares [1, 2]; and (b) the flattening of hard X-ray spectra during the decay
phase of gradual bursts together with large temporal delays between MWs and HXRs.
On the other hand softening during the decay phase and no temporal delays have
been found for impulsive flares [2, 3].

Two fundamentally different approaches have been used for the explanation of
these peculiarities. The first proposes that basically different particle acceleration
processes occur in gradual (long) and impulsive (short) flares. The acceleration
process during gradual flares occurs in two phases or steps, the second being more
effective at high energies [4]. The second approach assumes that the process of accel-
eration is the same for both types of flares, but that physical conditions in the sources
of emissions are different.

The first hypothesis meets several difficulties. Often, the second acceleration is
assumed to be associated with a shock propagating into high levels of the corona after
being generated during the first step. However, associated metric type II bursts have in
some gradual flares not been observed or finished before the end of the HXR and MW
emission [5]. Moreover, direct observations with spatial resolution show that loca-
tions of MW and type II sources have a large distance between them [6, 7]. Another
problem arises from the absence of clustering in the statistical relation between Iμ/Ix
and the HXR burst duration (between 10 and 1000 s) and the observation that the
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delay between MW and HXR peaks increases linearly and monotonically with dura-
tion [8]. If the acceleration processes would basically differ for the two classes of
flares the transition from short to long duration bursts would be not monotonic over
such a large observed range of durations.

In the framework of the second approach, however, these and further problems can
be solved quantitatively if we take into account the dynamics of energetic electrons
injected into closed magnetic field structures during a flare and also the effect of
increasing size and height of flare loops with increasing duration of flares (normally
impulsive flares occur in compact flare loops and gradual ones in large high magnetic
arcs [6, 9]). Under these conditions, the hardening of the HXR spectrum in gradual
bursts can be naturally explained by the hardening of the electron energy spectrum in a
trap due to the energy-dependent Coulomb collisions [10]. The statistical increase of
Iμ/Ix with the duration of bursts occurs due to the increasingly effective accumulation
of mildly relativistic electrons responsible for the MW emission in the less dense
plasma of the larger magnetic loops. Only due to this effect the increase of Iμ/Ix by
2–3 orders of magnitude can be explained [8]. Also, the observed delays between
the MW and HXR maxima and their increase with burst duration can be easily
understood. In the context of the temporal evolution of the electron spectrum, it is
also possible to eliminate the well-known discrepancies found between the numbers
and spectra of energetic electrons calculated from MWs and HXRs [11–13].

3.1.1.1 Overview

The dynamic effects in flare loops need further studies by comparing their conse-
quences with different kinds of observations, since only with adequate models a
correct diagnosis of particle spectra and physical conditions (magnetic field, plasma
density, etc.) in the emission region can be carried out. One of the possibilities of
improving the dynamic model is to study the impact of the temporal deformation of
the electron spectrum in a flare loop on the emitted GS spectrum, particularly at mm
waves where only little research has been carried out.

In recent times, millimetric observations of flares became available from Itape-
tinga, Bern, BIMA, Itapetinga, Metsöhovi and Nobeyama, some of them with high
temporal and spatial resolution (see for instance Refs. [14–17]). The results of these
observations (time delays, spectral changes, etc.) give new information on the tem-
poral development of the energy release and acceleration site and on the physical
conditions in flare loops [18–21]. The millimeter wave spectrum carries important
information about very energetic flare electrons (from hundreds keV to several MeV).
Its observation gives unique possibilities to check some consequences of the dynamic
model on the temporal evolution of the optically thin radio emission for a large num-
ber of continuum MW bursts including impulsive and gradual events. This kind of
study was earlier possible for only a few bursts of the gradual type for which the
peak frequency was less than 5 GHz [12, 13].

What features in the temporal evolution of the mm burst spectrum can be expected?
It is well known that intense broadband solar MW bursts originate from mildly
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relativistic electrons in flare loops. Therefore, the temporal evolution of the elec-
tron spectrum must be known before the dynamics of the MW spectrum can be
calculated. The evolution of the electron energy spectrum in the framework of the
trap-plus-precipitation model has been analyzed in a number of papers [22–25]. Usu-
ally this model exploits the simple assumption, that the electrons are captured inside
a trap with homogeneous plasma density and magnetic field. It is also assumed, that
the source function of the electron injection has a simple time profile and a constant
power-law spectral index γ , and that the electrons are isotropically distributed. The
calculated electron spectra are continuously hardening because the lifetime of elec-
trons increases with energy. Moreover, the number of electrons accumulated in the
trap reaches its maximum later for electrons at higher energies.

It is not difficult to show that this will strongly influence the radio spectrum of GS
emission and that the most important features of it become visible in the optically
thin part of the spectrum, which can be compared to the results of cm-mm burst
observations:

1. the slope of the spectrum at high frequencies continuously flattens during the
whole injection and after it; and

2. significant delays occur between the peaks of the injection and MW time profiles
that increase with frequency.

The aim of this section is to study these peculiarities at frequencies above the spectral
maximum where the source becomes optically thin.

3.1.1.2 Observations and Data Analysis

In the study by Melnikov and Magun (1998) [26], a total of 23 events was selected for
which simultaneous observations from Bumishus (IAP, University of Bern, Switzer-
land) and Zimenki (NIRFI, Nizhnii Novgorod, Russia) are available. For most of
these events, the MW spectrum between 0.95 and 50 GHz was recorded. The most
important selection criteria were the presence of spectral maxima in the observed
frequency range and flux values well above the noise level. For these events, having
typical fluxes between 100 and 10000 sfu, spectral peak frequencies between 5 and
20 GHz were found. No selection was made regarding the duration and complexity
of time profiles. For the present investigation, that concentrates on optically thin
spectra, only the observations from Bumishus were used. They were carried out at
3.1, 5.2, 8.4, 11.8, 19.6, 35, and 50 GHz with a sampling time of 0.1 s during bursts.

Strong and characteristic spectral changes with time were noticeable throughout
all the studied events. A burst of a typical duration of one minute on March 13, 1991
is given in Fig. 3.1. The top left frame shows the time profiles of the flux near spectral
maximum. The top right frame presents the MW spectra at times marked in the flux
time profiles by vertical lines. Due to the lack of spectral resolution and significant
systematic flux errors the spectra are rather coarse. However, spectral changes above
the spectral maximum are obvious and indicate a general flattening of the spectrum
during the decay phase of the emission.
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Fig. 3.1 Spectral evolution of 1-minute duration MW burst on March 13, 1991. Upper row of
panels: Flux time profile near spectral maximum and spectra at four selected times marked by the
vertical lines in the time profiles. Lower panels: Temporal evolution of fluxes and spectral indices
α1 and α2 well above and near the spectral maximum

Important details relevant to the temporal evolution of MW spectra become more
clearly apparent in the dynamics of the spectral index α of the MW emission:

α(t) = ln {Sh(t)/Sl(t)}
ln(fh/fl)

, (3.1.1)
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Here fl and fh are neighbor frequencies, at which the time-dependent fluxes Sl(t)
andSh(t)were recorded. Due to the limited spectral resolutionα represents an approx-
imation to the actual spectral index.

The lower four panels of Fig. 3.1 show the temporal evolution of fluxes and approx-
imated spectral indices in two spectral ranges well above (α1) and close (α2) to the
spectral maximum. At these frequencies, the effects of changes in the slope of the
electron spectrum and in the optical thickness can be seen most clearly. Vertical
dotted lines mark the temporal flux maximum at the frequency close to the spectral
maximum.

The most conspicuous and typical features of the temporal evolution of the spectral
indices and their relation to the flux profiles are the following: (a) The spectral index
α1, at frequencies well above the spectral maximum, shows in all cases a strong and
gradual increase and, therefore, a flattening of the spectrum, starting from the onset of
the emission and continuing until the end of the event; (b) As shown by the temporal
evolution of the spectral index α2, at a frequency close to the spectral maximum, this
effect is still visible during the late decay phase. On the other hand, a significant and
short decreasing of α2 occurs during the decay phase of each pronounced peak; (c)
Another typical feature is the temporal delay of the flux density profiles at frequencies
well above the spectral maximum.

These typical characteristics of spectral evolution have been observed in nearly
all 23 events under investigation. The analysis was carried out for the rise and decay
phases of distinctive flux peaks. By including several flux density peaks occurring
during the same event a total of approximately 35 peaks were investigated. Only those
peaks were selected whose rise or decay phases were well visible. The duration of
flux density peaks was obtained by measuring the difference between the start and
end times at the 20% levels of the peak flux near spectral maximum. It covers a wide
range between 4 and 280 s.

All the statistical results are shown in the form of a histogram in Fig. 3.2. The
characteristic changes of the approximated spectral index α in four different fre-
quency ranges (8–12, 12–20, 20–35, and 35–50 GHz) during the rise phase of the
peaks were measured. Symbols are used to indicate an increase (+), no change (0), a
decrease (–) of the spectral index and for completeness a sequential combination of
them. The frequency ranges are defined by pairs of rounded observing frequencies.
They all lie typically above or close to the spectral maximum.

The statistical results in Fig. 3.2 can be characterized as follows:

1. In the two upper frequency ranges (20–35 and 35–50 GHz) positive time delays
dominate (14 positive and 4 negative delays). This is different for delays in the
two lower frequency ranges (8–12, 12–20 GHz), close to the spectral maximum,
where nearly equal numbers of positive and negative delays (7 and 9, respectively)
have been found. For most of the observed peaks the delay is less than 1 s and
could not be resolved due to the chosen integration time.

2. During the decay phase an increase of the spectral index and, therefore, spectral
flattening is very common at frequencies well above the spectral maximum (see
the second panel of Fig. 3.1). On the other hand, at frequencies close to the spectral
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Fig. 3.2 Distribution of temporal changes Δα of the spectral index during the rise and decay
phase of isolated peaks in the flux time profiles. The characteristics are denoted with “+” for an
increasing, with “–” for a decreasing, and “0” for a constant spectral index. A temporal sequence
of these changes are indicated by the combinations of these symbols

maximum, a decrease of α becomes obvious. In the intermediate frequency ranges
(12–20 and 20–35 GHz) a transition between the “+” and “–” behavior of α can
be noticed in the statistics.
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3. During the rise phase the development of the spectral index is less clear. How-
ever, it seems that spectral flattening occurs in all frequency ranges and that it
is predominant during simple events and during the first peak of multiple peak
events. Secondary peaks in the latter, however, show a different type of behavior
(+/–, –/+, etc.).

4. The delays and other spectral features that have been found are common: They
occur not only in gradual long duration bursts (several 10 minutes) but also in
intermediate (minute) and short (second) impulsive bursts.

3.1.1.3 Discussions

Dynamic Trap Model

These facts are in a good agreement with the predictions of the dynamic trap models
mentioned in the overview. Indeed, the continuous flattening of optically thin mm-
spectra is consistent with the expected hardening of the energy spectrum of electrons,
accumulated in a flare loop during the injection. The delays of flux maxima at higher
frequencies are expected from the fact that electron life times increase with energy
and that in a trap their instantaneous number reaches its maximum later.

In order to obtain a more quantitative picture, the temporal evolution of the MW
spectrum emitted by trapped electrons was simulated. Fluxes and spectral indices αi

(see Eq. (3.1.1)), together with reasonable source and electron injection parameters,
are given in Fig. 3.3 The selected frequencies have similar ratios f /fpeak as defined
by the observations and are given in units of the ambient gyrofrequency fg0. The two
upper panels represent the relative flux and the spectral index α1 for a frequency well
above spectral maximum, whereas the results near spectral maximum are shown in the
two lower panels. It can be clearly seen in Fig. 3.3 that significant spectral flattening
and time delays between flux peaks at different frequencies are to be expected, in
agreement with the results of our analysis of observed MW spectra.

The dynamic model is able to explain also other, more detailed, features in the
spectral variation of the observed spectra: One of them is the “+/–” behavior of α1 at
high frequencies during the decay phase of peaks in multicomponent mm-bursts (see
temporal evolution of α1 in Fig. 3.1). This occurs because a new injection shortly
steepens the energy spectrum of previously injected electrons, whose spectrum has
already flattened due to the dynamic hardening mentioned above. The same consid-
eration explains also the “–/+” behavior of the spectral index during the rising phase
of a following peak.

Another interesting result is the fast “+/–” behavior of α2 near the spectral maxi-
mum and during the flux peaks (Fig. 3.1). From Fig. 3.3 it becomes obvious that the
calculated behavior of α2, for frequencies below and above spectral maximum, is
very similar to observational results in Fig. 3.1 with a similar frequency ratio f /fpeak .
This can be easily understood in the framework of the dynamic model if we take
into account the effect of time-dependent self-absorption which becomes most pro-
nounced at frequencies close to the spectral maximum. In the case of an optically thin
source, the flux is strongly related to the number of radiating electrons whereas for
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Fig. 3.3 Calculated flux time profiles and temporal evolution of approximated spectral indices
near (α2) and well above the spectral maximum (α1). The source parameters are: plasma density
5 · 1010 cm−3, magnetic field 300 G, viewing angle 60◦ and source thickness 3 · 108 cm. The electron
injection function J(E, t) = K(t)Eγ has a power law spectral index γ = −4 and a triangular time
profile K(t) = a(2tm − t) with tm = 30 s, a = 6 · 1010 cm−3 keV−1s−2. The emissivity and the
absorption coefficients have been computed with a precision of 5% for a range of electron energies
between 10 and 6000 keV

the optically thick part of the spectrum this dependence becomes weak. During the
rising phase the flux increases faster at higher frequencies not only because energetic
electrons are accumulated more efficiently but also because the source is optically
thinner (t < tmax). Just after the flux maximum the value of α2 decreases and then
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increases again. This is due to the fact that the emission above the spectral maximum
is optically thinner and, therefore, the decay in emission from the decreasing num-
ber of electrons becomes more noticeable. The decrease of α2 lasts until the optical
thickness becomes much less than 1 at both frequencies and the dynamic effects of
the electron spectrum dominate. Note that this “+/–” spectral behavior of α2 has
been earlier found for the majority of continuum MW bursts in the frequency range
between 1 and 9 GHz [27]. Since these frequencies lie usually below or near the
spectral maximum this result can be explained by the same effect.

Our observational results seem to contradict the softening of HXR spectra during
the decay phase [2] which occurs in the majority of impulsive bursts. However,
this can still be understood in the framework of the dynamic model, as under some
conditions spectral hardening of trapped electrons at high energies can dominate
over the softening of the injected electron spectrum. Besides the explanation which
exploits the simple dynamic approach there are other possibilities to explain the time
delays and spectral flattening during the decay phase of a burst. However, all of
them are not as self-consistent and natural as the dynamic approach and need more
comprehensive data and analysis.

Multiple Injections

Fine structures near the top of the main peaks have been noticeable for almost half
of the analyzed MW bursts. This indicates that acceleration was not completely
continuous and that several distinct and superimposed injections of fast electrons
followed each other. The spectral dynamics of the observed MW emission then
depends also on the location and the energy spectrum of these injections. We have
carried out simulations in which similar electron spectra are repeatedly injected and
trapped in the same loop and found nearly the same evolution of the cm-mm spectrum
as for continuous injection. However, if the subsequent injections of electrons occur
into compact regions with stronger and stronger magnetic fields [13, 18] the observed
spectral flattening and delays of peaks could also be due to the resulting increase of
MW emission at higher frequencies. It is difficult to reject this possibility by using
MW observations without good spatial and temporal resolution. If this phenomenon
exists it must be very common because spectral flattening is present almost in every
simple burst and well-pronounced peaks of multiple peak bursts.

Thermal Bremsstrahlung

The gradual increase of thermal bremsstrahlung from an optically thin plasma that
has been generated as a result of thermalization by fast electrons or been created
by chromospheric evaporation could also result in spectral flattening. However, this
becomes effective only during the late phase of bursts (some minutes after the impul-
sive peak). Usually, a short and intensive peak of mm-emission coincides in time with
a hard X-/gamma-ray peak, while a less intensive gradual component is synchronized
with a delayed SXR enhancement [16, 28]. The typical time scales of the observed
soft X-ray enhancement are much larger than the half intensity duration of the impul-
sive bursts analyzed in this paper. We, therefore, believe that thermal bremsstrahlung
can be neglected in the interpretation of our results for times less than a minute after



74 3 Observations and Explanations of MW Emissions …

the MW peak. It is worthwhile to note that the increase of the ambient electron den-
sity connected with chromospheric evaporation leads, in the context of trapping, to
an amplified flattening. This might have been the reason for the gradual flattening
throughout the whole event.

Second Step Acceleration

Second step acceleration is believed to result in a continuous spectral hardening
of accelerated electrons throughout long duration (gradual) HXR bursts and short
impulsive bursts with gamma-ray line emission [2]. The majority of short impulsive
HXR bursts, however, show spectral softening during the decay phase as mentioned
above. This is in contrast to the observed typical dynamic evolution of cm-mm spectra
which is very similar for both long duration (gradual) and short duration (impulsive)
bursts. At present we do not know whether the analyzed cm-mm impulsive bursts
were accompanied by a hardening of the HXR spectra during the burst decay phase.
In this case, the flattening of the cm-mm spectra could then be due to the hardening
of electron spectra during acceleration.

In order to reconcile the “SHS” behavior of the HXR spectrum with the mm-
spectrum flattening during the decay phase it must be assumed that the HXR and
MW emissions originate from electrons in different energy ranges, and that electrons
from a higher energy range are accelerated more efficiently by a different (second
step) acceleration process. On the other hand, this spectral evolution can also be
understood in the framework of the dynamic model, as mentioned before. However,
we need to check these assumptions using HXR and gamma-ray data for each event.

In conclusion, we would like to emphasize that our observational results indi-
cate the hardening of electron spectra at energies above several hundred keV during
the decay phase of simple bursts that qualitatively does not depend on burst dura-
tion (gradual or impulsive). Our results are consistent with the dynamic trap-plus-
precipitation model but could also be explained by the hardening of the electron
spectrum during acceleration or multiple injection of electrons into compact loops
with increasing magnetic fields. Before final conclusions can be made further studies
are needed in which HXR and gamma-ray spectra are compared with those of the
MW emission from the same events.

Our analysis so far dealt only with some aspects of the spectral evolution. For
instance, we can not check quantitatively the dynamic model concerning the peak
frequency of radio emission, the precise values of the spectral slope, absolute fluxes
and time delays between mm-emission and electron injection time profiles because
many assumptions have to be made on the parameters of the electron spectrum, on
the magnetic field and the plasma density in the flare loop. It is possible, however,
to draw this information from a joint mm/cm- and hard X/γ -ray analysis.
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3.1.2 Dynamics of Peak Frequency in Solar MW Bursts:
Self-absorption and Razin Effect

3.1.2.1 Introduction

MW broadband emission during solar flares can give us valuable information about
processes of particle acceleration and transport, as well as about magnetic field and
plasma density in solar flaring loops (see for review) [29–32]. Studies of the shape
of observed solar MW spectra started in the early 1960s [33, 34]. A detailed analysis
of the shape of MW flux density spectra was done by the Ref. [35]. Their analysis
was based on data obtained at fixed, well-separated frequencies. Theoretical studies,
motivated by the observational findings, showed that the solar broadband MW bursts
are generated by NT electrons via the GS emission mechanism [35–38] and provided
some simplified schemes for MW diagnostics of solar flares [39–41].

The spectrum of such emission usually has a characteristic shape, with a single
peak at the peak frequency νpk. Emission above νpk falls because the emission is
optically thin, with the spectral slope being determined chiefly by the electron energy
distribution, while νpk and the low-frequency slope may be determined either by
self-absorption [42] or by Razin suppression [43]. Different parts of the MW burst
spectrum give different tools for flaring loop diagnostics. For example, the high-
frequency slope, flux density, and polarization of emission at ν > νpk can provide
information about the spectral index of NT electrons [44], total number of high-
energy electrons [45], and also about pitch-angle anisotropy [30]. The low-frequency
slope and flux density strongly depend on magnetic field strength and inhomogeneity
and on effective energy of emitting electrons. They also may depend on the ratio of
plasma density and magnetic field if Razin suppression is important [46].

Striking results were obtained in a comprehensive and multi-frequency study of 49
bursts [47], and it was found that during the rise and decay phases of majority of the
bursts the deviation of νpk was much less than that predicted by the simplified theory
of the GS radiation from a homogeneous radio source [39]. It was analyzed how the
peak frequency was affected by such parameters as (1) magnetic field strength B,
(2) column number density of NT electrons NL along LOS, (3) the viewing angle θ
with respect to magnetic field direction, and (4) the size of a radio source Ω . It was
pointed out that a change in the burst source size has no effect on the peak frequency,
but that an increase in any other source parameter results in an increase in the peak
frequency. As an explanation of the constancy of νpk during a burst, it was suggested
that for most of the events the source parameters (number of energetic electrons
and/or magnetic field strength) may vary over the course of a burst in such a way
that the peak frequency does not change.

A comprehensive analysis of the peak frequency evolution for one particular
flare was done [48] by using the OVSA data with a spatial resolution, so it was
possible to derive the brightness temperature spectrum rather than the total flux
density spectrum. A striking peculiarity of the burst was that the peak frequency
remained nearly constant while the peak brightness temperature varied over two



76 3 Observations and Explanations of MW Emissions …

orders of magnitude. As an explanation, the Razin effect was suggested. If Razin
suppression is present, only a change in the number of NT electrons is required to
cause the observed change in brightness temperature. The steep low-frequency slope
of the observed burst spectrum gave additional support for Razin suppression. The
parameters required to explain the event in terms of the Razin effect are electron
density ne = 2 × 1011 cm−3 and magnetic field B = 300 G, respectively.

The main purposes of present study are to: (a) show that the wide range of behavior
in peak frequency evolution seen in our large sample of bursts can be explained in
terms of two competing effects, self-absorption and Razin suppression, (b) develop
an analysis procedure to distinguish between the two effects using the temporal
behavior of the MW spectrum, (c) investigate statistically which effect is dominant
at which times during a typical burst evolution, and (d) determine in what percentage
of bursts each effect is important.

3.1.2.2 Observational Data

The data for this study come from the set of 412 bursts observed in MWs with the
solar-dedicated OVSA [49] during the period of 2001–2002. After some upgrades
the array operated during this study with six antennas (two 27 m dishes and four 2 m
dishes). OVSA data comprise both total power from each antenna and correlated
amplitudes and phases from each baseline (pair of antennas), but this study is lim-
ited to total power (integrated flux density, without spatial resolution). Because of
difficulties with absolute flux calibration of the 27-m dishes due to their restricted
field of view, we further limit our analysis to data from the 2-m antennas, and hence
discuss only total intensity (Stokes I). The 2-m dishes have a total power sensitivity
of a few solar flux units (sfu; 1 sfu = 10−22 W m−2 Hz−1). The data are taken at typ-
ically 40 frequencies, distributed approximately logarithmically from 1 to 18 GHz,
with 4 s time resolution. The 2-m flux calibration is based on the quiet Sun total
flux density as reported by the National Oceanic and Atmospheric Administration
(NOAA). OVSA data are highly suitable for studies of the peak frequency evolution
of GS spectra due to OVSA’s relatively large number of closely spaced frequencies
covering the relevant range of 1–18 GHz over which most bursts have their spectral
maximum.

The 412 bursts included decimetric bursts with no clear GS component [49]. We
restrict our initial selection to bursts with well defined spectral peaks in the range
νpk = 3 − 16 GHz, which are identified with GS emission. This results in a total of
338 events used in this study. After calibration, we performed a 4-parameter fit to
the burst spectrum at each time using the generic function [47]

S(ν) = a1 ν a2 [1 − exp(−a3 ν−a4)] , (3.1.2)

which yields four physically relevant parameters, the low-frequency spectral index
(a2), the high-frequency spectral index (αh = a4 − a2), the peak, or turnover fre-
quency (νpk), and the peak flux S(νpk). This generic function has a shape similar to
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(a)

(b) (c)

Fig. 3.4 Spectral evolution of the first peak in the MW multicomponent burst of July 15, 2002. Solid
lines show the best fit with the generic function Eq. (3.1.2). An increase of the turnover frequency
on the rising phase (left panel) and a corresponding decrease on the decay phase (right panel) is
clearly seen

the GS emission spectrum obtained using the simplified formulas [39]. An example
of such fitting is shown in Fig. 3.4. In some events, the low-frequency part of the
spectrum contains an additional low-frequency spectral peak, νpk ≈ 1–2 GHz [49,
50]. In these cases, we limit the range of frequencies by a reasonable value νmin that
varies from burst to burst, but was generally around 2–3 GHz.

In addition to our statistical study of the 338 bursts, we also performed a more
detailed analysis of a much smaller subset of bursts. To avoid complexities due to
overlapping spectral or temporal components, for the detailed study we selected only
bursts having a single, well-defined spectral peak at the burst maximum and a simple
time profile with peak flux density Spk > 100 sfu. This selection reduced the 338
bursts to a total of 40 events. We checked the flare locations for these 40 events from
the NOAA Geophysical Data Center and found that two events in December 2001
were located at the limb and may have been partially occulted. We have dropped
these from further consideration, leaving 38 bursts for more in-depth study.
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3.1.2.3 Peak Frequency Dynamics

Comparison of spectra at different times during a burst clearly shows a change of
peak frequency with time for most of the bursts in our dataset. In Fig. 3.4 we show
an example of the typical spectral evolution. In this figure, spectra at different times
are plotted in two panels, separately for the rise phase and decay phase. We can
see a considerable increase of νpk on the rise phase and then a decrease after the
burst maximum. A remarkable feature of the spectral evolution in this example is
the much faster increase of the flux at frequencies ν > νpk than at ν < νpk, which is
an indication that the source is optically thick at ν < νpk. In what follows, we use
a parameter, R, that serves as a measure of the difference in rate of change of flux
density on either side of the spectral peak. We define it as:

R = log
S(ν2)

S(ν1)
, (3.1.3)

where ν1 < νpk and ν2 > νpk are frequencies (constant for a given burst) that are
well away from νpk. For definiteness, we define ν1 = (νpabs + νmin)/2, ν2 = (νpabs +
νmax)/2, where νpabs is the absolute maximum of νpk(t) during a burst, and νmin,
νmax indicate the frequency range in which the burst was detected. As we show
quantitatively, a ratio R that increases during the rise phase and decreases during the
decay indicates that the spectral turnover is due to self-absorption, while a relatively
constant R indicates that frequencies on both sides of the turnover frequency are
optically thin—a signature of Razin suppression. In contrast to the burst in Fig. 3.4,
the burst in Fig. 3.5 displays constantR throughout the rise and most of the decay. This
is an excellent example of a burst for which Razin suppression would be suspected,
as further indicated by the constancy of the peak frequency over most of the burst.

A traditional spectral signature of Razin suppression, a steep low-frequency slope
[41], is not seen in this burst, and in fact, is rare in spatially integrated total power
spectra. In Sect. 2.2.8 we show that plasma density inhomogeneity, expected for
flaring loops, can flatten the low-frequency GS spectrum, even in the presence of
significant Razin suppression in the main part of a radio source, additionally flattening
can occur due to magnetic field inhomogeneity [51].

Time profiles for several key spectral parameters of the event shown in Fig. 3.4
are represented in Fig. 3.6. The three parameters Spk (panel a), νpk (panel b), and R
(panel c) all show a clear, positive correlation. The high-frequency spectral index αh

in panel d shows a low positive correlation in this burst. It is an important parameter,
however, as it gives a measure of the evolution of the NT electron energy distribution.

To determine how common is the correlation shown in Fig. 3.6a, b, we plot in
Fig. 3.7 the distribution of correlation coefficients between νpk and Spk separately
for the rise and decay phases for those bursts from our dataset that had sufficiently
clean rise and decay phases (at least in the time interval where the flux is over 70%
of maximum). The number of bursts used in Fig. 3.7a is 202, and the number used
in Fig. 3.7b is 216.

http://dx.doi.org/10.1007/978-981-10-2869-4_2
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(a)

(b) (c)

Fig. 3.5 Spectral evolution as in Fig. 3.4 for a secondary peak in the MW burst of July 15, 2002.
Note the remarkable stability of the peak frequency during the most of the burst, the equal rise and
fall on both sides of the peak frequency (which yields a constant R, and as well as its increase and
steepening of the spectra at low frequencies on the late decay phase

It is clearly seen from the distributions that there is a large subset of bursts with
strong positive correlation (correlation coefficient r > 0.5) between peak frequency
and peak flux of a burst, both on the rise phase (50%) and on the decay phase (52%).
However, a similar number of bursts show a random scatter of correlations, and a
minor peak in the distribution occurs near r = −1.0, showing a distinct anticorrela-
tion. Qualitatively, a positive correlation between the peak frequency and the burst
flux is expected in the simple GS model, in which the low-frequency turnover occurs
due to self-absorption. We can show this semi-quantitatively using the simplified for-
mulas [39]. For the simple case of a homogeneous radio source, the emitted spectral
flux density S(ν) is given by the radiation transfer equation in the form:

S(ν) = 2kBTeff(ν)

c2
ν2[1 − e−τ(ν)] × A

R2
s

, (3.1.4)
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(a)

(b)

(c)

(d)

Fig. 3.6 Time profiles of several key parameters of the spectral evolution of the burst shown in
Fig. 3.4: a Flux density, b peak frequency, c ratio R of fluxes at two frequencies, one (13.2 GHz)
on the high-frequency side and one (3.8 GHz) on the low-frequency side of νpk, and d the high-
frequency spectral index, αh. A strong correlation is seen among the top three panels, both on the
rise phase and initial part of the decay phase. The dotted vertical lines in each panel mark the peak
times in panel a

where kB and c are the Boltzmann constant and velocity of light, Rs is the distance
from the Sun to the Earth, and A is the area of the source. In general [30, 36], the
effective brightness temperature, Teff(ν), and optical thickness, τ(ν), are compli-
cated functions of the electron energy and pitch-angle distributions, magnetic field
strength, B, viewing angle between the directions of magnetic field and the line of
sight, θ , plasma density, n0, and the source depth, L. The flux density S(ν) reaches
its maximum value, Spk, at the frequency ν = νpk where τ(νpk) � 1, so the expres-
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(a) (b)

Fig. 3.7 Distribution of correlation coefficients between the peak frequency νpk and peak flux Spk
on the rise (upper panel) and decay (lower panel) phases of the bursts from our set of events

sion 1 − e−τ(νpk) � 0.6. In the case where the formulas [39] are valid, i.e., for low
plasma density and energetic electrons with an isotropic, single power-law energy
distribution of spectral index δ, we obtain

Spk � 1.9 × 10−54.0−0.31δ(sin ϑ)−0.36−0.06δν−0.50−0.085δ
B ν2.50+0.085δ

pk A , (3.1.5)

where νB is the gyrofrequency. A positive correlation between the peak flux and peak
frequency is clearly seen from Eq. (3.1.5). The Ref. [39] also gives an expression for
the peak frequency in this homogeneous model,

νpk � 2.72 × 103+0.27δ(sin ϑ)0.41+0.03δB0.68+0.03δ(NL)0.32−0.03δ , (3.1.6)

which depends on the number density, N , of NT electrons with energies E > 10 keV,
their spectral index, magnetic field strength, viewing angle and the source depth, L.
Note that νpk does not depend on the source area A. As is seen from Eqs. (3.1.5) and
(3.1.6), any increase or decrease of the electron column number density, NL, leads
to a simultaneous increase or decrease of both the MW flux density and the peak
frequency (see Fig. 8 of the Ref. [46]).

The optically thin flux density is Sthin ∝ emissivity × volume, and the optically
thick flux density is Sthick ∝ Teffν

2A. Using the GS formulas for emissivity and Teff

given by the Ref. [39], we obtain the ratio:

Sthin

Sthick
� 104−0.21δ(sin ϑ)0.71δ−0.07ν−2

1

( ν2

νB

)1.22−0.90δ

B
( ν1

νB

)−0.985δ−0.72
(NL) .

(3.1.7)
Thus, for GS emission, the ratio of these fluxes (and hence, R = log Sthin

Sthick
) should

change in proportion to NL, B, and δ in a similar way as νpk (Eq. (3.1.6)) and Spk

(Eq. (3.1.5)) do. Note that Eq. (3.1.7) is valid only for a homogeneous source. In the
real flaring loop the source is inhomogeneous and emission at different frequencies
comes from different parts of the loop. So we should use different values of B, A
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and, possibly, δ for Sthin and Sthick, but the general correlation of R with Spk should
remain.

We have checked the relationship between R and νpk for all 38 events from our
sample and found a strong correlation (r > 0.5), for 76% of events in the rise phase
and for 70% of events in the decay phase. Only for 13% of events on the rising phase
and 17% on the decay phase does the correlation betweenR and νpk become negative.

However, in general, bursts show many different time behaviors and extent of νpk

variation during a burst. We can see in Fig. 3.7 that there is a small but non-negligible
percentage of bursts showing strong (r < −0.5) negative correlation (27 and 22%
of all bursts for the rising and decay phases, respectively), as well as very poor or
no correlation, |r| < 0.5 (23 and 26% of bursts). The same is true for the correlation
between R and Spk. These spectral behaviors cannot be explained on the basis of GS
self-absorption alone.

3.1.2.4 Magnitude of Peak Frequency Variations

For more careful analysis of the spectral evolution during the rise and decay phases,
we selected only bursts with relatively simple time profiles and well-defined peaks.
The total number of such bursts is 38, including 24 with the smooth rise phase and
34 with the smooth decay phase. To understand what follows, it is important to
realize that solar flares are not symmetric about their peak time. During their rise
phase, the changes are typically rapid and monotonic, resulting in relatively simple
behavior in the key parameters. Their decay, in contrast, is often slower and may
show confounding behaviors as the complex, energized system of magnetic fields
and plasma adjust to its new configuration. This general trend is readily seen in the
MW peak frequency evolution we now discuss. The rise phase in our sample shows
just a few, rather easily understood behaviors, while the decay phase is far more
complex.

A simple measure of peak frequency variations is the overall shift in peak fre-
quency during the burst. We show this shift in Fig. 3.8, normalized by νpk, since
we might expect larger shifts for larger νpk. Figure 3.8a shows the distribution of
Δνpk/νpk during the time over which the flux density increases from 25 to 100%
of its maximum value, while Fig. 3.8b shows the same during the decay to 25% of
maximum. Almost all of the events (83%) on the rise phase have positive values of
Δνpk, and most events (62%) on the decay phase have negative Δνpk as expected for
GS self-absorption. An interesting feature of the distributions is the relatively high
percentage of events with small frequency shifts (−0.1 < Δνpk/νpk < 0.1): 33 and
30% for the rising and decay phases respectively. Note, however, that this is still a
much smaller percentage than found by the Ref. [47]. Another interesting feature is
the high percentage of events (38%) with positive shifts on the decay phase, which
is not explained within the framework of the GS self-absorption model.

For the following analysis we will divide the events into three groups: those
with high (|Δνpk/νpk| ≥ 0.3)), moderate (0.1 ≤ |Δνpk/νpk| < 0.3), and low (|Δνpk/
νpk| < 0.1) relative peak frequency shifts and discuss them in detail below. Our aim
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(a)

(b)

Fig. 3.8 The distributions of shift in peak frequency, Δνpk/νpk, a on the rise and b decay phases.
The corresponding flux density increase (decrease) is from (to) 25% of its maximum value. The
total number of bursts used in the distributions is 24 in a and 34 in b. Here νpk is taken at the peak
time of Spk(t)

is to show that, despite the wide variety of behavior, the different classes of events
can be interpreted in terms of two competing effects, GS self-absorption and Razin
suppression.

3.1.2.5 Peak Frequency Evolution on the Rising Phase of Bursts

Large Peak Frequency Shifts

In Fig. 3.9 we show the correlation between νpk and Spk on the rising phase of the
seven events with the highest relative peak frequency shifts, Δνpk/νpk > 0.3. The
straight lines are the best linear fits (in logarithmic scale) near the peak of the bursts.
Generally, we can see that the dependence is a power-law

νpk ∝ Sβ
pk , (3.1.8)

with the index β varying from event to event. The values of β for each event are
listed in Table 3.1. As we can see the mean value of β is 0.27.

For comparison, in Table 3.1 we show also the power-law indices β1 and β2

obtained for the fluxes at the previously defined frequenciesν1 andν2 (see Eq. (3.1.3)),
below and above the peak. The mean values are β1 = 0.41 and β2 = 0.19. We can
understand the differences between β, β1, and β2 in the context of self-absorption.
Indeed, the value of β2 is minimal, and β1 is maximal, since in the optically thin
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Fig. 3.9 Peak frequency
versus peak flux density on
the rise phase of seven
events. The straight lines are
the best linear fits (in
logarithmic scale) near the
peak of the bursts. The
numbers indicate the events:
1–22 April 2001, 2–19
October 2001, 3–22 October
2001, 4–04 November 2001,
5–22 November 2001, 6–15
July 2002, and 7–04
December 2002

Table 3.1 Regression coefficients for events with Δνpk/νpk > 0.3 in Fig. 3.9

No Event β(νpk, Spk) β(νpk, S2) β(νpk, S1)

1 22 Apr 2001 0.23 0.14 0.30

2 19 Oct 2001 0.27 0.17 0.31

3 22 Oct 2001 0.21 0.18 0.27

4 04 Nov 2001 0.26 0.20 0.34

5 22 Nov 2001 0.34 0.27 0.66

6 15 Jul 2002 0.26 0.17 0.43

7 04 Dec 2002 0.32 0.22 0.54

Mean 0.27 0.19 0.41

regime the GS flux variations are expected to be much greater than in the optically
thick regime under variations of the parameters like N , L, δ or B. The value of β falls
between these limits, because flux density Spk is from a partly optically thick, partly
thin source with optical depth τ � 1.

Quantitatively the value of β also corresponds well with Eq. (3.1.5) under the
assumption that the area A, spectral index δ and magnetic field B do not change
during the rising phase of these bursts. For electron spectral index δ = 2.0–6.0,
the theoretical value β̃ = 1/(2.50 + 0.085δ) = 0.37–0.33 is slightly greater than β,
giving a mean difference β̃ − β = 0.08. This slight but systematic reduction in β
seems to arise from the approximate nature of Eq. (3.1.5), since Spk is actually formed
at higher opacity than τ ≈ 1. Indeed, our simulations confirm that the GS shift in νpk

is slightly less than given by Eq. (3.1.5).

Moderate Peak Frequency Shifts: Time Delays

Our comparative analysis of the flux and peak frequency time profiles for the eight
bursts that show moderate 0.1 < Δνpk/νpk < 0.3 show that the bursts can be divided
into two subsets according to the temporal behavior of νpk.
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(a)

(b)

(c)

(d)

Fig. 3.10 Time profiles for the burst of April 24, 2001. The peak frequency in b remains high and
nearly constant except near the main peak in a. The ratio R in c also becomes high and constant
during the decay. Note that the spectral index αh in d increases all during the rise phase and is
constant in most of the decay phase

The first subset is characterized by relatively high and stable values of the peak
frequency in the very beginning of the rising phase. The peak frequency starts to
increase only after some delay relative to the flux increase, and peaks simultaneously
(within the 4 s time resolution of OVSA) with the flux maximum. An example of such
behavior is shown in Fig. 3.10a, b. Here νpk maintains a relatively high and constant
value during the entire burst. Only near the very peak does it slightly increase, with
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(a)

(b)

(c)

(d)

Fig. 3.11 Time profiles for the burst of September 14, 2001. This example shows a time delay
between νpk in b and Spk in a. Note also that on the decay νpk first decreases and then slightly
increases. The αh in d increases throughout the burst

Δνpk/νpk = 0.21. We suggest that such behavior is indicative of Razin suppression,
and will consider the effect in detail as follows.

The second subset of events in this category is characterized by νpk reaching its
maximum value prior to the peak time of Spk, as shown in Fig. 3.11. For these events,
the peak frequency increases at a regular rate in the beginning of a burst, but then
decreases prior to and throughout the peak of the burst. Note that the behavior of R in
Fig. 3.11 shows a similar time behavior. Such time delays also occur for events with
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small Δνpk/νpk discussed in the next section. As a whole, we found 10 events out of
24 where such time delays occur. The key to understanding this behavior, we believe,
is that all of them show a significant increase (flattening) in αh, which corresponds
to a systematic flattening in the electron energy index δ. Flattening (steepening) of
the electron spectrum over time can also cause the maximum value for νpk to occur
after (before) the flux density maximum.

Note that it is quite common for radio spectra to flatten during the decay phase of
bursts, in apparent contradiction to the SHS behavior most often seen in HXRs. The
SHH radio behavior and its relationship to HXRs has been examined in detail by the
Refs. [52, 53], where the differences are ascribed to the fact that HXRs reflect the
precipitating component, while the radio spectrum reflects the trapped component.
When the trapped (LT, or coronal, source) component can be isolated in HXRs [54],
it is found to have a significantly harder spectrum than the FP source. Although both
may derive from the same injected population (e.g., see the Ref. [44]), they evolve
differently. Differences in electron spectral behavior derived from the radio spectrum
relative to that derived from HXRs from FP sources should not be seen as a conflict.
For our purposes, it is the trapped component, reflected in the high-frequency radio
spectral slope, that is of interest.

To show that the flattening or steepening of the electron energy spectrum can
affect the evolution of νpk to such an extent as to cause these differences in timing, in
Fig. 3.12 we show the results of a simulation. We used the relation αh = 0.90δ − 1.22
from the Ref. [39], for three different linear variations in electron spectral index,
Δδ = −1, − 0.5, + 0.5 and a Gaussian time profile of nL. These variations of δ
correspond to MW slope variations of Δαh = +0.9,+0.45,−0.45. It is clearly seen
that hardening or softening of the electron spectrum affects the time of maximum of
νpk in the way indicated by the observations.

Small Peak Frequency Shifts

A total of nine bursts show small (−0.1 < Δνpk/νpk < 0.1) relative peak frequency
shifts on their rise phase. Of these, five show complex behavior despite our attempt to
choose only simple bursts. An example is the event of August 31, 2001 (not shown),
where a burst with a simple flux density profile nevertheless displays a complicated
shift of νpk, decreasing rapidly in the beginning before showing a more normal
behavior through the peak. Such behavior may be a result of some previous burst
activity or a radical source shift from a region of strong magnetic field to the one
with the weak magnetic field. We do not consider these events further.

The remaining four bursts with small Δνpk/νpk are characterized by a nearly
constant νpk right through the flux density peak, while Spk first increases and then
decreases by a factor of several. Examples of two such events are shown in Fig. 3.13.
The constancy of the high-frequency spectral index in both bursts indicates a constant
electron spectral index δ, so it cannot influence the νpk behavior. These bursts are
relatively long and have smooth, gradual profiles. In fact, both bursts are secondary
components of earlier, strong multicomponent bursts. We can see in both events that
R is nearly constant as well, indicating that the flux density increases and decreases
almost with equal rate both at low (ν < νpk) and high (ν > νpk) frequencies. As we



88 3 Observations and Explanations of MW Emissions …

Fig. 3.12 Simulation of the
spectral evolution for a a
Gaussian flux density profile
under the influence of
hardening or softening of the
electron spectrum, b the
leading or lagging of the time
of maximum of νpk. The
assumed electron spectral
index evolution is shown in c
solid line, δ = const; dashed
line, Δδ = −0.5; dotted line,
Δδ = −1.0; dot-dashed line,
Δδ = +0.5. The peak
frequency time profile leads
the flux maximum if the
electron spectrum flattens,
and it lags if the electron
spectrum steepens

(a)

(b)

(c)

mentioned earlier, this is an indication of optically thin emission on both sides of the
spectral peak, which is a clear signature of Razin suppression. This is investigated
in more detail as follows.

3.1.2.6 Peak Frequency Evolution on the Decay Phase of Bursts

In general, peak frequency evolution on the decay phase considerably differs from
the evolution on the rising phase. The power-law dependence of νpk on Spk seen in
the rise phase is observed typically only in the beginning of the decay phase. In the
late decay phase, the opposite dependence (i.e., νpk begins to increase again) is seen
for a significant fraction of events.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 3.13 Time profiles for the second major peak of the bursts of November 22, 2001 (panels a–d)
and July 15, 2002 (panels e–h). The peak frequency in both bursts (panels b and f) is remarkably
constant during the main part of the rise and decay. The same is true for the ratio R (panels c and g).
On the late decay phase, the peak frequency starts to increase

Large Negative Frequency Shifts

Of the 34 bursts that we could study in the decay phase, there are 4 events with large
negative relative frequency shifts, Δνpk/νpk = −0.4 to −0.6. In Fig. 3.14 we show
the relationship between νpk and Spk for these events. The straight lines are the best
linear fits (in logarithmic scale) near the peak of the bursts. This dependence can be
described by the same power-law expression as Eq. (3.1.8). The values of β for each
of the four events are listed in Table 3.2. From the table we can see remarkably high
values of slope β (average β = 0.57) relative to the value of β = β̃ � 0.35 expected
from Eq. (3.1.5), much higher than the highest values of β found during the rising
phase of bursts (see Table 3.1).

Such a strong decrease of νpk on the decay phase can be explained by one or
more of the effects that we discussed earlier: increase of the source area A, flattening
of the electron energy spectrum (decrease of δ), or decrease in magnetic field B.
Again, we cannot investigate the change of the magnetic field and area without
spatially resolved observations, but we can use the observed MW spectral index αh

to investigate δ. First of all, we have found thatαh does flatten on the decay phase of the
bursts, giving Δαh = 1.8, 1.3, 1.3, and 0.6 for the events August 30, 2001, August
31, 2001, October 22, 2001, and August 28, 2002, respectively. These correspond
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Fig. 3.14 The relationship between the peak frequency, νpk, and peak flux density, Spk = S(νpk)
on the decay phase of four events with the highest values of Δνpk/νpk. The straight lines are the
best linear fits (in logarithmic scale) near the peak of the bursts. The numbers indicate the events:
1–30 August 2001, 2–31 August 2001, 3–22 October 2001, 4–28 August 2002

Table 3.2 Regression coefficients for events with Δνpk/νpk < −0.4 in Fig. 3.14

No Event β(νpk, Spk) β(νpk, Sthin) β(νpk, Sthick)

1 30 Aug 2001 0.80 0.45 >0.78

2 31 Aug 2001 0.55 0.39 >0.55

3 22 Oct 2001 0.39 0.32 >0.52

4 28 Aug 2002 0.53 0.27 >0.42

Mean 0.57 0.36 >0.57

to Δδ = 2.0, 1.4, 1.4, and 0.7, respectively. These spectral index variations can
explain a considerable part of the difference β̃ − β, but not all of it. In our opinion,
some of the enhanced decrease of νpk must be ascribed to some other effect, such
as the radio source shift into the LT region with a weaker magnetic field [55]. We
conclude that GS self-absorption can explain the four bursts with large negative peak
frequency shifts, but only when other effects are included.

It is interesting that the opposite case, strong Razin suppression, can in some
special circumstances also result in large negative shifts in νpk on the decay. As
shown in Fig. 8c, d of Ref. [46], a plausible combination of plasma heating (which
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Table 3.3 Regression coefficients for events with −0.3 < Δνpk/νpk < −0.1

No Event β(νpk, Spk) β(νpk, Sthin) β(νpk, Sthick)

1 25 Aug 2001 0.95 0.52 1.97

2 28 Dec 2001 0.35 0.19 0.65

3 20 Jul 2001 0.21 0.16 0.38

4 26 Jul 2001 0.27 0.20 0.56

5 28 Aug 2002 0.27 0.20 0.43

6 31 Oct 2002 0.38 0.20 >0.7

Mean 0.40 0.24 >0.8

lowers free-free opacity) and a drop in density of high-energy particles may result in
an arbitrarily high β(νpk), i.e., a decrease in νpk at nearly constant Spk.

Moderate Negative Frequency Shifts

A total of 12 events show relative shifts (−0.3 < Δνpk/νpk < −0.1). Six of these are
chosen for illustration and listed in Table 3.3. These bursts have mean value β � 0.4
that is closer to the theoretical expectations. The detailed analysis shows that in some
cases the moderate values of Δνpk/νpk are actually large-shift events whose overall
slope is moderated due to a change of the evolution from an initial steep decrease
to a constant or increasing value of νpk on the time interval over which the slope is
measured. Such a change in slope during the decay is quite typical. In fact, in only
four of the 12 events did the peak frequency decrease monotonically. In the other
eight events, the peak frequency initially dropped quickly, but became constant or
started to increase before Spk had dropped by an order of magnitude. We will discuss
these flat or increasing frequency shifts on the decay shortly.

Small Frequency Shifts

Eleven events show small relative frequency shifts on the decay, in the range −0.1 <
Δνpk/νpk < 0.1. About half of these bursts (6 of 11) are explained by a similar change
of slope of νpk vs Spk that we saw in the previous section, from an initial decrease to
a later increase. In the other five events we observe small, gradual monotonic shifts
or even remarkably flat values of νpk on the decay phase similar to what we have
already discussed for the rising phase. The examples of such a behavior can be seen
in Fig. 3.13. For seven of these 11 events, the peak frequency became constant or
started to increase before Spk dropped by an order of magnitude (see Fig. 3.14).

Positive Frequency Shifts

Despite the fact that GS self-absorption requires a decrease in νpk during the decay
phase, a large percentage (23 of 34 events, i.e., ≈68%) in our sample display a
considerable increase of νpk starting at some point during the decay phase. As we
have already mentioned above, in most cases the increase begins after some decrease
of the burst flux, often by a factor of 2–3 and sometimes by a larger factor.
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The characteristic time delay of the beginning of the peak frequency increase
relative to burst maximum is 2 min. However, the delay varies considerably from
event to event. In several events it begins just after the intensity peak, while in
more than 1/3 of events it is quite long, varying from 2 to 8 min. These events are
usually long lasting gradual bursts with relatively low peak frequency, νpk ≤ 7 GHz,
prior to the increase (see the examples in Fig. 3.13). In Fig. 3.13f, g one can clearly
see the considerable increase of νpk and ratio R on the late decay phase, starting
from 20:26 UT. The increase of R means that the flux decrease at low frequency
ν1 = 4.6 GHz < νpk goes faster than at high frequency ν2 = 11.2 GHz > νpk. The
faster flux decrease at lower frequencies (steepening of the spectrum at ν < νpk)
after moment t6 is easily seen in Fig. 3.5c, which is the same burst as in Fig. 3.13e–h.
Note that the shape of the MW spectrum during this increase remains the typical GS
spectrum with a well pronounced spectral peak.

We have examined possible reasons for an increase in νpk in the late decay phase,
such as thermal GS emission, or variations in parameters (decrease in source area
A, or increase in magnetic field strength B), and again find that the most plausible
explanation is an increase in density in the decay phase, which increases the effect
of Razin suppression with time.

3.1.2.7 Model Simulations

We showed earlier that in a majority of bursts the peak frequency shifts are well
correlated with flux density (at least near the maximum of the burst), as expected if
the spectral turnover is due to GS self-absorption (see Sect. 2.2.4). We also showed
that other effects such as evolution of the electron energy distribution can act in
concert with GS self-absorption to account for some other peculiarities of spectral
dynamics (e.g., time delays between νpk and Spk).

However, GS self-absorption cannot explain behavior found in a significant num-
ber of events including: (1) slight variations or even constancy of the peak frequency
even when the burst intensity changes by an order of magnitude or more, or (2) a shift
of the peak frequency to higher frequencies starting in the middle or late decay phase.
A common feature that seems associated with the above behavior is a relatively low
maximum value for νpk. In some events νpk can be as small as 3 GHz, which indicates
a relatively weak magnetic field in the radio source. In Sects. 2.2.5–2.2.7 we have
examined Razin suppression as a mechanism to explain each of these properties.

One of the main observational clues of the existence of Razin suppression that has
been cited in the literature is the steep low-frequency total power spectra expected
from a homogeneous source. With rare exceptions, our events do not show such
steep spectra. But it is well known that steep low-frequency spectra are expected
in total power only for the case of a homogeneous source, whereas typical flares
display considerable inhomogeneity that we argue will destroy this signature of Razin
suppression. In Sect. 2.2.8 we present a simple model to demonstrate the effect.

http://dx.doi.org/10.1007/978-981-10-2869-4_2
http://dx.doi.org/10.1007/978-981-10-2869-4_2
http://dx.doi.org/10.1007/978-981-10-2869-4_2
http://dx.doi.org/10.1007/978-981-10-2869-4_2
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3.1.2.8 Discussion and Conclusion

Dynamical changes in the peak frequency of the GS spectrum of MW bursts have
been analyzed using data on 338 bursts obtained in 2001–2002 with OVSA. We find
that the dynamical changes show a few distinct behaviors, which we have interpreted
in terms of two competing effects: (a) GS self-absorption and (b) Razin suppression.

Observationally we find that, for a majority of a subset of 38 simple bursts, the
peak frequency is very well correlated with the intensity of MW bursts, at least near
the burst maximum. The peak frequency increases on the rise phase in ≈83% of
24 bursts where it could be clearly measured, and decreases on the decay phase in
≈62% of 34 bursts, in qualitative agreement with GS self-absorption as the origin of
the low-frequency turnover. For some bursts of this type, however, we find a faster
than expected decrease of νpk on the decay phase. This behavior is correlated with
flattening of the high-frequency slope (increasing αh) of the MW spectrum, which
is indicative of hardening of the electron energy distribution. The presence in many
bursts of a positive or negative time difference between the maxima of νpk and Spk

time profiles is also shown to be due to GS self-absorption under evolution (usually
hardening but sometimes softening) of the electron spectral index.

However, we also find that for ≈30–36% of bursts the peak frequency increase
near the burst maximum is much smaller than expected or even may be entirely
absent. Typically in these bursts νpk starts at a rather high frequency in the very
beginning of the burst and remains almost constant during a considerable (factor of
≈10) increase and decrease of the burst intensity. We explain this temporal behavior
as follows: In the beginning of the rise phase and during the late decay phase the
radio source is optically thin at low frequencies due to the Razin effect. But briefly
near the maximum, when the column density of NT particles becomes high enough,
the source becomes nearly optically thick at ν ≤ νpk, despite the Razin suppression,
and the spectral evolution of νpk takes on the characteristics for GS self-absorption.

About 70% of bursts show a gradual increase in νpk starting at some point in the
decay phase. We show that this behavior can easily be explained by Razin suppression
together with either hardening of the high-energy electron spectrum or an increase in
Razin parameter (due to an increase in plasma density or a decrease in magnetic field
strength in the MW source). Again, the evidence for electron spectral hardening,
when present, can be obtained directly from the observed flattening of the MW high-
frequency spectral slope. An increase in νpk in the late phase that is unaccompanied by
MW spectral flattening may thus be a direct signature of chromospheric evaporation
and/or evolution of the source to greater heights where the magnetic field strength is
lower.

Using numerical calculations from GS theory, including the effect of the medium,
we have confirmed that the wide range of evolutionary behavior can be interpreted
as an interplay between GS self-absorption and Razin suppression . In Fig. 3.15
we show a schematic representation summarizing our theoretical predictions. The
time profiles of νpk are shown in each panel for three cases: (1) GS self-absorption
is dominant throughout the burst (solid lines), (2) Razin suppression is dominant
in the beginning and end of the burst, while GS self-absorption is important near
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(a)

(c)

(b)

Fig. 3.15 Schematic representation of characteristic time profiles of the peak frequency expected
from GS theory. The three curves in each panel are (solid line) self-absorption dominant throughout
a burst, (dot-dashed line) Razin suppression dominant in the beginning and end of a burst, but
self-absorption important near the burst maximum, and (dashed line) Razin suppression dominant
throughout a burst. The panels show three cases: a electron spectral index is constant, b continuous
hardening of the electron spectrum, and c stable electron index but Razin suppression (as expressed
by Y = νp/νB) increases on the decay phase

the burst maximum (dot-dashed lines), and (3) the Razin suppression is dominant
throughout the burst (dashed lines). These three cases correspond to increasing values
of parameter Y = νp/νB from low to moderate to high.

Applying these theoretical predictions to our observational findings, we can say
that Razin suppression plays an important role in the spectral dynamics of more than
70% of bursts, at least in their decay phase. For the Razin effect to be important
for a relatively large number of bursts (with average νpk ≈ 6 GHz), we require that
the magnetic field in the source be relatively weak (100–300 G for a corresponding
plasma density 1–10 × 1010 cm−3). Now that we have shown how to recognize the
presence of Razin suppression from the dynamical changes in νpk and R during
a burst, the changes in νpk can be used quantitatively as a further constraint on
the evolution of plasma parameters, especially ambient density and magnetic field
strength. Together, the combination of spectral measures (1) temporal evolution of
νpk, (2) R, the logarithm of the ratio of flux densities above and below νpk, and (3)
the high-frequency slope αh, relative to the flux density at spectral maximum, Spk,
provide a new, valuable diagnostic for MW bursts of GS origin.
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It is well known [29] that MW burst sources typically have an inhomogeneous
spatial structure. Inhomogeneous magnetic field, plasma density and high-energy
electron distributions in these sources (see e.g., the Refs. [51, 56, 57]) can consider-
ably disturb the total MW spectrum and its evolution. So, to be of greatest diagnostic
power, the spectral dynamics should be measured in brightness temperature, i.e.,
using spatially resolved spectra. In this case, the above theoretical predictions are
more directly applicable since the inhomogeneity is only that along the line of sight.
Such measurements require simultaneous spatial and spectral resolution over a wide
band of frequencies. The Refs. [48, 58] are the only published examples that showed
Razin suppression in a brightness temperature spectrum. Such observations will be
possible routinely with a new generation radio facility, the Frequency Agile Solar
Radiotelescope (FASR) and MUSER in China, now under development. For more
comprehensive application of these new diagnostics to flaring loops, such MW data
should be analyzed in combination with diagnostics from EUV, X-ray, and gamma-
ray data [59].

3.1.3 Optically Thin Emission, Power-Law Distribution of
Flares, and Occurrence Rate of Flares

The occurrence rate of radio bursts at different frequencies can be taken as an indicator
for the flare occurrence rate at different coronal altitudes, due to a definite relationship
between radio frequencies and the altitudes of radio sources in solar corona. In
general, the position of radio sources at lower frequencies is above that at higher
frequencies in respect to solar photosphere, but it is difficult to obtain an exact
expression for this relationship, because the radio frequency may correspond to
different source parameters (density or magnetic field) in respect to different radiation
mechanisms, and a great uncertainty exists for the models of density or magnetic
field in solar atmosphere, especially, there is no reliable method to measure coronal
magnetic field so far (see Chap. 6).

On the other hand, a statistics of X-ray flares showed that the flare occurrence rate
with different intensities satisfying a power-law distribution [60], and the power-law
index approximately equals to 1.8. Based on this statistics, a general avalanche model
has been proposed for the magnetic energy release processes in solar flares, and the
observed power-law index can be well explained by this model. Similar statistics
have been made in optical, radio, and UV bands, all of which strongly support the
avalanche model, and it becomes a well-known theory for magnetic energy release,
particle acceleration, and coronal heating (see a recent review about that [61]).

http://dx.doi.org/10.1007/978-981-10-2869-4_6
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Table 3.4 The lower cutoff (weak event number) N1, the event number satisfying power-law N2,
the power-law indices α̂ and its error, and the peak flux fp corresponding to lower cutoffs at 6
frequencies ν of NoRP

ν(GHz) 1 2 3.75 9.4 17 35

N1 433 347 342 251 190 141

N2 53 139 144 235 296 345

α̂ 1.87 ± 0.12 1.83 ± 0.07 1.82 ± 0.07 1.78 ± 0.05 1.74 ± 0.04 1.77 ± 0.04

fp(sfu) 392 84 100 118 81 41

3.1.3.1 Data Selection

In practice, different wavebands, instruments, and data processes will definitely affect
the calculation of power-law index, to cause its straggling from the theoretically
prediction [61]. One study tried to compare the power-law indices of radio bursts at 2–
11.8 GHz, and found that the a maximum may be reached at a middle frequency in this
range, and it actually varied in different solar circles [62]. However, some uncertainty
was caused by the observations of different instruments at different frequencies in
this study, so that, we select 486 bursts observed by NoRP at 1, 2, 3.75, 9.375, 17,
and 35 GHz in 1994–2005 [63], here we exclude the data at 80 GHz with a worse
SNR, and earlier (1992–1994) observations of NoRP in different locations.

3.1.3.2 Data Process

There is a shortage in the method of maximum likelihood that widely used in pre-
vious statistics to fit the power-law distribution, i.e., there is no a definite criterion
(so-called lower cutoff) to remove the weak bursts, which are evidently deviated from
a power-law, and the criterion is arbitrarily selected at different frequencies, which
can seriously affect the comparison of power-law indices at different frequencies. An
improved method of maximum likelihood has been accepted, in which a strict crite-
rion is proposed to select the lower cutoff, and to verify the power-law distribution
[64, 65].

The obtained power-law indices varied with lower cutoffs at different frequencies
of NoRP are shown in Fig. A.1 in Appendix A, in which the lower cutoffs selected
by the improved method of maximum likelihood at different frequencies are marked
by vertical dashed lines with different colors. The statistical parameters in Fig. A.1
are summarized in Table 3.4, which includes the lower cutoff N1 (the weak event
number), the event number satisfying power-law N2, the power-law index α̂, and the
peak flux fp corresponding to the lower cutoff in 486 bursts.

It is clearly seen from Table 3.4 that the obtained power-law indices (1.74 ∼ 1.87)
are much close to the theoretically predicted value (1.8) in comparison with previous
studies. It is interesting that the lower cutoff (weak event number) N1 is larger, and
thus the event number satisfying power-lawN2 is smaller at lower frequencies, which
will be discussed later [66].
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Fig. 3.16 a The variation and linear fitting of N1 and N2 versus frequencies in Table 2.4, and b
theoretical calculations of optical thickness of X-mode and O-mode versus frequencies

3.1.3.3 Physical Nature of Event Number Satisfying Power-Law Varied
with Frequencies

We can make a linear fitting for both the variations of N1 and N2 versus frequencies
in a logarithm coordinate in Fig. 3.16a, with a power-law index of −0.31 and 0.48,
respectively. The optical thickness of X-mode and O-mode calculated by a standard
code [39] in SSW is given in Fig. 3.16b for understanding Fig. 3.16a. It is well
known that the optical thickness decreases rapidly with increasing of frequencies,
i.e., the probability of optically thin emission at higher frequencies will exceed that at
lower frequencies, which predicts an intrinsic relation between the power-law event
and optically thin emission. On the other and, the optically thin emission is much
closely related to flare energy release than optically thick emission as mentioned in
Sect. 3.1.1, and it could be considered as an indicator of flare occurrence rate.

3.1.3.4 Optically Thin Event Number Varied with Peak Frequency

It is well known that there is a peak (turnover) frequency in a typical MW spectrum,
and the regions below and above the peak frequency are respectively defined as
optically thick and optically thin parts, because the optical thickness is much larger
and smaller than 1 respectively in these two parts. Figure 3.17a gives the statistics
of event number versus peak frequency for the 486 bursts of NoRP. Due to the low-
frequency resolution of NoRP, we simply assume that in the events with a given

http://dx.doi.org/10.1007/978-981-10-2869-4_2
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Fig. 3.17 a Statistics of event number versus peak frequency for the 486 bursts of NoRP, and b the
optically thin event number versus frequency with a linear fitting

peak frequency, there are a half events belong to optically thick part, while the rest
half events belong to optically thin part. Hence, the total optically thin events at this
frequency just equals a half of optically thin events plus all the events with a peak
frequency smaller than this frequency. In this way, we obtain the optically thin event
number versus frequency in Fig. 3.17b, which is well fitted by a power-law.

It is evident that the power-law index of optically thin events in Fig. 3.17b (0.8)
is comparable with that of power-law events in Fig. 3.17a (0.48), which confirms
the intrinsic relation between power-law event and optically thin emission proposed
from Fig. 3.16a.

3.1.3.5 Flare Occurrence Rate Versus Frequency

Now, we can use the statistical result of power-law events in Fig. 3.16 and Table 3.4 to
discuss the flare occurrence rates at different frequencies, and we define the difference
of power-law events at two adjacent frequencies divided by the corresponding fre-
quency interval as the flare occurrence rate, to remove the effect of different frequency
intervals if we simply use the power-law events at a given frequency. Figure 3.18
gives the flare (burst) occurrence rate at a unit frequency interval (GHz−1) versus
frequency.
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Fig. 3.18 The histogram of
power-law event number per
unit frequency interval
versus frequency

Fig. 3.19 The power-law
index varied with frequency

It is clearly seen from Fig. 3.18 that the flare occurrence rate at lower frequencies
(1–2 GHz) is obviously larger than that at high frequencies, which means that most
flares occur in higher corona, and this result can be confirmed by the relationship of
power-law index versus frequency as shown in Fig. 3.19.

It is evident from Fig. 3.19 that the power index decreases monotonously with
frequency (a small enhancement at 35 GHz does not exceed the error bar). A larger
power-law index refers to that there are more relatively smaller events, for instance,
when the power-law index is larger 2.0, the energy of total small events can satisfy the
requirement of coronal heating by micro flares [67]. Hence, the results of Figs. 3.18
and 3.19 support each other.
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3.1.3.6 Conclusion

Finally, we summarized three reasons to support the intrinsic relation between the
MW optically thin emission and power-law distribution of flares:

(1) There are no more effects of propagation or absorption in the MW optically
thin emission, which should be closely related to flare energy release process (for
instance, we can estimate electron energetic spectral index directly from the MW
optically thin spectral index).

(2) The MW optical thickness decreases rapidly with increasing of frequency,
which is similar to the tendency that the power-law event number increases with
increasing of frequency.

(3) The optically thin event number estimated by peak frequency increases with
increasing of frequency, which is quite similar to the variation of power-law event
number with frequency, and their linear fitting indices are also close to each other.

3.2 Spatial Distribution of Microwave Brightness

Spatial distribution of NT emission along a single flare loop can bring us important
information on the particle acceleration and transport. Studies of the MW spatial
distribution began in the 80s using the WSRT and VLA facilities. The discovery
of two kinds of MW sources, single compact LT sources and double sources with
their peaks located close to the conjugate magnetic FPs [68–71], stimulated the
development of theoretical simulations of GS brightness distribution along model
magnetic loops (see the Refs. [29, 56, 72]). Later the similar studies were carried
out using the Nobeyama Radioheliograph (NoRH) observations at single frequency
17 GHz [73–75]. They showed the existence of the double and triple radio sources
associated with the FPs of large and smaller flaring loops.

In recent years, the new NoRH facilities have allowed to obtain images of solar
flares at two high frequencies, 17 and 34 GHz, simultaneously with high angular (5–
10 arcsec) and temporal (0.1 s) resolution. These frequencies are remarkably higher
than the usually observed spectral peak frequency, fpeak = 5–10 GHz [49], at which
the optical thickness of GS emission τ ≈ 1. This gives a chance to study the brightness
distribution having the information on MW spectrum slope, and, therefore, on the
optical thickness in different parts of a flaring loop. Such high capabilities provide
us with unique opportunity to get constraints on properties of mildly relativistic
electrons accelerated and propagating in flaring magnetic loops.

Already the first reports on these two frequency observations [76, 77] gave quite
unexpected results showing that at least in some events the bright LT source is opti-
cally thin. This fact is in evident disagreement with the simulated brightness distrib-
ution of optically thin MW emission along inhomogeneous magnetic loop. Several
new studies were published during the last years developing further understanding
of the problem [55, 58, 78–84]. Of special interest are new results concerning the
spatial distribution and dynamics of the MW spectral slope along flaring loops [30,
79, 85, 86].
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This section is restricted to properties of single well-resolved loop-like MW
sources. We review mainly our recent studies of Nobeyama observations concerning
(1) spatial distribution of MW brightness and spectral slope along flaring loops; (2)
peculiarities of their temporal dynamics in different parts of a loop; and (3) conse-
quences of the obtained findings on spatial, spectral, and pitch-angle distributions
of high-energy electrons, to give us some new important constraints on the accel-
eration/injection mechanisms and kinetics of mildly relativistic electrons in solar
flares.

3.2.1 Nonthermal MW Source at the Top of Extended
Flaring Loops

The existence of the double and triple radio sources associated with the FPs of
flaring loops, as well as asymmetric sources [73–75], agrees well with the existing
theoretical models of radio emission [29, 56, 72]. The obvious reason for such a
location is the strong dependence of GS intensity on magnetic field strength. On the
other hand, the location of the brightness peak of optically thin MW emission in the
LT is a challenge to our understanding of processes in flaring loops [55, 78, 87].

For the detailed study of the spatial properties of MW emission from a flare loop
we selected only flares, which are characterized by the presence of well-resolved
extended single MW sources and relatively simple time profiles both at 17 and 34
GHz. We have chosen five flares occurred on 1999 August 28, 2000 January 12
and March 13, 2001 October 23, and 2002 August 24. Their sizes (25–90 arcsec)
exceed considerably the beam size of NoRH (Δϕ ∼ 5 arcsec and ∼10 arcsec at 34
and 17 GHz, respectively). The 1st, 3rd, and 4th flares occurred on the solar disk, the
2nd and 5th near the East and West limbs, respectively. The projections of the radio
sources on the disk display a well developed loop-like structure at both frequencies.
The limb source has an elliptic shape. Their peak brightness temperature varies from
source to source from 7.0 · 106 K up to 1.2 · 108 K at 17 GHz and from 8.0 · 105 K
up to 2.5 · 107 K at 34 GHz. The bursts show quite simple time profiles at 17 and
34 GHz with the half-power duration of main peaks in a range of ΔT0.5 = 20 − 110 s.

All the radio sources are optically thin at least at 34 GHz. Indeed, as analysis
shows, the flux density spectral slope in the range 17–34 GHz is negative during the
impulsive phase of the MW bursts. For the analysis of the MW source structure we
also used NoRH polarization maps as well as magnetographic data from SOHO/MDI.
An example of overplotted NoRH and MDI maps is displayed in Fig. 3.20. A loop-
like MW source with the brightness maximum in its center is seen at 34 GHz map
(white contours). Our analysis of MDI data has shown that the central part of the
source is not associated with photospheric sunspots under the loop top. At the same
time, the MDI maps display the magnetic field enhancements of opposite polarities
near two ends of the loop-like structures (supposed to be the indications of the loop
FPs).
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Fig. 3.20 SOHO/MDI
photospheric magnetograms
(gray scale) overlaid by
contours of radio images at
0.1, 0.3, 0.5, 0.7, and 0.9
levels of the maximum
brightness temperature
(black for 17 GHz and white
for 34 GHz). Magnetograms
were obtained near the time
of radio burst and were
rotated to the moment of
radio images
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The spatial profiles of the brightness along the loop-like radio sources at the
peak time for each event are shown in Fig. 3.21. We can clearly see the brightness
maxima to be located close to the central part of the sources. This is especially well
pronounced for the highest frequency, 34 GHz, where the sources must be optically
thin.

Note that the similar brightness distributions at the peak time of three limb flares
observed with NoRH were obtained by Kundu et al. (2001) [78]. This proves that
such kind of the brightness distribution for extended flaring loops is quite common
and, therefore, should be studied in detail.

3.2.2 Time Delays Between MW Emissions from Different
Parts of Flaring Loop

It was shown that the time delays of the emission from different parts of a loop-
like MW source can bring us important information on trapping and accumulation
of high-energy electrons in flaring magnetic loops [87]. At the top of Fig. 3.22 we
show the flux time profiles from the regions corresponding to different parts of the
loop source for the event on March 13, 2000: the LT (black contour at the bottom
of Fig. 3.22), and the north-east FP (white dashed-dotted contour at the same plots).
Time profiles of the emission from the second FP are not shown here since their
behavior is very similar. The size of the regions used for the flux calculations is
10" × 10".

It is well seen that the burst of emission from the loop top is delayed against
the burst from the FP source by several seconds. This delay is more pronounced
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 3.21 a–e 34 GHz contour images of the sources at the moment of the bursts peaks (except
e, this image is for the rise phase) for five events under study. Contours show 0.1, 0.5, 0.75, and
0.95 levels of the maximum brightness temperature. Thin curve shows the visible flaring loop axis.
Three boxes of the size 10 × 10 arcsec, two near FPs and one near the LT show the areas which the
flux time profiles were calculated from. f–j Spatial distributions of radio brightness temperature
at 34 GHz along a visible flaring loop axes shown on top panel for each event by thin curve. Zero
position on the x-axes of bottom panel corresponds to the middle of the loop axis, calculated as a
half of the axis length. Negative values correspond to left FP on a, c, and d and lower FP on b and e

at 34 GHz than at 17 GHz. Furthermore, it is clearly seen that the time profiles of
emission from the loop top are wider, and their decay is slower than those from the
region near the FP. We did not find any noticeable delay between time profiles at
both frequencies from the conjugate FPs.

The similar delays and differences in the characteristic decay time are observed
for all the events from our sample (see, for instance, Fig. 10 in the Ref. [87] for the
event of 28 Aug 1999). Note that the flux peaks from the FP sources are coincident in
time with the flux peaks of HXR emission (compare Figs. 10 and 11 in the Ref. [87]
where the vertical line indicates the moment of the HXR emission peak, 00:56:42
UT).

3.2.3 Time Delays of MW Emissions at Different Frequencies

A comparison of the MW time profiles of emission at the frequencies 17 and 34 GHz
from the same parts of a loop-like radio source is shown on Figs. 29c, d and 10 in the
Ref. [87]. One can clearly see that, for the main peak of the bursts, the emission at
higher frequency, 34 GHz, is delayed against that at 17 GHz. This is well pronounced
for the LT part of the sources. However, there are no such delays for the FP parts.
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(a) (b)

(c) (d)

Fig. 3.22 NoRH time profiles of the flux densities from the 10"x10" boxes located at the LT and
the left FP (see Fig. 3.23) of the flare on 2000 March 13

The FP emission at both frequencies reaches its maximum almost simultaneously
with the peak of the corresponding HXR burst (see Figs. 10–11 in the Ref. [87]).

3.2.4 Redistribution of MW Brightness in Flaring Loops

Further analysis of the MW brightness distribution along the five well-resolved flaring
loops shows that it does not remain constant during a single peak of a burst [79]. In
almost all the analyzed events there is the same tendency (see, for example, Fig. 3.23).
In the beginning of a burst there is always a time interval when brightness peaks (or
one peak) are situated near the FPs of a loop (both or only one). And close to the
burst maximum or on the decay phase, an area near the LT becomes most bright.
A similar dynamics of brightness distribution was observed and studied in detail in
the event 1999 May 29 [80].

To show this tendency more quantitatively, in Fig. 3.24 we compare the time
profiles of fluxes and their ratios from the 10"x10" boxes, located near the left FP
(a), right FP (c), and in the LT (b) of the flaring loop in the event 2000 March 13. The
location of the boxes is shown in Fig. 3.21c. The dotted and solid lines correspond
to the 17 and 34 GHz emission, respectively. The flux densities ratio FLT/FFP from
the LT and the FP regions is calculated for the left FP (d) and for the right one (e).
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(a)

(b)

(c)

Fig. 3.23 NoRH images at the rise and peak phases of the flare 2000 March 13. Left and right
panels: intensity at 17 and 34 GHz with the contours at the level 95% of the maximum at the current
time (black solid line) and at the moment 05:02:28 UT (white dashed-dotted line). Middle panel:
polarization V with the contours at the levels 40 and 80% of the maximum, black for positive V ,
and white for negative V

It is well seen that the ratios increase during the burst, especially fast on the early
decay phase where maximum values of ratios reach 4–5.

Quite different evolution of the brightness distribution is realized during the limb
event 2002 August 24. During the main peak of the burst, on its rising phase from
00:59:00, the southern FP of the loop becomes most bright at 34 GHz and remains
the brightest part of the loop till the maximum at 01:00:30. At the peak time, the
brightness temperature reaches extremely high value at 34 GHz: TBmax ≈ 250 MK.
In Fig. 3.25a, b we can also see two other brightness peaks: one near the opposite
(northern) FP and one near the LT. But they are much weaker. Only on the decay
phase the LT becomes relatively brighter than the FP sources which almost disappear
to the moment of the valley before the second peak on the time profile (Fig. 3.25c,
d). During the decay the brightness temperature in the southern FP source decreases
by five times, and in the LT only by 20%.
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Fig. 3.24 NoRH time
profiles of the flux densities
from the 10"x10" boxes,
located at the left FP (a),
right FP (c) and in the LT (b)
of the flare 2000 March 13.
The flux densities ratio
FLT/FFP from the LT and
the FP regions is calculated
for the left FP (d) and for the
right one (e)

(a)

(b)

(c)

(d)

(e)

It is worth to note that during the main peak, when the total flux changes by 20–30
times, the visible size of the MW flaring loop has almost not changed. It means that
the emission flux changes entirely due to changes in number of mildly relativistic
electrons in the loop but not in the area or volume of the source. More or less similar
situation was observed for other flares from our set.

3.2.5 Comparison of Observations and Model Predictions

The most interesting feature of all the flares is that the peak of a MW brightness
distribution is located near the LT at the burst maxima (except 2002 August 24).
This fact disagrees with the well known model simulations [56, 72] that predict the



3.2 Spatial Distribution of Microwave Brightness 107

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3.25 Evolution of the brightness distribution during the limb event 2002 August 24

brightness peaks of optically thin emission to be near the FPs of extended loops
with a nonuniform magnetic field. The increase of the brightness temperature occurs
because of the strong dependence of GS intensity, If , on the magnetic field strength,
B, that is expected to be larger near the feet of an extended loop. For example, if the
electron power-law spectral index δ = 4, then according to the Ref. [39]

If ∝ NB3.4(sin ϑ)2.2 , (3.2.1)

where N is the number of NT electrons, θ is the viewing angle (angle between the
magnetic vector and line of sight). It follows from the model [72] that even if an
observer looks at a loop from above, the ratio of brightness temperatures in the LT,
IfLT , and at the peak near FPs, IfFP, is equal to IfLT/IfFP � 0.5 for the magnetic field
difference BLT/BFP = 1/2. Note that the brightness peak near an FP is localized
above the layers of strong chromospheric absorption, in the region where the view
angle θ 	 90 arcdeg, but is still not too small.

The striking fact is that the brightness peak at the LT may be also observed for
limb flares. For a limb loop which plane is almost perpendicular to the line of sight,
θ = 80–90 arcdeg, like for the events 2000 January 12 and 2002 August 24 from
our set, the ratio is expected to be much lower for the same difference in magnetic
strength: IfLT/IfFP ∼ 0.1−0.2. As can be seen in Fig. 3.25 (and also from the analysis
of the limb events by the Refs. [78, 80]) the observable ratios at the highest frequency
34 GHz are just opposite: IfLT/IfFP ∼ 3−20.

In the frame of the existing models, such a strong increase of the brightness near
the loop top is not possible to explain with usual assumptions on physical conditions
in a flaring loop. The possibility to have a hump in brightness near the LT due to the
effect of optically thick emission [29, 88] is ruled out in our case since for all the
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events under study the frequency spectral index between 17 and 34 GHz is negative
and, therefore, the MW emission from the loops is optically thin at least at 34 GHz.

For loops near the solar disk center where the viewing angle θ is small near the
FPs the following two assumptions can make the LT brighter than the FPs. The first
is constant magnetic field along the flaring loops (see the Refs. [89] and Eq. (3.2.1)).
The second is considerable transverse pitch-angle anisotropy of emitting electrons
[30, 90]. The first assumption is problematic since the constancy of magnetic field
strength along a loop suggests no trapping effect in contrast with our observations of
well-pronounced time delays in the analyzed events. The second assumption looks
very probable. It is supported by observations of the spectral steepening toward
FPs that is also may be a consequence of the anisotropy, as well as by the model
simulations of electron distributions in flaring loops.

For loops close to the limb with their plane almost perpendicular to the line of sight,
the effects of both mentioned assumptions are too small to explain the observable
ratios IfLT/IfFP and the shape of spatial profile along a loop [30, 78, 80].

3.2.6 Spatial Distribution of Energetic Electrons in Flaring
Loops

We have to notice that the existing model simulations were made for the homoge-
neous distribution of energetic electrons along a loop. This assumption may strongly
deviate from the reality. Indeed, the existence of delays between the higher and lower
frequency and HXR intensity time profiles is an evident indication of electron trap-
ping in MW sources [26, 91]. The delays between MW emissions from the LT and
FPs as well as longer decay of the emission from the LT are a strong evidence of
the trapping and accumulation of high-energy electrons in the upper part of flaring
loops.

A strong relative enhancement of energetic electron density near the LT can elim-
inate the contradiction between the observations and the model predictions [58].
Under this assumption, we can easily derive the magnitude of the electron number
density enhancement from Eq. (3.2.1) and the observed ratios IfLT/IfFP mentioned
above. The corresponding difference in the number densities in the LT and FPs falls
in the range NLT/NFP ∼ 10−100.

To illustrate this idea, Fig. 3.26 displays three types of normalized spatial distrib-
utions along a loop. On the left hand, the number density (dashed line) and column
number density (solid line) electron distributions, and magnetic field distribution
(dotted line) are shown. These types of electron spatial distributions are obtained in
the collisionless case when the first adiabatic invariant constancy along a magnetic
field line with nonuniform strength B(s) is fulfilled: [1 − μ2(s)]/B(s) = const, and
the corresponding electron pitch-angle distributions in the loop center are taken to be
(a) beam-like φ(μ) = exp[−(1 − μ2)/μ2

‖], with the beam width along magnetic field
μ‖ = 0.3, (b) isotropic (with taking into account the loss-cone), and (c) pancake-like
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Fig. 3.26 Normalized spatial distributions along a loop [30]. Left column: number density (dashed
line) and column number density (solid line) for the beam-like a, loss-cone b, and pancake c
electron pitch-angle distributions; magnetic field distribution is shown by dotted line. Right column:
corresponding GS intensity in optically thin regime (at 34 GHz)

φ(μ) = exp[−μ2/μ2
⊥], with the beam width transverse to magnetic field μ⊥ = 0.4,

where μ = cosα0, and α0 is the pitch-angle in the loop center.
The corresponding GS intensity distributions along the model loop in optically

thin regime (at 34 GHz) are shown on the right-hand panels of Fig. 3.26. The emission
is calculated using the exact formalism [30, 36]. It is supposed that electrons have a
power-law energy dependence: g(E) = g0E−δ; the model loop is located close to the
limb and the viewing angle θ = 80◦. Two strong peaks of radio emission are observed
for the beam-like and even for the loss-cone distribution, while the well defined peak
of the number density exists in the loop center (see Fig. 3.26a–d, b–e). Only in the
case of the pancake distribution, we can get a pronounced radio brightness peak at
the center of a limb loop (Fig. 3.26c–f). A degree of brightness concentration to the
loop center (the ratio IfLT/IfFP) can vary in wide range depending on the parameter
μ⊥ of the Gaussian distribution function.
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3.2.7 Dynamics of Electron Spatial Distribution

To understand the origin of peculiarities of MW brightness distribution and its dynam-
ics along different flaring loops we do modeling of the time evolution of electron
spatial distribution along a magnetic loop by solving the nonstationary Fokker-Planck
equation under different assumptions on the physical conditions in the loop and for
different positions of the injection site (loop top, loop foot) [87]. We consider the
nonstationary Fokker–Planck equation in the form [92], which takes into account
Coulomb collisions and magnetic mirroring:

∂f

∂t
= −cβμ

∂f

∂s
+ cβ

d lnB

ds

∂

∂μ

[
1 − μ2

2
f

]

+ c

λ0

∂

∂E

(
f

β

)
+ c

λ0β3γ 2

∂

∂μ

[(
1 − μ2) ∂f

∂μ

]
+ S , (3.2.2)

where f = f (E, μ, s, t) is electron distribution function of kinetic energy E = γ − 1
(in units of mc2), pitch-angle cosineμ = cosα, distance from the flaring loop center s,
and time t, S = S(E, μ, s, t) is injection rate, β = v/c, v and c are electron velocity
and speed of light, γ = 1/

√
1 − β2 is Lorentz factor, B = B(s) is magnetic field

distribution along the loop, λ0 = 1024/n(s)ln�, n(s) is plasma density distribution,
ln� is Coulomb logarithm.

We conducted our numerical calculations for two cases using the method devel-
oped by Gorbikov and Melnikov (2007) [93]. In the first case (Model 1) the
source of high-energy electrons is located in the magnetic trap center s = 0, and
in the second one (Model 2) near a trap foot s = 2.4 × 109 cm. In both mod-
els, the trap (loop) is symmetrical and its half-length is 3 × 109 cm and magnetic
mirror ratio Bmax/Bmin = 5. Plasma density is homogeneous along the loop with
n(s) = 2.5 × 1010 cm−3. The injection function S(E, μ, s, t) is supposed to be a prod-
uct of functions dependent only on one variable (energy E, cosine of pitch-angle μ,
position s, and time t):

S(E, μ, s, t) = S1(E)S2(μ)S3(s)S4(t) , (3.2.3)

where the energy dependence is a power-law S1(E) = (E/Emin)
−δ , Emin = 30 keV,

with spectral index δ = 5; pitch-angle distribution is isotropic S2(μ) = 1; time
dependence is Gaussian S4(t) = exp[−(t − tm)2/t20 ], tm = 2.5 s, t0 = 1.4 s; spatial
distribution is also Gaussian. For Model 1: S3(s) = exp(−s2/s2

0), and for Model 2:
S3(s) = exp[−(s − s1)

2/s2
0], where s0 = 3 × 108 cm, s1 = 2.4 × 109 cm.

The results of the model simulations are presented in Fig. 3.27 where one can
see the time evolution of electron number density along the loop for electrons with
energy E = 454 kev.

It follows from Fig. 3.27 that for the case of Model 1 the shape of the spatial
distribution does not change much with time. During all the injection phases the
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Fig. 3.27 Results of the model simulations using the Fokker–Planck equation [92]. The distribution
functions for the rising phase of injection are shown by solid (t = 0.2 s), dotted (t = 1.7 s) and
dashed (t = 3.25 s) lines, and for the decay phase by dot-dashed (t = 7.1 s) and dot-dot-dot-dashed
(t = 10 s) lines. Top panels represent the time evolution for Model 1 (the maximum of injection
function is located in the center of the trap, s = 0), and bottom panels for Model 2 (the maximum
of injection function is located near the foot, s = 2.4 × 109 cm). On the left panels: the electron
distribution function is integrated over all μ and displayed in linear scale. On the right panels: the
distribution function is shown only for electrons with pitch-angle α = 88◦

distribution remains similar, with the peak located at the LT. The simulation also
reveals strong perpendicular anisotropy of the electron pitch-angle distribution in the
loop. The degree of electron concentration near the LT is strong enough to produce
a peak of the MW brightness distribution (compare with Fig. 3.26). In the case of
Model 2, the shape of the spatial distribution changes with time dramatically forming
a sequence of distributions from double peak in the beginning to single peak on the
decay phase. The comparison with Fig. 3.26 shows that such distributions should
produce two well-pronounced radio brightness peaks near the FPs in the beginning
and maximum phases of a burst, and the brightness peak at the loop top in the decay
phase of the burst.
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3.2.8 Constraints on Particle Acceleration, Projection,
and Motion

The findings above put some constraints on the particle acceleration/injection and
kinetics of high-energy electrons in flaring magnetic loops. It follows from our analy-
sis that the LT peak of the electron distribution on the maximum phase of a burst may
be produced if the injection region is located near the loop top. The injected pitch-
angle distribution should be isotropic or anisotropic of the pancake type. Such kind
of injection is considered in some acceleration/injection models [94–96]. Recently
developed models [83, 97, 98] consider a magnetic trap collapsing after reconnec-
tion and provide the conditions for the betatron acceleration of electrons transverse to
magnetic field lines. On the other hand, there are models suggesting the DC-electric
field acceleration along the axes of a twisted loop or the stochastic MHD-turbulent
cascade acceleration, in which the acceleration occurs along the magnetic field lines
(see for the reviews [99] and [100]). Our simulations show that this type of injection
can not produce MW brightness peak in the LT during the main phase of injection.
However, we can not exclude the chance of the LT source formation due to pitch-
angle scattering and accumulation of trapped electrons in the top part of a loop on
the decay phase.

The results of this sections show that MW brightness peaks near the FPs of a loop
is easy to get if the injection region is located near one of the FPs. This conclusion
is quite general, simulations reveal that it works for any pitch-angle distribution
of injected electrons. It means that the acceleration mechanism itself is not very
important, the main thing here is the position of the acceleration/injection region.
We can conclude that in cases when MW flaring loops show brightness maxima near
FPs (like for the event 24 August 2002 or the events observed by the Refs. [73–75]),
the acceleration may take place in the loop leg close to one FP. We have to note,
however, that this explanation is not unique. The FP brightening could be observed
even if the acceleration takes place in the LT. But in this case, the injection should
occur preferably along the loop axes (“beam-like” injection). To distinguish between
the two possibilities we have to involve some other observational properties of the
MW flaring loop. For this some further detailed investigations are needed. A more
rigid set of constraints can be obtained from a study of spatial/spectral dynamics of
MW/HXR emissions.

3.3 Statistical Studies on MW Brightness Distributions

3.3.1 Data Selection

Twenty four burst events have been selected from NoRH database with an obvious
loop-like structure or three separated sources (one LT and two FPs), to analyze the
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(a) (b)

Fig. 3.28 The typical events respectively with a three separated sources and b a uniform loop-like
structure observed by NoRH

distribution of Tb at the peak time in different sources, with several criterions for
data selection and process [101]:

(1) The MW spectrum obtained by NoRP at six frequencies of 1 ∼ 35 GHz is
used to exclude the events with an obviously thermal component, or with a peak
frequency much larger than 17 GHz, which makes the working frequencies of NoRH
(17 and 34 GHz) be located in the optically thin region of NT MW spectrum.

(2) Using some specific programs to remove those events with a larger jitter of
antenna due to the effects of weather, etc., and to select the events with a ratio between
the half-power area of burst and beam size larger than 4, which assures the error of
spectral index caused by the jitter of antenna to be smaller than ±0.3.

(3) The 17 and 34 GHz Tb at peak time of selected events is always larger than
5 × 104 K, which is much larger than the 17 and 34 GHz Tb in the quiet Sun (about
104 K).

(4) A specific program of NoRH softwares is used to calculate the optically thin
spectral index, it is noticed that the spatial resolutions at 17 and 34 GHz are different,
and it is necessary to calculate the convolution of Tb at these two frequencies.

(5) For the sources with a uniformly distributed Tb, the contour of 0.1 maximum
of Tb is used to determine the positions of FPs at the two ends of flaring loops, and
the position of LT at the middle of contour.

(6) The calculated area of all selected events should be larger than 3×3 pixel
square.

Figure 3.28 gives the 34 GHz images at the peak time of two typical events of
1999 May 9 and 2005 August 22 respectively with a uniform loop-like structure and
three separated sources, which are overlaid by the simultaneously observed 17 GHz
contours. The positions of one LT and two FPs are respectively marked by three
rectangles.
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(a) (b)

Fig. 3.29 Comparison of Tb in the LT and two FP sources, respectively for a the 17 and b 34 GHz
images in the 24 selected events

3.3.2 Comparison of MW Brightness in LT and FPs

Figure 3.29 shows the relationship of Tb in the LT and two FP sources, in which the
symbols of asterisk and triangle represent the FP1 and FP2 sources, respectively,
while the spectrum of FP1 is always selected to be harder than that of FP2.

It is clearly seen from Fig. 3.29 that there are always a definite proportion of events
with a brighter LT in comparison with two FPs in both 17 and 34 GHz images, which
are located above the diagonal lines. The event number with the LT brighter than
both two FPs is 10 and 9, and the proportion is 42 and 38% of total events for 17 and
34 GHz, respectively. A weakly positive correlation coefficient between the Tb in LT
and each FP is respectively marked at the top of Fig. 3.29.

3.3.3 Relation of MW Brightness and Other Parameters

Figure 3.30 gives the comparison of B0 and column density NL of NT electrons in
LT and two FP sources, respectively for the 17 and 34 GHz images in the 24 selected
events, in which B0 is calculated by using Dulk’s approximations (see Sect. 6.2), and
the symbols are defined as the same as in Fig. 3.29.

It can be seen from Fig. 3.30 that the event number with NT in LT is higher than
that in two FPs is 13 (about 54% of total events), which can be used to explain the
reason why the Tb in LT is higher than that in two FPs for considerable events in
Fig. 3.29. Moreover, B0 in LT is always weaker than that in two FPs, which is well
consistent with the prediction of magnetic mirror in flaring loops. In addition, the

http://dx.doi.org/10.1007/978-981-10-2869-4_6
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(a) (b)

Fig. 3.30 Comparison of a logNL and b B0 in the LT and two FP sources in the 24 selected events,
respectively

(a) (b)

Fig. 3.31 Comparison of a 17 and b 34 GHz emissions in the LT and two FP with NL in the 24
selected events, respectively

correlation coefficient between the NL in LT and FPs is evidently larger than that of
B0. Furthermore, Figs. 3.31, 3.32 and 3.33 show the relationships of 17 and 34 GHz
Tb with NL, B0, and optically thin spectral index α in LT (asterisk) and two FPs
(triangle and box), respectively.

The correlations of 17 and 34 GHz emissions in the LT and two FP with NL, B0,
and α are always weak (for the sample number of 24, the correlation coefficient with
the 95% confidence level is 0.21). Here, it is easy to understand the weak positive
correlation between Tb and NL in Fig. 3.31, and the negative correlation between
Tb and B0 (Fig. 3.32) is predicted by the diagnostics of B0 (see Sect. 6.2), and the

http://dx.doi.org/10.1007/978-981-10-2869-4_6
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(a) (b)

Fig. 3.32 Comparison of a 17 and b 34 GHz emissions in the LT and two FP with B0 in the 24
selected events, respectively

(a) (b)

Fig. 3.33 Comparison of a 17 and b 34 GHz emissions in the LT and two FP with α in the 24
selected events, respectively

negative correlation between Tb and α (Fig. 3.33) is also consistent with the earlier
calculation [102]. Actually, Tb depends simultaneously on all the three (even more)
parameters, so that all the weak correlations are reasonable, and the tendencies of Tb
vs three parameters Figs. 3.31, 3.32 and 3.33 are reliable.
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3.3.4 Asymmetry of MW Brightness in Flaring Loop FPs

3.3.4.1 In General

It is well known that the X-ray and MW emissions in the FP source of flaring loops are
contributed by NT bremsstrahlung and GS emissions respectively from precipitating
and trapping electrons, and it is evident that the brightness of FP source directly
depends on NL of NT electrons in the FP source.

The earlier studies on the asymmetry of two FP emissions were concentrated in
X-ray band, the magnetic mirroring effect is generally considered as the explanation
for the asymmetry by different magnetic fields of two FPs, which means that the FP
with a strong magnetic field reflects (traps) more electrons before they reach the FP,
thus decreases the X-ray intensity in the FP. For example, most X-ray observations of
Yohkoh satellite supported the mirroring explanation [103–105], but there were still
fewer events with the observed asymmetry just opposite to the mirroring prediction
[103, 106], and more detailed studies found the asymmetry varied with time and
energy, such as the decreasing of asymmetry with increasing of energy, even to the
reversal of asymmetric emissions in two FPs [107, 108].

There were relatively less studies on the asymmetry of two FPs in MW band,
it should be mentioned that the statistical studies of NoRH indicate that double or
multiple loop-like structures appear in most events with coincident X-ray observa-
tions, and commonly a compact flaring loop is located nearby one FP with a stronger
magnetic field in a huge flaring loop, there are strong X-ray emissions in the two FPs
of compact loop, while MW emission appears only nearby another FP with a weaker
magnetic field in the huge loop [74, 109]. It is difficult to explain the above results
simply by the mirroring effect.

On the other hand, a series studies on the data of OVSA indicate that the MW
emission in FPs is closely associated with the initial pitch-angle of NT electrons
[110, 111], which supports a relatively narrow distribution rather than isotropic one.
The initial pitch-angle distributions of trapping and precipitating electrons have been
derived in Sect. 4.2:

f1 = C sin θ0 cos θc

(
E

E0

)−δ

ln

[
tan(θ/2)

tan(θc/2)

]
, (3.3.1)

f2 = C cos θ0 sin θc
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, (3.3.4)
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Fig. 3.34 The typical examples of Tb images overlaid by contours of α for two groups: left panel:
the LT spectral index is harder than both two FP indices, and right panel: the LT index is at least
softer than one of two FP indices

here, E0 is the normalized value of kinetic energy for the NT electrons with a power-
law distribution, and it is commonly taken as the thermal energy of electrons. T
and m in the expression of normalized constant C are electron temperature and
mass, respectively. It can be seen from Eqs. (3.3.1)–(3.3.2) that the trapping particle
number increases with decreasing of the critical mirroring angle θc and increasing
of the initial pitch-angle θ0, while the precipitating particle number increases with
increasing of θc and decreasing of θ0. All of these results can be understood directly
by the magnetic mirroring effect.

3.3.4.2 Selection of Two Groups of Samples

The 24 events are divided into two groups: one is that the LT spectral index is harder
than both two FP indices, and another one is that the LT index is at least softer than
one of two FP indices. Figure 3.34 gives two typical examples of Tb images overlaid
by contours of α for these two groups, and there are 12 events in both the two groups
[112].

According to the standard flare model for a single flaring loop, the acceleration
site is commonly located above the LT, and the accelerated electron beam injects
into the loop from LT to two FPs, while the energetic spectral index becomes softer
hereby, which just belongs to the case of the first group (see the left panel of Fig. 3.34.
The other case is the collision of one compact loop and another huge loop nearby one
FP of the huge loop, thus the acceleration site is located in the joint part of double
loop system, the LT spectral index should be between the two FP indices, which just
belongs to the case of the second group (see the right panel of Fig. 3.34). Figure 3.35
shows a carton respectively for these two cases, from which it is predicted directly
that the asymmetry of the second group should be more evident than that of the first
group.
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Fig. 3.35 Cartons of two groups of events: a standard flare model of single flaring loop, and b
interaction of a compact loop and a huge loop

(a) (b)

Fig. 3.36 Comparison of a 17 and b 34 GHz log Tb at two FPs of two groups

3.3.4.3 Common Features of Two Groups of Samples

The asymmetry of two FPs are statistically analyzed by 17 and 34 GHz Tb, the
polarization degree at 17 GHz, the MW spectral index α, and the calculated B0 and
NL, as shown respectively in Figs. 3.36, 3.37 and 3.38. Two groups of events are
marked respectively by asterisk and triangle in all figures.

The statistical results show that all the six parameters in two FPs are well correlated
in the two groups of events, and most correlation coefficients are larger than the
critical value 0.576 for the 95% confidence of 12 samples.



120 3 Observations and Explanations of MW Emissions …

(a) (b)

Fig. 3.37 Comparison of a α and b polarization degree at two FPs of two groups

(a) (b)

Fig. 3.38 Comparison of a logB0 and b logNL at two FPs of two groups

The asymmetry of all parameters in two FPs generally exist as shown by the
extension of deviation from the diagonal lines of these figures, and the maximum
difference of Tb, B0, and NL in two FPs may exceed one or two orders of magnitudes.
In addition, the spectral index at FP1 is always harder than that in FP2 (Fig. 3.37a),
which is caused by the data selection as mentioned before, while Fig. 3.37b shows that
there are same polarization senses in most events, because most data are concentrated
in the first or fourth quadrant, which will further studied in detail. Figure 3.38b also
shows that B0 in FP1 is mostly stronger than that in FP2, which just means that B0

is inversely proportional to the absolute value of α.
For further analyzing the asymmetry of two FPs, some new parameters are defined

as the logarithm of the ratios of 17 and 34 GHz Tb, B0, and NL at two FPs, and the
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(a) (b)

Fig. 3.39 Correlation between the logarithm of the ratios of a 17 GHz Tb and B0 and b 34 GHz Tb
and B0 at two FPs of two groups

(a) (b)

Fig. 3.40 Correlation between a the logarithm of the ratios of 17 GHz Tb and 34 GHz Tb, and b
the logarithm of the ratio of B0 and difference between the absolute values of α at two FPs of two
groups

differences between the absolute values of α and polarization degree at two FPs.
The statistical analysis shows that there is always a negative correlation between the
logarithm of the ratios of 17 and 34 GHz Tb and B0 in two FPs for both two groups of
events (Fig. 3.39), while there is always a positive correlation between the logarithm
of the ratios of 17 and 34 GHz Tb in two FPs (Fig. 3.40a), and the logarithm of the
ratio of B0 at two FPs and the difference between the absolute values of α at two FPs
(Fig. 3.40b).
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(a) (b)

Fig. 3.41 Correlation between the logarithm of the ratios of 17 GHz (asterisk) and 34 GHz (triangle)
Tb, and the difference between the absolute values of polarization degree at two FPs of a group 1
and b group 2 of events

Here, the negative correlation between the ratio of 17 and 34 GHz Tb and the ratio
ofB0 in two FPs is consistent with Fig. 3.36, an important information is also provided
that the asymmetry of 17 and 34 GHz Tb in two FPs (one or two orders of magnitude)
is evidently stronger than that of B0 in two FPs (most data are concentrated around
zero of ordinate), which just means that the asymmetry can not be explained simply
by magnetic mirroring effect. In addition, Fig. 3.40b shows that B0 in FP1 is mostly
strong than that in FP2 (the data are mostly concentrated in the first quadrant), which
is also consistent with that in Fig. 3.38b.

3.3.4.4 Different Features of Two Groups of Samples

It is interesting that there are also some opposite correlations appeared in two groups
of events: between the logarithm of the ratios of 17 (asterisk) and 34 (triangle) GHz
Tb and the difference of absolute value of polarization degree in two FPs as shown in
Fig. 3.41, between the difference of absolute value of polarization degree and relative
variation of B0 in two FPs (the latter is defined by the difference of B0 in two FPs
divided by B0 in FP1) as shown in Fig. 3.42, between the logarithm of the ratios of 17
(asterisk) and 34 (triangle) GHz Tb and the logarithm of the ratio of NL in two FPs as
shown in Fig. 3.43, and between the logarithm of the ratio of NL and the difference
of absolute value of α in two FPs as shown in Fig. 3.44.

Combined Figs. 3.41 and 3.42, it is ready to deduce the negative correlation
between the 17/34 GHz Tb andB0 for both two groups of events, which is well consis-
tent with Figs. 3.32 and 3.39, while combined Figs. 3.43 and 3.44, the 17/34 GHz Tb
is negatively correlated with the absolute value of α for both two groups of events,
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(a) (b)

Fig. 3.42 Correlation between the difference of absolute value of polarization degree and relative
variation of B0 in two FPs of a group 1 and b group 2 of events

(a) (b)

Fig. 3.43 Correlation between the logarithm of the ratios of 17 GHz (asterisk) and 34 GHz (triangle)
Tb, and the logarithm of the ratio of NL at two FPs of a group 1 and b group 2 of events

which is also consistent with Fig. 3.33 and theoretical prediction of GS emission.
Furthermore, the asymmetry of two FPs is clearly demonstrated by these figures for
different observed and calculated parameters.
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(a) (b)

Fig. 3.44 Correlation between the logarithm of the ratio of NL and the difference of absolute value
of α at two FPs of a group 1 and b group 2 of events

3.3.4.5 Quantitative Analysis of Asymmetry in Two FPs

Finally, the probability distribution of asymmetry in two FPs is displayed in Fig. 3.45
by 4 parameters (the logarithm of the ratios of 17 and 34 GHz Tb, the difference
between the absolute values of polarization degree, the logarithm of the ratio of NL,
and relative variation of B0 in two FPs), respectively in two groups and total events.

Some critical values of the 4 parameters can be selected to valuate the asymmetry
of two FPs reasonably, such as 2.0 and 0.5 for the ratios of 17 GHz Tb and NL in two
FPs (or the logarithmic value of 0.3 and −0.3), 0.2 and −0.2 for the difference of
absolute values of polarization degree and relative variation of B0 in two FPs. Hence,
the number and proportion of asymmetric events can be determined in Fig. 3.45
respectively for the 4 parameters: 4 (33%), 3 (25%), 4 (33%), and 3 (25%) in group
1; 8 (67%), 6 (50%), 5 (42%), and 7 (58%) in group 2; and 12 (50%), 9 (38%),
9 (38%), and 10 (42%) in total events. We can obtain two conclusions about the
asymmetry in two FPs:

(1) In spite of different parameters selected to valuate the asymmetry, there are
always a considerable number or proportion of events satisfying the critical values,
which means the asymmetry in two FPs exists generally. (2) In spite of different
parameters selected to valuate the asymmetry, the asymmetry in group 2 is always
stronger than that in group 1, which is consistent with the prediction of two flare
models in Fig. 3.35, i.e., the asymmetry is much easily caused by loop interaction
than that by a single flaring loop.

However, one question still remains for the asymmetric mechanism, i.e., why the
asymmetry of Tb in two FPs is much stronger than that of B0 in two FPs (Fig. 3.39)?
Such a difference is actually not so evident in Fig. 3.45, which may be caused by the
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 3.45 The probability distribution of 4 parameters in two groups and total events

arbitrary selection of critical values. According to Sect. 4.2, the ratio of Tb in two
FPs depends on the ratio of trapping particle number in two FPs:

Tb1

Tb2
= sin θ01 cos θc1

sin θ02 cos θc2
, (3.3.5)

here, θ0 and θc are respectively the initial pitch-angle and critical mirroring angle
(sin θc = (Btop/Bfoot)

1/2). It is assumed that the other plasma parameters (density and
temperature) have the same values in two FPs, the ratio of θ0 can be calculated from
the ratios of Tb and B0 obtained in Figs. 3.39, and 3.46 shows the correlation between
the logarithm of the ratios of 17 (asterisk) and 34 (triangle) GHz Tb and the ratio of
sin θ0, respectively in the two FPs for each group of events.

It is evident that the 17 and 34 GHz Tb is always enlarged with increasing of θ0

(trapping electrons), and it is important that the varied range of θ0 in group 2 is two
times larger than that in group 1, which is well consistent with the varied range of
17 and 34 GHz Tb in these two groups, to confirm that the asymmetry is mainly
determined by the ratio of θ0 in two FPs, rather than by the ratio of θc in two FPs.

http://dx.doi.org/10.1007/978-981-10-2869-4_4
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(a) (b)

Fig. 3.46 Correlation between the logarithm of the ratios of 17 GHz (asterisk) and 34 GHz (triangle)
Tb, and the ratio of θ0 at two FPs of a group 1 and b group 2 of events

3.4 Spectral Properties of MW Emissions

Spectral features of mildly relativistic electrons accelerated in solar flaring loops can
be studied using observations of their optically thin GS emission which spectrum
can usually be described by the power-law:

Fν ∝ να , (3.4.1)

where Fν and ν are the flux density and frequency, respectively.
One of the important findings related to this topic is the dynamic flattening of

the frequency spectrum during the rise and decay phases of impulsive bursts in the
cm-mm wavelengths [26]. In the majority of events such the spectral flattening on the
decay phase of bursts is accompanied by the simultaneous spectral softening of the
corresponding HXR emission [52]. This striking difference in the spectral behavior
was interpreted as the natural consequence of the nonstationary “trap + precipitation”
model, which takes into account the energy spectrum hardening of trapped electrons
due to Coulomb collisions as well as the difference between the spectral evolutions
of injected/directly precipitated and trapped electrons [113]. On the other hand, Lee
and Gary (2000) [111] have shown that the evolution of the pitch-angle distribution
of NT electrons in a flaring loop can play an important role in the interpretation of
the MW spectral flattening.

Till recently, studies of the spectral evolution of optically thin MW emission
of solar flares were carried out for the full Sun observations without any spatial
resolution. One has got only the spectral relationships averaged over a whole source.
Consequently, the physical models of a radio source were quite simplified. They
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considered the electron energy spectral evolution in a flare loop as a whole not
taking into account possible inhomogeneity of both magnetic field and plasma density
along the loop. Evidently, a study of MW spectral evolution in different parts of a
flare loop on the base of observations with a good spatial resolution may provide
us with new and additional information. This information may help us to develop a
more appropriate physical model of a radio source and get a better understanding of
particle acceleration and transport in flare loops.

3.4.1 Distribution of Spectral Slopes Along Flaring Loops

NoRH provides us with observations at two high frequencies 17 and 34 GHz. So it
gives a unique possibility to study spectral slope’s dynamics and its spatial distribu-
tion along flaring loops.

The parameter α described as

α = ln(F34/F17)

ln(34/17)
. (3.4.2)

characterizes the spectral slope between 17 and 34 GHz. For some extent this parame-
ter can serve as an approximation to the frequency spectral index. This approximation
is quite reasonable when the spectral peak of the emission is located at frequencies
f < 17 GHz, which is the case for the events we discuss here. Note that due to the
difference of the beam sizes at 17 and 34 GHz, the corresponding intensities F34 and
F17 must be calculated after the adjustment of images at 17 and 34 GHz to the same
antenna beam size. This is achieved by the convolution of the 17 GHz image with
the 34 GHz beam and vice versa.

The very first study of the MW spectral distribution along the extended flaring
loop in the event 28 August 1999 has revealed very interesting regularity [85]. The
value of the radio spectral index is considerably higher (by approximately 1) in the
FPs than in the LT. It is valid all the time during the main emission peak. This can
be clearly seen in Fig. A.2 in Appendix A, where distributions of intensity (left and
middle panels) and spectral slope α (right panel) along the loop are shown. The color
map of α and the color bar clearly indicate the increase of α near the FPs of the
loop. This regularity has been confirmed further in detailed studies of other extended
flaring loops characterized by negative spectral slope between 17 and 34 GHz [79,
86].

3.4.1.1 MW Spectral Evolution

A study of the MW spectral evolution in different parts of five well-resolved loop-like
radio sources (flares on 28 Aug 1999, 12 January 2000, 11 and 13 Mar 2000, 23 Oct
2001) were undertaken in the Ref. [79]. For the analysis of these flares, HXR data
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Fig. 3.47 Top panel: NoRH time profiles of the flux densities from the 20 × 20 arcsec boxes located
at the loop top (middle panel) and the FPs (left and right panels) of the flare 1999 August 28. Bottom
panel: the corresponding time profiles of the spectral index calculated with Eq. (3.4.2). Vertical line
indicates the moment of the HXR emission peak, 00:56:42 UT

detected with the Yohkoh/HXT and the BATSE/CGRO HXR spectrometers as well
as magnetographic data from SOHO/MDI were also used. The frequency spectrum
slope in the range 17–34 GHz during the impulsive phase of the bursts was negative
throughout the sources extension. The common features found for all the events are
as follows. The temporal evolution of α for different parts of a loop-like source,
where it is optically thin (negative α), shows the very common behavior: a gradual
increase of its value in the rise and decay phases of the bursts, as shown in Fig. 3.47.
This “SHH” behavior of the MW emission is associated with the “SHS” behavior of
the corresponding HXR emission (Fig. 3.48). Such opposite evolution of the spectral
slopes of the MW and HXR emissions on the decay phase is similar to the spectral
evolutions of these emissions integrated over a whole source [52].

Along with this it was found that the temporal increase of α (flattening of the MW
spectrum) during the decay phase goes remarkably faster in the regions close to the
FPs than near the loop top. In the event 28 August 1999 (see Fig. 3.47), the index α
changes from −2.7 to −1.0 and from −1.3 to −0.2 for the left and right loop FPs,
respectively, whereas from −1.0 to −0.6 for the LT during the interval of 20 s after
HXR-peak.

3.4.1.2 Possible Physical Reasons of the Spectral Properties

We see four possible reasons for the observed difference in spectral slopes between
the LT and FPs regions.

The first one is associated with a perpendicular anisotropy of the electron pitch-
angle distribution. Due to stronger directivity of GS emission at higher frequencies the
anisotropic distribution provides systematically steeper frequency spectra at quasi-
parallel directions than at quasi-transverse directions [30]. This reason may well work
for disk flares since for them the FP source is observed at a quasi-parallel direction,
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Fig. 3.48 Temporal profiles of HXR emission during the event of 1999 August 28. Top and middle
panels: Total fluxes at energy intervals E1 = 50−100 keV and E2 = 100−300 keV. Bottom panel:
Flux ratio I(E2)/I(E1) time profile corresponding the spectral index γx time profile of the HXR
spectrum I(E) ∝ E−γx . Vertical line indicates the moment of the emission peak at 00:56:42 UT
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while the LT source in quasi-transverse. In the left bottom panel of Fig. 2.9 one can
see that in the optically thin regime, at f > fpeak , the spectral index considerably
(by 0.5–1) increases with the degree of anisotropy (change of the loss-cone angle θc
from 0 to π/2), while it is almost constant in the case of quasi-transverse propaga-
tion (the right bottom panel). Note that the effect of the anisotropy is expected to be
less pronounced for limb flaring loops (though this depends on a specific difference
between the electron pitch-angle distributions in the LT and FPs). Meanwhile, some-
times one observes the same spectral slope distribution also for limb flares [58]. The
following effects are free of this limitation.

The second reason is the influence of magnetic field strength on the frequency
spectral slope around a fixed frequency. An increase of spectral index at lower har-
monics is a general feature of GS emission from a power-law electron energy distrib-
ution in the case of low-density plasma ωpe < ωBe. The increase from the relativistic
limit (αrel = (δ − 1)/2) that is realized at harmonic number ω/ωBe ≥ 100 may reach
0.5–1 as can be seen on the bottom left and right panels in Fig. 2.9. In an FP the mag-
netic field strength is expected to be higher than in the loop top. Therefore, the
corresponding emission at a given frequency is generated at a lower harmonics and
with a steeper spectrum.

Another effect that may greatly influence the spectral slope at frequencies f > fpeak
is Razin suppression [56]. Due to this effect, the spectral index α may be considerably
(by 0.5–2) smaller than even αrel if the parameter ωpe/ωBe in the source is sufficiently
high [30]. Since this parameter has to be larger in the LT than near FPs due to
weaker magnetic field strength, we expect a spectral flattening in the LT. A detailed
diagnostics of flare plasma shows that this effect may be the main one at least for some
flares [56]. In Fig. 3.49 one can clearly see that due to enhanced Razin suppression
in the top part of the flaring loop the spectral peak shifts to higher frequencies and
the spectral slope at f > fpeak becomes flatter than in the source near an FP.
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Fig. 3.49 Comparison of observed fluxes at 17 and 34 GHz from the loop top (circles) and FP
(crosses) sources with 10" × 10" area and the corresponding MW spectra calculated for these
sources [58]. The plasma density is assumed constant along the loop, n0 = 8 × 1010 cm−3, the
magnetic field is 100 and 200 G in the loop top and FP sources, respectively

http://dx.doi.org/10.1007/978-981-10-2869-4_2
http://dx.doi.org/10.1007/978-981-10-2869-4_2
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The fourth possible reason is a difference in energy spectrum slopes of electrons
propagating in the LT and FPs regions. It is expected that the population of emitting
electrons consists of two parts: trapped and directly precipitating into FPs. The first
part gives its contribution into MW emission mainly in the LT region while the second
part in the FP regions. The energy spectrum of trapped electrons is supposed to be
harder than of precipitating ones due to long-lasting Coulomb interactions with the
background plasma. Therefore, the frequency spectral slope of emission from the
FPs should be steeper. This idea may be exploited as an explanation of a better fit
between electron spectra derived from MWs and HXR spectra coming from FPs than
from the LT. However, it has to be checked by careful modeling with an use of the
Fokker–Planck equation.

The observed temporal flattening of the MW spectrum in its optically thin part is
another interesting property. The flattening occurs throughout the loop-like source
(from the loop top to the FPs) in parallel with simultaneous softening of HXR spec-
trum during the decay phase of bursts. Together with observed time delays at higher
frequencies, these properties indicate on a different spectral behavior of low-energy
electrons generating HXR emission and mildly relativistic electrons trapped in flar-
ing loops and generating the MW emission. The most probable explanation of this is
that the HXR emission is generated by directly precipitating electrons, and the MWs
mostly by trapped ones whose energy spectral evolution is defined by transport effects
like Coulomb collisions (or wave-particle interactions) [52]. New properties of tem-
poral behavior which may correct the explanation are the differences in the dynamics
of flux and spectral slope of emissions coming from the top and FP parts of a flaring
loop. They include: (1) slower intensity decay and time delays of MW emission
from the loop top part compared to the FP part; and (2) faster spectral flattening of
emission from the FP part.

These spatial-temporal peculiarities, together with spatial dependence of the spec-
tral slope, may be adjusted to each other if one takes into account the magnetic field
inhomogeneity in a flaring loop. The physical reason for that is the following. The
GS emission at a given frequency from the loop top is generated at higher harmonics
of gyrofrequency due to the lower magnetic field compared to the FP region. In its
turn the emission at higher harmonics is generated by more energetic electrons that
have a remarkably longer life time in the trap. The longer lifetime of these elec-
trons explains naturally (a) the slower intensity decay, and (b) the delays of emission
and more gradual spectral flattening of emission from the loop top compared to the
FPs. Moreover, as it was mentioned earlier, the emission at higher harmonics also is
expected to have flatter frequency spectrum that fits well with the observed flattening
in the LT.

Right now we can not exclude that some of the spatial-temporal properties of the
frequency spectrum are caused by an acceleration mechanism itself. Before making
firm conclusions all of them need to be carefully checked using self-consistent theo-
retical modeling and additional independent information on magnetic field strength,
plasma density and electron energy spectrum in specific flaring loop.
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3.4.1.3 Conclusion

Recent NoRH observations reveal a set of new important spatial-spectral-temporal
properties of MW flaring loops. Among them are (1) the fact that the brightness
distribution along flaring loops may have the maximum in the LT even in the case of
optically thin emission; (2) change of the initial distribution with brightness maxima
near FPs to the distribution with the LT brightness maximum on the decay phase of
a burst; (3) the existence of delays between the time profiles of emission from the
loop top and FPs; time delays at higher frequency; (4) the steepening of the MW
frequency spectrum along a loop from the top to its FPs; (5) temporal flattening of
the spectrum on the rise and decay phases of bursts; the faster flattening near FPs
than in the LT on the decay phase.

Consideration of possible reasons explaining these properties reveal an importance
of such effects as: (1) trapping and accumulation of accelerated electrons in the upper
part of flaring loops, (2) transverse anisotropy of the electron pitch-angle distribution
and its influence on the MW intensity and spectral slope, (3) scattering of energetic
electrons leading to a redistribution of electrons in a flaring loop and hardening of
their energy spectrum, (4) Razin suppression and its influence on the MW frequency
spectrum, (5) dependence of the frequency spectrum slope on the magnetic field
strength in a source. We should also emphasize an importance of the position of
an acceleration/injection site inside a flaring loop. It greatly influences upon many
observable spatial characteristics of MW flaring loops.

So far we have not got sufficient information about the main effects which are
mostly responsible for the observed properties. We believe that relative significance
of the listed effects may be determined only under complex, multiwavelength and
detailed case studies of some specific flares. Altogether the discussed findings put
important new constraints on the particle acceleration/injection mechanisms and the
kinetics of high-energy electrons in flaring magnetic loops. We hope that future
NoRH observations will give us new excellent keys for solving problems of solar
flare physics.

3.4.2 Statistics of Optically Thin Spectral Indices of MW
Emissions in LT and FPs

For statistically studying the MW optically thin spectral indices in LT and FPs of flar-
ing loops [101, 103], we have selected 24 bursts of NoRH with a loop-like structure
or three separated sources as mentioned in Sect. 3.2.2, which are further divided into
two groups: one is that the LT spectral index is harder than both two FP indices, and
another one is that the LT index is at least softer than one of two FP indices as men-
tioned in Sect. 3.2.4, and each group has 12 events with one example, respectively
given in left and right panels of Fig. 3.34, in respect to two flare models as shown in
Fig. 3.35a, b. Figure 3.50a, b respectively compare the two FP spectral indices and
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(a) (b)

Fig. 3.50 Comparisons between the optically thin spectral indices in a two FPs and b LT and FPs
of two groups of events

the spectral indices in LT and FPs in the two groups (asterisk for group 1 and triangle
for group 2).

All data points are located above the diagonal line in Fig. 3.50a, because the
spectrum in FP1 is always selected to be harder than that in FP2, and it is clearly
seen that the spectral indices in two FPs are well correlated. Moreover, the all data
points of group 1 (asterisk) are located above the diagonal line in Fig. 3.50b, because
in group 1 the spectrum in LT is selected to be harder than that in two FPs, and
a positive correlation between the spectral indices in LT and FPs for both the two
groups. The statistical results in Fig. 3.50 are physically reasonable.

3.4.3 Hard-Soft-Hard (HSH)—a New Pattern of MW
Spectral Evolution

Ten events in two cases are further selected from the 24 bursts of NoRH [114], case
1 includes 5 simply impulsive bursts, and case 2 includes 5 complicated bursts with
multiple peaks in their light curves. Figure 3.51 shows a typical example of case
1, in which panels a and c give the light curves at 17 GHz and spectral evolutions
calculated by 17 and 34 GHz images in LT and two FPs, respectively, while panels
b and d give the light curves at 17 GHz (solid) and 35 GHz (dashed) and spectral
evolution observed and fitted by NoRP, respectively. Three vertical lines in Fig. 3.51
respectively mark the peak time, rising, and decay phases.

It is obvious in Fig. 3.51 that a typical SHH (SHH) pattern appears in the spectral
evolutions of LT and two FPs (NoRH), as well as in the full-disk observations (NoRP),
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(a) (b)

(c) (d)

Fig. 3.51 Light curves and spectral evolutions in LT and two FPs of an impulsive event observed
by NoRH in panels a and c, and full-disk observations of NoRP in panel b and d

the monotonous decline of absolute spectral indices can be explained readily by the
spectral evolution of accelerated electrons and the long lifetime of trapping electrons,
which is well consistent with previous studies.

However, a quite new pattern appears in a typical example of case 2 with multiple
peaks (marked by a vertical line for each peak) as shown in Fig. 3.52, in which all
the panels are absolutely the same as those in Fig. 3.51.

The absolute value of spectral indices in LT and two FPs always vary from small
to large first and then from large to small around each peak (including the main peak),
thus, the spectral evolutions are always negatively correlated with the light curves in
case 2, which can be defined as the HSH (hard-soft-hard) pattern.

It is noticed that the overall evolution in case 2 still keeps the normal SHH pattern
in Fig. 3.52 if the light curve with multiple peaks has been smoothed, which is actually
consistent with that of simply impulsive case in Fig. 3.51. Moreover, the results of
spatially resolvable data of NoRH are supported by the full-disk observations of
NoRP in both two cases of Figs. 3.51 and 3.52.

Regarding the explanation for HSH pattern, the 10 s sample rate of NoRH is
commonly longer than the lifetime of a single peak in Fig. 3.52, while a complicated
event with multiple peaks means that the accelerated NT electrons inject into the
flaring loop discontinuously, and the sampling time (10 s) is longer than each injecting
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(a) (b)

(c) (d)

Fig. 3.52 Light curves and spectral evolutions in LT and two FPs of a complicated event observed
by NoRH in panels a and c, and full-disk observations of NoRP in panel b and d

time of NT electrons. According to an in-depth theoretical study on trapping effect
[115], when the trapping time is larger than sampling time (for accumulated data),
which is also longer than the injecting time of electrons, the energetic spectrum of
trapping electrons will be hardened gradually from an initial index of δ to δ − 1.5,
while the power-law index of precipitating electrons will be δ + 0.5 (softer than
that of trapping electrons). In addition, the energy of electrons responsible for the
17–34 GHz emission is as high as several hundreds keV (in the moderately relativistic
level), when the local magnetic field is smaller than 500 Gauss [29], the trapping
time may be estimated by the energy relaxation time of NT electrons [116, 117]:

τt = 2.6 × 109 × E

n
, (3.4.1)

here, the energy E of NT electrons is taken as 500 keV, the ambient electron density
is taken as 3 × 1010cm−3, the calculated trapping time is about 44 s, after this time
the power-law index of injected electrons will be about δ − 1.0, and when a new
injection starts, the index will be softened as δ, then the hardening process occurs
again due to the trapping effect, which may qualitatively even semi-quantitatively
explain the HSH pattern in a single peak. In practice, the power-law index of total
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Fig. 3.53 Light curves and spectral evolutions in the 2000 June 10 event observed by OVSA at
different frequencies

NT electrons may be in a range of δ − 1.0 ∼ δ + 0.5, which depends on the number
ratio of trapping and precipitating electrons. Hence, the multiple peak event or the
short-time injection for each peak is the necessary condition of HSH pattern, and for
a simple impulsive event with a longer lifetime, the trapping effect can only make
the spectrum be hardened continuously.

3.4.4 Dependence of Spectral Evolution on Frequencies

Figure 3.53 left column shows the light curve at 6.6 GHz and spectral evolution at
5–8 GHz observed by OVSA in 2000 June 10, respectively, while Fig. 3.53 right col-
umn gives the light curve at 14.0 GHz and spectral evolution at 8–18 GHz, respec-
tively, for the same event but at higher frequencies [118]. The peak frequency in this
event always varied in a range of 4–5 GHz, so that the above spectral evolutions are
always located in the optically thin region. Each peak in the event is marked by a
vertical line in Fig. 3.53.

It is interesting that at lower frequencies (left column of Fig. 3.53), the spectral
evolution always shows the new HSH pattern for each individual peak and overall
event, while at higher frequencies (right column of Fig. 3.53), the HSH pattern still
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Fig. 3.54 Light curves and spectral evolutions in the 2002 April 20 event observed by OVSA at
different frequencies

keeps for each peak, but the fluctuations becomes weaker, and a common SHH
pattern appears in overall event, which is quite similar to the above five complicated
events as shown by Fig. 3.52. The opposite overall spectral evolutions in lower and
higher frequencies are quantitatively proven by a negative and positive correlation
coefficient, i.e., −0.28 and 0.25, respectively in lower and higher frequencies. For
80 time points in this event, a critical value of correlation coefficient is 0.05 for
the confidence level of 0.95, which is well satisfied in Fig. 3.53. The dashed lines
overlaid in Fig. 3.53 give the results after the thermal bremsstrahlung (calculated by
the temperature measured by Yohkoh/SXT) has been removed.

Moreover, Fig. 3.54 gives another example in 2002 April 20 observed by OVSA
that similar to Fig. 3.54, in which the left column shows the light curves at 9 GHz
and spectral evolutions at 8–10 GHz, respectively, while, the right column shows the
light curves at 14 GHz and spectral evolutions at 10–18 GHz, respectively, and each
peak in the event is marked by a vertical line.

There is a little difference between Figs. 3.53 and 3.54, the HSH pattern appears
for each peak, and a common SHH pattern (instead of SHS pattern in Fig. 3.53)
appears for overall event at lower frequencies, while the HSH pattern almost disap-
pears together with the overall SSH evolution at higher frequencies. Moreover, the
correlation coefficients −0.23 and 0.30 at lower and higher frequencies well satisfy
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the confidence level of 0.95, and here, the critical value of correlation coefficient is
0.05 for the sample number of 50 in this event.

Finally, the two events with multiple peaks analyzed in this section show the
frequency dependence of spectral evolving pattern. In general, the fluctuations of
light curves are more obvious at lower frequencies than that at higher frequencies,
because the fluctuations caused by the periodically injection of electrons accelerated
above flaring loops are gradually smoothed when the accelerated electrons reach
the low corona, thus the HSH pattern can not produced at higher frequencies. More
detailed explanation for the frequency dependence of MW spectral evolution will be
discussed in Sect. 5.5.

3.4.5 Evolution of MW Spectra in Different Parts of Flaring
Loops

Regarding the explanation of HSH pattern by trapping effect, it is predicted that the
trapping effect in LT should be stronger than that in FPs, so that we can check the
difference of spectral evolution in different parts of flaring loops [119]. One flare in
2003 October 24 with a loop-like structure simultaneously observed by NoRH and
RHESSI on solar limb, Fig. A.3 in Appendix A shows a bright EUV loop overlaid by
contours of SOHO/MDI magnetogram (solid lines of 100, 500, and 1000 Gauss, dot-
dashed lines of −100, −500, and −1000 Gauss), 34 GHz brightness temperature of
NoRH (dashed lines of 0.2, 0.4, 0.6, and 0.8 of its maximum in left panel of Fig. A.3),
and photon counts at 15–20 keV (LT) and 35–40 keV (FPs) of RHESSI (dashed
lines of 0.5, 0.7, and 0.9 of its maximum in right panel of Fig. A.3). The positions
of LT and two FPs are respectively marked by 1, 2, and 3 in the MW and X-ray
contours, and both the positions of LT at MW and X-ray bands are located nearby the
maximum EUV brightness, but the positions of two FPs at MW and X-ray bands have
a small deviation. The HXR data process will be done in Sect. 5.6. Figure 3.55 show
the 17 GHz light curves of NoRH, optically thin spectral indices, and correlations
between light curves and spectral evolutions at LT and FPs, respectively.

It is interesting that the light curve is negatively correlated with spectral evolu-
tion in LT and FP1 (i.e., with the HSH pattern), while there is positive correlation
between the light curve and spectral evolution in FP2 (i.e., with the SHS pattern).
For understanding the different spectral evolving patterns in two FPs, we use the
Trace image with a higher spatial resolution in this event (left panel of Fig. A.4 in
Appendix A), from which we find that this event is not a simple flaring loop, but
caused by multiple-loop interaction, as shown by a carton in right panel of Fig. A.4.

It can be clearly seen from Fig. A.4 that the bright EUV loop in Fig. A.4 is actually
collided with another huge loop in LT, and with a small loop in FP1, to cause the
EUV brightening in both LT and FP1, so that FP1 is just located at the top of the
small loop, which may be used to explain the reason why the HSH pattern appeared
in FP1 due to the trapping effect.

http://dx.doi.org/10.1007/978-981-10-2869-4_5
http://dx.doi.org/10.1007/978-981-10-2869-4_5
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Fig. 3.55 Light curves, spectral evolutions, and correlations of them in LT and FPs of 2003 October
24 event observed by NoRH

3.5 Distribution and Evolution of Radio Polarization

Polarization is an important parameter in solar radio observations. In general, the
full information of polarization sense and degree can be determined by four Stokes
parameters (I ,Q,U , andV ), however, the elliptical component of solar radio emission
will be depolarized by Faraday rotation of polarization plane in propagation along
magnetic field lines in solar atmosphere, so that, only the RCP and LCP components
can be observed in the Earth, by two Stokes parameter I and V , which represents
the sum and difference of RCP and LCP components, respectively. In practice, the
error of polarization in solar radio emission may be caused by different interferences,
including nonsolar emission, unpolarized emission, and distributed polarization of
instruments, etc., such as the accuracy of 1% for NoRH and 10% for the solar radio
spectrometer in China.

From a theoretical point of view, the LCP and RCP components observed along
the positive direction of solar magnetic field correspond respectively to the O-mode
and X-mode in plasma dispersion relation, which is just reversed along the negative
direction of solar magnetic field, thus the polarization degree (pth) is theoretically
defined as [39] the difference between X-mode and O-mode emission divided by
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the sum of them, while the observed polarization degree (pob) is commonly defined
by the difference between RCP and LCP emission divided by the sum of them. It
is obvious that pob = pth when the magnetic field in radio source is positive (or the
angle between the magnetic field and line of sight (LOS) is an acute angle), but pob
= −pth when the magnetic field in radio source is negative (or the angle between the
magnetic field and LOS is an obtuse angle). On the other hand, when the magnetic
field in radio source is unknown, and if we use the observed polarization to calculate
the angle between the magnetic field and LOS, an uncertainty of 180 degrees will
be caused by the different definitions of pob and pth, which is discussed for detail
in Sect. 3.5.5. Moreover, the polarization sense and degree may be changed during
the propagation of radio emission in solar corona, which is associated with so called
linear mode coupling (also see Sect. 3.5.5).

Furthermore, the study on polarization of solar radio emission is relatively weaker
up to now, including the NoRH images of polarization at 17 GHz, which should
be strengthened urgently in future studies. For statistically studying the polariza-
tion of solar radio emission in LT and FPs of flaring loops, we have selected 24
bursts of NoRH with a loop-like structure or three separated sources as mentioned
in Sect. 3.2.2, which are further divided into two groups: one is that the LT spectral
index is harder than both two FP indices, and another one is that the LT index is at
least softer than one of two FP indices as mentioned in Sect. 3.2.4, and one example is
respectively given in left and right panels of Fig. 3.34 for each group with 12 events,
with respect to two flare models as shown by Fig. 3.35a, b.

3.5.1 Comparison of Polarization of MW Emissions in LT
and FPs

Figure 3.56a, b and respectively compare the two FP polarization degrees and the
polarization degrees in LT and FPs in the two groups (asterisk for group 1 and triangle
for group 2) [101, 103].

The polarization degrees are well correlated between two FPs and between LT
and FPs of two groups of events, and the correlation coefficients as marked at the top
of Fig. 3.56 are always larger than the critical value 0.05 with the confidence level of
0.95. Another interesting result in Fig. 3.56 is that most data points are concentrated
in the first or third quadrant, which means that the polarization senses in LT and
two FPs are mostly the same one of LCP or RCP, and the proportion of such kind
of events reaches 82% in Fig. 3.56a and 83% in Fig. 3.56b, respectively. This is
consistent with one earlier study on 4 NoRH events [87], but it looks to be conflicted
with the prediction that two FPs with opposite magnetic polarities will have opposite
polarization senses, which may be explained further by the linear mode coupling
theory in Sect. 3.5.5.
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(a) (b)

Fig. 3.56 Comparisons between the polarization degrees in a two FPs and b LT and FPs of two
groups of events

3.5.2 Relation of Polarization and Other Parameters in LT
and FPs

It is traditionally suggested that polarization degree is directly proportional to the
local magnetic field strength, but in the correlation between the absolute difference
of polarization degrees in two FPs and relative variation of magnetic field strengths
in two FPs (see Fig. 3.42 in Sect. 3.2.4), only the events of group 1 shows a positive
correlation, while a negative one appears in the events of group 2. Moreover, opposite
correlations also appear in the two groups between the logarithm of the ratios of 17–
34 GHz Tb in two FPs and the absolute difference of polarization degrees in two FPs
(see Fig. 3.41 in Sect. 3.2.4), which is negative and positive respectively in group 1
and 2. Combined of Figs. 3.41 and 3.42, we can deduce that in the events of the two
groups 17–34 GHz Tb in two FPs is always negatively proportional to magnetic field
strength in two FPs, which is well consistent with the statistics in Figs. 3.32 and 3.39
as well, and will be discussed further in Sect. 6.2.

3.5.3 Relation of Polarization and Magnetic Field in LT
and FPs

It is found by Kundu et al. [120] in the MW observations that a stronger emission
frequently corresponds to a stronger local magnetic field strength, hereby a stronger
polarization as well, which is defined as a normal case, and consistent with the
prediction of mirroring effect. However, the above statistics in Figs. 3.41 and 3.42
show opposite correlations among the polarization degree, brightness temperature,

http://dx.doi.org/10.1007/978-981-10-2869-4_6
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Table 3.5 Comparison of log Tb and P in two FPs of group 1

Date Peak time
(UT)

logTb117(K) logTb217(K) P1 P2 Mirroring
effect

19981128 05:39:52 0.73 5.22 0.01 0.28 Normal

19990216 02:57:50 0.89 1.59 −0.01 −0.27 Normal

19990828 00:56:42 2.80 4.61 0.08 0.05 Abnormal

20010925 04:34:01 2.90 9.27 0.59 0.38 Abnormal

20011023 00:16:14 3.68 9.21 0.20 0.30 Normal

20011122 23:01:46 3.43 2.47 −0.01 0.04 Abnormal

20020818 22:47:22 3.13 7.50 −0.21 −0.01 Abnormal

20031027 06:14:20 20.2 0.676 0.32 0.34 Abnormal

20031028 01:32:33 3.24 4.75 0.40 0.52 Normal

20031104 05:49:23 23.4 5.74 0.02 0.01 Normal

20050822 00:55:00 11.6 8.56 −0.60 −0.17 Normal

20070603 01:57:32 3.86 5.18 −0.03 −0.01 Abnormal

Table 3.6 Comparison of log Tb and P in two FPs of group 2

Date Peak time
(UT)

logTb117(K) logTb217(K) P1 P2 Mirroring
effect

19990529 03:10:49 1.92 2.56 0.04 0.27 Normal

20000312 23:05:48 0.587 4.60 0.01 0.08 Normal

20000313 05:03:22 12.6 17.0 0.03 0.01 Abnormal

20010325 04:17:26 2.25 4.45 0.35 0.27 Abnormal

20010928 02:03:05 0.421 3.25 −0.08 −0.25 Normal

20020812 02:17:24 7.44 2.08 −0.17 −0.28 Abnormal

20031024 05:07:47 29.5 0.223 0.03 0.08 Abnormal

20031027 01:35:32 18.2 10.5 0.29 0.22 Normal

20040105 03:20:34 1.03 10.4 −0.17 −0.7 Normal

20040521 23:50:15 3.32 1.53 −1.0 0.03 Normal

20040722 00:21:21 1.30 17.0 0.01 0.27 Normal

20050115 06:07:44 17.0 1.04 0.24 0.43 Abnormal

and magnetic field strength in the events of two groups, which means an abnormal
case possibly exists, as shown in Tables 3.5 and 3.6, respectively for the two groups.

Actually, normal and abnormal events appear in both the groups with an equal
probability (50%) as shown by Tables 3.5 and 3.6, which means the relationships
among polarization degree, brightness temperature, and magnetic field strength is
determined not only by mirroring effect, but also by the initial pitch-angle of NT
electrons as mentioned in Sect. 3.2.4.
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3.5.4 Time Variation of Polarization in LT and FPs

For studying in-depth the relationship between the MW intensity and polarization
in different parts of flaring loops, we select two events with a loop-like structure
observed by NoRH, and analyze the evolution of intensity and polarization, as well as
their correlation [121, 122]. Figure 3.57 shows an C6.2 flare accompanied by CME in
2003 October 27 (AR10486, S20E29), the left top panel: SOHO/MDI magnetogram
overlaid by the contours of 17 GHz (solid) and 34 GHz (dashed) Tb of NoRH, as well
as the 17 GHz polarization degree (dot-dashed), and the positions of LT and two FPs
(FP1 and FP2) are marked; the right-top panel: 17 GHz Tb image of NoRH overlaid
by the contours of 34 GHz Tb (solid), and calculated magnetic field (dot-dashed); the
left bottom panel: 17 GHz Tb image of NoRH overlaid by the contours of 34 GHz Tb

Fig. 3.57 Images of SOHO/MDI and NoRH at the peak time of 2003 October 27 event
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Fig. 3.58 Evolutions of 17 and 34 GHz Tb, polarization degree, and spectral index in the LT and
two FPs of 2003 October 27 event

(solid) and calculated view angle (dot-dashed); and the right bottom panel: 17 GHz
Tb image of NoRH overlaid by the contours of 34 GHz Tb (solid) and calculated
column density of NT electrons (dot-dashed).

It can be seen from Fig. 3.57 that the distribution of 17 and 34 GHz Tb is basically a
uniform and symmetric loop-like structure, as well as the distribution of polarization
degree at 17 GHz. The view angle always exceeds 50◦, and the column density of
NT electrons is around 1010 cm−2. Furthermore, Fig. 3.58 shows the light curves
of 17 GHz (left top) and 34 GHz (right top), the evolutions of polarization degree
(left bottom) and spectral index (right bottom) in LT (solid), FP1 (dashed), and FP2
(dot-dashed), respectively.

It is obvious from Fig. 3.58 that there is always a negative correlation between
the light curves and evolution of polarization degree in LT and FPs, with correlation
coefficients of −0.376, −0.903, and −0.582, respectively. Meanwhile, the spectral
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Fig. 3.59 Images of SOHO/MDI and NoRH at the peak time of 2001 September 25 event

evolution always belongs to a common SHS or SHH pattern for the simple impulsive
event as mentioned in Sect. 3.3. In comparison with the 2003 October 27 flare, an
M7.6 flare with different features in 2001 September 25 (NOAA9628, S21E01) is
shown in Fig. 3.59, in which the content in each panel is absolutely the same as that
in Fig. 3.57.

The main difference of Fig. 3.59 in comparison with Fig. 3.57 is that all the
observed and calculated values in two FPs of flaring loop are obviously asymmetric,
and all the observed and calculated values in FP1 are always larger than those in FP2,
which has been confirmed by the observed time profiles in different parts of flaring
loop (Fig. 3.60, with the same content in each panel as that in Fig. 3.58).
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(a) (b)

(c)
(d)

Fig. 3.60 Evolutions of 17 and 34 GHz Tb, polarization degree, and spectral index in the LT and
two FPs of 2001 September 25 event

Besides the asymmetry of two FPs, the 2001 September 25 flare is a complicated
event with multiple peaks, and the correlations between brightness temperature and
polarization degree are always positive with correlation coefficients of 0.546, 0.382,
and 0.782, respectively in LT and two FPs, which just corresponds to the normal case
in Sect. 3.5.3, and the HSH pattern always exists in LT and two FPs.

There is also more complicated evolutions of polarization, such as the X-class
flare with CME and loop expansion in 2002 April 21 [123], in which the RCP in LT
varied with a period of 10 ∼ 20 s that started from 5 min before the loop expansion,
and gradually turned to LCP, while, the emission in FPs kept RCP sense during the
event. This event may be explained by a quasiperiodic injection of NT electrons in
the flaring loop, and detailed information will be introduced in Sect. 7.6.1.1.

http://dx.doi.org/10.1007/978-981-10-2869-4_7
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3.5.5 Linear Mode Coupling and Reversal of Polarization

The polarization sense and degree of solar radio emission are determined mainly
by radiation mechanism, magnetic field in radio source, and properties of emitted
electrons. On the other hand, the observed polarization can be varied due to the
variation of ambient plasma parameters (density and magnetic field) in propagation
of solar radio emission, such as the depolarization of Faraday rotation. In addition,
because the variation of magnetic field in corona is commonly faster than that of
plasma density, the ratio between electron plasma and cyclotron frequencies increases
gradually, and intrinsic mode of ECM gradually changes from X-mode to O-mode
with a critical ratio of 1.4 in the reversal of polarization sense [124].

Here, we pay attention to another mechanism of linear mode conversion, which
happens when the radio emission travels the so-called quasi-transverse (QT) region,
where the angle between emission and magnetic field equals to about 90◦, which
may cause a conversion of X-mode and O-mode. Because the dispersive curves of
X-mode and O-mode are close to each other in very high frequencies (so-called strong
coupling), thus a critical frequency is theoretically defined to distinguish the strong
coupling region from weak one, where the dispersive curves of X-mode and O-mode
can be separated evidently, and the conversion of X-mode and O-mode is practically
meaningful. Hence, there are two necessary conditions: (a) radio emission travels the
QT region, and (b) radio emission in the frequencies below the critical value of weak
coupling [125]. For a common flaring loop rooted in a dipolar magnetic field, such
a linear mode conversion is predicted to occur nearby solar limb, and if we select
the observed direction of LOS to be a connection of solar center and the Earth, it is
obvious that only the emission from a source nearby solar limb can travel the QT
region. Moreover, if there is the same polarization sense observed in two FPs with
opposite magnetic polarities, the mode conversion of weak coupling should happen,
otherwise, when the polarization senses are opposite in two FPs, even radio emission
travels the QT region, it should belong to the strong coupling case [126].

On the other hand, based on the approximated GS formula [39], two equations of
magnetic field and view angle of emission in radio source are obtained [122]:

log

(
ν

νB

)
= A1 + 0.5A2 log(1 − x2)

A3
, (3.5.1)

log

(
ν

νB

)
= A4 − 0.071x

0.782 − 0.545x
, (3.5.2)

A1 = −9.30 + 0.30δ + (1.30 + 0.98δ) log

(
ν

νp

)
+ logTbν , (3.5.3)

A2 = 0.34 + 0.07δ , (3.5.4)

A3 = 0.52 + 0.08δ , (3.5.5)
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A4 = 0.10 + 0.035δ − log rc . (3.5.6)

Here, the magnetic field is included by the electron cyclotron frequency νB ≈
2.8 × 106B, and the view angle is included by x = cos ϑ . The other parameters
in Eqs. (3.5.1) and (3.5.2) all observable, including the radio frequency ν, the peak
frequency νp, the brightness temperature Tbν at a given frequency ν, the polarization
degree rc, and electron spectral index δ ≈ (1.22 − α)/0.9, where α is the observed
spectral index in optically thin region [39]. Furthermore, the terms with B can be
removed in Eqs. (3.5.1) and (3.5.2), to obtain a nonlinear equation of cos θ :

0.782A1 − A3A4 + (0.071A3 − 0.545A1)x+

+ 0.5A2(0.782 − 0.545x) log(1 − x2) = 0 . (3.5.7)

Figure 3.61 gives a group of calculations with typical observable parameters in
solar GS busts, the abscissa is x = cos ϑ (the approximate formula [39] only refer to
the case of an acute angle), and the ordinate is the calculated result in the left-side
of Eq. (3.5.7). The results given in Fig. 3.61 are respectively with rc = 0.4, 0.5, and
0.6 (left top); Tbν = 0.8 × 106 K, 1.0 × 106 K, and 1.2 × 106 K (right top); νp = 4,
5 and 6 GHz (left bottom); and α = −2.5, −3.0, and −3.5 (right bottom), the other
parameters are fixed to be their middle value in all the panels, and the radio frequency
is selected as 17 GHz for NoRH.

It is evident that the calculated values of ymonotonously decreases with increasing
of x, and travels through the horizontal line of y = 0, which gives a unique solution
of the view angle in Eq. (3.5.7). It is noticed that θ just implies the angle between
the local magnetic field in radio source and LOS, and when θ = 90◦, it just means
the radio emission travels the QT region, thus the linear mode conversion of X-mode
and O-mode possibly takes place.

However, there is an implicit condition in the calculation of Eq. (3.5.7), i.e., the
approximated formula [39] are used only for the emission dominated by X-mode,
and due to the uncertainty of 180◦ caused by the different definitions of polarization
degree in the theories and observations as mentioned above, when the magnetic
polarity in radio source is unknown, we are actually not sure whether θ equals to the
calculated value or 180◦ minus the calculated value. On the other hand, in spite of θ
varies from an acute angle to an obtuse angle or vice-versus, it always travels the QT
region to produce the mode conversion, so that the uncertainty of 180 degree does
not affect the prediction of linear mode conversion around θ = 90◦.

One event in 2001 September 25 can be taken as an example of liner mode
conversion (see Figs. 3.59 and 3.60 in Sect. 3.5.4), which further described in Fig. 3.62
with the Stokes I and V at 6 frequencies of NoRP, fitted spectra, and evolution of
peak frequency in this event. The light curves at 1, 2, 3.75, 9.375, 17, and 35 GHz
are respectively marked by solid, dashed, dot-dashed, long-dashed, dot-dot-dashed,
and dotted lines, and the fitted spectra at three peaks as shown by a, b, and c in the
light curves.
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Fig. 3.61 The solution of cos θ under typical parameters of solar GS bursts

It is found in Fig. 3.62 that there are different polarization senses in different
frequencies, for instance, RCP appears in higher frequencies such as 17 GHz, which is
consistent with that observed by NoRH in Fig. 3.60, and RCP declines with increasing
of frequency, it finally turns to a strong LCP at the lowest frequency 1 GHz, which
is consistent with the prediction of GS theory [39] about O-mode dominated in
optically thick part, and X-mode dominated in optically thin part. Meanwhile, the
peak frequency increased fast in rising phase, afterward it varied in 10 ∼ 15 GHz,
which means that 35 GHz definitely belongs to optically thin part, but 17 GHz is close
to the peak frequency, to cause a big error for calculating the optically thin spectral
index.

Moreover, the left top panel of Fig. 3.63 shows the Yohkoh/SXT image at the
peak time, overlaid by 17 GHz Tb and polarization observed by NoRH; the right-top
panel gives SOHO/MDI magnetogram overlaid by the contours of 1500 and 2000
Gauss (dashed), −200 and −800 Gauss (dot-dashed), and view angle 20◦, 60◦, and
100◦ (solid) calculated from Eq. (3.5.7); the left bottom panel gives the light curves
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Fig. 3.62 Radio flux (left top), polarization (right top), fitted spectra (left bottom), and evolution
of peak frequency (right bottom) observed by NoRP in the 2001 September 25 event

of 17 GHz Tb and polarization degree in two FPs as marked in the left to panel; and
the right bottom panel shows the theoretical evolutions of view angle in two FPs
respectively by solid and dashed lines (the effective range of calculation is 0 ∼ 90◦
as mentioned before, and the extended range of obtuse angle is marked by dotted
line).

It is predicted from Fig. 3.63 that the linear mode conversion should happen in this
event due to the opposite magnetic polarities and same polarization sense in two FPs
[126], but it is difficult to determine which FP is more close to solar limb, because the
flaring loop is almost located in the central meridian passage. The calculated view
angles in the right bottom panel of Fig. 3.63 shows that the FP1 emission traveled the
QT region (θ = 90◦) four times, while the view angle of FP2 kept an acute angle,
which means that only the first condition of mode conversion is only satisfied in FP1.
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Fig. 3.63 Observations of Yohkoh, SOHO, and NoRH and calculations of view angle of the 2001
September 25 event

Moreover, the magnetic field in FP1 is one order of magnitude larger than that in
FP2, the critical frequency is defined by f 4

t = 1017NSB3, here N is ambient plasma
density, S is the scale of magnetic field, and B is the local magnetic field strength
[125], we can estimate that ft in FP1 is higher than 17 GHz, while it is lower than
17 GHz in FP2 when N = 109cm−3, and S = 109cm, thus the second condition of
mode conversion is also satisfied only in FP1.

3.5.6 Determination of Intrinsic Mode

The GS mechanism emitted by moderately relativistic electrons is dominated in solar
MW bursts, X-mode and O-mode are respectively dominated in optically thin and
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optically thick parts of a typical MW spectrum [36]. Some examples of optically
thin O-mode emission are also reported, one possibility is that thermal cyclotron
resonant absorption of third harmonic may suppress the X-mode emission in the
FP close to solar limb [127], to cause the O-mode emission to be dominated in the
FP close to solar center, which requires an enough strong magnetic field to produce
the absorption of third harmonic [128]. Another possibility is originated from the
scattering by a strong Langmuir turbulent plasma, which is more effective for X-
mode than O-mode [129]. The third possibility is hereby the linear mode conversion
as mentioned in Sect. 3.5.5.

It is obvious that the intrinsic mode is determined by the magnetic polarity in
radio source, which is selected by the magnetic polarity in photosphere in many
studies, but it is not always coincident with that in radio source. For instance, in the
FP1 of Fig. 3.63 the magnetic field in photosphere is positive, but the calculation
of view angle shows the FP1 emission travels the QT region four times, which just
means that the magnetic polarity in radio source transverses four times. Regarding
the uncertainty of 180◦ as mentioned before, there are two possibilities of the intrinsic
mode in this event [122]:

(a) The FP1 emission changes from initial X-mode to O-mode at two time intervals
t1 ∼ t2 and t3 ∼ t4, while the FP2 emission always keeps X-mode.

(b) The FP1 emission changes from initial O-mode to X-mode at two time intervals
t1 ∼ t2 and t3 ∼ t4, while the FP2 emission always keeps O-mode.

3.5.7 Modeling the MW Polarization Distribution Along
Flaring Loops

3.5.7.1 Observation

A limb event on July 19, 2012, from the NoRH is selected on MW intensity at
frequencies of 17 and 34 GHz and the polarization degree at a frequency of 17 GHz
with a spatial resolution of 5” (34 GHz) and 10” (17 GHz) and with a time resolution
of 1 sec. The main observational fact consists in the specific type of inversion of the
circular polarization sign along the flare loop [130, 131]. The map of the circular
polarization degree distribution (Fig. A.5 in Appendix A, upper panel, left plot) shows
that there is a change of its sign along the observed loop, from positive at the LT
to negative at the FPs. Analysis of the polarization degree time profiles in different
parts of the source shows that the polarization takes negative values during the burst
near the flare loop FPs (Fig. A.5, upper and lower panels right side). In turn, the
polarization degree remains positive at all times at the top of the loop (Fig. A.5,
middle panel, right plot).

It is interesting that the polarization degree dynamics differs in different legs of
the loop. From the rise phase to the decay phase of the radio burst, the polarization
degree changes from negative to positive in the northern leg of the loop (Fig. A.5,
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middle panel, left plot) and, conversely, from positive to negative in the southern
(Fig. A.5, lower panel, left plot).

The circular polarization sign inversion along the flare loop was previously pre-
dicted in a theoretical study [132], in which spatial distributions of brightness, polar-
ization, and slope of the frequency spectrum along the model magnetic loop were
analyzed for different assumptions about the location and type of the pitch-angle
distribution of energetic electrons injected into the loop. It was found that in case of
isotropic injection of electrons near one of the FPs, the microwave source polarized
in the ordinary mode appears in the LT region, while the emission sources polar-
ized in the X-mode appear close to both FPs. The polarization inversion at the LT is
caused by the formation of the pitch-angle distribution of electrons with longitudinal
anisotropy in this region.

In order to explain the polarization features in a particular event, a more detailed
study is required; it must take into account the observed characteristics of the flare
loop obtained from radio diagnostics and physical parameters of plasma and magnetic
field inside the loop.

3.5.7.2 Modeling

The modeling of the kinetics of electrons in a magnetic trap is based on the solution
of the nonstationary kinetic Fokker-Planck equation (see Eq. (3.2.2) in Sect. 3.2.7),
which includes the function of electron injection and describes effects of the mag-
netic trapping and precipitation of particles, as well as Coulomb scattering on the
background plasma [92, 93].

The source function in Eq. (3.2.2) isS(E, μ, s, t) = S1(E)S2(μ)S3(s)S4(t), where
S1(E) = (E/Emin)

−δ , S2(μ) = exp((μ − μ0)
2/μ2

1), S3(s) = exp((s − s0)
2/s2

1), and
S4(t) = exp((t − t0)2/t21), for energyE, the distance s, pitch-angle cosine μ, and time
t. Next, we calculated the characteristics of their GS emission using a method and set
of programs described in the Ref. [133]. Calculations were carried out for the model
loop of finite thickness based on the radiation transfer equation, which takes into
account the inhomogeneity of the electron distributions and thermal bremsstrahlung
absorption. The orientation of the model flare loop is defined by three angles, i.e.,
the azimuth, which determines the loop turn around its vertical axis, solar latitude,
and longitude.

3.5.7.3 Simulation Results

We considered six basic models of electron injection into the magnetic loop (quasi-
longitudinal, quasi-transverse, and isotropic injection at the LT or in one of the FPs
of the loop). Distribution maps of the circular polarization degree at different times
were built for each of the models, and, in line with the purpose of the work, we
selected those for which the polarization sign changed along the loop and in time in
some of its parts. Based on the results of Refs. [130, 134], in which microwave (with
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NoRH data) and X-ray (with RHESSI data) diagnostics of flare loop parameters in
the event on July 19, 2012, was carried out, we set the following parameters of the
model.

The longitudinal size of the model loop was S = 6 × 109 cm. The loop thickness
was set to h = 109 cm. The injection source was specified by the electron power-
law distribution with energies in the range from Emin = 30 keV to 10 MeV with
an exponent of δ = 3. The total amount of injected electrons was N = 1032. The
magnetic field in the loop varies from 400 G at the FPs to 100 G at the LT [130]. The
background plasma density was inhomogeneous along the loop with a sharp rise near
FPs n(s) = n0(s) exp(4.6(s/smax)6), where n0 = 1010 cm−3 is the electron density
of the plasma at the LT. This relationship reflects the jump in plasma density in the
transition region between the chromosphere and the corona. In accordance with the
observations and the results of the diagnostics [130], the model loop was located on
the western limb of the Sun (latitude 0◦, longitude 90◦). The angle between its plane
and the line of sight was 80◦. In addition, the electron source power was characterized
by the Gaussian distribution profile along the loop with a maximum at the point called
the injection site (s0 = 0). The duration of the electrons injection was about 60 s with
a maximum at t0 = 11 s. The study found that models (a) with the quasi-longitudinal
electron injection at the loop top and (b) with the isotropic electron injection near
one of the FPs provide suitable spatial and temporal distributions of GS emission
characteristics.

In Fig. A.6 in Appendix A (left column), 2-D maps of the distribution of the polar-
ization degree, P = (R − L)/(R + L), are shown for the model with the anisotropic
electron injection at the top of the loop (s0 = 0) for the time t = 9 s at three fre-
quencies (17, 7, and 5 GHz). From left column of Fig. A.6 it can be seen that the
polarization degree in the LT has a positive value at a frequency of 17 GHz and a neg-
ative value in the FPs (similar to observations). Figure A.6 (right column) shows the
graph of the polarization degree distribution along the loop for the described model
of injection at various times (t = 3, 12, 21, 30, 39, 48, and 57 s). It is clearly seen
that the polarization remains negative (P = −0.5, . . . ,−1) at the FPs and remains
positive (P = 0.2 . . . 0.5) at the LT during the model burst. In the transition region
(highlighted by circles) during the burst, the circular polarization sign changes with
time (from the right polarization to the left one). A similar change in the polarization
sign was observed in our study of the flare loop (Fig. A.5, upper panel left plot, box
4). However, let us point out that a more complex dynamics is implemented in obser-
vations. Changes in the polarization sign with time occur in different directions for
the northern (box 2) and southern (box 4) legs of the loop. Apparently, this difference
is caused by a more complicated distribution of the physical parameters within the
loop than in the model.

Figure A.6 (right column) show that the polarization degree along the loop varies
slightly (from −0.7, . . . ,−1 at the FPs to 0.1, . . ., 0.3 at the top) at a frequency of
7 GHz; at 5 GHz there are no temporal and spatial changes in the polarization sign
at all.
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Fig. 3.64 Distribution
function of the electrons
along the loop for values of
pitch angles 12◦ and 89◦ at
times t = 12, 21, 30, 42, 51,
and 60 s (solid, dotted,
dashed, dash-dotted,
three-dots-dashed, and long
dashed lines, respectively)

3.5.7.4 Discussions

In order to understand the causes of the change of the polarization sign along the
loop and overtime in the model, let us use the electron distribution function along
the loop (Fig. 3.64) that we obtained as a result of the simulation. The bottom panel
of Fig. 3.3 shows the function distribution for electrons with small pitch angles close
to 0◦. It is evident that they are mostly located at the top of the loop, while electrons
with large pitch angles close to 90◦, on the contrary, are primarily concentrated in
the area of FPs (Fig. 3.64, top panel). According to the Ref. [30], in the GS emission
generated in a quasi-transverse direction to magnetic field, the X-mode dominates
if emitting electrons are isotropic or have the perpendicular pitch-angle anisotropy.
On the contrary, if emitting electrons have the longitudinal anisotropy, then the O-
mode dominates in their GS emission. Such an effect is more pronounced at higher
frequencies, at which the emission has a greater directivity, since it is generated by
more energetic electrons [135]. For this reason, we do not obtain the effect of the
polarization sign change at a relatively low frequency of 5 GHz in model calculations.

Thus, the observed polarization sign change in the event on July 19, 2012, may
be caused by the presence of the longitudinal anisotropy of energetic electrons at the
upper part of the flare loop.
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Chapter 4
Theory of X-Ray Emissions in Solar
Flaring Loops

X-rays are one of the important way to observe and study the solar flares which are
able to radiate the emissions with a wide spectrum. Observationally, the soft and hard
X-rays are dependent on the energy, the low and high bands respectively. Physically,
the former is related with the thermal plasma, while the latter is produced by the NT
electrons. Therefore, the solar flares show smoothed light curves of SXRs, but many
spikes or sub-peaks with a short timescale (down to 10 milliseconds dependence on
the time resolution of the instruments) are superposed on the HXR light curves. From
the spatial topology, the solar flares usually display a loop system, and the SXRs are
bright of the whole loop, while the HXRs exhibit an LT and double FP sources
associated with it. The observations with a broad dynamic energy range and a high
sensitivity provide the second coronal source, named the above-the-LT source during
the solar flare. They are generally thought to be produced by the bidirectional NT
electrons beams accelerated by themagnetic reconnection. The gradient distributions
dependence on the energy band between the LT and above-the-LT sources indicated
the existence of the current sheet there.

The question is how and where these thermal plasma which radiate the SXRs
come from during solar flares? Much more observations suggest that these thermal
plasmas are related with the NT electrons which produce the HXRs. For example,
the time derivatives of the SXR light curves are positively correlated with the HXRs
in the same event. Such relationship is called the Neupert effect. In this model, the
bidirectional NT electron beams are accelerated by the magnetic reconnection above
the LT. The upward beams propagate outer and produce the normal type III bursts
on their way through the corona. Meanwhile, the downward beams move to the
chromospheric layer where the plasma have a high density and a low temperature.
These NT electrons would collide with the chromospheric plasma. The HXRs are
radiated by the thick-target bremsstrahlung model around the two FPs of the loops.
However, the bulk of the NT energies are lost to quickly thermalize and heat the local
plasma. This results into the temperature and pressure of the chromospheric plasma
increased rapidly, and further drives them to move along the flare loop upward into
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the corona. This process is called as chromospheric evaporation. There are much
more observational facts to support the evaporation process in the solar flares. The
hot plasma would fill the whole loop and to radiate the SXRs. Therefore, the SXRs
reach their peaks around the time of the HXRs tail. On the other hand, there is
also other mechanism attribution to heat the thermal plasma, especially on the flare
precursor. Observations with high spatial resolution show many bright and thermal
structures appeared before the HXRs. It is possible that there are also NT electrons
already accelerated, but hardly to be observed by the present instruments. Therefore,
no evidences are found to prove whether the heating mechanisms are similar to the
precursor and flare thermal plasma. But the NT electron heating is dominated during
solar flares.

It is a general way to investigate the electron distribution and acceleration infor-
mation from the study of the X-ray emissions. Based on the thermal bremsstrahlung
mechanism, we get theMaxwellian distribution of the thermal plasma from the inver-
sion of the SXR spectra, and the power-law distribution of the NT electrons from the
inversion of the hard X-ray spectra through the thick-target bremsstrahlung mecha-
nism. This power-low electrons are just a high-energy tail ofMaxwellian distribution,
like the Kappa distribution mentioned in the documents. These NT electrons would
produce the double FPs and coronal source. One event can produce numerous NT
beams with different electron numbers or spatial scales, which is thought to be the
physical reasons that the HXR light curves display many spikes or sub-peaks with
various time scales.

One interesting thing to be noted here is the microwave emissions with many
properties similar as the HXRs during solar flares. For example, There are usually
many spikes and sub-peaks on the MW light curves, and a good correlation is found
between theMW and HXR emissions. The solar flares also display an LT and double
FP sources, and a power-law spectra at the MW emissions. This is because the NT
electrons to produce the MW emissions have the same origination as that of HXRs,
but they are at different energy bands, from serval to tens keV for the HXR electrons
and from hundreds keV to several MeV for the MW electrons based on the GS
mechanism. In some case, their power-law indexes are different, which indicates
some different physics in their acceleration mechanisms. Therefore, the correlation
between the MW and HXR emissions is an interesting topic for the solar physics,
and is also emphasized in this book.

4.1 Thick-Target and Thin-Target Models

4.1.1 Overview

Except for the microwave emissions through the GS mechanism in Sect. 2.2, the
NT electrons accelerated during solar flares also can radiate the HXRs at the energy
band from 10–100keV through the bremsstrahlung collision with the chromospheric

http://dx.doi.org/10.1007/978-981-10-2869-4_2
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plasma. From observations, there is no way to detect the NT electron distributions
and other physical properties directly, but can indirectly get some from their HXR
emissions. Solar flares generally show a single or double power-law spectra (the
index from 3–8) [1–4] at the high-energy bands (above 20keV) and connect with
a Maxwellian distribution at the low-energy band. These NT electrons radiate the
HXR emissions after they are completely thermalized though the collisions with the
local plasma, which is called as thick-target model [5]. While they also produce the
HXRs they propagate through the plasma layer, which is called thin-target model.
Put simply, the latter indicates the NT electrons do not change their power-law distri-
bution after the HXR emissions, while the former model suggests that the NT elec-
tron distributions are changed, for example, from the power-law to the Maxwellian
distribution.

The HXRs of solar flares can be absorbed by the earth atmosphere. Therefore,
the solar X-ray instruments are space-boarded, for example, SMM, CGRO, Hinotori,
and Yohkoh. With its full disk solar imaging capability, wide energy coverage (3–
17,000keV), and high sensitivity, RHESSI [6] provides unprecedented capabilities
for investigating X-ray emissions from solar flares at a wide energy band and with
a high time resolution after the onset. Thus, RHESSI is an important telescope to
study the X-rays at the present time.

4.1.2 Thin-Target Model

Both the thin-target and thick-target models are the bremsstrahlung mechanism,
which provides a basic process of physics. In brief, bremsstrahlung process is an
electron to radiate emissions through the collision between it and the Coulomb elec-
tric fields when it moves into them around a proton. We can get the radiation power
and spectra from the electron-proton (e−p) plasma. Figure4.1 shows the elastic scat-
tering of a single electron (−e) off an ion with charge of +Ze. The electron moves
with velocity v on a path with the impact parameter b, then it is deflected by an angle
of 2θ . The electron and proton densities are ne and np, respectively. The electron
velocity is written into v ∝ √

kT/m from the plasma temperature (kT ∼ mv2, k is

Fig. 4.1 The electron (−e)
moves with velocity v on a
path with impact parameter b
to an ion (+Ze) and is
deflected by an angle of 2θ .
Electromagnetic radiation
named the bremsstrahlung is
emitted as a consequence of
the acceleration of the
particle during the swing-by
around the ion
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the Boltzmann constant). Thus, the collision time is same as the period (τ ) that the
electron passes through the ion field, i.e. τ � b

v . Based on the Larmor formula, when

the acceleration (a) is assumed to be independent of the time, such as a � e2

mb2 , the
radiation power (P) of this electron is

P = 2e2a2

3c3
� e6

m2
ec

3b4
. (4.1.1)

The emissions of this electron have a typical frequency range (ω) with a relation-
ship as ω � τ−1 = v

b . In this case, the radiation power at the frequency ω is

P(ω) � P

ω
= e6

m2
ec

3vb3
= e6np

m2
ec

3v
. (4.1.2)

The impact parameter (b) is calculated from the proton density (np) in the e−p
plasma, i.e. b � n−3

p . The electron radiance j (ω) at the frequency of ω is the total
radiance from the all electrons, namely, the product of the electron density and
the single electron radiance. When the electron is assumed to produce radiation
isotropically (divided 4π in this formula), the radiance per unit solid angle is

j (ω) = ne × P(ω)/4π � nen p

4π

e6

m2
ec

3

(me

kT

)1/2
, (4.1.3)

where the radiance j (ω) depends on the radiation frequency. The total radiance from
this electrons is the integration ( j (ω)) on all the frequency range, i.e. from 0 to ωmax .
An interesting question is how to detect the typical frequency with the maximum
radiance? According to the fact, the electron can not radiate an energy above its
thermal energy, such as hωmax = kT to calculate the maximum frequency (ωmax ).
In this case, the total radiance from this electron is

j =
∫ ωmax

0
j (ω)dω ∼ nen p

4π

e6

m2
ec

3

(me

kT

)1/2 kT

h

= nen pe6

4πm2
ec

3

(mekT )1/2

h
. (4.1.4)

From the accurate calculation, the electrons with the energy above KT also
attribute the emissions below ωmax . These electrons are nonthermal, and have a
power-law spectra on the tail of the thermalMaxwellian distribution. From the obser-
vations, these electrons can radiate theX-ray emissions, especially for the hardX-rays
at the energy from 10–300keV.

Elastic scattering of a single electron (−e) off a proton (+e) or an ion (+Ze)
is quantified by the differential scattering cross section ( dσ

dΩ
) using the Rutherford

formula (1911), such as
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dσ

dΩ
= Z2

4

(
e2

mv2

)2 1

sin4(θ/2)
. (4.1.5)

It is the probability of scattering of a single electron off a proton or an ion with the
impact parameter from b to b + db into the solid angle dΩ = 2πsinθdθ . The total
cross section is the integration of the solid angle, i.e. σ = ∫

( dσ
dΩ

)dΩ with a units of
cm2keV−1. The cross section is the Bethe-Heitle formula for solar flares, especially
that to radiate the X-rays at the energy of E0, such as

σ(E0, E) = 16πe6

3hmec3
1

E0E
ln

1 + (1 − E0/E)1/2

1 − (1 − E0/E)1/2

= 7.9 × 10−25

E0E
ln

1 + (1 − E0/E)1/2

1 − (1 − E0/E)1/2
(cm2 · keV−1), (4.1.6)

where h, c, me, and e are Planck constant, light speed, single electron mass and
charge, respectively. The HXR emissions in solar flares are directly proportional
to the densities of the injected electrons (ne(E)) and the protons (np) in the whole
source region, for example,

∫
ne(E)npdV , where V is the volume of the source

region. The volume has a value of σ(E, E0)v(E) (the product between the cross
section σ(E, E0) and the electron speed v(E)). The hard X-ray emissions at the
energy of E0 are radiated from the all electrons with the energy above E0. Therefore,
the hard X-ray photons per unit time and unit energy are computed with this formula

dNphot

dtdE
=

∫ ∞

E0

σ(E, E0)v(E)

(∫
npne(E)dV

)
dE (s−1keV−1). (4.1.7)

Then, the source region is assumedwith an uniformdensity, such asnp = constant,
thus

∫
npdV = n0, where n0 is all the protons in the source region. When the HXR

emissions are isotropic on the Sun, the measurements on the Earth are only 1
4πr2 of

the total emissions. The HXR intensity detected on the Earth is

I (E) = 1

4πr2
dNphot

dtdE
= n0

4πr2

∫ ∞

E0

σ(E, E0)v(E)ne(E)dE . (4.1.8)

I (E) has a unit of the photon number per unit time, unit energy, and unit detector
area. The density (ne) and the speed (v(E)) are the parameters of NT electrons which
radiate the HXR intensity (I (E)). Therefore, the product of nev(E) = Ne is the total
electron number to radiate the HXRs in the unit time. The total electrons number is
calculated using the formula

Ne =
∫ E∞

Emin

fsource(E)dE, (4.1.9)
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when the NT electrons have a distribution as fsource(E), where Emin and E∞ are
respectively the minimum and maximum energy values of the electrons. Generally,
there are two possibilities of the electron distribution functions, such as Maxwellian
or power-law distributions. They correspond to the thermal bremsstrahlung and thin-
or thick-target models in the documents. For both distributions, there is a low-energy
limit or cutoff, Emin = Ecutof f . But we can not detect the high-energy limit from the
observations, and it is up to infinity in Eq. (4.1.8), Emax = ∞. The reason is the elec-
tron number decreasing with the energy, and the electrons with very high energy have
small numbers and few contributions to the HXR radiations, whateverMaxwellian or
power-law or Kappa distributions. Combined Eq. (4.1.8) with Eq. (4.1.9), the HXR
intensity is shown with the electron distributions as follows

I (E) = n0
4πr2

∫ ∞

E0

σ(E, E0) fsource(E)dE . (4.1.10)

This is general formula of the hard X-ray intensity at the energy of E0 radiated by
the electrons with a distribution of fsource(E). Both the thin- and thick-target model
are uniform with Eq. (4.1.10). According to the thin-target model, the electrons to
radiate the HXRs have the same distribution function as the injection electrons,
i.e. fsource(E) = fin jection(E). Therefore, based on the thin-target model, the HXR
intensity is

I (E0) = n0
4πr2

∫ ∞

E0

σ(E, E0) fin jection(E)dE, (4.1.11)

which describes the relationship between the observational HXR intensity I(E) and
the injection electron spectral distribution fin jection(E).

4.1.3 Thick-Target Model

As mentioned before, the electron spectra of the radiation source ( fsource(E)) are
changed and different from that fin jection(E) injected initially in the solar flares. The
injected electrons downward are strongly collided by the dense and cool plasma in
chromosphere, and they are thermalized and lose the energy to heat the local plasma.
In this case, Eq. (4.1.11) does not works, and the thick-target model is needed. From
the observation, there is no way to detect the spectral distributions ( fsource(E)) of
these electrons which radiate the HXRs. Therefore, the injected electron spectrum
is still used, but the cross section is revised in the thick-target model. As noted
earlier, the injected electrons would lose their energies though the collisions with
the chromospheric plasma during the solar flares. According to the conservation of
momentum, the energy loss rate of the electrons is

dE

dt
= −2πe4lnΛ

E
npv = −C

E
npv, (4.1.12)
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during the e−p collisions, where C = 2πe4 lnΛ, ln Λ and np are respectively
Coulomb logarithm and proton density in the source region. Considering a single
electron injection the source region, from the time t1 (corresponding to the energy of
E0) to t2 (corresponding to the energy of E), theHXRphotons (m(E0, E)) are related
to the proton numbers which are collided by this electron, i.e. the production between
the proton density and the volume on the electron path, σ(E0, E(t))v(t2 − t1). Thus
the hard X-ray photons are calculated by

m(E0, E) =
∫ t2

t1

npσ(E0, E)vdt. (4.1.13)

To do the integral transformation as
∫ E
E0

ExdEx = −C
∫ t2
t1
npvdt in Eq. (4.1.13),

one can get

m(E0, E) =
∫ E

E0

Exσ(E0, E)

C
dEx . (4.1.14)

Equation (4.1.14) gives the hard X-ray intensity radiated by a single electron
collided by the chromospheric plasma. If there are many electrons with a distribution
of fin jection(E) injected into the flare region, the HXR photons above the energy of
E0 (I (E0)) are radiated by the electrons with the energy above E0. Namely, based
on the thick-target model, the hard X-ray intensity is

I (E0) = 1

4πr2

∫ ∞

E0

f (E)m(E0, E)dE

=
∫ ∞

E0

f (E)

[∫ E

E0

σ(E0, Ex )
Ex

C
dEx

]
dE . (4.1.15)

Combination the cross section in Eq. (4.1.6) and the HXR intensity Eq. (4.1.15),
the hard X-ray photon spectra are able to be computed from the injection electrons
with a distribution of fin jection(E). According to Eq. (4.1.15), we can get the photon
spectra from the injected electrons. Meanwhile, we can invert the electron distribu-
tion from the observations of the HXR spectra. There are many observations of HXR
spectra in the solar flares detected by RHESSI. However, it is hard to use Eqs. (4.1.7)
and (4.1.15) to invert the electron spectral distributions. The reason is both formulas
are complicated. In solar physics, the general way is to try to fit the photon spec-
tra using the various distributions of the injected electrons. The parameters of the
injected electrons are detected from the best fitting. This method is widely used
for the observations, such as RHESSI. Figure4.2 shows a spectral fitting example
of the X-ray photons at the energy band between 3 and 300keV, where includes
the Maxwellian distribution at the low-energy band and the power-law distribution
at the high-energy band. Thus, the thermal parameter of temperature and emission
measure are also detected as well as the NT parameters of power-law index, break
energy, and lower energy cutoff.
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Fig. 4.2 RHESSI spectra
fitting. Dots with error bars
represent the observational
spectral data. Different lines
show model spectral fits for
thermal component
(dot-dashed lines), NT
power-law component
(dashed lines), and a
summation of the two
(thick-solid lines) [7]

Much more observations have been found that the HXR photons show the power-
law spectra, sometimes, the broken power-law in solar flares. These observational
facts suggest that the electrons have a power-law distribution as well, for example,
fin jection(E0) = AE−δ

0 . Considering this power-law distribution and combination
Eqs. (4.1.6), (4.1.7), and (4.1.15), the HXR intensities are

Ithin(E0) = 7.92 · 5n0A
4πr2E0

∫ ∞

E0

E−(δ+1) ln
1 + (1 − E0/E)1/2

1 − (1 − E0/E)1/2
dE , (4.1.16)

Ithick(E0) = 7.92 · 5A
4πr2E0

∫ ∞

E0

E−δ

∫ E

E0

ln
1 + (1 − E0/E)1/2

1 − (1 − E0/E)1/2
dExdE , (4.1.17)

for the thin- and thick-target model, respectively. After the computation, we can get
the HXR spectra of I (E0) = AE−γ

0 , where the constant A and the spectral index
γ are different for the thin- and thick-target models, such simple forms as γthin =
δ + 1, γthick = δ − 1, here δ is the power-law index of injection electrons. Thus,
the HXRs have the spectral indexes of δ + 1 and δ − 1 from the thin- and thick-
target models, respectively, for the same injection electrons with the spectral index
δ. Observationally, the NT electrons are accelerated by the magnetic reconnection
above the LT (i.e., coronal source), and these electrons would penetrate into the flare
loop from the top. There are oneLT (or a coronal source) and double FPHXRsources.
The former is thought to be produced by the thin-target model, while the latter is
the thick-target model. According to the theoretic expert, the difference between
the spectral indexes of the LT (coronal) source and that of FPs cold be around 2.
Figure4.3 gives the differences in spectra index between the coronal source and two
FPs of five solar flares, and they range from −1–6 with an average value less than
2. This fact indicates that the coronal source is not able to be explained simply by a
thin-target model.
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Fig. 4.3 Distributions of the
differences in spectral index
between the coronal source
(γcs ) and two foot-points
(γ f p) of five events at all
time bins [8]

4.1.4 Relation of Two Models

In the solar physics, the thin- and thick-target models are relative concepts, especially
to be comparative to the chromospheric plasma. In short, if the injected electrons (with
the energy of E) are collided and completely stopped by the chromospheric plasma,
whatever the plasma temperature and density, the HXR emissions are followed by
the thick-target model. For example, the LT and coronal sources are usually observed
at the HXRs in the energy band of 10−20 keV, which is determined by the plasma
density around the LT. If the injected electrons had a spectral energy band less than
20keV, the HXRs could be radiated by the thick-target model. In this case, the thick-
target model could be more accurate than the thin-target model. However, there is
no way to prove this from the observations. Theoretically, the NT electrons with
an energy of E0 could be collided and stopped by the plasma which should have a
column density as

Nstop = μ0

3C
E2
0 � 1017E2

0 [keV] (cm−2), (4.1.18)

where the constant C is same as one in Eq. (4.1.12), μ0 is the cosine value of the
initial angle, i.e. μ0 = v⊥

v , and v⊥ is the perpendicular (magnetic field) component
of the electron velocity. According to the formula (4.1.17), when the solar plasma
(column) density is stratification, the HXR sources exhibit the spatial distributions
like this topology, the lower energy and the closer LT, the higher energy and the
closer FPs, and the middle energy sources located in between. If the solar plasma
density would be an ideal stratification, it is possible to observe the HXR sources
with a distribution as shown in Fig.A.7 of Appendix A.

However, the plasma density has a large gradient closer to the solar surface.
Observationally, most of the solar flares exhibit an LT at the low energy (i.e. 10–
20keV), and double FPs at the high energy (above 50keV), but the middle energy
sources (at 30 keV) are not located at the legs, but closer to the FPs. It is difficult
to distinguish the source positions of the middle energy from that of the high energy
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Fig. 4.4 The variations of α

(photon spectral index)
versus the low-energy cutoff
under the standard
thick-target model for a.
different values of δ

(electron spectral index) and
a given photon’s energy, and
b. different photon’s energies
and a given δ

for the disk event. The solar plasma density would be an ideal stratification after
the chromospheric evaporation. In this case, it is possible to observe a uniform
distribution of HXR source along the flare loop (Fig.A.8 of Appendix A).

Figure A.8 shows the X-ray source distribution during the Oct 30, 2004 flare
detected by RHESSI, which is the evidence of the chromospheric evaporation seen
at the HXRs and consistent with the ultraviolet spectral observations [11].

4.1.5 Effect of Low-Energy Cutoff on Spectral Indices
of Electrons and Photons

The thick-target model is commonly used for studying the low-energy cutoff, and
the emitted photons at different energies have been calculated under different single
power-law indices of NT electrons, and afterward the photon power-law indices
have been obtained by linearly fitting. It should be noticed that in the standard thick-
target model Eq. (4.1.17) or thin-target model Eq. (4.1.16) can be integrated to get
an analytical result of the photons at a given energy only when the lower limit (i.e.
the low-energy cutoff ) is smaller than the photon’s energy, and further to obtain a
simple relation between the photon power-law index α and electron power-law index
δ, i.e., α = δ-1 (thick-target) or α = δ+1 (thin-target).

On the other hand, when the low-energy cutoff increases to exceed the photo’s
energy, the integration in Eq. (4.1.16) or (4.1.17) should be separated into two energy
intervals, and numerical results show that there is an obvious effect of the low-energy
cutoff on the relation between α and δ. For example [12], Fig. 4.4 gives the curves
of α versus the low-energy cutoff varied with a) different values of δ and a given
photon’s energy, and b) different photon’s energies and a given δ under the standard
thick-target model Eq. (4.1.17).
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Fig. 4.5 The relations
between α (photon spectral
index) and δ (electron
spectral index) under the
standard thick-target model
for a. different low-energy
cutoffs and a given photon’s
energy, and b. different
photon’s energies and a
given low-energy cutoff

It is found from Fig. 4.4a that when the low-energy cutoff is smaller than 20 keV
the relation between α and δ is basically consistent with the prediction of the standard
thick-targetmodel (α = δ–1),whilewith increasingof low-energy cutoff,α gradually
becomes smaller or harder than the prediction of the standard thick-target model,
and this deviation becomes more evident gradually for a larger or softer δ. Moreover,
this deviation also varies with the photon’s energy as shown by Fig. 4.4b, when the
photon’s energy is smaller than 60keV, α monotonously becomes smaller (harder)
than the prediction of the standard thick-target model, while, when the photon’s
energy is larger than 60 keV, α first becomes larger (softer) then smaller (harder)
than the prediction of the standard thick-target model.

Furthermore, Fig. 4.5 shows the relations between α and δ with a. different low-
energy cutoffs and a given photon’s energy, and b. different photon’s energies and a
given low-energy cutoff under the standard thick-target model Eq. (4.1.17).

It is evident in Fig. 4.5a that when the low-energy cutoff is smaller (10∼ 30keV),
the relation between α and δ basically satisfies the common one (α = δ–1) predicted
by the standard thick-target model, but it is deviated from the standard thick-target
model when the low-energy cutoff is larger than 30keV, and this deviation becomes
larger for a larger (softer) α. Moreover, it can be seen from Fig. 4.5b that for a given
low-energy cutoff 50keV, the deviation from the standard thick-target model is the
smallest when the photon’s energy equals 70keV, with increasing and decreasing of
photon’s energy, α tends to be larger (softer) and smaller (harder) respectively in
comparison with the prediction of standard model.

Finally, the variation of low-energy cutoff will cause the relation between α and δ

to be deviated from predicted one by the standard model, and the deviated extension
strongly depends on photon’s energy and α itself, so that the low-energy cutoff is a
very sensitive parameter for HXR studies.
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4.2 Propagation of Electrons and Its Effect
on X-Ray Emission

4.2.1 Overview

It is well known that the magnetic energy release occurs in coronal loops rooted
in photospheric magnetic field and 103−5 km above AR, and can be observed by
optical, radio, EUV, and X-ray telescopes, which is naturally explained by the full-
band radiations of thermal and NT electrons confined by the extended photospheric
magnetic field lines. The observed loop-like structures in different bands can be
considered as the coincident magnetic configuration in corona, and thus to construct
various flare models. For instance, a typical flare model is caused by the magnetic
reconnection between opposite magnetic field lines above the top of single magnetic
loop, and the charged particles accelerated (heated) by the electric fields and shocks
in reconnection site inject into the magnetic loop, and collide with high-density
photosphere, to produce chromosphere evaporation, and thus the total loop is filled by
high-temperature plasma, i.e., the observed coronal loopswith different temperatures
at different bands.

Based on the flare model as mentioned above, the magnetic field strength in LT of
a single loop should beweaker than that in FPs, to construct a typical magnetic mirror
to divide the injected electrons into two parts, a part of electrons with a larger speed
parallel to the magnetic field will escape from the confinement of magnetic mirror,
and collide with high-density photosphere, to excite NT bremsstrahlung in X-ray
band, while another part of electrons with a smaller speed parallel to the magnetic
field will be trapped in the loop, and reflected back and forth to emit bremsstrahlung
and GS emissions in MW band. This physical process is called mirroring effect to
be described theoretically as in below.

4.2.2 Magnetic Mirror and Loss-Cone Distribution

When q and p are a pair of canonical variables in a periodic mechanical system, we
can define an adiabatic invariant as an integration during a period of the system:

J =
∮

p · dq, (4.2.1)

which means that the parameter J varies slowly and conservatively, and called as
the magnetic moment of charged particles moving in magnetic mirror. For a single
particle with the perpendicular speed of v⊥, and cyclotron radius of ρB = v⊥/Ω ,
here, Ω is the gyro-frequency, we can integrate Eq. (4.2.1) and obtain
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Fig. 4.6 The diagrams of a.
magnetic mirror, and b.
loss-cone distribution

J⊥ =
∮

mv⊥ρBdφ

= 4πm

q
μm, (4.2.2)

μm = mv2⊥/2

B
, (4.2.3)

and μm is defined as the magnetic moment invariant, i.e., the ratio between the
perpendicular kinetic energy and magnetic field, m and q are respectively the mass
and electric quantity of the particle. Figure4.6a is a diagram of magnetic mirror,
when a particle moves from the top to the two ends, the perpendicular energy will
increase with increase of magnetic field due to the magnetic moment invariant, once
the parallel speed decreases to zero before the particle reaches one end, it will return
to another end, thus reflects back and forth, i.e., the particle is trapped by magnetic
mirror, otherwise, the particle will escape from magnetic mirror.

Themagnetic field strengths in the top and ends ofmagneticmirror are respectively
written to Bmin and Bmax , while the parallel and perpendicular speeds of a particle on
the top of magnetic mirror are respectively written to v‖ and v⊥, and the total speed is
v, if the parallel speed just equals to zerowhen the particle reaches the ends, according
to the magnetic moment invariant and energy conservation, the perpendicular energy
equals to the total energy or parallel energy equals zero at this time, thus a critical
angle is defined as:

sin θc =
(
Bmin

Bmax

)1/2

, (4.2.4)

Regarding the symmetry of cyclotron motion around the magnetic field lines, we
can reduce 3D velocity space (v⊥, v‖, φ) to 2D (v⊥, v‖) Fig. 4.8b shows that the
trapping and escaping particles can be distinguished by the critical angle θc, all the
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particles below θc have a larger parallel speed enough to escape from the magnetic
mirror,while all the particles above θc will be trapped by themagneticmirror. Though
the distribution of escaped particles in Fig. 4.6b has a conic shape, we commonly call
the trapped particle distribution as loss-cone. The initial distribution is assumed to
be thermally equivalent (Maxwellian), after the escaped particles leave the magnetic
mirror, the trapped particles are somehow deviated from Maxwellian, or have a free
energy to excite plasma instabilities like ECM. In addition, the parallel speed v‖
has two opposite directions, while perpendicular speed v⊥ is always positive, so the
distribution in Fig. 4.6b is meaningful only in the top half plane.

There are various forms of trapping particle distribution, one is [14]:

f =
{
A exp

(
v2

2kT/m

)
ifα ≥ θc

0 ifα ≤ θc
(4.2.5)

which simply supposes that the initial distribution isMaxwellian with the normalized
constant A. Another form is called the translated loss-cone[15]:

Fs(u⊥, u‖) = (2π)−3/2

β2
⊥1 − qβ2

⊥2

exp

[
− (u‖ − u0‖)2

2β2
‖

]
×

×
[
exp

(
− u2⊥
2β2

⊥1

)
− exp

(
− (u2⊥
2β2

⊥2

)]
, (4.2.6)

here, q is a parameter to determine the ratio of trapped particles, and β implies the
thermally broadening in the velocity space (parallel and perpendicular).

4.2.3 Formation of Loss-Cone Distribution

4.2.3.1 Equation and Boundary Condition

The formation of loss-cone distribution has been discussed in fusion plasmas [13],
with the Fokker–Planck equation as below [16]:

∂ f

∂t
+ v · ∇r f + F

m
· ∇v f + ∇v · J = q(r, v), (4.2.7)

Ji = Ai f −
∑
j

Di j
∂ f

∂v j
, (4.2.8)

Ai = 〈Δvi 〉t − 1

2

∑
j

∂

∂v j
〈ΔviΔv j 〉t , (4.2.9)
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Di j = 1

2
〈ΔviΔv j 〉t . (4.2.10)

The fourth term in left side of Eq. (4.2.7) is the divergence of stream function
J , which is composed of the dynamic friction coefficient Ai in Eq. (4.2.9) and the
diffusion tensor Di j in Eq. (4.2.10). It is noticed that a source functionq is added to the
right side of Eq. (4.2.7) to compensate the particles escaped from themagneticmirror,
thus to ensure a stable solution existed in Eq. (4.2.7), and it is naturally expressed by
the injection of accelerated electrons from the reconnection site into the flaring loops.
Hence, the lifetime of the stable solution should be shorter than the time scale of
particle acceleration, andwefirst take ∂ f

∂t = 0.Afterwards, a series of approximations
are taken into consideration reasonably for Eq. (4.2.7): a uniform plasma (v · ∇r f =
0), the electric field in Lorenz force and collision between electrons and ions are
negligible, and the distribution function in the spherical coordinates is independent
from the phase angle φ, so that F

m · ∇v f = 0, and Eq. (4.2.7) is further simplified to:

v
∂

∂θ
(sin θ Jθ ) + sin θ

∂

∂v
(v2 Jv) = qv2 sin θ, (4.2.11)

or

D⊥
∂

∂θ

(
sin θ

∂ f

∂θ

)
+ sin θ

∂

∂v

[
v2

(
D‖

∂ f

∂v
− A f

)]
=

= −qv2 sin θ, (4.2.12)

here, the parallel and perpendicular components of diffusion tensor have been derived
under the Maxwellian distribution of ambient plasma [17], while the accelerated
particles posses a power-lawdistribution, andwe canwrite the solution ofEq. (4.2.12)
to:

f = Θ(θ)V (v), (4.2.13)

V (v) =
(

E

E0

)−δ

, (4.2.14)

here, the dimensionless kinetic energy E = mv2

2 is divided by the thermal energy
E0 = kT , k is Boltzman constant, and Θ is an arbitrary function of pitch-angle θ . It
is ready to prove

(
mv
kT D‖ + A

)
f = 0 under the Maxwellian distribution of ambient

plasma [16, 17], and with the approximation of E
δkT ≈ 1 (an underestimated E),

Eq. (4.2.12) can be finally simplified to:

D⊥
∂

∂θ

(
sin θ

∂ f

∂θ

)
= −qv2 sin θ. (4.2.15)

We can write the source function to a form of q(v, θ) = q0(v)φ(θ), here φ is an
arbitrary function of pitch-angle θ , and the solution of Eq. (4.2.15) is integrated:



178 4 Theory of X-Ray Emissions in Solar FlaringLsoops

f = C

(
E

E0

)−δ ∫ θ

θc

dθ ′

sin θ ′

∫ π/2

θ ′
φ(θ”) sin θ”dθ”. (4.2.16)

In addition, the boundary conditions for the trapping and escaping components
are respectively written to:

{
f = 0 when θ = θc,
∂ f
∂θ

= 0 when θ = π/2.,
(4.2.17)

{
f = 0 when θ = θc,
∂ f
∂θ

= 0 when θ = 0, ,
(4.2.18)

here, the critical angle θc is defined by Eq. (4.2.4). Equation (4.2.17) means that
the number of trapped particles starts from zero when θ = θc, then increases with
increasing of θ , and reaches the maximum when θ = π/2. Equation (4.2.18) implies
that the number of escaped particles is maximum when θ = 0, then decreases with
increasing of θ , and finally equals zero when θ = θc.

4.2.3.2 Isotropically Injected Source

When the source function is independent from the pitch-angle, i.e., φ(θ) = 1 in
Eq. (4.2.13), it is ready to integrate Eq. (4.2.16) to obtain the distributions of trapped
and escaped particles under the boundary conditions Eqs. (4.2.17) and (4.2.18),
respectively:

f1 = C

(
E

E0

)−δ

ln

(
sin θ

sin θc

)
, (4.2.19)

f2 = C

(
E

E0

)−δ

ln

(
sin θc

sin θ

)
, (4.2.20)

here, the normalized constant C can be derived from
∫

f dv = n (n the particle
density):

C = n(
2π T

m

)3/2 (
ln−1

(
tan θc

2

) − cos θc
) . (4.2.21)

Finally, the expression of source function is derived from Eq. (4.2.16):

q = CD⊥
v2

(
E

E0

)−δ

. (4.2.22)
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Therefore, the source function is not freely chosen but actually determined by the
power-law velocity distribution of trapped and escaped particles, while, the pitch-
angle distribution of trapped and escaped particles is mainly determined by their
boundary conditions.

4.2.3.3 Injection at an Arbitrary Angle

According to the observations of solar flares, the pitch-angle distribution of particle
injected into flaring loops is very narrow [18], so we consider the particle injection
at a given angle θ0 as a δ function:

q(v, θ) = q0(v)φ(θ),

= CD⊥
v2

(
E

E0

)−δ

cos θcδ(θ − θ0), (4.2.23)

here, the pitch-angle distribution φ(θ) = cos θcδ(θ − θ0) should satisfy the normal-
ized condition as below:

∫ π/2

θc

φ(θ) sin θdθ = cos θc, (4.2.24)

thus when φ(θ) = 1, it can be reduced to the case of isotropic injection. Similarly,
we can integrate Eq. (4.2.16) to obtain the solutions of trapped and escaped particles,
respectively from the boundary conditions in Eqs. (4.2.17) and (4.2.18):

f1 = C sin θ0 cos θc

(
E

E0

)−δ

ln

[
tan(θ/2)

tan(θc/2)

]
, (4.2.25)

f2 = C cos θ0 sin θc

(
E

E0

)−δ

ln

[
tan(θc/2)

tan(θ/2)

]
, (4.2.26)

C = n
(
2π T

m

)3/2
ln

(
1

sin θc

) . (4.2.27)

When θ0 = π/2, the solution of trapped particles in Eq. (4.2.25) can be reduced
to the result under theMaxwellian distribution [13]. It can be seen from Eqs. (4.2.25)
and (4.2.26) that the numbers of trapped and escaped particles are jointly determined
by two independent parameters, i.e., the initial pitch-angle θ0 and mirroring critical
angle θc. It is well known that trapped particles increase with decreasing of θc or
with increasing of mirror ratio Bmax/Bmin , while escaped particles decrease with
decreasing of θc or with increasing of Bmax/Bmin . It also should be noticed that
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trapped particles increase with increasing of θ0, while escaped particles decrease
with increasing of θ0.

It is also noticed that even θ0 < θc, which does not mean that all particles will be
escaped, there are still a part of trapped particles due to the scattering effect, while
even θ0 > θc, which does not imply that all particles will be trapped, there are still a
part of escaped particles due to the same scattering effect, i.e., so called “secondary
escaped particles”.

4.2.3.4 Injected Depth of Trapped Particles

HXR and MW emissions in flaring loops are contributed to the escaping (precipi-
tating) and trapping electrons in a magnetic mirror, respectively. There are different
injected depths or reflected points of trapping electrons in different magnetic mir-
rors, which can be determined by the magnetic moment invariant and distribution
of trapped particles as mentioned above, as well as a scaling law of coronal mag-
netic field. For a given initial energy Ei and θ0, and the magnetic fields in the top of
magnetic loop and reflected point are respectively assumed to be Bt and Br , thus we
have:

E⊥t

E⊥r
= Bt

Br
, (4.2.28)

here, E⊥t = Ei sin θ0 and E⊥r are the perpendicular energy of trapped particles in
the LT and reflected point, respectively. From the conservation of magnetic moment:

E⊥t

E⊥r − E⊥t
= Bt

Br − Bt
. (4.2.29)

From the energy conservation, E⊥r − E⊥t = E‖ = Ei cos θ0, which means that
the injected depth depends on the initial parallel energy of trapped particles. Fur-
thermore, we can write the radial distribution of coronal magnetic field in a dipolar
configuration [19]:

B(h) = Bp × d3

(d + h)3
, (4.2.30)

here, Bp is the strength of dipolar magnetic loop rooted in photosphere, d represents
the distance of dipolar magnetic field from photosphere to the LT, and h implies a
given height inside the loop, from Eqs. (4.2.29) and (4.2.30) we have:

1 + cos θ0

sin θ0
=

(
d + ht
d + hr

)3

, (4.2.31)

here, ht and hr are respectively the distance of LT and reflected point from photo-
sphere. From Eq. (4.2.31), we can obtain the injected depth of trapped particles and
its approximation at a larger pitch-angle:



4.2 Propagation of Electrons and Its Effect on X-Ray Emission 181

hr = ht + d(
1 + cos θ0

sin θ0

)1/3 − d

≈ ht − cos θ0(ht + d)

3 sin θ0
. (4.2.32)

Therefore, the injected depth decreases with increasing of θ0, while the reflected
point rises with increasing of θ0, which can be directly understood from the conser-
vation of magnetic moment in Eq. (4.2.29). It is interesting that the injected depth
and reflected point are independent from θc or mirror ratio [20].

4.3 Spatial Distribution of X-Ray and γ –Ray Brightness

Detection of HXR emission of solar flares with a spatial resolution indicates an
inhomogeneous brightness distribution along a flare loop. In recent years, using the
Yohkoh and RHESSI space vehicles, HXR sources with brightness maxima not only
at the FPs but also at the top of the loop were detected [21]. Coronal γ radiation
sources with a very hard photon spectrum are of special interest [22]. Owing to the
low dynamic range of RHESSI (about an order of magnitude in intensity), coronal
sources are mainly detected in behind-the-limb flares, in which powerful sources in
the loop FPs are screened by the limb [23].

The existing HXR and gamma radiation models meet difficulties in interpreting
coronal sources [23] that are first of all associated with an insufficiently high plasma
density at the LT. To overcome this problem, the following suppositions were pro-
posed:a. an extremely high plasmadensity at theLT [21];b. acceleration and trapping
of electrons in a region with a high level of plasma turbulence [24–26]; c. trapping
of electrons injected into the loop perpendicularly to the magnetic field lines [27];
and d. inverse Compton scattering of mildly relativistic electrons on photons of soft
X-ray and extreme ultraviolet radiation [28].

We develop the ideas connected to the trapping and accumulation of energetic
electrons at the top of an inhomogeneous magnetic loop, based on a more general
and rigorous approach to solving the nonstationary relativistic kinetic equation as
compared to the aforementioned works [29]. These methods were developed and
successfully applied to the analysis of the dynamics of spatial distributions of mildly
relativistic electrons and brightness ofmicrowaveGS radiation of flare loops [30, 31],
as well as to calculations of the polarization degree [32] and the HXR directivity[33].
When solving the kinetic equation, we restrict ourselves to the consideration of the
Coulomb scattering and change the pitch-angle of electrons in a nonuniformmagnetic
field. We do not consider the scattering of energetic electrons on plasma turbulence
(Langmuir waves andwhistlers), the existence of which in a flaring loop is postulated
in some works, e.g., see the Ref. [34]. This can be justified by observations of the
presence of a fine time HXR structure with a duration of a single pulse on the order of
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a hundred milliseconds in many bursts. As was shown in the Ref. [32], time profiles
with a fine structure are completely determined by Coulomb collisions in a dense
plasma. The effect of electron scattering on plasma waves is insignificant. From a
theoretical point of view, low efficiency of electron scattering on wave turbulence
also has certain grounds. For example, whistlers are subjected to the Landau damping
which sharply increases with wave deviations from the direction of themagnetic field
line. For this reason, whistlers efficiently attenuate at any reasonable curvature of
magnetic field lines in flare loops (see, e.g., the paper [32]).

4.3.1 Numerical Simulations of Spatial Distribution of
Energetic Electrons in Flaring Loops

To find the spatial, temporal, energetic, and pitch-angle distributions of injected
energetic electrons propagating in a magnetic loop, we solve a relativistic kinetic
equation in theFokker–Planck form (see details in Sect. 2.4). This equationwas solved
numerically by the finite differencemethod using the operator splitting technique and
with the boundary conditions described in the Refs. [30, 31, 35]. The magnetic field
convergence, providing the effect of magnetic trapping, is given by the choice of
a distributionin the form B(s) = B0 exp[(s − s1)2/s22 ] where s22 = s2max/ ln(Bc/B0),
B0 and Bc are respectively the magnetic field inductions at the LT and at the FPs
of the loop; s1 = 0 and smax = 3 × 109 cm are respectively the coordinates of the
center and FPs of the loop; and s2 characterizes the height scale of the magnetic
field along the loop. The following values of the parameters were taken for the
calculations: B0 = 200G and themirror ratio Bc/B0 = 2 and 5. The sharp increase in
the plasma density toward the FPs of the loop was specified by the expression n(s) =
n0 exp[4.6(s/smax )

6], where n0 = 5 × 1010 cm−3 is the plasma number density at the
top of the loop. It was taken into consideration that the NT electron injection function
has the form S(E, μ, s, t) = S1(E)S2(μ)S3(s)S4(t), where S1(E) = K (E/E0)

−δ

with δ = 3 and δ = 7, E0 = 511keV, and K is the common normalizing factor.
In this work, two cases of electron injection were considered: isotropic injec-

tion (model 1) and anisotropic injection along the field lines (model 2). In the
case of isotropic injection, S2(μ) = 1. In the case of anisotropic injection, S2(μ) =
exp[−(μ − μ1)

2/μ2
0], whereμ1 = 1 andμ0 = 0.2. The valueμ0 = 0.2 corresponds

to a cone with the tapering angle Δθ = 36◦. The spatial distribution was spec-
ified by the function S3(s) = exp[−(s − s1)2/s20 ]. Electrons were injected at the
top of the magnetic loop s = s1 = 0 in a region with a characteristic width of the
source s0 = 2 × 108 cm. Electron injection in time was supposed to be pulse-wise:
S4(t) = exp[−(t − t1)2/t20 ] with t1 = 2.5 s and t0 = 1.4s.

Figure4.7 shows the number density distributions of NT electrons along the loop
for energies of 49 and 388keV and times t = 1, 2.5, 3, 4, 6, and 10s. The calculations
were performed for a magnetic loop with the mirror ratio Bc/B0 = 2 and the spectral
index of injected electrons δ = 3. For model 1 (left two columns of Fig. 4.7), the

http://dx.doi.org/10.1007/978-981-10-2869-4_2
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Fig. 4.7 Distributions of nonthermal electrons along the loop for energy values of 49 and 388keV
and for time instants t = 1, 2.5, 3, 4, 6, and 10s (the solid, dotted, dot-and-dash, short-dashed,
dots-dashed and long-dashed lines, respectively): on the left two columns, for the case of isotropic
injection at the loop top (model 1); on the right two columns, for the case of longitudinal injection
from the loop top to the right FP (model 2). The mirror ratio Bc/B0 = 2 and the spectrum index of
injected electrons δ = 3

distribution of energetic electrons has a sharp maximum in the center of the loop.
Its shape is preserved at all energies during the whole time of injection (10 s). For
model 2 (right two columns of Fig. 4.7), the electron distributions over the loop for
energies of 49 and 388keV strongly differ in the positions of the maxima: at a low
level of energy, the maximum is close to the LT; at a high level of energy, to the FP.

4.3.2 Simulated Results of Spatial Distribution
of X-Rays and γ -Rays

When calculating the spatial distribution of HXR and GAMMA radiation based on
the obtained electron distributions,we use the formalismdescribed in our earlierwork
[32]. The differential HXR intensity (per unit length) is defined by the relationship
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Fig. 4.8 HXR brightness
distributions along the loop
for t = 3s, for photon fluxes
with energies hν = 30, 98,
and 1039keV (the solid,
dashed, and dotted lines,
respectively) under isotropic
injection. The mirror ratio
Bc/B0 = 2 and δ = 3; the
angle of vision α = 90◦

Fig. 4.9 Same as in Fig. 4.8
but for the anisotropic
injection model

d I (ε, α, s, t)

ds
= S(s) × n(s)

R2

∫ ∞
ε

v(E)dE
∫ 1

−1
f (E, s, μ, t)dμ

∫ 2π

0
σ(ε, E, α, μ, ϕ)dϕ,

(4.3.1)
where S(s) is the area of the transverse cross-section of the source (loop) in the
general case and depends on the coordinate along the axis of the magnetic loop
(decreases with an increase in s); n(s) is the concentration of plasma ions (depends
on coordinate s and is determined using a model); and R = 1.5 × 1013 cm is the
astronomical unit. The dependence of the area of the transverse cross-section on
coordinate s is determined from the condition of the invariance of the magnetic flux
B(s)S(s) = const and model dependence of the magnetic field on coordinate s.

The total (summated over the polarization) relativistic cross-section σ for the
bremsstrahlung radiation was obtained in the paper [36]. Note that the cross section
depends on the parameters of accelerated electrons, on the energy of X-ray quanta,
and on observation angle α. At the same time, as was shown by calculations [37], the
dependence on the observation angle, together with the energy distribution, is most
significant in calculations of HXR characteristics.

Below, we present the results of calculations performed for the viewing angle
α = 90◦. Figures4.8 and 4.9 show the difference in HXR brightness distributions
along the loop at t = 3 s for models 1 and 2, respectively. As should be expected,
the HXR sources are localized at the FPs in the case of longitudinal injection along
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Fig. 4.10 Same as in
Fig. 4.8 but for the mirror
ratio Bc/B0 = 5

the loop. Moreover, the FP HXR source, in the direction of which the injection
occurs, is significantly brighter (Fig. 4.9). This is caused by the fact that the over-
whelming majority of injected electrons precipitate into the loss cone (to the dense
chromospheric layers), where the thick-target approximation is implemented. In the
case of isotropic injection, three sources manifest themselves in the magnetic loop:
two sources with maxima in the FPs and one source with a maximum at the LT
(Fig. 4.8).

The appearance of a source at the LT is associated with the trapping and accu-
mulation of a considerable number of energetic electrons with large pitch-angles
(Fig. 4.7). However, due to a relatively low plasma density, the HXR source at the
LT is not as bright as at the FPs. This effect especially manifests itself at higher
energies of photons, which can be a cause of the fact that the source at the LT is
not often detected in high-energy RHESSI channels; to detect it, one should observe
behind-the-limb flares at which the FP sources are screened.

4.3.2.1 Role of Mirror Ratio

To illustrate the role of the mirror ratio in the formation of a source at the loop top,
Fig. 4.10 demonstrates the HXR distribution for Bc/B0 = 5 and δ = 3. It is seen
from a comparison with Fig. 4.9 that an increase in the mirror ratio from Bc/B0 =
2 to Bc/B0 = 5 sharply increases the relative brightness of the source at the LT
as compared to the FP one: from 0.25–0.7 at hν = 30keV and from 0.05–0.2 at
hν = 100keV.

4.3.2.2 For Steep Electron Spectra

An increase in the HXR source brightness is especially distinct (Fig. 4.11) at the loop
top for steep spectra of injected electrons (δ = 7, Bc/B0 = 2). For low energies of
HXR photons (hν = 30keV) and the spectrum index δ = 7, an HXR source appears
at the LT even in the case of longitudinal injection of electrons. It is evident that
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Fig. 4.11 Same as in
Fig. 4.10 but for a steeper
electron spectrum δ = 7

the amplification of the source brightness at the LT at low photon energies for steep
electron spectra is caused by the small length of the free path of the accelerated
electrons (λ � smax ).

4.3.3 Conclusions

The intensity distribution of HXR along a magnetic loop was simulated numerically
based on the solution of a nonstationary relativistic kinetic equation in the Fokker–
Planck form. It is shown that a sharp increase in the brightness of the radiation from
the upper part of the loop can appear due to the effect of accumulation of energetic
electrons with large pitch-angles under isotropic injection of energetic electrons at
the top of the magnetic loop. The effect is amplified with an increase in the mirror
ratio in the magnetic loop. It was established that a similar increase in the HXR
brightness at the loop top can also occur with electron injection that is anisotropic
along the magnetic field. However, this is only possible in the case of steep energetic
spectra of accelerated electrons.

4.4 Spatial Distribution of X-Ray Directivity and
Polarization

The directivity and polarization of hard X-ray (HXR) and gamma-ray emission of
solar flares contain data on the angular distribution of accelerated electrons that pro-
duce these types of radiation. Specifically, the type of this distribution (isotropic,
anisotropic longitudinal, or anisotropic transverse to the magnetic field) may be
determined by analyzing these parameters. Therefore, detailed experimental and the-
oretical studies are of great interest for researchers trying to understand the specifics
of electron acceleration in solar flares.
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The theoretical aspects of directivity and polarization of HXR for longitudinal
(along the magnetic field) and isotropic pitch-angle distributions of energetic elec-
tronswere discussed in a number of papers.However, theHXRsourcewas assumed to
be homogeneous at the early stage of these studies, and the geometry of the flaremag-
netic loop, and, consequently, the spatial dynamics of electron distributions within
the loop, were not taken into account (see, for example, paper [37]). These simpli-
fications were caused by the lack of suitable instruments for measurements with a
high spatial resolution. Modern techniques of observing hard X-ray and gamma-ray
emission of flares require novel, spatially resolved and nonstationary models of the
sources of such radiation. The characteristics of HXR from different regions of a
flare loop were analyzed in detail in the study [38] with the use of the nonrelativistic
kinetic equation for radiating electrons. The obtained results were thus valid only
at low energies. The spatial distributions of the HXR intensity and spectrum were
calculated in papers [29, 32] by solving the nonstationary kinetic Fokker–Planck
equation in the relativistic form (including electrons with Ee > 100keV) with arbi-
trary directions of electron injection into an inhomogeneous magnetic loop.

Our goal in this section of the book is to investigate the peculiarities of the direc-
tivity and polarization dynamics of hard X-ray and gamma radiation from different
regions of a flare loop via numericalmodeling of the dynamics of pitch-angle, energy,
and spatial distributions of energetic electrons in the loop upon their nonstationary
but fairly long-lasting injection at the top of the magnetic loop. We will follow our
recent study [39].

4.4.1 Modeling

For the modeling, the equations and techniques were described in our earlier papers
[32, 33]. It was assumed that the function of NT electron injection is a product of the
independent functions of energy, pitch-angle, distance to the loop center, and time:
S(E, μ, s, t) = S1(E)S2(μ)S3(s)S4(t). The energy distribution was assumed to
be a power-law (S1(E) = K (E/Emin)

−δ , where K is the general normalizing fac-
tor and E0 = 511 keV), and calculations were carried out for the electron energy
spectrum index δ =5.The electronswere injected at theLT isotropically or anisotrop-
ically along the field. In the case of isotropic injection, the angular distribution part
S2(μ)= 1. In the case of anisotropic injection, this part was set in the Gaussian form:
S2(μ) = exp((μ − μ1)

2/μ2
0), where μ1 = 1 and μ0 = 0.2, which corresponds to a

cone with angular width Δθ = 36◦. The spatial distribution of the injection function
was also set by the Gaussian function: S3(s) = exp((s − s1)2/s20 ). Electrons were
injected at the top of a magnetic loop (s = s1 = 0) into the region with a source
width of s0 = 2 × 108 cm. The electron injection was assumed to be nonstationary
but long-lasting: S4(t) = exp((t − t1)2/t20 ), where t1 = 25s and t0 = 14s.

The variation of the electron density in corona with height h was set as follows:
n(h) = n0 exp((R − h)/hc), where hc = 1.3 × 109 cm and n0 = 5 × 1010 cm−3.
The increase in electron density with height in the chromospheric plasma was
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described based on the analysis ofRHESSI data [40]: n(h) = 1012(h/hch)−2.5,where
hch = 3 × 108 cm is the height scale. The electron density was set to 1015 cm−3

at heights where n(h) >1015 cm−3. The strengthening of the magnetic field with
distance from the LT (s) was set as B(s) = B0 exp[(s − s1)2/s22 ], where s22 =
s2max/ ln(Bc/B0); B0 and Bc are the magnetic induction values at the center and
at the FPs of the loop, respectively; s1 = 0 and smax = 3 × 109 cm are respectively
the coordinates of the center and the FP of the loop; B0 = 200G; and mirror ratio
k = Bc/B0 = 2.

4.4.2 Directivity at Different Positions in Flaring Loops

The formalism described in the papers [32, 40] was used to calculate the parameters
of hard X-ray and γ -ray emission based on the obtained distributions of electrons.
The results of calculations of directivity dynamics D(α) = Jε(α)/Jε(α = 0◦) of
radiation produced in various regions of a flare loop in the process of longitudinal
and isotropic injection of electrons are detailed below.

4.4.2.1 Longitudinal Injection

Figure4.12 shows the angular distributions of HXR intensity with a photon energy of
98 keV produced at various distances from the top in the right part of the loop in the
case of longitudinal injection of electrons. Electrons were injected towards the right
FP of the loop. It can be seen that the directivity of radiation varied only slightly with
time at that energy at different distances regardless of the position within the loop.
The radiation directivity had its maximum at observation angle α = 0◦ at different
distances from the LT.While the ratio of the radiation intensity at an angle of 0◦ to the
HXR intensity at an angle of 180◦ was 5.5-7.6 at distance s = 3.37 × 107 cm from
the LT, the same ratio at s = 2.5 × 109 (loop leg) and 3× 109 cm (loop footpoint)
was 3.3 and 1.6, respectively (see Fig. 4.12b, c).

Electrons reflected from the magnetic mirrors manifested themselves in the angu-
lar dependence of directivity when the energy was increased. Figure4.13 shows the
directivity of HXR with an energy of 318 keV. This effect was clearly seen at the
LT (Fig. 4.13a) at observation angle α ≈120◦ in 30 s after the start of the injection,
and a counterstream of particles emerged within 50s. However, the maximum radi-
ation intensity was produced at angle α ≈0◦. Counterstreams of particles ceased to
appear when the distance from the LT was increased (Fig. 4.13b, c), while the HXR
directivity was still fairly high: J (318keV, α = 0◦)/J(318keV, α = 180◦)= 4.2 at
the loop FP.

Only reflected electrons with large pitch-angles were present in the left half of the
loop away from the LT. The radiation produced by high-energy electrons had a fairly
high directivity. Therefore, at the loopFP (s = 3.0 × 109 cm), themaximum intensity
of radiation with a photon energy of 318 keV was produced at angles α ≈ 110◦, and
the HXR intensity varied by a factor of up to 3 when the observation angle was
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Fig. 4.12 Directivity of
HXR with an energy of
98keV in the case of
longitudinal injection. Right
half of the loop (loop’s top,
leg, footpoint)

altered (Fig. 4.14a). At a distance of s = 2.5 × 109 cm, the radiation intensity was
maximized at angleα ≈ 95◦ (Fig. 4.14b). Particle counterstreams again emerged near
the top (Fig. 4.14c). The transverse radiation intensity was continuously increasing
with time in all loop regions.

4.4.2.2 Isotropic Injection

It was already mentioned that a long-lasting pitch-angle distribution of electrons
with a maximum transverse to the loop is formed in the case of isotropic injection
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Fig. 4.13 Directivity of
HXR with an energy of
318keV in the case of
longitudinal injection. Right
half of the loop (loop’s top,
leg, footpoint)

at the top. Consequently, the HXR directivity pattern changed greatly in the case
of isotropic injection. Figure4.15 shows the HXR and gamma-ray directivity with a
photon energy of 98 and 318keV. The directivity maximum of emission at the LT
is shifted to angle α ≈ 90◦, while the directivity magnitude increases with time. For
example, the ratio J (98keV, α = 90◦)/J (98 keV, α = 0◦) is roughly equal to 1.7 at
moment 30 s after the start of the injection, and the same ratio in 50s after the start
of the injection is roughly equal to 2.1 (Fig. 4.15a). Especially strong perpendicular
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Fig. 4.14 Directivity of
HXR with an energy of
318keV in the case of
longitudinal injection. Left
half of the loop (loop’s top,
leg, footpoint)

directivity is formed for gamma-rays. For photon energy 318keV, the corresponding
numbers are 7.6 and 9.4. As the distance from the LT was increased, the observation
angle corresponding to the HXR intensity maximum is shifted towards lower values
(Fig. 4.15b, c). The degree of directivity was also reduced considerably due to strong
scattering and the isotropization of electrons.
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Fig. 4.15 Directivity of hard X-rays and gamma-rays with energies of 98 and 318 keV at the loop’s
top, leg, and footpoint in the case of isotropic injection

4.4.3 Polarization at Different Positions in Flaring Loops

The HXR polarization degree is defined by the difference between intensities I1
and I2 of the emission of quanta with polarization vectors lying in plane (kB) and
perpendicular to it: P = (I2 − I1)/(I2 + I1), where I1 and I2 are determined through
the bremsstrahlung mechanism cross sections [36].

Figure4.16a, c show the results of calculations of the linear polarization of HXR
emission produced at different distances s from the LT and for various observation
angles α in the case of isotropic injection of fast electrons at the loop top with energy
spectrum index δ = 5 at the 30th second after the start of the injection.

It can be seen from Fig. 4.16a that the degree of HXR polarization at photon
energy ε = 30keV from the LT reaches ≈25% at α = 90◦. As the distance from the
top increased, the polarization valuewas reduced and changed its sign.HXR radiation
from the loop FP was almost nonpolarized. It should also be noted that the degree
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Fig. 4.16 Degree of linear polarization of HXR in the case of (a–c) isotropic and (d– f ) anisotropic
injection
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of HXR polarization decreased as the energy of quanta increased: the polarization
degree was no higher than 14 and 10% at ε = 176 and 318keV, respectively. When
the energy spectrum index of injected electrons was reduced to δ = 3, the degree of
emission polarization at a photon energy of 30keV at the LT at the 30th second after
the start of the injection was no higher than 11%.

The HXR polarization upon isotropic injection is caused by the fact noted above
that electrons with small pitch-angles leave the loop, while a fraction of electrons
with large pitch-angles become trapped in a magnetic trap. As a result, an anisotropic
electron distribution of the loss-cone type is formed, and polarized radiation is pro-
duced. As the electrons are scattered due to Coulomb collisions, their number (and,
consequently, the HXR intensity) in the loop is reduced. However, the radiation
remained polarized for several tens of seconds (Fig. 4.16b, c) due to the fact that the
anisotropy of the distribution of fast electrons was retained.

Figure4.16d shows the results of calculations for anisotropic (longitudinal) injec-
tion of electronswith energy spectrum index δ = 5.One can see a dramatic difference
with the case of the isotropic injection, namely the change of the polarization sign.
The degree of HXR polarization from the loop top at the 30th second after the start
of the injection was ≈–50% at photon energy ε = 30keV. The negative polarization
was reduced smoothly as one moved away from the top toward the right FP of the
loop (curves 1–6). The HXR polarization decrease was steeper in the left half of the
loop (curves 7 and 8). The polarization degree was reduced as the energy of quanta
was increased. The degree of HXR polarization at photon energy ε = 176keV from
the loop top was ≈–28%, and it dropped to about –13% at ε = 318keV.

Just as in the case of isotropic injection, the HXR remained polarized for several
tens of seconds upon anisotropic injection. The polarization degree was reduced
considerably in the injection decay phase. These changes were particularly well-seen
at higher energies (compare Fig. 4.16e, f). When δ was reduced from 5 to 3, the HXR
polarization was reduced: for example, the degree of HXR polarization from the top
was as high as≈–50% at ε = 30keV and δ = 5 but was reduced to≈–38% at δ = 3.
It was demonstrated above that the two analyzedmeans of injecting fast electrons into
a flare loop lead to the opposite signs of produced HXR polarization. The difference
was especially large for radiation from the LT. In the case of isotropic injection, the
polarization from the left and right parts of the loop exhibited symmetry. This was
true both for the spatial dependence of the polarization degree at different energies
of quanta and for the character of its variation with time. No symmetry was observed
in the anisotropic case. Such differences in the values and angular dependences of
polarization may be used to characterize the nature of electron injection into a flare
loop.

4.4.4 Conclusions

The peculiarities of the directivity and polarization dynamics of hard X-ray and
gamma-ray emission from different regions of a flaring loop were studied based
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on the numerical modeling of the dynamics of energetic electrons distributions in
the loop upon their nonstationary but fairly long-lasting injection at the top of the
magnetic loop. The modeling results suggested that the degree of directivity and
polarization and the variation of these parameters in time depend on the position
within the loop and vary fundamentally between cases of isotropic and anisotropic
(longitudinal) injection of electrons. The revealed properties of the directivity and
polarization dynamics may be used in X-ray and gamma-ray diagnostics of the type
of pitch-angle distribution of electrons accelerated in a certain specific observed flare.
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Chapter 5
Observations and Explanations of X-Ray
Emissions in Flaring Loops

5.1 Overview

The studies on solar X-ray emission can provide a direct imaging about flaring loops,
which is commonly composed of thermal andNTcomponents, and theHXRemission
is closely associated with the acceleration of energetic electrons [1, 2]. The soft-
hard-soft (SHS) pattern appears in spectral evolution of a considerable part of X-ray
flares, which can be directly understood by the evolution of energetic electrons in the
acceleration process [3–11], while the soft-hard-harder (SHH) pattern also appears
in a part of X-ray flares, which is commonly explained by the mirroring effect on
energetic electrons in flaring loops [12–14]. Most studies as mentioned above were
limited in spatially unresolvable data observed in the full-disk, and a part of studies
were comparatively made on HXR and MW data [15, 16].

Regarding the spatially resolvable data from earlier Yohkoh to recent RHESSI
satellites, the X-ray brightness and spectral distributions in flaring loops have been
performed [17–23]. According to the classical flare models, after the energetic elec-
trons are accelerated in the reconnection site above the loop top (LT) and injected
into flaring loops, they are separated into trapped and escaped parts due to the mir-
roring effect in flaring loops, the former one collides with high-density plasma in
photosphere to emit bremsstrahlung, while it is thermalized fast, and the latter one
moves forth and back between two reflected points inside the loop to emit MW, and
it is finally thermalized. It is first noticed that two temporally and spatially coincident
sources of HXR and MW frequently observed nearby the footpoints (FPs), which
supports that both of them are contributed by the particle acceleration in the same
flare, and consistent with the joint analysis of HXR and MW time profiles.

With continuous enhancement of spatial resolution of relevant telescopes, it was
first found by Yohkoh that there is possibly a stronger X-ray source nearby or above
LT (called asMasuda flare) [17], which is considered to the evidence of particle accel-
eration due to magnetic reconnection above the LT, furthermore, RHESSI detected
the coronal source thatmore close to the reconnection or acceleration site [24].Mean-
while, a stronger MW emission also detected by NoRH nearby the LT, which may

© Science Press, Beijing and Springer Nature Singapore Pte Ltd. 2018
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be explained by the anisotropy of pitch-angle distribution of NT electrons [25]. It is
noticed that the X-ray LT source is often observed at lower energies in comparison
with that nearby the FPs, which means that the X-ray sources in LT and FPs are
detected from different energies, while MW emission at a given frequency can be
measured simultaneously in LT and FPs.

In a study of five HXR flares observed by RHESSI [21], the SHS pattern was
found in the spectral evolution of both LT and FPs, and the spectrum of LT was
always softer than that in FPs, which is similar to the result in another paper [26].
Moreover, in a statistical study of 27 HXR limb flares observed by RHESSI, the
averaged spectral indices in LT and FPs were respectively 6.84 and 3.35, with an
inversely correlated evolution but without a physical explanation [27, 28].

5.2 Distribution of Hard X-Ray (HXR) Brightness: Loop
Top and Feet

We selected 13 RHESSI flares with a single-loop structure composed of one LT and
two FPs, to study statistically the relationship of spectral indices at peak time in
different sources [22]. Due to multiple peaks existed in a part of events, there are
altogether 28 main peaks and sub-peaks as the statistical samples. The criterions of
data selection are: (1) there were enough photons observed in both main peaks and
sub-peaks; (2) the state of attenuator kept invariant in the observed time intervals of
both main peaks and sub-peaks; (3) the effects of pickup and strong particles were
negligible in the observed time intervals of both main peaks and sub-peaks; and (4)
the events with photons at 25–50keV more than 1000 s−1detector−1 were excluded,
also to decrease the pickup effect. A part of these events were studied by the RHESSI
core team, as a reference to test the data processing [8]. Meanwhile, most of these
events occurred in solar limb, so that the albedo effect may be neglected. The exact
dates and time intervals may refer to the Table2 of the paper [22].

As one example of single-loop structure, Fig. 5.1 gives the image at the peak time
of 2005 December 4 flare, with one LT (10–12keV) and two FPs (33–37keV). The
circles in this figure mark the range of calculation in order to ensure that there is no
overlap among these sources, while the contours are overlaid on the LT source (80%
and 90%).

Figure5.2 shows the positive flux correlation of LT (12keV) and FPs (35keV)
of the selected 28 samples, with correlation coefficient of 0.826 that satisfying the
confidence of 0.99, which supports the LT and FPs are contributed by the X-ray
emissions of NT electrons at different energies and accelerated in the same flare.
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Fig. 5.1 The single-loop structure observed by RHESSI at the peak time of 2005 December 4 flare

Fig. 5.2 Correlation of LT (12keV) and FPs (35keV) of the selected samples

5.3 Spectral Index of HXR Emissions: Loop Top and Feet

Using the standard software OSPEX of RHESSI to fit the photon spectra of different
sources, in which it is fitted by thermal distribution and a single power-law in the
LT sources (6–30keV), while the FP sources (30–60keV) are well fitted by a single
power-law [22]. Figure5.3 shows the correlation of photon spectral indices between
LT and FP sources of all 28 samples. In general, the indices in LT are always larger
than those in FPs (all samples are above the diagonal line), i.e., the spectra in LT
are always softer than those in FPs, which is consistent with the previous results
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Fig. 5.3 Correlation of spectral indices in LT and FPs of the selected samples

[21, 26–28]. In addition, two straight lines parallel to the diagonal line just mark the
difference of spectral indices in LT and FPs to be 2 and 4, respectively. It is assumed
that the standard thick-target model is accepted in the FPs, under the same spectra
of NT electrons, the difference of 2 just means the standard thin-target model in the
LT source; if the difference is larger than 2, it can only be explained by the existence
of thermal emission in the LT source. Hence, all of the samples are divided into two
groups as marked by I and II in Fig. 5.3, group I means the radiation mechanisms in
LT and FPs are respectively thin-target and thick-target models, including the mixed
mechanisms of two models in the LT sources, while group II means that the LT
sources are contributed by thin-target and thermal emission.

It is most interesting that there are two opposite correlations appeared in two
groups, negative in group I but positive in group II, with correlation coefficients of
0.865 and 0.665, respectively, and both of them satisfy the confidence of 0.99. In
order to further analyze this result, Figs. 5.4 and 5.5 give the correlations between
photon flux and spectral index in LT and FPs of these two groups, respectively.

Figure5.4 shows that a negative correlation betweenphotonflux and spectral index
always existed in FPs of the selected samples, which is consistent with the common
prediction of thick-target, thin-target, and thermal bremsstrahlung. However, there
are opposite correlations between photon flux and spectral index appeared in LT of
two groups as shown in Fig. 5.5, which is just coincident with the result in Fig. 5.3,
with the same division of spectral index around 4.7, and group I is located in the
side with smaller indices. The question to be answered is which effect can produce
the positive correlation between photon flux and spectral index? We take the code of
thin-target model in RHESSI software to calculate the theoretical curves of photon
flux at 18 and 20keV and spectral index, and the spectral index of NT electrons is
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Fig. 5.4 Correlation of photon flux and spectral index in FPs of the selected samples

Fig. 5.5 Correlation of photon flux and spectral index in LT of the selected samples

taken as 2–7. It is found that when the lower energy cutoff is smaller, the photon flux
always decreases with increasing of the spectral index (i.e., a negative correlation),
while with increasing of the lower energy cutoff, a positive correlation gradually
appears in the photon flux corresponding to smaller spectral indices as shown in
Fig. 5.6, which is consistent with the opposite correlations in LT sources in Figs. 5.3
and 5.5. For a larger photon energy (e.g., 20keV), a relatively larger value of lower
energy cutoff is needed to produce a positive correlation. Therefore, a larger lower
energy cutoff in LT (trapping electrons) can be used to explain the abnormal positive
correlation of group I under the thin-target model.
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Fig. 5.6 Theoretical curves of photon flux at 18keV (solid, dashed, and dotted) and 20keV (plus,
asterisk, and diamond) versus photon spectral index with different lower energy cutoffs

5.4 A New Pattern of HXR Spectral Evolution

Because hard-soft-hard (HSH) pattern has been found in the MW spectral evolution,
it is predicted that the similar pattern may appear in HXR bursts. Hence, an event
with multiple peaks on 2004 November 3 was selected from RHESSI data, and the

Fig. 5.7 The light curves on 2004 November 3 at different energies observed by RHESSI
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Fig. 5.8 The light curves and spectral evolution on 2004 November 3 at different energies

light curves at 12–25, 25–50, 50–100, and 100–300keV are displayed in Fig. 5.7,
two vertical lines mark the time interval for spectral analysis [23]. Due to enough
photons in a larger range of energies and high-energy resolution of RHESSI, we can
analyze the spectral evolution in different energies (with an energy interval of 5keV
in 20–85keV). The standard code OSPEX has been used as mentioned before, to
fit each energy interval with a single power-law, as shown in Fig. 5.8, in which the
light curves at the central energy of each intervals are shown by solid lines, while
the spectral indices are marked by plus and connected by dashed lines, and Fig. 5.9
gives the analysis of the correlation between the light curve and spectral evolution.

In lower energies (the first and second panels of 20–25keV and 25–30keV in
Figs. 5.8, 5.9), the absolute value of spectral index is inversely correlated with photon
fluxwith correlation coefficients of –0.659 and–0.472, respectively,which justmeans
a common soft-hard-soft pattern in these lower energies. With increasing of photon
energies, the correlation is gradually weakened to 0.250 and 0.080 in 30–40keV
and 50–60keV (the moderate energies), respectively, and finally, the correlation is
reversed to a positive one in higher energies of 60–70keV and 70–85keV, with
correlation coefficients of 0.497 and 0.416, respectively, which means a new pattern
of HSH appeared only in higher energies. It is noticed that such a new pattern not
only exists in the overall burst, but also in each sub-peak as shown in Fig. 5.8, which
is consistent with the spectral evolution of oneMW burst in Fig. 3.53. The difference
of MW and HXR is that the overall evolution of MW burst keeps the common SHH

http://dx.doi.org/10.1007/978-981-10-2869-4_3
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Fig. 5.9 The correlation of photon flux and spectral index on 2004November 3 at different energies

pattern, but the overall evolution of HXR burst is also reversed to the new pattern of
HSH.

One explanation for the HSH pattern in HXR bursts was suggested by the return
current [23],whichmeans that due to the collision of precipitating electrons and dense
plasma in photosphere, a part of them are thermalized, and another part returns back
to corona to form the return current [29]. The theoretical calculations show that the
spectrum in lower energies is softened, while the spectrum in higher energies is
hardened, and because the return current is positively proportional to the injected
electrons, the SHS and HSH patterns are respectively appear in lower and higher
energies, which is just consistent with the observed energy dependence of spec-
tral evolution given in Figs. 5.8 and 5.9. Actually, some other mechanisms can also
explain these results, such as the trapping effect as mentioned in Sect. 3.4.

5.5 Evolution of HXR Spectra in Dependence of Energies

The energy dependence of spectral evolution exists in HXR bursts, while the fre-
quency dependence of spectral evolution in MW bursts is introduced in Sect. 3.3, we
select two events with both HXR and MW data to prove the university of energy

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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Fig. 5.10 Light curves of simultaneous observations of Yohkoh and OVSA in 2000 June 10

Fig. 5.11 Light curves of simultaneous observations of Yohkoh and OVSA in 2002 April 10

and frequency dependence [30]. The MW bursts in 2000 June 10 and 2002 April 10
have been discussed in Sect. 3.4 (see Figs. 3.54 and 3.55), Fig. 5.10 gives the light
curves of Yohkoh/HXT M1-M2 and OVSA 9.4–14.8 GHz, and Fig. 5.11 gives the
light curves of RHESSI 27.7–42.7keV and OVSA 9–14 GHz, the vertical lines in
Figs. 5.10 and 5.11 mark the peak times in both HXR and MW bursts.

The upper and bottom panels on the left side of Fig. 5.12 give the light curve in
Yohkoh/M1 channel and the spectral index calculated by the data of Yohkoh/M1-M2

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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Fig. 5.12 Light curves and spectral evolution of Yohkoh/HXT at different energies in 2000
June 10

(lower energies) channels, while the right side of Fig. 5.12 corresponds to the light
curve at M2 and index of M2-H at higher energies.

It is found from Fig. 5.12 that there is evidently a positive correlation between the
light curve of Yohkoh/M1 and spectral index of Yohkoh/M1-M2 (lower energies),
with a correlation coefficient of 0.41 and the confidence of 0.99, which means that
the common SHS pattern exists in lower energies. Meanwhile, a negative correlation
appears between the light curve of Yohkoh/M2 and spectral index of M2-H (higher
energies), with a correlation coefficient of –0.19 and confidence of 0.95, which
supports the HSH pattern in higher energies, and there are totally 96 temporal points
in this event.

Second event was observed by RHESSI satellite on 2002 April 10. The upper
and bottom panels on the left side of Fig. 5.13 give the light curve in 22.7–32.7keV
(with a central energy of 27.7keV), and the spectral index calculated by the data
of 27.7–42.7keV (lower energies), while the right side of Fig. 5.13 corresponds to
the light curve at 32.7–52.7keV (with a central energy of 42.7keV), and index of
42.7–72.8keV (higher energies). All the selection of energies is consistent with four
Yohkoh/HXT channels for the compatibility of two events.

The result in Fig. 5.13 iswell consistentwith that in Fig. 5.12, a positive correlation
between the light curve and spectral evolution is satisfied in lower energies, while it
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Fig. 5.13 Light curves and spectral evolution of Yohkoh/HXT at different energies in 2002
April 10

becomes a negative one in higher energies, with the correlation coefficient of 0.59
and –0.19, and the confidence of 0.99 and 0.95 under 45 samples, respectively.

One possible mechanism to explain the HSH pattern of HXR and MW spectral
evolution is mentioned in Sect. 3.3, which requires a quasiperiodic projection of NT
electrons into flaring loops appeared as multiple peaks in light curves. For MW spec-
tral evolution, a hardened spectrum of trapping electrons becomes softer during a
new ejection, and it is hardened again when the injection is finished, such a process
forms the HSH pattern and repeats in each ejection, while the overall spectral evo-
lution still keeps original SHS or SHH pattern, which is determined by the particle
acceleration plus trapping effect. For HXR spectral evolution, the return current may
form the SHS pattern in lower energies and HSH pattern in high energies of NT
electron as well as the photon spectra, actually, similar effect includes albedo (see
the diagnosis of lower energy cutoff in Sect. 6), because the strongest albedo occurs
in 30–40 keV [31], which causes the photons with a single power-law to increase
in these energies, which becomes a double power-law, i.e., the SHS pattern in lower
energies and HSH pattern in higher energies, similar to the return current.

It is better to select the samemechanism to explain both of HXR andMW spectral
evolutions, which are contributed by the NT electrons accelerated in the same flare,
and the trapping effect can play an important role in both of HXR andMW bands. In

http://dx.doi.org/10.1007/978-981-10-2869-4_3
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reference 32, the trapping plus precipitating model has been calculated based on the
Fokker–Planck equation especially for the perpendicular injection of NT electrons
with a stronger trapping effect, which causes an evident time delay between the HXR
spectral evolution in lower and higher energies, and the spectral evolution in higher
energies becomes synchronous with the MW one, and HSH pattern appeared in both
of them, while the common SHS pattern exists in HXR spectral evolution of lower
energies.

5.6 Evolution of HXR Spectra in Dependence of Locations

One limb event [33] on 2003 October 24 was used to analyze the MW spectral
evolution in different parts of flaring loop (see Fig.A.3. in Appendix A), which
also includes the HXR data observed by RHESSI, Fig. 5.14 shows the light curves
at 12–25, 25–50, and 50–100keV, in which each vertical line marks the peak time
in each sub-peak, and followed by Figs. 5.15, 5.16, and 5.17 with the light curves,
spectral evolutions, and correlations in different energies of photons (12.5–32.5,
32.5–52.5, 52.5–72.5, and 72.5–97.5keV) of one LT and two FPs as marked in
Fig.A.3.

At first, in spite of LT and FPs, the HXR spectral evolution always from a positive
correlation (SHS) in lower energies gradually turns to a negative correlation (HSH)
in higher energies, and all the correlations satisfy a confidence above 0.95 under the
given samples, which strongly supports that the energy dependence of HXR spectral
evolution is definitely a universal rule.

Fig. 5.14 Light curves at different energies in 2003 October 24 observed by RHESSI
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Fig. 5.15 Light curves, spectral evolution, and correlation at different energies in the LT on 2003
October 24 observed by RHESSI

Fig. 5.16 Light curves, spectral evolution, and correlation at different energies in the FP1 on 2003
October 24 observed by RHESSI
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Fig. 5.17 Light curves, spectral evolution, and correlation at different energies in the FP2 on 2003
October 24 observed by RHESSI

Further analysis shows that the reversal fromSHS toHSHat theLTandFP1always
happens above 32.5keV, while for FP2, it happens only at the highest energy interval
(72.5–97.5keV), which just means that the trapping effect is evidently stronger in
LT and FP1 in comparison with FP2. Here, we may see Fig. A.4 in Appendix A,
the Trace image with higher spatial resolution, which shows a multiple-loop system,
FP1 is brightened by the collision of a huge loop and a compact loop, and actually
located on the top of compact loop, which well explains the reason why the trapping
effect is stronger in FP1.

5.7 Asymmetry of HXR Brightness in Flaring Loop Feet

It is well known that the MW and HXR emissions in the FPs of flaring loops are
respectively contributed to theGS and bremsstrahlungmechanisms from the trapping
and precipitating electrons, and the brightness of FPs is determined by the density of
NT electrons in FPs. Earlier studies on the asymmetry of radiation in two FPs were
concentrated in HXR band, and generally considered the asymmetry of magnetic
field in two FPs as the explanation for the asymmetry of radiation in two FPs, i.e.,
the FP with a stronger magnetic field will reflect more electrons before they reach the
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FP, and thus to decrease the intensity of brightness of radiation. For example, most
observations of Yohkoh/HXT support this opinion [34–36], but the observations
opposite to the prediction of magnetic mirroring effect still existed [34–37], and
more detailed studies found some complicated asymmetry in two FPs varied with
time and energy, such as the decreasing of asymmetry with increasing of energy even
reversed [38, 39]. Meanwhile, there were less studies on the asymmetry of two FPs
in MW band, here it should be mentioned that a series of statistics of NoRH [40,
41], most of which were temporally and spatially coincident with the observations of
Yohkoh/HXT. It is interesting that most of the events have a double-loop or multiple-
loop structure, and it is commonly composed of a compact loop located nearby one
FP of a huge loop with stronger magnetic field, stronger HXR emission was detected
in FPs of the compact loop, while the MW emission appeared in the FP of huge
loop with weaker magnetic field. All the results cannot be explained simply by the
magnetic mirroring effect.

On the other hand, the observations of OVSA showed that the MW emission
in FPs is closely associated with the pitch-angle distribution of NT electrons [42,
43], which supports a narrow distribution of the initial distribution of pitch-angle,
rather than an isotropic one. In the theory of electron propagation of Sect. 4.2, the
distributions of trapping and precipitating electrons are derived for a given initial
pitch-angle [44]:

f1 = C sin θ0 cos θc

(
E

E0

)−δ

ln

[
tan(θ/2)

tan(θc/2)

]
, (5.1)

f2 = C cos θ0 sin θc

(
E

E0

)−δ

ln

[
tan(θc/2)

tan(θ/2)

]
, (5.2)

C = n(
2π T

m

)3/2
ln

(
1

sin θc

) , (5.3)

sin θc =
(
Bmin

Bmax

)1/2

, (5.4)

here, E0 represents the normalized value of kinetic energy in the power-law distri-
bution, and it is commonly taken as the thermal energy, T and m in the normalized
constant Eq. (5.3) are respectively electron temperature and mass. It is found from
Eqs. (5.1) and (5.2) that the trapping electrons increase with decreasing of θc (critical
angle of magnetic mirror) and increasing of θ0 (initial pitch-angle of NT electrons),
while the precipitating electrons decrease with decreasing of θc and increasing of θ0,
which are all directly predictable in a magnetic mirror.

Figure5.18 gives a carton of the asymmetric magnetic loop, in which the strong
magnetic field line B2 is naturally below the weaker magnetic field line B1, and a

http://dx.doi.org/10.1007/978-981-10-2869-4_4
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Fig. 5.18 A carton of
asymmetric magnetic loop

Fig. 5.19 A carton of
collided loops

beam of NT electrons is ejected from the acceleration site P1 or P2 above the top of
magnetic loop with two different initial pitch-angles.

It is obvious in Fig. 5.18 that for a given height of injection and initial pitch-angle,
the incident angle in respect to the weaker magnetic field line B1 is always larger than
that to the stronger magnetic field line B2, i.e., θ11 > θ12, and θ21 > θ22 as shown in
Fig. 5.18, which causes more precipitating electrons in the stronger magnetic field
line B2, and just opposite to the result caused by the magnetic mirroring effect. It
is noticed that it is more evident with increasing of the height of injection, and in
most cases the acceleration site is a little above the LT of flaring loops, which is not
enough to cancel the magnetic mirroring effect, but in less events, if the height of
injection is much higher than the top of flaring loops, the effect of initial pitch-angle
may produce an opposite result to the magnetic mirroring effect [44].

Figure5.19 gives a carton of two collided loopswith different scales, the huge loop
has a weaker dipolar magnetic field, while the compact loop has a stronger dipolar
magnetic field, the diamagnetic current (current sheet) produced by the collision will
be perpendicular to the compact loop with stronger magnetic field, while the induced
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electric field and accelerated electrons should be parallel to the compact loop with
stronger magnetic field as shown by two line segments in Fig. 5.19, which means
that the initial pitch-angle of NT electrons along the compact loop is much larger
than that along the huge loop. Hence, the ratio of precipitating electrons along the
two loops is:

r = cos θ01 sin θc1

cos θ02 sin θc2
(5.5)

It is assumed that the mirror ratios of two loops are different for 5-times, i.e.,
sin θc1/ sin θc2 = 0.2, which requires the opposite effect of initial pitch-angle is
enough large, for instance, we select respectively 10◦ and 88◦ for the huge and
compact loops, thus cos θ01/ cos θ02 � 5.0, it can be calculated from Eq.5.5 that the
density ratio of precipitating electrons in compact and huge loops is about 5.5, i.e.,
the intensity of X-ray emission in compact loop will be at least 5 times stronger than
that in huge loop [44], which may explain the observations of NoRH [40, 41].
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Chapter 6
Diagnostics of Flaring Loop Parameters

6.1 Overview

With continuously deepened studies on flaring loops, the diagnostics of plasma para-
meters in flaring loops becomes an important topic based on matured theories and
observations. In present condition of solar observations, we can not directly measure
the plasma parameters in solar atmosphere, but can only use the observed EMwaves
and relevant theories to inverse these parameters. In general, these parameters can be
divided into three groups, (1) ambient plasma parameters (magnetic field, density,
and temperature), (2) the density, spectral index, and energy (lower and higher limits)
of charged particles (especially the NT electrons to produce radio and X-ray bursts),
and (3) the properties of EM (frequency, wavelength, and phase speed). Actually,
the observing frequency is known, and thus the wavelength or phase speed can be
obtained from the plasma dispersion relation.

The energy of solar activities is originated from the magnetic field in solar
atmosphere, so far we can only measure the photospheric magnetic field by the Zee-
man splitting of the optical line emissions in solar photosphere. However, in solar
corona, i.e., the main source to produce flares, CMEs, and other solar activities, the
plasma density rarefies to weaken the optical line emissions, which make us almost
impossible to acquire the message of coronal magnetic field from the line emissions
in corona. Meanwhile, radio emissions becomes the only window for observing the
different heights of corona, in which GS, cyclotron resonance, and cyclotron maser
and absorption are closely related to the magnetic field in radio sources, and thus we
possibly obtain the knowledge about coronal magnetic field.

The famous solar radio physicist Kundu reviewed the diagnostics of the magnetic
field in active regions above chromosphere with the polarization at centimeter band,
the coronal magnetic field above active regions by the cyclotron resonance in MW
band, and the coronal magnetic field by cyclotron line emission etc. [1]. There were
also some studies on the diagnosis of magnetic field by the nonuniformGS emissions
distributed in flaring loops [2–4], the measurements of magnetic field in corona and
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chromosphere by the intensity and polarization of GS emissions produced by free-
free mechanism [5], and the coronal magnetogram deduced from the GS emissions
transversely passing the coronal magnetic field [6]. In addition, there were a lot of
studies on radio fine structures and their theories to inverse the local magnetic field
that not mentioned here. The late review papers about radio diagnosis of coronal
magnetic field were written by Gary and Keller [7]. Based on the approximately
fitted emissivity and absorption coefficient of GS emission by Dulk and Marsh [8],
Zhou and Karlický [9] proposed an analytical expression to calculate the magnetic
field and NT electron density in the GS burst sources with the observable radio
flux density, spectral index, and turnover frequency. More recently, Huang [10, 11]
suggested to include the polarization measurement of GS emissions for uniquely
calculating the view angle between magnetic field and GS emissions, thus to obtain
the transverse and perpendicular components of local magnetic field in the GS burst
sources.

The radio diagnosis of coronal magnetic field depends on the instruments, which
are roughly divided into two kinds: dynamic spectrograph and heliograph for radio
images. The spectrograph has no spatial resolution, but has high time and frequency
resolutions, it is possible to obtain the time variation of local magnetic field and to
estimate the height of radio source by the corresponding relationship between radio
frequency and magnetic field, while the heliograph can obtain 2D magnetogram.
Therefore, it is predicted 3D diagnosis of coronal magnetic field with the newly
developed radio heliograph in multiple frequencies.

Energetic particles accelerated in flares or CMEs take a definite proportion of
the magnetic energy release in solar atmosphere. Hence, the diagnosis of energetic
particles is necessary for the studies on particle acceleration and magnetic reconnec-
tion. The HXR and MW emissions are originated from the same NT electrons, but
respectively belong to precipitating and trapping components [12]. As the dominated
mechanism of MW emission, GS theory is related to a lot of parameters of ambient
plasma and NT electrons, Huang et al. (2005) found that the spectral index of MW
emission is determined by the ratio of MW intensities at two adjacent frequencies,
but independent from the electron density, the ambient plasma density and tempera-
ture, and propagational angle, thus the local magnetic field, electron spectral index,
and lower-energy cutoff are key parameters [13]. If the approximation of dipolar
magnetic field is accepted, under the condition of that the magnetic field in photo-
sphere is known [14], we only need to calculate the spectral index and lower-energy
cutoff of NT electrons. When the double power-law of MW emission is obtained by
OVSA with high frequency resolution, the spectral index and lower-energy cutoff
of NT electrons can be calculated self-consistently, and compared with the HXR
diagnosis [15].
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6.2 Diagnosis of Coronal Magnetic Field and Non-thermal
Electron Density

6.2.1 Diagnosis Method

6.2.1.1 Method 1

Considering the approximations of Dulk and Marsh [9] for the GS emission in a
uniformmagnetic field (with electron spectral index of 2–7, harmonic number of 10–
100, propagational angle of 20–80 degrees, and a fixed lower-energy cutoff of 10keV,
the fitting error is about 26% for the emissivity and absorption coefficient), Zhou and
Karlický [8] deduced two expressions for the magnetic field and NT electron density
at a given view angle from the observable MW spectral index (to deduce the electron
spectral index), brightness temperature or radio flux density, and turnover frequency,
in which two equations of the brightness temperature in optical-thin part, and the
optical thickness at turnover frequency are used in the derivation [8]:

Tbν ≈ c2

kBν2
ηνL (τ � 1), (6.2.1)

τνp = κνp L ≈ 1, (6.2.2)

here, Tbν is the brightness temperature at a given frequency ν, L is the scale of radio
source along the view (propagational) angle, τνp is the optical thickness at turnover
frequency νp, the emissivity ην and absorption coefficient κν at a given frequency ν

are respectively [9]

ην

BN
≈ 3.3 × 10−24−0.52δ(sin ϑ)−0.43+0.65δ

(
ν

νB

)1.22−0.90δ

, (6.2.3)

κν

BN
≈ 1.4 × 10−9−0.22δ(sin ϑ)−0.09+0.72δ

(
ν

νB

)−1.30−0.98δ

, (6.2.4)

in which B is the local magnetic field in radio source, c is the speed of light in vac-
uum, kB is Boltzman constant, NT electron density N is obtained by the integration
of a single power-law distribution above the lower-energy cutoff E0, δ is the spectral
index of NT electrons, ϑ is the angle between magnetic field and LOS, the elec-
tron gyrofrequency is defined as νB = 2.8 × 106B (Hz). Substitute Eqs. (6.2.3) and
(6.2.4) into Eqs. (6.2.1) and (6.2.2), and take the logarithm in the two sides [10]
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−(0.30 + 0.98δ) log

(
ν

νB

)
+ log(NL) = 2.41 + 0.22δ +

+ (0.09 − 0.72δ) log(sin ϑ) + (1.30 + 0.98δ) log νp − (0.30 + 0.98δ) log ν,

(6.2.5)

(0.22 + 0.90δ) log

(
ν

νB

)
+ log(NL) = −6.89 + 0.52δ +

+ (0.43 − 0.65δ) log(sin ϑ) + log Tbν + log ν. (6.2.6)

Furthermore, Eqs. (6.2.5) and (6.2.6) are solved together with the polarization
degree rc of GS emission [9]:

rc = 1.26 × 100.035δ−0.071 cosϑ

(
ν

νB

)0.782−0.545 cosϑ

. (6.2.7)

Three equations are deduced to calculateB, NL (column density of NT electrons),
and ϑ with the observable Tbν , rc, νp, and spectral index α of MW emission (the
electron spectral index δ ≈ (1.22 − α)/0.9) [10]. After log(NL) is removed from
Eqs. (6.2.5) and (6.2.6), it is ready to derive an equation of B (νB) and ϑ (cosϑ):

log

(
ν

νB

)
= A1 + 0.5A2 log(1 − x2)

A3
, (6.2.8)

while another equation of B and ϑ is rewritten by Eq. (6.2.7):

log

(
ν

νB

)
= A4 − 0.071x

0.782 − 0.545x
. (6.2.9)

Finally, log
(

ν
νB

)
(the only term including B) in Eqs. (6.2.8) and (6.2.9) can be

removed, and to deduce a nonlinear equation [16] of ϑ :

0.782A1 − A3A4 + (0.071A3 − 0.545A1)x + 0.5A2(0.782 − 0.545x) log(1 − x2) = 0,
(6.2.10)

A1 = −9.30 + 0.30δ + (1.30 + 0.98δ) log

(
ν

νp

)
+ log Tbν, (6.2.11)

A2 = 0.34 + 0.07δ, (6.2.12)

A3 = 0.52 + 0.08δ, (6.2.13)
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Fig. 6.1 One example to
calculate B and ϑ based on
Dulk and Marsh’s
approximations

A4 = 0.10 + 0.035δ − log rc. (6.2.14)

It is obvious that the coefficients in Eqs. (6.2.11)–(6.2.14) are determined by the
observable values, Fig. 6.1 gives one example to calculate B and ϑ from Eqs. (6.2.5)
and (6.2.7) [10], in which δ = 3.0, ν

νp
= 2.0, and log Tbν = 8.0, 8.25, 8.5, 8.75, 9.0.

From abscissa and ordinate corresponding to the cross point of different contours
of Tbν and rc in Fig. 6.1, the harmonic number (i.e., the ratio between ν and νB , for
calculating B) and ϑ can be obtained uniquely.

It is also obtained uniquely that the solution of ϑ in Eq. (6.2.10) under a group of
typical parameters rc = 0.4, 0.5, 0.6, Tbν = 0.8× 106 K, 1.0× 106 K, 1.2× 106 K,
νp = 4.0, 5.0, 6.0GHz, and δ = −2.5,−3.0,−3.5 as shown in Sect. 3.5.5 (see
Fig. 3.62) [16]. Substitute the solution of ϑ into Eq. (6.2.8) or (6.2.9), it is ready
to calculate the transverse and perpendicular components of B, and finally we can
obtain NL from Eq. (6.2.5) or (6.2.6). The advantage of this method is the analytical
solutions of B, ϑ , and NL can be calculated uniquely from the observable values.
However, under the Dulk and Marsh’s approximations, the solutions of B, ϑ , and
NL can be only obtained in a limited range of observed parameters.

6.2.1.2 Method 2

The theory of Ramaty [17] is widely used to calculate the GS emission in a uniform
magnetic field. As shown by Fig. 2.26 in Sect. 2.5 that the calculated spectral index
in optically thin part is not sensitive to the ambient plasma density and temperature,
propagation angle, lower-energy and higher-energy cutoffs of NT electrons. The
only sensitive parameters are the local magnetic field and electron spectral index,
which has been confirmed by another calculation [13], because the spectral index
depends on the ratio of GS emission at two adjacent frequencies, depending on the
same parameters of ambient plasma and NT electrons. In principle, we can fix all
the insensitive parameters, to inverse the local magnetic field and electron spectral

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_2
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Fig. 6.2 One example to
calculate magnetic field and
electron spectral index
uniquely by turnover
frequency and single
power-law index in MW
bursts

index uniquely from the observed double power-law in MW bursts, the problem is
the uncertainty in the division of double power-law, so that we can use the turnover
frequency and single power-law instead of double power-law. It is shown in Fig. 2.27
that the turnover is not sensitive tomost relevant parameters except the localmagnetic
field strength.Hence,we can use the observable turnover frequency and single power-
law index to calculate the local magnetic field and electron spectral index uniquely
as shown by one example in Fig. 6.2.

It is shown in Fig. 2.25 in Sect. 2.5 that the MW flux is sensitive to the local mag-
netic field, propagation angle, NT electron density and spectral index, so that after
we obtain the local magnetic field and electron spectral index from the turnover fre-
quency and single power-law index, we can do further diagnosis of the propagational
angle and density of NT electrons from the observableMWfluxes at two frequencies.

6.2.2 Sudden Change of Transverse Coronal Magnetic
Component Around Magnetic Neutral Line

Using the method under the Dulk’s approximations as mentioned in Sect. 6.2.1, we
calculated the transverse and longitudinal magnetic components in an event observed
simultaneously by NoRH, RHESSI, and SOHO on November 1, 2004 [11], and we
set all transverse magnetic fields to point to the right direction (to the west), the
positive longitudinal magnetic field is set to point upward (to the north), and the
negative longitudinal magnetic field is set to point downward (to the south), thus to
form a “quasi 2D vector magnetogram” overlaid on the SOHO/MDI magnetogram
together with the 25–50keV contours of RHESSI in Fig. 6.3, in which the locations
of LT and FPs, as well as the region along magnetic neutral line are marked.

Meanwhile we can obtain 2D distribution of NT electron density in Fig. 6.4, in
which the solid contours refer to the NT electron density, the dashed contours are the

http://dx.doi.org/10.1007/978-981-10-2869-4_2
http://dx.doi.org/10.1007/978-981-10-2869-4_2
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(a) (b)

(c) (d)

Fig. 6.3 Calculated “quasi 2D vector magnetogram” on 2004 November 1

spectral index calculated by the 17 and 34GHz brightness temperatures of NoRH,
and the background is the 25–50keV image of RHESSI. It is obvious that the NT
electron density concentrated to the LT during the maximum phase (panel c), while
the spectral index in LT is harder than that in FPs.

Now we can obtain the time variations of two magnetic components in different
locations of flaring loop in this event, as shown in Fig. 6.5, in which the left panel
gives the averaged longitudinal magnetic field in two FPs (solid in FP2 and dashed
in FP1) and view angle (dot-dashed in FP2 and dot-dot-dashed in FP1), and in the
right panel the solid line is the brightness temperature at 17GHz, dashed and dot-
dashed are respectively the averaged transverse magnetic field in the region along
the magnetic neutral line and all burst source.

It can be seen from the left panel of Fig. 6.5 that the opposite polarities of lon-
gitudinal magnetic field in FP1 and FP2 are respectively negative and positive, in
consistency with the polarities of photosphere measurement by SOHO/MDI. The
longitudinal magnetic field in FP2 increases from small to large then return to small
during the flare, while the absolute value of negative one continuously increases
from small to large then saturates in FP1. It is most interesting that the transverse
magnetic component the region along the magnetic neutral line has a sudden change
in seconds of rising phase with respect to the first peak of RHESSI at 25–50keV, and
the fastest decreased time of magnetic shear angle in this event [18], the variation
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(a) (b)

(c) (d)

Fig. 6.4 Calculated 2D distribution of NT electron density on November 1, 2004

Fig. 6.5 Time profiles of transverse and longitudinal magnetic components in different locations
of flaring loop on 2004 November 1
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in the region along the magnetic neutral line is over one order of magnitude (from
several tens to thousand Gauss), while the variation in total source is only around ten
Gauss, which supports the prediction that the flare energy release mainly depends
on the transverse component, and the variation of shear angle is also an important
signature for the magnetic reconnection.

6.2.3 Attenuation of Coronal Magnetic Field in Solar MW
Bursts

6.2.3.1 Background and Data Selection

The variation of transverse magnetic energy becomes a hot topic in recent studies of
photospheric magnetograms. For instance,Wang et al. (2012) provided a remarkably
clear example of rapid flux emergence to show an increase in the transverse fields in
the middle of the loop [19]. The back reaction of Lorentz forces on the photosphere
and solar interiormay be caused by the coronal field evolution required to release flare
energy resulting in the magnetic field of the photosphere becoming more horizontal
[20–22].

One event in October 23, 2001 is selected in Fig.A.9 (Appendix A) to compare
the radio diagnosis of coronal magnetic field with photospheric results as mentioned
above [23]. Two flare ribbons observed by Trace 171 Å in October 23, 2001 are
overlaid by the SOHO/MDI contours with opposite magnetic polarities (solid for
positive and dashed for negative), and the 17 GHz dot-dashed contours of brightness
temperatures observed by NoRH around the peak time of the burst. Hence, we can
locate the FPs in two compact areas with strong EUV emissions, in which the Trace
image is about 40 s after the peak time of burst, while theMDImagnetogram is about
17min before the peak time of the burst.

The time profiles of brightness temperatures at 17 and 34GHz, the polarization
degree at 17GHz, and the spectral index calculated from the 17 and 34GHz emissions
are given in Fig. 6.6a–d, respectively in the LT (solid) and the two FPs (dashed and
dot-dashed) of the October 23, 2001 flaring loop, in respect to the positions located
in LT, FP1, and FP2 in Fig.A.9 (Appendix A). It is a complicated burst with multiple
subpeaks of different timescales, so that a digital filter from the IDL routines was
used to rule out some fast fluctuations, and to recognize clearly the overall evolutions
of observed and calculated parameters in Fig. 6.6 and following figures.

The asymmetry is apparent in the two FP emissions; both the brightness tem-
perature and polarization degree at 17GHz in FP2 (dot-dashed line) are larger than
those in FP1 (dashed line). The data of NoRH at 17 and 34GHz are not enough
to determine the exact turnover frequency for the radio diagnosis in this paper; and
Fig. 6.7 gives the time evolutions of the radio flux of NoRP at six frequencies, the
typical MW spectra at different phases of the burst, the spectral index of the optically
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Fig. 6.6 Time profiles of a brightness temperature of NoRH 17GHz, b brightness temperature of
NoRH 34GHz, and c polarization degree of 17GHz, and d spectral index in 2001 October 23

thin part, and the turnover frequency, respectively, in which the turnover frequency
is mostly below 10GHz except in the maximum phase.

6.2.3.2 Radio Diagnosis

Using the method under the Dulk’s approximations as mentioned in Sect. 6.2.1, we
calculated first the minimum of Eq. (6.2.10), thus to obtain the propagational angle
θ , the total magnetic field Btotal , and the harmonic number (i.e., the ratio between
the working frequency 17GHz and calculated electron gyrofrequency), respectively
in the LT (solid) and the two FPs (dashed and dot-dashed) of the October 23, 2001
flaring loop (Fig. 6.8), and further to obtain the transverse and longitudinal magnetic
components, and the ratio between these two components, as well as the column
density of NT electrons (Fig. 6.9).

Themost important evolutionary behavior of Btotal is that it decreases rapidly from
the start time to the maximum time of burst and keeps low strength until the decay
phase, and the total variation is up to one order of magnitude (from hundreds to tens
Gauss), but this attenuation evidently does not appear in the FP1 source (dashed line
in Fig. 6.8c) with veryweakmagnetic fields (less than 1Gauss).Meanwhile, a similar
attenuation of θ appears in the three sources from tens to about ten degrees, and due to
the similar behavior of θ andB, the attenuation of the transversemagnetic component
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Fig. 6.7 Observations of NoRP in October 23, 2001

Fig. 6.8 Radio diagnosis of propagational angle and coronal magnetic field in 2001 October 23
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Fig. 6.9 The calculated a transverse and b longitudinal magnetic components, c the ratio between
them, and d the column density of NT electrons in 2001 October 23

is more apparent than that of the longitudinal one, which is clearly shown by the ratio
between the transverse and longitudinal magnetic components in Fig. 6.9c.

6.2.3.3 Discussions

Based on the magnetic energy release process in solar flares, it is not difficult to
understand such an attenuation of the calculated magnetic field in a flaring loop.
We can directly predict that the coronal magnetic field is inversely proportional
to the brightness temperature or radio flux of solar MW bursts from an analytical
expression when the other parameters do not change much as well as from some
earlier calculations [24]. Therefore, this is probably a common behavior of coronal
magnetic fields in solar flares. Even the time evolution of the total magnetic field and
view angle is somehow similar to that in this paper, but their enhancement during the
decay phase does not appear in the event of this paper, hence the coronal magnetic
attenuation is an irreversible or permanent change for this event under investigation.

Moreover, the transverse magnetic attenuation in a flaring loop is more evident
than that of longitudinal component due to the similar behavior of the total magnetic
field and view angle, which is also consistent with our knowledge about the depen-
dence of flare energy mainly on the transverse magnetic energy, as well as the recent
studies about the magnetic field of the photosphere becoming more horizontal dur-
ing flares [21]. The variation of the propagation angle from tens to about ten degrees
during the rising phase indicates the change of the overall magnetic configuration
during flares. Thus, we can use it to probe the magnetic shear changes of the coronal
magnetic field, while a fast relaxation process of a sheared coronal magnetic field
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was reported by Ji et al. [25], the relaxation is believed to be a shrinking process, and
the decrease of the angle by radio diagnosis may provide additional evidence for the
relaxation process.

Regarding the strong asymmetry of the calculated magnetic field and column
density up to one or two orders of magnitude in the flaring loop, the mirroring effect
can be used to explain why a stronger magnetic field and smaller column density
appear in FP2, while a weaker magnetic field and larger column density exist in FP1
and LT (Fig. 6.9c). It also helps us to understand why the polarization degree in FP2
is evidently larger than that in FP1 and LT (Fig. 6.7c) due to the dependence of the
polarization degree on the local magnetic field strength.

The minimum of equation of cos θ is used to evaluate the calculated error in
this paper, which depends on the deviation of the NT GS model from the observed
events. We may check with Fig. 6.8a that the minimum of the equation of cos θ in
FP2 (dot-dashed line) with a stronger magnetic field is evidently smaller than that
in LT (solid line) and FP1 (dashed line) with weaker magnetic fields, because the
NT GS theory is not enough to cover all radiation processes, such as the thermal
bremsstrahlung mechanism in the radio source with very weak magnetic fields. A
theoretical error (26%) was given by Dulk and Marsh [9] under the approximated
conditions, but this error will increase rapidly beyond those conditions. In this paper,
we can roughly estimate the error by the minimum of the equation of cos θ with
respect to the analytical approximations, for instance, the error is 20% ∼ 40% in the
FP2, and 60% ∼ 80% in the LT and FP1.

We can also check the harmonic numbers in the three sources (Fig. 6.8d), and find
that the harmonic number is smaller than 100 only in FP2 (dot-dashed line), which
is suitable for the GS theory of Dulk and Marsh [9]. In fact, a full GS spectrum is
predicted by the GS theory in a uniform magnetic field (Ramaty) [17], which means
that the GS emission at a given frequency is actually determined by an integration of
different harmonics of gyrofrequency in a nonuniformmagnetic field, such as a dipole
(Takakura and Scalise) [14]. Hence, the harmonic number obtained in this paper can
be approximately considered to be its mean value in a nonuniform magnetic field,
which is useful for estimating the mean height of radio source at a given frequency
above the photosphere.

6.2.4 Evolution of Turnover Frequency and Magnetic field
with Flattened Optically Thin Spectra

6.2.4.1 Overview

Solar radio bursts with a flat spectrum were first reported at centimeter band [26,
27], which may be reproduced by the GS emission under a dipole magnetic field
with a large contrast (1:300) of the field strengths from LT to FPs [14, 28], or
by the free-free absorption of GS emission [29] of NT electrons with a very large
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density (1010 cm−3). Afterward, the observed flat spectrummay extend to millimeter
even sub-mm band [30], which may be consistent with the optically thin thermal
bremsstrahlung emission, but the lack of observed soft X-ray emission and other
properties of the flare cannot easily be accommodated by this mechanism. The other
possibilities, such as the optically thick emission due to thermal absorption of NT
GS emission or the optically thin GS emission absorbed by high-density material
intervening along the LOS also face difficulties. More observations of flat spectra at
centimeter and millimeter bands were detected by different instruments [31–34].

With a newly developed Solar Sub-mmTelescope (SST) at 200–400GHz [35, 36],
together with other instruments at centimeter band, a very flat spectrumwas reported
in the maximum phase of three bursts [37–39], which were actually composed of two
components, one is the typical GS emission (e.g., observed by OVSA at 1–18GHz),
and another one is a new component at sub-mm band observed by SST [40], with
a big frequency gap between these two components, and the observed flat spectra
were just located in this gap, which seems to belong to the GS emission rather than
the new sub-mm component.

Moreover, the flat spectrum just means that a very high turnover frequency
appeared in above MW bursts’ spectra [30]. The self-absorption and Razin effects
play an important role to determine the magnitude and time evolution of turnover
frequency in solar MW bursts [41]. However, the turnover frequency was rarely dis-
cussed in above studies on the flat spectrum, thus we plan to select more MW bursts
with a flat spectrum in the data of NoRP at 1–80GHz covering the centimeter and
millimeter bands [42, 43], and pay attention to the analysis of turnover frequency in
these events.

6.2.4.2 Observations

Four events have been selected fromNoRP’s databasewith an extremelyflat spectrum
in optically thin part and a very hard spectral index between 0 and−1 in themaximum
phase of all bursts [44]. The peak flux is up to hundreds even thousands SFU (solar
flux unit) to ensure that the NT GS emission is dominated in these events. All of
these events were simultaneously observed by NoRP and NoRH, with a single and
compact source.

One typical example in 2004 January 7 as an M4.5 flare in NOAA537 (N02E73)
is given in Fig. 6.10, which shows a. time profiles of NoRP at 9.4GHz (solid),
17GHz (dashed), 35GHz (dot-dashed), and 80GHz (dot-dot-dashed), b. the spectra
at five selected times as marked in panel ‘a’ by solid and plus, dashed and asterisk,
dot-dashed and diamond, dot-dot-dashed and triangle, long dashed and square, as
well as a fitted spectrum at the peak time by thick solid line, c. the time evolution of
spectral indices ofNoRP (solid) andNoRH (dashed), d. the time evolution of turnover
frequency (solid) and Razin frequency with electron density of 1.0 × 1010 cm−3

(dashed) and 1011 cm−3 (dot-dashed), e. the calculated electron spectral index, and
f . the calculated magnetic field.
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Fig. 6.10 Observations and calculations of the 2004 January 7 eventwith an extremely flat spectrum

It is clearly seen in Fig. 6.10b that the flat MW spectrum at the peak time has
been well fitted by the theoretical calculation [35], even we cannot observe the
radio flux at frequencies above 80GHz by NoRP. In the case of limited frequency
resolution of NoRP, especially, there are only 2 or 3 frequencies in optically thin
part, which strongly affects the fitting accuracy of turnover frequency and spectral
index in optically thin part from the observed data of NoRP. So that 10 frequencies
are randomly selected (22, 26, 30, 36, 42, 50, 60, 72, 84, and 98GHz) to solve this
problem, while the two-frequency spectral index of NoRH is only given for verifying
the spectral evolution of NoRP in Fig. 6.10c. Moreover, the spectral evolution of
NoRP and NoRH in Fig. 6.10c shows a typical SHS or SHH pattern.

Themost important feature is that the turnover frequency is inversely proportional
to the time profiles of radio flux as shown in Fig. 6.10d, which is quite different from
the earlier statistics of 38 bursts with a single spectral maximum observed by OVSA
[42]. The turnover frequency increases in the rise phase by about 83% of 24 bursts
where it could be clearly measured, and decreases immediately after the peak time
in about 62% of 34 bursts, which is in qualitative agreement with the theoretical
expectations based on the GS self-absorption. However, for a significant number of
events (30–36%) the peak frequency variation is much smaller than expected from
the self-absorption, or may be entirely absent [108], and the anomalous behavior is
well explained by the effects of Razin suppression.
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Fig. 6.11 Overlaid contours
of turnover frequency and
optically thin spectral index

6.2.4.3 Calculations of Magnetic Field

Using the second method introduced in Sect. 6.2.1, and well accepted Ramaty’s code
in solar softwares [45], the calculated arrays of spectral index (solid contours) and
turnover frequency (dashed contours) inMW spectra actually provide two numerical
equations of B0 and δ as shown in Fig. 6.11 (with respect to the observations of very
flattened optically thin spectrum in Fig. 6.10).

It is noticed that the high turnover frequencies in the selected event with flattened
optically thin spectrum can exclude the cross points of two kinds of contours in lower
magnetic field (< 40 ∼ 50 Gauss), we can obtain unique solutions of B0 and δ in
higher magnetic fields (> 40 ∼ 50 Gauss), and the calculated B0 and δ in the 2004
January 7 event are added to Fig. 6.10e–f.

6.2.4.4 Discussions and Conclusions

The inverse correlations of the radio flux at a selected frequency 9.4GHz f9.4 with
the observed turnover frequency f p and the calculated magnetic field strength B0 in
Fig. 6.11 have been verified by the correlation coefficients r1 = −0.5 (between f9.4
and f p) and r2 = −0.353 (between f9.4 and B0), which are well satisfied with the
critical value −0.159 of 95% confidence level for the sample number of 125 in this
event.

A negative correlation of radio flux and local magnetic field was deduced [8] (see
Eq. (9) in that paper), while, a positive correlation of turnover frequency and local
magnetic field (> 40Gauss) has been shown in Fig. 2.27. Hence, the observed inverse
correlation of radio flux and turnover frequency in this event is an expectable result,
at least in the case of stronger magnetic field.

On the other hand, the strong attenuation of local magnetic field strength in this
event (Fig. 6.11f) implies that the observed extremely flat spectra is possibly con-

http://dx.doi.org/10.1007/978-981-10-2869-4_2
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tributed to the Razin effect during the maximum phase, and the Razin frequency νR

is defined as a frequency criterion [46]

νR = 2ν2
p

3νB
, (6.2.15)

here, νp and νB are respectively the electron plasma and cyclotron frequencies. It is
supposed a typical value of electron density is 1010 cm−3, the calculated νR (dashed
line) is added to Fig. 6.10d, which is evidently below the turnover frequency, and the
Razin effect is not important, while, if the electron density increases to 1011 cm−3,
the calculated νR (dot-dashed line) will be larger than the turnover frequency in
the impulsive or maximum phase of the selected events. Therefore, the Razin effect
may be used to explain the extremely flat spectra together with a very hard electron
spectral index when the electron density is high enough.

Finally, the calculated electron spectral index is between 0 and 2, which can be
considered as a natural explanation for the observed extremely flat spectra, together
with the observed high turnover frequencies, as well as the Razin effect in the case
of very high density.

6.2.5 Theoretical Scaling Laws of Coronal Magnetic Field
and Electron Power-Law Index in Corona

6.2.5.1 Overview

In an earlier review of Newkirk [47], the coronal magnetic fields in solar active
regions estimated fromvarious observations (especially at radio band)were somehow
comparable with an inverse square law (0.01 ∼ 1.0R�) or dipolar potential model
(0.1 ∼ 100.0R�), and here R� is solar radius. Later for a given model of plasma
density, Dulk and Mclean [48] compared radio diagnosis of coronal magnetic field
from various observations around three criterions (the ratio ∼1 between electron
plasma and cyclotron frequencies, the Alfvén velocity ∼103 km, and plasma β ∼ 1)
to evaluate the coronal magnetic field in active regions, and obtained an empirical
formula

B = 0.5 ×
(

R

R�
− 1

)−1/5

G, (6.2.16)

which can fit different observations to about a factor of three in the range of 1.02 ∼
10.0 R�. The radio diagnosis of coronal magnetic field was also reviewed by Krüger
and Hildebrandt [49] under a dipole approximation:

Bz = Bmz
3
d(z + zd)

−3, (6.2.17)
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where zd is the assumed dipole depth below the photosphere, Bm is the dipole field
strength, and when Bm = 2500 G, zd = 2 × 104 km, it was consistent with the force-
free extrapolated field from a measured magnetogram and the results from other
observations.

Moreover, a statistical scaling law of coronal magnetic field versus length of mag-
netic tubes was based on the linear force-free potential extrapolation (see Mandrini
et al. [50]) in 14 active regions to restrain the models for coronal heating:

log〈B〉 = C1 + C2 log L + C3/2 log(L
2 + S2), (6.2.18)

here, 〈B〉 means the averaged coronal field strength, C2 ≈ 0, −3 ≤ C3 ≤ −1, and
40 ≤ S ≤ 240mm is related to the characteristic size of the active region. Thus, for
flux tubes with an intermediate length, 〈B〉 ∝ Lδ , where δ = 0.88 ± 0.3.

All of above results are only available in solar active regions, and recently we pay
particular attention to the coronal magnetic field in the MW burst sources, which
are dominated by non-thermal gyro-synchrotron radiation (Ramaty 1969) [17], and
closely related to solar flares and energetic electrons. It is possible to solve the local
magnetic field strength, view angle, and column density of non-thermal electrons
from the observable brightness temperature (or flux density), optically thin spectral
index, and polarization degree (Huang 2006, Huang et al. 2008, 2015) [10, 11, 19],
which depends on the approximations of Dulk and Marsh, and limited by electron
power-law index δ = 2 ∼ 7, view angle θ = 20◦ ∼ 80◦, and harmonic number (10
∼ 100), as well as a 180-degree ambiguity of θ due to the uncertainty of intrinsic
mode (Huang et al. 2013) [16].

6.2.5.2 Calculations

Using thewell-knownRamaty’s code in solar softwares (SSW), two groups of typical
MW spectra are calculated respectively with electron power-law index δ = 2–6 in
Fig. 6.12a, and local magnetic field B = 40–200 G in Fig. 6.12b, while the other
parameters are insensitive to the optically thin spectral index (Huang et al.) [13], and
taken as fixed values: B = 120 G, electron density ne = 5 × 109 cm−3, view angle
θ = 60◦, the low and high-energy cutoff respectively of 10 keV and 100 Mev in
Fig. 6.12 (left), while δ = 4.0 in Fig. 6.12 (right), and the rest parameters in the left
panel of Fig. 6.12 (except B) are the same as those in the right panel of Fig. 6.12.

It is clear from Fig. 6.12 that the optically thin spectral index γ is more sensitive to
δ than that to B. An important effect to be considered in this paper is that γ actually
varies with frequency as shown by Fleishman and Melnikov [51], thus the optically
thin part in Fig. 6.12 is divided into four intervals with central frequency respectively
of 14, 25, 62, and 156GHz, and Fig. 6.13 (left) shows the averaged γ in all initial
values of B (5 ∼ 1000 G) versus frequency under a given initial value of δ (1 ∼ 4),
which means that γ is always softened with increasing of ν, while Fig. 6.13 (right)
shows the averaged νpeak in all initial values of B (5 ∼ 1000 G) versus δ, and the
averaged νpeak decreases gradually with increasing of δ.
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Fig. 6.12 The MW spectra with different electron power-law indices (left panel) of 2 (solid), 3
(dashed), 4 (dot-dashed), 5 (dot-dot-dashed), and 6 (long dashed), and b different magnetic field
strengths (right panel) of 200 G (solid), 160 G (dashed), 120 G (dot-dashed), 80 G (dot-dot-dashed),
and 40 G (long dashed)

(a) (b)

Fig. 6.13 Left: The averaged spectral index versus frequency with different electron power-law
indices of 4 (plus and solid), 3 (asterisk and dotted), 2.5 (diamond and dashed), 2 (triangle and
dot-dashed), 1.5 (square and dot-dot-dashed), and 1 (cross and long dashed). Right: The averaged
peak frequency versus electron power-law index
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Fig. 6.14 a The peak flux versus δ averaged for all initial values of B. b The range of solutions of
B and δ restricted by the contours of peak flux (dashed)

The key procedure in this paper is to use two numerical functions of νpeak and γ

calculated by the Ramaty’s code to solve B and δ, and the solutions are determined by
a series of intersections in Fig. 6.11. There are often two intersections for a group of
given values of γ and νpeak , but the intersections in weaker magnetic fields (several
tens Gauss) can be excluded by the peak flux contours over 103 sfu as shown in
Fig. 6.14a–b.

6.2.5.3 Scaling Laws of B and δ Versus ν

It is ready to obtain B from the abscissa of intersections in Fig. 6.11with the averaged
γ in Fig. 6.13a and νpeak in Fig. 6.13b, and the error bars are determined by both of
γ and νpeak . Figure6.15 (left) gives the solution of B versus frequency for a given δ

but averaged for all values of B, while Fig. 6.15 (right) gives δ from the ordinate of
intersections for a given initial value of δ but averaged for all initial values of B.

The left and right panels of Fig. 6.16 respectively give the averaged B and δ in all
initial values of δ versus frequency, with error bars for the selected frequencies, and
fitted with a logarithmic cubic model as in below:

〈B〉 = 128.63 + 7.34 log ν − 12.83(log ν)2 + 10.44(log ν)3, (6.2.19)

〈δ〉 = 0.86 + 0.75 log ν − 0.21(log ν)2 + 0.14(log ν)3, (6.2.20)

here, 〈B〉 and 〈δ〉 are respectively the value of B and δ averaged in all initial values
of δ, and ν means the radio frequency with a unit of GHz.

The tendency is reasonable that B increases with ν, while the tendency is evident
that δ increases (softened) with increasing of ν in both of Figs. 6.15 and 6.16.
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Fig. 6.15 Left: The solution of B versus frequency for a given initial value of δ of 4 (plus and
solid), 3 (asterisk and dotted), 2.5 (diamond and dashed), 2 (triangle and dot-dashed), 1.5 (square
and dot-dot-dashed), and 1 (cross and long dashed) but averaged for all initial values of B. Right:
The optically thin spectral index γ versus frequency for a given initial value of δ of 4 (plus and
solid), 3 (asterisk and dotted), 2.5 (diamond and dashed), 2 (triangle and dot-dashed), 1.5 (square
and dot-dot-dashed), and 1 (cross and long dashed) but averaged for all initial values of B

Fig. 6.16 The averaged B (left) and δ (right) for all initial values of δ versus frequency, with error
bars for the selected frequencies, and fitted with a logarithmic cubic model
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Fig. 6.17 The averaged harmonic number for all initial values of δ versus frequency (left) and the
coronal height of burst source (right)

6.2.5.4 Scaling Laws of B and δ Versus Coronal Height

AfullGS spectrum is predictedby theGS theory in a uniformmagnetic field (Ramaty)
[17], which means that the GS emission at a given frequency is actually determined
by an integration of different harmonics of gyrofrequency in a nonuniform magnetic
field, such as a dipole one (Takakura and Scalise) [14]. Using the calculated B at
different frequencies in Fig. 6.16 (left), we can directly obtain the harmonic number
at different frequencies as shown in Fig. 6.17 (left), which can be considered to be
its mean value in a nonuniform magnetic field, and useful for estimating the mean
height of radio source at a given frequency above the photosphere.

For calibrating the relationship between radio frequency and burst source, a for-
mula was used by Fu et al. [52] based on the model of dipole magnetic field [14]:

h = d

(
H · 2.8B0

νMHz

)

= d

(
B0

B

)
, (6.2.21)

here, h is the mean altitude of burst source, d is the depth of dipole magnetic field, H
represents the mean harmonic number, B and B0 are respectively the magnetic fields
of the burst source and photosphere. It is assumed that d ≈ 0.07R� = 50mm, and
B10MHz represents the magnetic field at 10GHz, and just corresponds to h = d, thus,
we can simply estimate B0 = 8B10MHz from the above formula, and further obtain



6.2 Diagnosis of Coronal Magnetic Field and Non-thermal Electron Density 239

Fig. 6.18 The averaged B (left) and δ (right) for all initial values of δ versus the coronal height of
burst source

B and δ versus the coronal height of burst source above photosphere from Fig. 6.18
and the above equation, as shown in Fig. 6.18, while the averaged harmonic number
versus the coronal height of burst source is shown in Fig. 6.17 (right).

Moreover, the results of B and δ in Fig. 6.18 can be fitted by a logarithmic square
model respectively:

〈B〉 = 136.94 − 107.14 log h + 7192.29(log h)2, (6.2.22)

〈δ〉 = 1.75 − 2.81 log h + 81.94(log h)2, (6.2.23)

here, the coronal height h has a unit of 50mm, and the error bars are the same as
those in Fig. 6.17. The dashed line in Fig. 6.18 (left) is calculated by the formula of
Dulk and Mclean [48], which has a comparable range of magnetic field but a larger
radial gradient.

6.2.5.5 The Observed Magnetic Field and Spectral Index Versus
Frequency

It is possible to observe directly the microwave spectral index versus frequency when
we have an enough high frequency resolution in a broad range of microwave band.
Here, we use the flare data of NoRP in 1–80GHz observed on 2012 August 18, and
interpolate a series of frequencies in optically thin part, thus to fit a typical microwave
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Fig. 6.19 Top: time profiles at 9.4GHz (solid), 17GHz (dashed), and 35GHz (dot-dashed). Bottom:
microwave spectra at 00:57:08 UT (solid), 00:57:10 UT (dashed), and 00:57:12 UT (dot-dashed)
in the 2012 August 18 flare

Table 6.1 The fitted spectral index (γ ), central frequency (ν), and peak frequency (νp), as well
as the calculated magnetic field (B) and electron index (δ) in each frequency interval of the 2012
August 18 event

ν (GHz) 12 16 20 28 40 60 80

γ −0.41 −0.51 −0.85 −1.16 −1.54 −3.47 −6.0

νp (GHz) 10 14 18 24 32 48 64

B (Gauss) 70 90 120 400 500 800 1000

δ 1.47 1.56 1.86 2.14 2.48 4.22 7.0

spectrum as shown in the bottom panel of Fig. 6.19, while the time profiles at 9.4,
17, and 35GHz are given in the top panel of Fig. 6.19. We can divide the optically
thin part into seven frequency intervals, all of which have three frequencies to fit
a spectral index linearly in each frequency interval, and listed in Table6.1 together
with the central frequency and peak frequency (as the lower frequency boundary) in
each frequency interval. Therefore, we can do the diagnostics of local magnetic field
and electron spectral index in each frequency interval by using Fig. 6.11, which is
also listed in Table6.1.

Finally we can plot the magnetic field and electron index versus frequency in
Fig. 6.20, and compare it with Fig. 6.16.

It is evident that there is a common tendency for both magnetic field and electron
index versus frequency in Figs. 6.16 and 6.20, i.e., both ofmagnetic field and electron
index increasewith increasing of frequency.However, the variations ofmagnetic field
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Fig. 6.20 The calculated magnetic field (top) and electron index (bottom) versus frequency in the
2012 August 18 flare

and electron index versus frequency in the observed event are much faster than that
in the theoretical prediction.

6.2.6 Comparison of Radio Diagnosis with Extrapolation
of Solar Photospheric Magnetogram

The extrapolation of photospheric magnetogram has been widely applied to acquire
the direction, structure, and evenmagnitude of coronalmagnetic field, and themethod
of extrapolation is continuously improved and developed. However, the comparison
of radio diagnosis with the extrapolation of photospheric magnetogram is still empty
up to now, the main scientific objective of the new generation of radio heliographs
is just the radio diagnosis of coronal magnetic field, which may be supported by the
the extrapolation of photospheric magnetogram.

A C6.2 flare in active region NOAA 10486 (S20E29) of 2003 October 27 is
selected to compare the radio diagnosis [53] with the extrapolation of photospheric
magnetogram (see Fig. 3.58 in Sect. 3.5.4). It is clearly shown that a compact loop-
like structure (about 40× 40 arc s2) appears in both NoRH 17 and 34GHz images,
with symmetric emissions in the two FPs, but slightly stronger emission in the LT
around the peak time. The contour shape of the polarization degree (see top-left
panel of Fig. 3.58 in Sect. 3.5.4) appears similar to that of the calculated magnetic
field strength (see top-right panel of Fig. 3.58). The contour levels of the calculated
propagational angle (see bottom-left panel of Fig. 3.58) are mostly larger than 50◦

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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Fig. 6.21 The calculated parameters in the 2003 October 27 flare

in the burst source, which just implies that the transverse magnetic field is larger
than the magnetic component longitudinal to the LOS. The contour levels of the
calculated electron column density (bottom-right panel) are roughly homogeneous
around 1010 cm−2.

Based on the observed time profiles of 17 and 34GHz brightness temperatures,
17GHz polarization, and optically thin spectral index in the one LT (solid), FP1
(dashed), and FP2 (dot-dashed) as shown in Fig. 3.59 in Sect. 3.5.4, Fig. 6.21 respec-
tively shows the time profiles of calculated propagational angle, total magnetic field,
transverse and longitudinal magnetic components, the ratio between the two com-
ponents, and electron column density in the one LT (solid), FP1 (dashed), and FP2
(dot-dashed), based on the Dulk and Marsh’s approximations [9].

As shown in Fig. 3.59 in Sect. 3.5.4, this is a typical impulsive MW burst with
a lifetime of about one minute in the impulsive phase, and with similar peak times
and maximum emissions in the three sources, the time evolution of the polarization
degree is always anti-correlated with that of the brightness temperature in the three
sources, and the spectral evolutions in the three sources have the well-known SHS
or SHH pattern. As shown in Fig. 6.21, the transverse magnetic field in both the LT
and FP1 monotonically increased from the start time of the burst, through the peak
time, until the decay phase, and its magnitude varied from several tens of Gauss
to one thousand Gauss in this duration. The transverse magnetic field in FP2 varied
impulsively, and reached itsmaximum just at the peak timeof the burst. The variations

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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of the longitudinal magnetic field in the three sources were more complicated than
those of the transverse magnetic field, and always less than one order of magnitude
during the burst. The variations of the electron column density in the three sources
were quite similar to those of the transverse magnetic field, and more than one order
of magnitude during the burst. The most important feature in this event is that the
magnitude and range of the transverse magnetic field were always much larger than
those of the longitudinal magnetic field in the three sources.

On the other hand, the variations of photospheric magnetic field can be divided
roughly into two kinds [54], one is permanent and irreversible, which may reflect
the reaction of coronal flares on the photospheric magnetic field [20–22], another
one is the fast variation of the line profiles induced by flares [55–57], which may
correspond to the magnetic field by the radio diagnosis, and both of them are caused
by the effect of flare energy release on different radiationmechanisms. In addition, the
2D contours of extrapolated magnetic field can be compared with that from the radio
diagnosis. Based on the above consideration, the SOHO/MDI magnetogram was
accepted for this event, under the force-free field with a constant α, the analytical
expressions of three Fourier components of magnetic field were deduced from a
semi-infinite columnar Green function with an arbitrary section [58]. The altitude of
17GHz burst source can be estimated as 104 km by the model of dipole magnetic
field [14], the 3Dmagnetic field lines and 2D contour at the peak time of this event are
respectively given inFig.A.10a andb inAppendixA.ComparingFigs.A.10 and6.21,
the direction, topological structure, and magnitude of extrapolated magnetic field are
basically consistent with that of radio diagnosis. Furthermore, the longitudinal and
transverse components of extrapolated magnetic field in the one LT and two FPs as
shown in Fig. 6.22 can be deduced from Fig.A.10.

It is clear from Fig. 6.22 that there was an instantaneous change of several Gauss
at the peak time in both of longitudinal and transverse extrapolated magnetic compo-
nents, which is completely coincident with the radio diagnosis in Fig. 6.21. However,
the time resolution of SOHO/MDI and NoRH were respectively minutes and sec-
onds, it is impossible to make a detailed comparison between them. In addition,
this event was deviated from the center of solar disk, and without a vector magne-
togram, it is impossible to distinguish the longitudinal and transverse extrapolated
magnetic components under the limitation of potential magnetic field. Hence, the
present comparison is only a preliminary work.

6.2.7 Summary and Prospective

This section pays particular attention to the temporal and spatial variations of coronal
magnetic field in MW burst sources, based on the NT GS theories. Started from
the approximated fitting formulae of Dulk and Marsh [9], Zhou and Karlicý [8]
first proposed an analytical expression for the magnetic field in MW burst sources,
which depends on observable flux or brightness temperature, spectral index, and
peak frequency. Afterward, Huang [10] suggested to add the observed polarization



244 6 Diagnostics of Flaring Loop Parameters

Time (UT)

<B
2 >1/

2  (G
au

ss
)

135

140

145

150

155
Longitudinal Magnetic Field of FT1

280

285

290

295

300
Longitudinal Magnetic Field of FT2

01:00 01:10 01:20 01:30 01:40 01:50 02:00
70

75

80

85

90
Longitudinal Magnetic Field of LT

Time (UT)

<B
2 >1/

2  (G
au

ss
)

445

450

455

460

465
Transverse Magnetic Field of FT1

390

395

400

405

410
Transverse Magnetic Field of FT2

01:00 01:10 01:20 01:30 01:40 01:50 02:00
250

255

260

265

270
Transverse Magnetic Field of LT

Fig. 6.22 The longitudinal (left panel) and transverse (right panel) components in the one LT and
two FPs of 2003 October 27 flare, the peak time is marked by the vertical dashed lines in each panel

degree to calculate the angle between the GS emission and magnetic field, thus to
obtain two magnetic components parallel and perpendicular to the LOS. However,
the above diagnosis is still limited as follows.

(1) At first, a homogeneous magnetic field is assumed in MW burst sources, this
diagnosis is only available in the compact sources. Secondly, it is limited by the
non-thermal GS theory, it only works in the impulsive phase of MW bursts. Thirdly,
the approximated fitting formulae are limited by a series of parameters, with electron
spectral index of 2–7, harmonic number of 10–100, propagational angle of 20–80
degrees, and a fixed lower-energy cutoff of 10keV, and when these parameters are
beyond these ranges, very big errors are produced with respect to the strict GS theory.

(2) From the point of view of physical nature, the low-energy cutoff plays an
important role in the GS emission, especially, to determine the relationship between
electron and radiation spectral indices, thus the simple expression in Dulk andMarsh
[9] can not be used for different low-energy cutoffs, and the strict GS theory (e.g.,
Ramaty [17]) should be accepted to solve this problem. However, it is not as conve-
nient as the analytical formulae in Dulk and Marsh’ approximations, so the approx-
imated theory is still used in many cases.

(3) From the observational point of view, the brightness temperature at a given
frequency is actually contributed by the overlapped MW emissions from different
coronal heights with different magnetic field strengths, but a homogeneous magnetic
field is accepted in both of approximated and strict GS theories as mentioned above,
the obtainedmagnetic field only represents amean value of themagnetic field inMW
burst sources. Even a scaling law is deduced in Sect. 6.2.5.4, based on the model of
dipole magnetic field [14], but it is unavoidable to deviate from the real one.
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In spite of these limitations, some important results have been achieved in this
section, such as the variation of transverse magnetic component much larger than
that of the longitudinal component etc., and these methods should be improved and
applied further with the future developed solar radio heliographs.

6.3 Diagnosis of Low-Energy Cutoff and Spectral Index
of NT Electrons

6.3.1 Meaning and Debate of Low-Energy Cutoff

The energy of astrophysical energetic particles is commonly characterized by a
power-law distribution, i.e., an approximate linear relation between the number den-
sity and and energy in a logarithm coordinate. In practice, the high energy-resolution
of RHESSI data shows that the distribution may deviated from a single power-law,
and a double power-law with a flattened lower-energy distribution often appears in
RHESSI data. For a typical single power-law, the property of energetic (non-thermal)
electrons is determined by four parameters: the logarithmic slope of power-law (i.e.,
spectral index), intercept (i.e., the coefficient of energetic spectrum), the maximum
andminimum energies (so called as high-energy and low-energy cutoffs). Afterward,
we can do integration of energy distribution in the energy space to obtain the total
number density. However, we still can not directly observe the energetic particle
distribution in solar atmosphere, but only indirectly obtain the information from the
radiations at different wavebands. For instance, with the known radiation mecha-
nisms at X-ray and MW bands, we may establish the relation between the photon
and particle spectral indices to estimate the latter by the observable former. More-
over, the energetic particle number decreases with increasing of energy, whichmakes
the contribution of high-energy cutoff is evidently smaller than that of low-energy
cutoff to the integration, so it is often assumed to be infinite.

In recent years, many effects have been studied to explained the flattened photon
spectrum in lower X-ray energies, such as the low-energy cutoff, Compton scattering
(albedo) etc. [59–68], a part of studies suggested that it is not necessary to consider
the low-energy cutoff if the albedo effect is removed the RHESSI data [65–67],
but it was shown by a statistical study that even the albedo is removed from the
RHESSI data, the flattened low-energy spectrum still exists in a part of the selected
events [68], which means that the effect of low-energy cutoff can not neglected in
these events. The existence of low-energy cutoff is reasonable, because an effective
energy range should exist for any acceleration mechanism relevant to a given electric
field, which can only accelerate the particles above one criterion, in other word, for
a given energy, the accelerated electric field should exceed a critical value [69]. The
recent studies show that the relation between the photon and electron spectral indices
actually depends on the low-energy cutoff in both of X-ray and MW emissions, and
some well-known formulae in thick-target, thin-target, and GS models can only be
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used in the case with a very small low-cutoff [15], while the deduced low-energy
cutoff may have a rather large varied range [59].

6.3.2 Cross Point of Spectral Lines at Different Times

It was first found by Gan et al. [70] in the HXR data of SMM satellite that there
is possibly a common cross-point of the power-law spectra of emitted photons at
different times, and if the X-ray emissions at different times are originated from the
same non-thermal electrons, the energy corresponding to the common cross-point
may refer to the low-energy cutoff. It is interesting that Huang [71] found a similar
feature in the OVSA data analysis, i.e., a common cross-point also existed in the
optically thin spectra at different times, which can be confirmed equivalently by the
linear relation between the electron density and spectral index. Furthermore, Huang
[72] studied the physicalmeaning of cross-point inHXRandMWspectra, the general
expression of single power-law distribution of NT electrons is written to:

n(E) = K E−δ, (6.3.1)

here, n(E) is the electron number in a unit volumewith the energy range of E − ΔE ,
and E is a normalized energy. If Emax and Emin represent themaximumandminimum
energy, respectively, the total number in a unit volume is integrated to be:

N =
∫ Emax

Emin

K E−δdE

= K (E1−δ
max − E1−δ

min )

1 − δ
. (6.3.2)

It is assumed that Emax = 1MeV and Emin = 10keV, and Ec and n(Ec) represent
the coordinates of the cross-point of power-law spectra at any two times, we can
discuss three cases: (1) the cross-point is located in the low-energy cutoff, i.e., Ec =
Emin and n(Ec) ≈ 108 cm−3; (2) the cross-point is located in the high-energy cutoff,
i.e., Ec = Emax and n(Ec) ≈ 102 cm−3; and (3) the cross-point is located between the
low-energy cutoff and high-energy cutoff, e.g., Ec ≈ 25keV and n(Ec) ≈ 106 cm−3.
After these coordinates are substituted intoEq. (6.3.1), it is ready to obtain the relation
between the coefficient K and spectral index δ, which can be substitute to Eq. (6.3.2)
to further deduce the relation between N and δ in the three cases, as shown by
Fig. 6.23.

It is evident from Fig. 6.23 that there is an anti-correlation appeared when the
cross-point is located in the low-energy cutoff, a positive correlation appeared when
the cross-point is located in the high-energy cutoff, and an anti-correlation appeared
in smaller values of δ, while a positive correlation appeared in larger values of δ when
the cross-point is located between the low-energy cutoff and high-energy cutoff (the
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Fig. 6.23 The curves of N
versus δ when the
cross-point is located in the
low-energy cutoff (solid),
high-energy cutoff (dashed),
and between low-energy
cutoff and high-energy cutoff
(dot-dashed)

reversed value of δ is about 1.8). So that we can check the relations between N
and δ at different times to evaluate the position of cross-points. The cross-points are
actually dispersive when the cross-points are located between the low-energy cutoff
and high-energy cutoff, while the cross-points are more concentrated when the cross-
points are close to the low-energy cutoff or high-energy cutoff. It is ready to deduce
the expressions of low-energy cutoff and high-energy cutoff from Eq. (6.3.2):

log Emin = log K1 − log K2

δ1 − δ2
, (6.3.3)

log Emax = log K1 − log K2

δ1 − δ2
, (6.3.4)

here, K1 and δ1, K2 and δ2 respectively represent the coefficients and spectral index
at any two times. When the cross-points are close to the low-energy cutoff or high-
energy cutoff, under the approximations of Emax = ∞ or Emin = 0, Eq. (6.3.2) can
be written to respectively:

N ≈ E1−δ
min

δ − 1
, (6.3.5)

N = K E1−δ
max

1 − δ
, (6.3.6)

here δ ≥ 1 or δ ≤ 1 should be satisfied by the above two equations. When the cross-
points are close to the low-energy cutoff, we can substitute Eq. (6.3.3) into Eq. (6.3.5)
and rewrite it in a logarithm coordinate to obtain two equation at the two times:

1 − δ2

δ1 − δ2
log K1 − 1 − δ1

δ1 − δ2
log K2 = log N1 + log(δ1 − 1), (6.3.7)
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1 − δ2

δ1 − δ2
log K1 − 1 − δ1

δ1 − δ2
log K2 = log N2 + log(δ2 − 1). (6.3.8)

It is noticed that the left sides of Eqs. (6.3.7) and (6.3.8) are identical, whichmeans
that the non-zero solutions of K1 and K2 exist only under a necessary condition:

log N + log(δ − 1) = constant, (6.3.9)

which just means that an anti-correlation should be satisfied in the case of δ > 1, and
consistent with the solid line in Fig. 6.23. The constant in the right side of Eq. (6.3.9)
should be satisfied for the power-law spectra at different times, which just means
that the common cross-point exists for the power-law spectra at different times.
In the same say, when the cross-points are close to the high-energy cutoff, we can
substitute Eq. (6.3.4) into Eq. (6.3.6) and rewrite it in a logarithm coordinate to obtain
two equation at the two times:

1 − δ2

δ1 − δ2
log K1 − 1 − δ1

δ1 − δ2
log K2 = log N1 + log(1 − δ1), (6.3.10)

1 − δ2

δ1 − δ2
log K1 − 1 − δ1

δ1 − δ2
log K2 = log N2 + log(1 − δ2), (6.3.11)

thus to obtain the necessary condition of non-zero solutions of K1 and K2 when the
cross-points are close to the high-energy cutoff:

log N + log(1 − δ) = constant, (6.3.12)

which just means that a positive correlation should be satisfied in the case of δ < 1,
and consistent with the dashed line in Fig. 6.23. In this case, a common cross-point
exists close to the high-energy cutoff.

Furthermore, it is ready found from Eq. (6.3.2) that when a common cross-point
(n(E0), E0) exists for the power-law spectra at different times, a linear relation
between log K and δ should be satisfied at different times, with a slope of log E0 and
intercept of log n(E0), which is equivalent to the existence of common cross-point
at different times. In other word, if we obtain such a linear relation, we can easily
calculate the coordinates of common cross-point from the slope and intercept, the
cross-point corresponds to the low-energy cutoff when the slope is negative or the
high-energy cutoff when the slope is positive.
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6.3.3 Relation of Low-Energy Cutoff and Ratio of Radiation
Intensities or Spectral Index

In previous studies of X-ray spectrum, a forwardly fitting of observation and theory is
used to acquire the low-energy cutoff and coefficient of power-law of NT electrons,
while the electron spectral index can be directly deduced from the photon spectral
index, and the high-energy cutoff is assumed to be infinite. It is noticed that the
photon spectral index actually depends on the ratio of the intensities at two adjacent
energies, which should be originated from the identical distribution of NT electrons,
thus the coefficient of power-law is canceled, thus the ratio only depends on the
low-energy cutoff, and the fitting process is greatly simplified.

Based on this idea, Zhang and Huang [63] studied three HXR flares with an
evidently flattened low-energy spectrum recorded by Yohkoh/HXT, a simple power-
law was assumed first, then the thick-target model was used to calculate the ratio of
intensities at L (13.9–22.7keV), M1 (22.7–32.7keV), M2 (32.7–52.7keV), and H
(52.7–92.8keV) bands for different electron spectral indices and low-energy cutoffs,
i.e., to obtain three photon spectral indices at two adjacent bands of γ1, γ2, and γ3,
respectively from lower to higher energies. Figure6.24a shows the intensity ratio
at M1 and L bands versus the spectral index at H and M2 (γ3), in which the low-
energy cutoff is 10, 30, 40, 50, and 60keV, respectively from bottom to top, and
three black dots with an error bar are the observed values, thus the low-energy cutoff
can be estimated as 40 ∼ 60keV, but in Fig. 6.24b a completely different low-energy

Fig. 6.24 Intensity ratio
versus spectral index in three
Yohkoh/HXT events, and
fitted by the thick-target
model
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cutoff of 10 ∼ 30keV is obtained from the ratio at M2 and M1 and spectral index γ3,
which implies that it is impossible to use a single power-law and low-energy cutoff to
explain the flattened spectrum at low energies, and there should be other mechanism
working in this case.

Naturally, the albedo effect is considered for the observed intensity to be the sum
of original photons and the reflected photons by photosphere. The relevant theory
was established by Bai and Ramaty [73], it was shown that the strongest reflected
photons occur at about 30keV, to make the intensity be enhanced around this energy,
and the spectrum be flattened at lower energies, while the spectrum be steepened
at higher energies. Finally, a qualitative interpretation of joint effect of low-energy
cutoff and albedo is given for this result. It is also noticed that the ratio and spectral
index are selected in different bands, and only in this case the theoretical curves are
evidently separated for different low-energy cutoffs.

6.3.4 Joint Effect of Low-Energy Cutoff and Compton
Scattering on Flattened Spectra at Lower Energies

The joint effect of low-energy cutoff and albedo is quantitatively studied by Zhang
and Huang [64] by using the same Monte Carlo method as that in Bai and Ramaty
[73], to which the low-energy cutoff is added to assure the result can return to that
of Bai and Ramaty [73] when the effect of low-energy cutoff is removed. A double
power-law distribution is accepted with a flattened spectrum (γl) in lower energies
and a steepened spectrum (γh) in higher energies, and the difference between the
two power-law indices just represents the flattened extent. The vertical coordinate of
Fig. 6.25 is the ratio between the difference of spectral indices (γh-γl) divided by γh ,
and the horizontal coordinate is γh , the solid curves mean that both the low-energy
cutoff and albedo are taken into consideration, while the dashed curves refer to that
only the low-energy cutoff is considered, with the energy range of 15∼ 55keV from
bottom to top, the gap between two adjacent curves is 5keV, and the dotted curve
means that only the albedo is considered.

It is obvious from Fig. 6.25 (left) that the flattened extent is the most remarkable
when both the low-energy cutoff and albedo are taken into account, and the flattened
extent becomes more obvious with increasing of the low-energy cutoff, and the
effect of albedo becomes less important with increasing (softening) of γh . To further
analyze the joint effect of low-energy cutoff and albedo, two typical single power-
law spectra respectively with an index of 2 and 4 are compared in Fig. 6.23 (right),
the solid, dashed, and dotted curves respectively mean that only the albedo, low-
energy cutoff, and the joint effect of them are taken into account. It is clear from
Fig. 6.25 (right) that when the spectrum is harder (such as γ = 2), the albedo is
dominated, while when the spectrum is softer (such as γ = 4), the low-energy cutoff
is dominated to flatten the spectrum at lower energies, so that we can roughly take
γ = 3 as a boundary to distinguish these two effects.
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Fig. 6.25 Left: The difference between the spectral indices in higher and lower energies versus
those in higher energies. Right: comparison of two typical single power-law spectra under the joint
effect of low-energy cutoff and albedo, and each of them

6.3.5 Low-Energy Cutoff and Spectral Index of MW
and HXR with Two Methods

In order to check the feasibility of these two methods in Sects. 6.3.2 and 6.3.3, an
impulsive event simultaneously observed by Yohkoh/HXT and OVSA in 2000 June
10 is shown in Fig. 6.26.

6.3.5.1 Result of Method 1 in Sect. 6.3.3

At first, the X-ray data are processed based on the thick-target model of NT
bremsstrahlung [74]:

Iε = SAκBH Z2

4πR2Cε(δ − 1)

∫ ∞

ε

dEE1−δ ln
1 + (1 − ε)1/2

1 − (1 − ε)1/2
, (6.3.13)
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Fig. 6.26 The time profiles of an impulsive event observed by Yohkoh/HXT (left) and OVSA
(right) in 2000 June 3

here, Iε(photons cm−2sec−1 keV−1) means the HXR intensity emitted by the elec-
tron power-law F(E) = AE−δ (electrons cm−2 sec−1 keV−1) with energy between
Emin and Emax . When ε ≤ Emin , the low limit of integration should be changed to
Emin . S is the area of flares, the constant κBH = 7.9 × 10−25 cm2 keV represents
the Bethe–Heitler section, the solar-terrestrial distance is R = 1AU , the constant
C = 2πe4 lnΛ, e is the electric quantity of a unit charge, lnΛ means the Coulomb
logarithm, and Z is the charge number of target particles.

The solid curves in Fig. 6.27 (left) are the theoretically calculated intensity ratio
at M1 and L bands of Yohkoh/HXT versus the spectral index at M2 and M1 bands
with the low-energy cutoff of 10, 20, and 25 keV, and different symbols refer to
the observations in different time intervals in Fig. 6.27 (left): the boxes at 19:16–
19:17 UT (initial phase), the crosses at 19:17–19:18 UT (earlier rising phase), and
asterisk at 19:18–19:19 UT (close to maximum). Figure6.27 (right) corresponds to
the intensity ratio at M2 and M1 bands versus the spectral index at H and M2 bands,
the theoretical curves and observed symbols are defined as those in Fig. 6.25 (left).

The low-energy cutoff in this event can be evaluated from Fig. 6.27, and it is found
that the range of low-energy cutoff is 10 ∼ 30keV gradually increased with time in
the rising phase of flare. Secondly, we use the formulae of NTGS emission in a dipole
magnetic field with the thermal gyro-resonant absorption, but the self-absorption and
Razin effect in optically thin part are neglected [14], to process the OVSA data in
this event:

Tbν∓ = Aπe2cd

3kB
(2.8 × 106B0)

1/3Fν∓ , (6.3.14)



6.3 Diagnosis of Low-Energy Cutoff and Spectral Index of NT Electrons 253

Fig. 6.27 The theoretical and observational comparison of the intensity ratio and spectral index at
different energy bands of Yohkoh/HXT in the 2000 June 3 flare

Fν∓ =
∫

ην∓s
−2/3 exp−∑6

s+1 τ js ds, (6.3.15)

ην∓ = 1

2| cosϑ |
∑

n=s+1

∫ pmax

pmin

(a ± b)2
(
√
1 + p2 − 1)−δ

1 + p2
dp, (6.3.16)

τ js = πe2

m0c

(
kBT

m0c2

)s−1 s2s

2ss!dNν(sin ϑ)2(s−1) × n±, (6.3.17)

n± = (sin2 ϑ + 2s cos2 ϑ ±
√
sin4 ϑ + 4s2 cos2 ϑ)2

sin4 ϑ + 4s2 cos2 ϑ ± sin2 ϑ
√
sin4 ϑ + 4s2 cos2 ϑ

. (6.3.18)

Here, Tbν∓ , Fν∓ , and ην∓ are respectively the brightness temperature, radio flux,
and emissivity at a given frequency ν; the positive and negative signs of refractive
index n± refer respectively to ordinary and extraordinary modes; m0 is the mass of
a single electron; s is the harmonic number, and the lower limit is determined by
the ratio between ν and νB , and actually by the magnitude of B; B0 is the magnetic
field in photosphere, d is the scale of dipolar magnetic field; N and T are respectively
the ambient density and temperature; pmin and pmax are respectively the lower and
upper limits of momentum in respect to those of energy Emin and Emax .

Hence, there are totally 8 free parameters to fit the observation with the above
equations: A, δ, pmin , pmax , B0, N , T , and θ . When we calculate the intensity
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Fig. 6.28 The calculated flux ratio at 9–11.2GHz versus the spectral index at 11.2–14GHz for
different values of a θ , b N , and c T , and d Emax , in which the middle value of other parameters
is selected, and some parameters are fixed be B0 = 800 Gauss, δ = 2–7, and Emin = 10keV

ratio at two adjacent frequencies, some parameters (like A, d, and B0) are canceled
automatically:

Tbν1
Tbν2

= Fν1

Fν2

(
ν1

ν2

)−4/3

. (6.3.19)

Furthermore, we calculate the intensity ratio versus spectral index at two adjacent
frequencies under different values of θ , N , T , and pmax (with respect to Emax ), and
find the effect of these parameters is negligible as shown in Fig. 6.28.

Thus only one free parameter Emin remained with respect to the low limit pmin

of integration. The theoretically calculated curves (solid) of flux ratio at 9–11.2GHz
versus the spectral index at 11.2–14GHz in Fig. 6.29 are compared with the obser-
vations (asterisk) given in Fig. 6.26 (right), here Emin = 10–90keV from bottom to
top with an energy interval of 10keV.

It can be seen from Fig. 6.29 that the estimated Emin in the main phase of burst is
in a range of 10–30keV, which is basically consistent with the result of Yohkoh/HXT
in Fig. 6.27. The only difference is that Emin becomes evidently larger in the decay
phase, which may be caused by the trapping effect or thermal emission.
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Fig. 6.29 The calculated flux ratio (solid curves) at 9–11.2GHz versus the spectral index at
11.2–14GHz for different values of Emin in comparison with the observational result (asterisk)
in the 2000 June 3 event at different times in Fig. 6.24 (right)

6.3.5.2 Result of Method 2 in Sect. 6.3.2

Figure6.30 shows the linearly fitting of the logarithm of the coefficient of power-law
spectrum normalized by 20 keV versus the spectral index at M1-L, M2-M1, and H-
M2 bands observed byYohkoh/HXT, in which the confidence of 0.99 is well satisfied
for the linearly fitting.

The slope of linearly fitting in Fig. 6.30 is respectively −0.12, −0.26, and −0.28,
which can be used to calculate the horizontal coordinate of the common cross-point
(i.e., Emin) to be 26, 36, and 38keV, which is a little larger than but comparable
with that in Fig. 6.27 by the method 1. Figure6.31 shows the linear relation between
the electron density and radiation spectral index as mentioned in Sect. 6.3.2, and the
anti-correlation between them just supports the predicted common cross-point with
respect to Emin , but which can not be directly deduced like that from the HXR data.

6.3.6 Low-Energy Cutoff and Spectral Index of MW
and HXR with Strict Methods

6.3.6.1 Hard X-Ray

In the thick-target model Eq. (6.3.13) for the NTHXR emission, a well-know relation
between the electron and photon spectral indices under a single power-law can be
derived as γ = δ − 1 when Emin < ε (the photon energy) [74]. In practical observa-
tions, Emin has a large range [59], if Emin > ε, it is failed to derive the result of single
power-law with γ = δ − 1 From Eq. (6.3.13), and the calculated result in Fig. 6.32
clearly shows the effect of Emin on the thick-target model [15]:
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Fig. 6.30 The linearly fitting of the logarithm of the coefficient of power-law spectrum normalized
by 20keV versus the spectral index at M1-L (left), M2-M1 (middle), and H-M2 (right) bands
observed by Yohkoh/HXT on 2000 June 3

Fig. 6.31 The linear relation
between the electron density
and spectral index in the
MW burst on 2000 June 3

It is evident from Fig. 6.32 that a flattened spectrum in lower energies becomes
more obvious with increasing of Emin , and Table6.2 gives the intensity ratio and
spectral index at two adjacent energies of Yohkoh/HXT varied with Emin .
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Fig. 6.32 The calculated photon spectra by the thick-target model in Eq. (6.3.13) with different
values of a Emin and b electron spectral indices

Table 6.2 The calculated intensity ratio and spectral index at two adjacent energies of M1/L,
M2/M1, and H/M2 of Yohkoh/HXT with the thick-target model in Eq. (6.21), in which Emin =
20–80keV, δ = 4.0, 5.0, and 6.0

δ 4.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0

Ec (keV) 20.0 40.0 60.0 20.0 40.0 60.0 20.0 40.0 60.0

M1/L 0.91 1.08 1.22 0.65 0.94 1.15 0.47 0.85 1.10

γ1 3.00 2.48 2.10 3.97 2.89 2.30 4.92 3.18 2.42

M2/M1 0.67 0.71 0.83 0.45 0.52 0.70 0.31 0.40 0.63

γ2 2.97 2.82 2.41 4.03 3.63 2.82 5.04 4.33 3.12

H/M2 0.52 0.52 0.56 0.31 0.31 0.37 0.19 0.19 0.26

γ3 2.95 2.94 2.81 4.00 3.98 3.64 5.03 4.99 4.39

It can be seen from Table6.2 that the well-known relation of γ = δ − 1 is only
satisfied when Emin is rather small, γ becomes harder obviously with increasing of
Emin and deviates from the well-known relation, and the effect of Emin becomes
weaker with increasing of photon energy, which is consistent with Fig. 6.32. Due to
the effect of Emin (including albedo etc. as mentioned before), a double power-law
frequently appears in the observed HXR spectra, from which we can obtain a unique
solution of Emin and δ as shown in Fig. 6.33.
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Fig. 6.33 One example to show the diagnosis of Emin and δ from the horizontal and perpendicular
coordinates of the cross-points of aM1/L (solid) and M2/M1 (dashed) contours, and bM2/M1 and
H/M2 contours of Yohkoh/HXT

6.3.6.2 Microwave

We can calculate the MW spectra with different values of B0, Emin , and δ from
Eqs. (6.3.14)–(6.3.18), in which some insensitive parameters are fixed to be N =
109 cm−3 and T = 5 × 106 K for the ambient plasma, Emax = 5MeV, and θ = 60◦,
as shown in Fig. 6.34 [15].

We pay particular attention to the optically thin spectrum, which is also flattened
with increasing of Emin , but the effect of Emin is less than that for HXR in Fig. 6.32,
because the NT electrons with higher energies are needed for MW, and the effect of
Emin is weakened reasonably. Table6.3 gives the theoretical calculations of flux ratio
and spectral index at two adjacent frequencies of OVSA from Eqs. (6.3.14)–(6.3.18)
[15].

Similar to Table6.2 for HXR, the optically thin spectrum is hardenedwith increas-
ing of Emin , but the relation between δ and γ is much more complicated than that
for HXR. Figure6.35 gives an example of the radio diagnosis of Emin and δ by
the cross-point of double power-law, in which ϑ = 60◦, the ambient temperature
T = 5 × 106 K, density n = 109 cm−3, and Emax = 5MeV, the magnetic field in
photosphere B0 is respectively 800 and 900 Gauss in Fig. 6.35a and b. The spectral
indices of double power-law are respectively fitted in 11.2–14.0 and 14.0–16.4GHz,
and the coronal magnetic field can be roughly estimated by the dipolar magnetic
model at a given frequency or coronal height.
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Fig. 6.34 The calculated MW spectra with a δ = 2–6, b B0 = 200–800 Gauss, and c Emin =
10–70keV from Eqs. (6.3.14)–(6.3.18)

Table 6.3 The theoretically calculated of flux ratio and spectral index at 9.0–11.2, 11.2–14.0, and
14.0–16.4GHz of OVSA, in which Emin = 30–70keV, and δ = 4.0, 5.0, and 6.0

δ 4.0 4.0 4.0 5.0 5.0 5.0 6.0 6.0 6.0

Ec (keV) 30.0 50.0 70.0 30.0 50.0 70.0 30.0 50.0 70.0

11.2/9.0 0.29 0.35 0.40 0.19 0.27 0.33 0.15 0.23 0.30

γ1 5.74 4.79 4.22 7.49 5.91 5.01 8.55 6.63 4.83

14.0/11.2 0.39 0.43 0.46 0.26 0.33 0.38 0.19 0.27 0.33

γ2 4.21 3.82 3.51 6.00 5.00 4.39 7.37 5.86 4.99

16.4/14.0 0.48 0.50 0.52 0.35 0.39 0.42 0.25 0.31 0.36

γ3 4.59 4.38 4.17 6.71 6.00 5.44 8.84 7.36 6.43

6.3.6.3 One Example

One event in Fig. 6.36 was simultaneously observed by Yohkoh/HXT and OVSA on
2000 June 10, with time profiles and double power-law indices at different energy
channels and frequencies, in which 5 different times in the main phase are marked
by a series of vertical lines.
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Fig. 6.35 One example to calculate δ and Emin from Eqs. (6.3.14)–(6.3.18)

Fig. 6.36 The timeprofiles and spectral evolution in the 2000 June 10flare observed byYhkoh/HXT
(left) and OVSA (right)
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Table 6.4 The observed Yohkoh/HXT spectral indices of M2/M1 (α1) and H/M2 (α2), and OVSA
spectral indices of 11.2–14GHz (α3) and 14.0–16.4GHz (α4), and the theoretically calculated Ec1
and Ec2, δ1 and δ2, respectively for the HXR and MW cases

Time α1 α2 Ec1 (keV) δ1 α3 α4 Ec2 (keV) δ2

t1 −3.30 −3.50 38.0 4.50 −3.60 −4.00 33.0 3.80

t2 −2.70 −3.40 58.0 4.60 −3.50 −3.80 32.0 3.70

t3 −2.60 −3.20 60.0 4.30 −3.40 −3.70 31.0 3.50

t4 −2.90 −3.10 50.0 4.20 −3.20 −3.40 30.0 3.30

t5 −3.00 −3.10 35.0 4.10 −3.20 −3.60 34.0 3.40

The diagnosis of Emin and δ from the theoretical calculations in Figs. 6.33 and
6.35 together with the observed double power-law indices in Fig. 6.36 is given by
Table6.4:

It can be seen from Table6.4 that the value of Emin deduced from the HXR data
(Ec1) is obviously larger than that from theMWdata (Ec2). The former increaseswith
time in the rising phase (t1 ∼ t3) but decreases with time in de decay phase (t3 ∼ t5),
while there is no evident variation of the latter during the event,which further supports
the less effect of Emin on the MW data. The electron spectral evolution in both of
the HXR and MW data shows a well-known SHH or SHS pattern, while the index
deduced from the HXR data is always softer than that from the MW data, which just
reflects the difference between the precipitating and trapping electrons accelerated
from the same flare.

6.3.7 Discussions and Conclusions

Even there are different opinions for the importance of low-energy cutoff in the
HXR and MW spectra, Emin exists undoubtedly and depends on the escape velocity
(energy) of charged particles in a given electric field, which is believed to play an
important role on the flattened spectrum at lower energies or frequencies to produce
a double power-law even a multiple power-law (together with the other effects like
the albedo in the HXR data). Though there are much more parameters in the MW
radiation mechanism than that in the HXR one, we can still neglect or fix some
parameters, and remain three parameters: Emin , δ, and B0 for the MW data, while
only two parameters of Emin and δ for the HXR data. There are three methods for
diagnosis of Emin as follows:

(1)Acommoncross pointmay exist in theHXRandMWspectra at different times,
when it is close to Emin , the electron density is inversely proportional to the spectral
index, while when it is close to Emax , the electron density is positively proportional
to the spectral index, and it is generally located between Emin and Emax , and the
cross points are dispersively distributed in this case. Moreover, the value of Emin can
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also estimated equivalently by the linear relation between the electron density (or
the coefficient of power-law) and spectral index.

(2) The intensity ratio at two adjacent energies or frequencies is independent
from the coefficient of power-law, thus we can evaluate the value of Emin by the
observed intensity ratio versus spectral index, and it is noticed we can not take the
intensity ratio and spectral index in the same energy or frequency bands, otherwise,
the theoretical calculation is not sensitive to the value of Emin .

(3) The strict bremsstrahlung and GS theories can be accepted to compare the
calculated and observed spectral indices at two adjacent energies or frequencies, to
acquire a unique solution of Emin and δ (the photospheric magnetic field should be
known for the GS data).

6.4 Diagnosis of Pitch-Angle of NT Electrons

6.4.1 Overview

It is believed that the magnetic field strength in the feet of a coronal magnetic loop
is stronger than that in the loop top, thus to form a typical magnetic mirror. When
the accelerated electrons by the magnetic reconnection above the loop top or in the
connection of two loops are injected into the loop, the perpendicular kinetic energy
is directly proportional to the local magnetic field, and the ratio between them is
defined as the magnetic moment, which is proven to be a conserved quantity in the
quasi-static process (see Sect. 4.2). Hence, the perpendicular kinetic energy increases
while the parallel one decreases when the electrons move from the loop top to the
feet, a part of electrons with larger parallel kinetic energy can reach the feet and
escape from the magnetic mirror, to collide with the dense plasma in chromosphere
and photosphere, and to emit X-ray in the two feet; while another part of electrons
with larger perpendicular kinetic energy can only move forth and back in the loop,
and to emit MW or bremsstrahlung. In this way, the injected electrons are divided
into two kinds as precipitating and trapping electrons, respectively to contribute to
X-ray and MW emissions in flaring loops. We can deduce a static solution of these
two kinds of electrons from the Fokker–Planck equation and boundary conditions
of them [75]. For instance, the distribution of trapping and precipitating electrons
under an arbitrary initial pitch-angle is respectively written to:

f1 = C sin θ0 cos θc

(
E

E0

)−δ

ln

[
tan(θ/2)

tan(θc/2)

]
, (6.4.1)

f2 = C cos θ0 sin θc

(
E

E0

)−δ

ln

[
tan(θc/2)

tan(θ/2)

]
, (6.4.2)

http://dx.doi.org/10.1007/978-981-10-2869-4_4
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C = n(
2π T

m

)3/2
ln

(
1

sin θc

) , (6.4.3)

in which θc represents a critical angle in the magnetic mirror, when the initial pitch-
angle θ0 > θc, the electrons will be trapped, when θ0 < θc, the electrons will escape,
and θc is actually determined by the mirror ratio in the loop top (Bmin) and feet
(Bmax ):

sin θc =
(
Bmin

Bmax

)1/2

. (6.4.4)

In addition, E0 is a normalized kinetic energy in the power-law distribution, which
is commonly taken as the thermal energy of electrons, T and m are respectively
the electron temperature and mass. It is clear that θc and θ0 are two independent
parameters for the ratio of trapping and precipitating electrons, the trapping electrons
increase with decreasing of θc and increasing of θ0, while the precipitating electrons
increase with increasing of θc and decreasing of θ0.

For a given radiation mechanism, such as the thick-target model for HXR or
GS model for MW emission, we can substitute the distribution of precipitating or
trapping electrons into the formula of the intensity for the correspondingmechanism,
and obtain a theoretical intensity at the given band. Inversely, if we can observe the
intensity of HXR or GS emission, and observe or calculate the magnetic field in
the loop top and feet, we can try to calculate θ0. It is noticed that θ0 is different
from θ appeared in Eqs. (6.4.1)–(6.4.2), because θ in integrated in the formula of
the intensity for the corresponding mechanism, but θ0 in a constant that independent
from the integration, and this is the reason why we only pay attention to θ0.

6.4.2 Diagnosis of Mirror Ratio of Coronal Loops

It is already discussed in detail about the radio diagnosis of the magnetic field
and column density of NT electrons in MW burst sources. For instance, using the
observed brightness temperature or flux, spectral index, peak frequency, and polar-
ization degree, we can calculate the magnetic field and electron density uniquely
[10], based on Dulk and Marsh’s approximations [9].

24 loop-like events (or with three separate sources as one LT and two FPs) were
selected [76] from the database of NoRH (see Fig. 3.28), which can be divided into
two groups with respect to two typical flare models: the standard model of a single
flaring loop, and the interactionof a compact loopwith a huge loop (seeFig. 3.35). The
calculatedmagnetic field and electron column density in the 24 events are statistically
studied in Fig. 3.30,which evidently shows that themagnetic field in the FPs is always
stronger than that in the LT, thus it is ready to obtain the mirror ratio in the 24 events.

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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Furthermore, we have studied the asymmetry in the two FPs of 24 events [77] (see
Fig. 3.39), and found that the asymmetry of brightness temperatures in the two FPs
is quite obvious up to two orders of magnitude, however, the asymmetry of mirror
ratio in two FPs is relatively weaker, hence, we can not explain the asymmetry of
brightness temperatures simply by different mirror ratios in the two FPs.

6.4.3 Diagnosis of Initial Pitch-Angle

It is commonly believed that the MW emission in flaring loops is originated mainly
from the trapping electrons, according to Eq. (6.4.1), the ratio of the brightness tem-
peratures in the two FPs of one flaring loop equals:

Tb1
Tb2

= sin θ01 cos θc1

sin θ02 cos θc2
, (6.4.5)

here, we assume that the other ambient parameters (such as plasma temperature and
density) in the two FPs are identical for the same event, and the ratio of the mirror
ratios in the two FPs is already obtained, thus it is ready to calculate the ratio of θ0
in the two FPs (see Fig. 3.46). Finally we can find that the asymmetry of brightness
temperatures in the two FPs can be well explained by the different values of θ0 in
the two FPs (see the detailed discussion in Sect. 3.2.4).

6.5 Evidence for Dynamic Evolution of Energetic Electron
Spectrum

6.5.1 Overview

The well-known similarity between HXR and MW time profiles suggests that both
emissions are generated by a common population of electrons. However, it has been
known for a long time that in some solar impulsive bursts the electron energy spectra
derived fromMWspectra, δμ, are harder than ones derived fromHXRspectra, δx [78–
80]. An extensive statistical study of MW and HXR spectral indices was conducted
by Silva et al. [81] using BATSE and OVRO data. It was observed that the effect
mentioned above occurs for 75% of the events studied. Similar results were obtained
for some individual events observed at mm-waves [82–85].

Usually this contradiction is explained by assuming a break-up of the electron
spectrum at high energieswhich results in a flatterMWspectrum (see the calculations
in the Ref. [86]). It is supposed that the break-up is caused by the acceleration process
itself. On the other hand, the energy spectrum flattening of trapped electrons at low
energies due to Coulomb collisions is the natural consequence of the non-stationary

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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“trap” and “trap+precipitation” models [87–89]. This effect has been confirmed
by the recently found dynamic flattening of the frequency spectrum at cm-mm-
wavelengths during the decay phase of intensive MW bursts [90].

In order to check some predictions of the different models, we analyze variations
of the relation betweenHXR andMWspectral indices during the evolution of a burst,
using the data obtained in 1991–1994 with BATSE and OVRO. Finally, we carry out
calculations of the non-stationary trap-plus-precipitation model considering the soft-
hard-soft behavior of accelerated/injected electron spectra and compare the results
with the new empirical relationships obtained from observations.

6.5.2 Theoretical Prediction of MW and HXR Spectral
Evolution

The thick-target model taken both for the HXR and radio sources (MW emission
is generated by very anisotropic electrons propagating along the flare loop and then
precipitating from it) can explain the observed discrepancy between δx and δμ only by
assuming that the accelerated energetic electrons have a double power-law spectrum
with a break-up, as we mentioned above. Note that some evidence for the existence
of this break-up has been obtained recently from observations of a break-up in the
high-energy part (∼300–500keV) of HXR/gamma-ray spectra for some intensive
events [91–93]. The thick-target model predicts qualitatively the same behavior both
for HXR andMW spectral indices during a burst. In particular, the softening of HXR
spectrum in the decay phase has to be followed by the simultaneous steepening of the
MW spectrum. Note, however, that this is true only if the same acceleration process
acts both at low and high energies.

On the other hand, the existence of trapping of the MW generating electrons
is confirmed by many observational studies of the relationships between HXR and
MW emission. The trapping of part of the accelerated electrons plays a considerable
role in the observed HXR and MW spectra. According to the models, the difference
between the electron spectral index inferred from HXR spectra, δx (usually defined
as δx = γ + 1.5), and the electron spectral index in a radio source, δμ, can reach
2 or 1.5 in the case of the trap model and 0.5 or 1.5 in the case of the trap-plus-
precipitation model, respectively for impulsive or stationary injections [94]. Both the
non-stationary trap and the trap-plus-precipitation models also make certain testable
predictions on the spectral evolution. Particularly, they predict considerable decrease
of the radio spectral index, α, during the rise and decay of injection even with a
constant spectral index of injected electrons [89]. On the contrary, the HXR spectral
index, γ , in the trap-plus-precipitation model, has to be constant or decrease a little
due to the contribution of trapped electrons (especially during the decay phase of
bursts). Moreover, Melnikov and Magun [90] suggest that the spectrum of trapped
electrons at mildly relativistic energies may not follow the softening of the injection
spectrum due to the relatively high lifetime of these electrons. As a consequence,
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the spectrum in the cm-mm-range may flatten gradually despite the simultaneous
softening of the HXR spectrum of impulsive bursts. Therefore, according to these
models, one should expect from the observational data an increase of the difference
γ − α during an impulsive burst. It would be interesting to check the behavior of this
difference in the decay phase of impulsive bursts, especially when the softening of
HXR spectra occurs. Both predictions, from thick target and trap-plus-precipitation
models, are quite testable and the next sections of the paper are dedicated to them.

6.5.3 Observational Data

We have analyzed a total of 57 bursts from multiple peaked flares that were simul-
taneously observed in HXRs by BATSE mainly in the energies of 30–200keV
and in MWs from 1–18GHz by the solar dedicated Owens Valley Radio Obser-
vatory (OVRO). These data are fully described by Silva et al. [81]. The HXR
spectrum was fit by a power-law of slope γ . For each time interval, the MW
spectrum was fit by a generic function with the same shape as GS emission [95]:
f (ν) = a1 νa2 [1 − exp(−a3 ν−a4)],which yields the low (a2) andhigh (α = a4 − a2)
frequency slopes. Assuming the thick target for the production of the HXRs, the elec-
tron energy spectral index, δx , can be calculated from the photon spectral slope, γ ,
obtained from the power-law fit: δx = γ + 1.5. For GS emission, the optically thin
slope, α, is related to the spectral index of the accelerated electrons, δμ, that emitted
the MWs [9] δμ = (α + 1.22)/0.9. Although the last formula does not always cor-
rectly connect the radio spectral index α and the electron spectral index δ we use the
value δμ just as some approximation to within 0.5.

An example of the temporal evolution of the MW and HXR spectral indices can
be seen in Fig. 6.37 for the flare of 1991 August 7, which peaked at 19:04 UT. The
top panel shows the time profile of the emission at 30keV and 10GHz, the spectral
indices, δx and δμ are shown in the second panel with their difference, Δ, plotted on
the panel just below. The MW and HXR spectra at the peak are shown in the bottom
left and right panels, respectively. We would like to point out that the spectral indices
at both wavelengths have almost the same value at the beginning of the flare, while
they differ later in the flare, with their difference, Δ, increasing with time.

6.5.3.1 Rise Phase

For the analysis of the spectral index behavior during the rise phase of bursts we
selected 34 simple burstswith a clearwell pronounced rise phase.As is expected [96],
in the majority of events (75%) the HXR spectral index, γ , decreases during the rise
phase of the burst. For the rest of events γ increases or remains constant. Similarly,
for most of the events (70%) the MW spectral index α continuously decreases in
the rise phase of a burst. In the remaining events, it either remains with almost the
same value (15%), or continuously increases (15%). As a whole this behavior is in
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Fig. 6.37 Plot of the temporal evolution and spectra at time of peak for the 1991 August 7 flare

agreement with the results obtained for intensive bursts in the cm-mm-range [90]. In
55% of events the decrease of α is accompanied also by the decrease of γ .

During the rise phase and at maximum of bursts the typical value of the difference
Δ = δx − δμ lies in the range 0.5–1.5 and rarely exceeds+2, reaching sometimes the
values 2–3. In some events, Δ has zero or negative values, usually in the beginning
of a burst. In such events Δ ranges from 0 to −3.

6.5.3.2 Decay Phase

The picture of temporal evolution of γ and α during the decay phase of bursts is
quite different from that during the rise phase. In this case, the total number of events
analyzed was 39. In 74% cases (29 events) γ increases during the decay phase, that
is, the HXR spectrum softens. In other events γ decreases or stays constant. On the
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other hand, in 67% of cases (26 events) the MW spectral index α does not increase,
but decreases (50%) or is constant (17%) during the decay phase. The value of α

increases only in 33%of the events. A similar result was obtained earlier byMelnikov
and Magun [90]. Also, the difference Δ = δx − δμ increases during the decay phase
in 74% of events, sometimes reaching 4–6. This opposes the behavior of Δ during
the rise phase, when, on the contrary, in most of the events (60%) the value of Δ

decreases or is constant.

6.5.4 Theoretical Simulation of Electron Spectral Evolution
in MW Sources

We have done some model simulations in order to obtain the spectral evolution of
trapped electrons that cause theMWspectral evolution. Themodel assumptionswere
as follows: homogeneous magnetic trap (radio source), Gaussian time profile for the
injection function, J (E, t), and a single power-law energy spectrum of accelerated
electrons with the spectral index varying in time according to a parabolic law. We
varied the injection duration and plasma density for a quite large interval of values.

The results of the simulations are shown in Fig. 6.38. We see that the energetic
spectrum of trapped electrons flattens during the rise phase for all energies. The
difference between trapped and injected spectra (responsible for MW and HXR
emissions, respectively) at the time of maximum becomes large. During the decay
phase, the spectrum at low energies (<100keV) softens following the spectral evolu-
tion of injected electrons, whereas at high energies the spectrum continues to flatten
forming a break-up.

The results of modeling show that the particles generating HXR and the parti-
cles generating MW emission are physically separated, their spectra have their own
evolution that can be considerably different from each other, especially during the
decay phase. The HXR emission can also be generated by trapped electrons like
MWs, and not only by precipitated ones. However, the time evolution of their spec-
trum closely relates to the spectrum of injected/accelerated electrons because of their
shorter lifetime due to the lower energy.

One can easily show that in the case of long injection time, when the time scale
exceeds characteristic life time, the spectrum of high-energy electrons generating
MW emission can soften during the decay phase following the spectral evolution of
injected electrons. Actually this is consistent with the higher percentage of synchro-
nous changes of α and γ occurring in long duration bursts (>2min) rather than in
short ones.

Note that the non-stationary trap-plus-precipitation model can explain the values
of Δ close to 0 in the beginning of a burst and its increase afterward. The reason is
that in the beginning of the injection, when t is less than the lifetime, the spectrum of
trapped electrons is almost identical to the spectrumof accelerated/injected electrons.
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Fig. 6.38 Top: Temporal
evolution of the trapped
electrons of different
energies. Middle: spectral
index of trapped electrons
for same energies. Bottom:
Spectra of trapped electrons
for different times during the
injection

6.5.5 Conclusions

Amost interesting result of our study is the simultaneous decrease of theMWspectral
index and increase of the hard X-ray spectral index during the decay phase for the
majority of bursts. A characteristic new feature of our statistical analysis is that it
is based on the data obtained with the OVRO multi-channel spectrometer supplying
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detailed and high-resolution frequency spectra of MW bursts. This, together with
BATSE HXR spectral data, has allowed us to get the most extensive quantitative
information about temporal evolution of MW and HXR spectral indices.

A common type of spectral evolution for HXR spectra is the ‘soft-hard-soft’
behavior, that is, the HXR spectral index has a minimum near the burst maximum.
However, this is not the case for the MW emission. The optically thin spectral index
of MW emission does not reach minimum value near or just after the peak maximum
for the majority of events. On the contrary, during the decay phase it continues to
decrease. In general, during the decay phase there is a tendency of opposite behavior
for HXR and MW spectral indices. The difference between the values of electron
spectral index derived from HXRs and MWs can increase from 0.5–1.5 in the rise
phase up to 4–6 on decay phase, the spectral index derived fromMWs being usually
smaller than that from the HXRs throughout the flare.

This result is a strong evidence that the energy spectra of electrons generating
MWs and those generating HXRs followed different histories after their common
injection into the flare loop. The thick-target approach, according to which both the
HXR and MW emissions are generated by precipitated electrons, cannot explain
either the difference between electron spectral indices derived from the spectra of
these emissions nor the strong variations of this difference in the course of a burst.
The only way to explain the observed temporal behavior is to make two quite strong
assumptions. First, the acceleration process has to create electron spectra with a
break-up at high energies. Second, this process has to act in such a way that simulta-
neously the low-energy part of the spectrum has to soften, and the high-energy part
of it has to flatten.

On the other hand, the model taking into account the trapping/accumulation and
the dynamic energy spectrum flattening due to Coulomb collisions (or due to wave
particle interactions) of trapped electrons can successfully explain the main features
of the evolution and relation betweenMWandHXRspectral indices. In particular, the
simultaneous MW spectral flattening and HXR spectral softening during the decay
phase can be easily explained by the long lifetime of high-energy electrons (which
generate MWs) in a trap which causes their spectrum to be disconnected from the
fast changes of the injected (accelerated) electron spectrum. The high-energy part
of their spectrum continues to flatten in the decay phase while the injected spectrum
softens. On the other hand, those more rare events, in which both MW and HXR
emissions display softening of their spectra, can be explained in the frame of the
same model but with conditions inside a flare loop that favors a small lifetime of
energetic electrons (e.g. high plasma density or high level of turbulence). In this case
the changes of the energy spectrum of electrons generating the MW emission follow
the changes of the injection spectrum, giving rise to the similarity of MW and HXR
spectral evolution.
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6.6 Diagnosis of Acceleration Site and Pitch-Angle
Distribution of Accelerated Electrons

6.6.1 Overview

NT emission of solar flares can bring us information on the important questions
which are still not fully resolved: location of acceleration and injection sites, mech-
anisms of acceleration and transport of NT particles inside flaring loops. The main
mechanism of MW bursts is GS (GS). Therefore, spatial structure of MW emission
in optically thin regime depends mainly on magnetic field strength and geometry and
characteristics of NT electrons. GS intensity increases with growth of magnetic field
strength B, viewing angle θ (the angle between field lines and the line of sight), and
number density of accelerated electrons.

Studies of the MW emission spatial distribution using VLA facilities in 1980s
[97–100] and later research using Nobeyama Radioheliograph (NoRH) observations
at single frequency 17GHz [101–103] showed the existence of single compact LT
sources, double sources with their peaks located close to the conjugate magnetic
FPs, and triple radio sources associated with the FPs of large and smaller flaring
loops. The possibility to use two-frequency NoRH observations at 17 and 34GHz
simultaneously with high angular (5′′ − 10′′) and temporal (0.1 s) resolution gives a
chance to study the brightness distribution having the information on MW spectrum
slope, and, therefore, on the optical thickness in different parts of a flaring loop.

Already the first reports on these observations gave unexpected results showing
the presence of the bright loop top source in optically thin regime [104, 105], which
was in a disagreement with the simulated MW brightness distribution [106–108].
Preliminary statistical study of MW morphologies using NoRH database of single
loopflares [8, 109, 110] have shown that approximately half of optically thin resolved
loops have the emission peak between theFPs at the timeof burstmaximum.Themost
probable explanation of the observed phenomenon is the presence of inhomogeneous
spatial distribution of non-thermal electrons with its maximum in the LT [105].

Another unexpected result relates to the dynamics of brightness spatial distribu-
tion. It was found [105, 111] that in some events its morphology changes with time
from the distribution with two peaks near FPs in the early phase of a burst to the
distribution with one peak in the top of the MW loop in the maximum and decay
phases of the bursts. This tendency was explained by the change of the NT electron
number density distribution leading to its relative enhancement in the loop top [112,
113]. Formation of the loop top source occurs due to the pitch-angle scattering and
accumulation of trapped mildly relativistic electrons with high pitch-angles mostly
in the top part of a loop.

Only a few flares showing MW source propagation inside a flaring loop were
studied in detail [102, 111, 114, 115]. Nevertheless, a statistical study fulfilled on
the database of all single loop-like flares recorded by NoRH in 2002–2007 revealed
[110] thatmost of optically thinMWsources show a redistribution of radio brightness
along a loop. Namely, in the rising phase the radio brightness peak is located in the
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LT in half of cases, while on the peak and decay phases this occurs in most of cases
(80 and 66%, respectively). Therefore, a further analysis is needed to understand
better the nature of this phenomenon. Investigation of such a dynamics should shed
light on the NT electrons transport and acceleration site location in particular events.

The event of 2002 August 24 is characterized by a spectacular giant MW flaring
loopwith its FP separation of about 5 × 104 kmandmaximumheight of 3.3 × 104 km
well seen above the west solar limb. It was very well resolved by NoRH. The loop
plane was aligned almost parallel to the solar limb. It means that the effect of the
viewing angle on GS emission is negligible for this event. Therefore this is a good
case for a detailed analysis of MW brightness distribution and its dynamics along
the loop. This flare was a subject of several studies [116–118]. But none of them
considered the redistribution ofMWbrightness along a flaring loop. In fact, the main
impulsive phase of the flare, which consisted of multiple emission peaks, has shown
really interesting evolution of MW brightness distribution. The purpose of our paper
is to study properties of the spatial dynamics and understand its origin.

6.6.2 Observations

The intense solar flare, which was X3.1 on the GOES scale, occurred at 01:00 UT,
2002 August 24 near to the western limb with heliographic coordinates S01◦,W73◦.
It was the last from the serious of flares connected with AR NOAA 10069 and
was followed the high speed CME. The corresponding MW burst was observed by
Nobeyama Radio Polarimeter and NoRH [119]. Unfortunately, 17 and 34GHz data
processed by standard NoRH routine and presented at http://solar.nro.nao.ac.jp/ on
the event were saturated during the main peak.

For the diagnostic of physical parameters in the flare we needed also some com-
plimentary data on optical, EUV and soft X-ray and HXR emissions. So, we have
used the data of SOHO/MDI [120], Trace [121] and GOES (http://www.oso.noaa.
gov/goes). We could not use RHESSI imaging observations of the HXR burst since
its impulsive phase corresponded to the RHESSI night. Fortunately, the full Sun
HXR data for the necessary time interval were available from detector SONG [122]
aboard of space solar observatory CORONAS-F [123].

6.6.2.1 Time Evolution of MW and HXR Emissions

The flare 2002 August 24 was extremely strong at MWs. Its maximum flux density
reached F17 = 1.6 × 104 sfu at 17GHz and F34 = 1.1 × 104 sfu at 34GHz. NoRP
frequency spectrum at the same moment showed its peak frequency about 17GHz.
The total flux time profiles of the burst at 17GHz (thin line) and 35GHz (thick line)
obtained with NoRP are shown in Fig. 6.39a. The profiles have multiple emission
peaks well separated from each other. Every peak is numbered at the top of Fig. 6.39.

http://solar.nro.nao.ac.jp/
http://www.oso.noaa.gov/goes
http://www.oso.noaa.gov/goes
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Fig. 6.39 a NoRP total flux
time profiles at 17GHz (thin
line) and 35GHz (thick line);
b HXR fluxes from
SONG/CORONAS-F at
53–150keV (solid) and
150–500keV (dotted line),
the flux at channel
150–500keV is multiplied
by 5; and c HXR spectral
index calculated for channels
53–150 and 150–500keV.
After 01:08 UT, HXR signals
were contaminated by
influence of fluxes of
energetic particles of the
Earth radiation belts, and
therefore are not shown on
the figure

(a)

(b)

(c)

The radio burst duration ΔT0.5 ≈ 300 s at the level of 50% of the 35GHz maximum
flux density.

Figure6.39b demonstrates time profiles of HXR emission in two energy channels
53–150 and 150–500keV. Note that after 01:08 UT signals are disturbed by fluxes
of energetic particles of the Earth radiation belts, and are not presented on the figure.
One can see that as a whole the HXR time profiles resemble very much the MW
time profiles. The comparison shows one to one correspondence of their subpeaks.
Figure6.39c shows HXR spectral index calculated in the energy range defined by
channels 53–150 and 150–500keV. The flux at channel 150–500keV is multiplied
by 5 times for better comparison. In a large scale, the spectral index behavior is the
so- called ‘SHS’ type. However, a closer look reveals hardening of the spectrum
during some time right after each peak maximum (‘SHH’ behavior).

A comparative cross-correlation analysis reveals time delays between main
peaks of MW (NoRP) and HXR (53–150keV) emission: 6 s (±2s) for 17GHz and
8s (± 2s) for 35GHz. Such kind of temporal delays are quite usual for long duration,
gradual bursts, and described in literature [94, 124].
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Fig. 6.40 SOHO/MDI
photospheric magnetogram
(gray scale) overlaid by
contours of radio images at
0.1, 0.3, 0.5, 0.7 and 0.9
levels of the maximum
brightness temperature
(dotted for 17GHz and white
for 34GHz). Magnetogram
was obtained near the time of
radio burst and was rotated
to the moment of radio
images. White color
indicates positive, and black
color - negative magnetic
field polarity
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6.6.2.2 Radio, Optical, and EUV Images

Figure6.40 represents radio images taken in the early rise phase of the flare, at
00:57:40 UT, after small increase of the radio flux (see Fig. 6.39). The projections of
radio sources display a well developed loop-like structure at both frequencies. MW
intensity contours are overlaid on photospheric magnetograms from SOHO/MDI
(gray scale). Magnetogram was obtained at 01:35:00 UT. In the figure it is adjusted
to the time of the radio images. Magnetogram shows the negative (black color) and
the positive (white color) magnetic structures of the flare AR that can hardly be
accurately associated with two loop ends because the region is close to the limb.
However, a magnetogram obtained 2 days before the event for the same AR shows
Bmin ≈ −1200 G and Bmax ≈ +1000 G. Contours (dotted for 17GHz and white for
34GHz) show0.1, 0.3, 0.5, 0.7 and0.9 levels of themaximumbrightness temperature.
The angular sizes of a source taken along a loop axis at the level of 50% of the 34GHz
maximum brightness temperature are 80′′ at 34GHz and 90′′ at 17GHz.

The high spatial resolution (∼1 − 2′′) of Trace images allowed us to estimate char-
acteristic transverse scales of the flaring magnetic loops with much better resolution
than corresponding MW images. FigureA.11 in Appendix A represents differential
EUV (195Å) images (color) obtained by subtracting the earlier image (01:00:24UT)
from the later one (01:00:51 UT). Differential image shows the most abrupt changes
happened between two images. Therefore, on this figure we can see only those mag-
netic loops (or filaments, ropes), which were involved in the flare in the time interval
close to the maximum time of peak 1 on Fig. 6.39. A superposed 34GHz Nobeyama
loop is shown by white contours. Contours correspond to 0.25 and 0.5 levels of max-
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imum brightness temperature. FigureA.11 in Appendix A reveals that the width of
the specific EUV loops involved in the flare is about 1′′ − 3′′, but they are united in a
common wisp, almost corresponding to the MW loop. The cross section of the MW
loop is about 10′′ on the level 0.5 of T 34

Bmax near the south FP, it is only partly filled
by bright EUV filaments (loops) which alternate with dark spaces between them. So,
we have estimated the filling factor of the MW loop as k = 2. This factor will be
used later for diagnostics of plasma parameters inside the radio loop.

6.6.3 Evolution of Brightness Distribution

The radio burst started with the brightening of the southern FP at 00:54:00 UT at both
NoRHfrequencies, 17 and34GHz.At the early rise phase therewere several temporal
subpeaks and the brightness distribution changed from almost homogeneous glowing
to the configurationwith 34GHz brightness peak in the top part of the loop at the time
00:57:40 (see Fig. 6.38) with T 34

B = 25 MK. Even more dramatic changes occurred
during the most intensive part of the burst.

6.6.3.1 Dynamics of Brightness Distribution at 34GHz

Figure6.41 represents brightness evolution of 34GHz emission during the main
temporal peak denoted as peak 1 on Fig. 6.39. Top panel displays contour images of
the radio source at four different moments taken in the rise, peak and decay phases
as well as at the end of the decay phase of the main peak just before the start of the
second peak (denoted as valley). Contours show 0.1, 0.4, 0.6, 0.75, 0.95 levels of
the maximum brightness temperature. On the rising phase of the main peak from
00:59:00, the southern FP of the loop again becomes most bright at 34GHz and
remains the brightest part of the loop until the maximum at 01:00:30. In Fig. 6.41a
and b we can also see two other brightness peaks: one near the opposite (northern)
FP and one near the loop top, but they are much weaker. Only in the decay phase the
loop top becomes relatively brighter than the FP sources (Fig. 6.41c) which almost
disappear to the time of the valley (Fig. 6.41d).

To show quantitatively how the high frequency intensity ofMWemission changes
along extended flaring loops we define the visible magnetic loop axis (shown by dot-
dashed line) and plot the radio brightness temperature as a function of distance along
this axis. Bottom panel displays spatial distributions of radio brightness temperature
at 34GHz along a visible flaring loop axes at the moments of time corresponding to
the upper images. During the decay after the main peak the brightness temperature
in the southern FP source decreases 5 times, but in the loop top only 2 times: from
100 MK down to 50 MK (compare Fig. 6.41f and h). Moreover, T 34

B in the loop top
retains the same value 50 MK during the next two peaks (peaks 2, 3) and following
valleys until 01:04:10 UT (see Fig. 6.42 first and second rows).
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6.41 a–d: 34GHz contour images of the radio source at four different moments taken in the
rise, peak and decay phases as well as at the end of the decay phase of the main peak just before the
start of the second peak. Contours show 0.1, 0.4, 0.6, 0.75, 0.95 levels of the maximum brightness
temperature. Dot-dashed line shows the visible flaring loop axis. e–h: spatial distributions of radio
brightness temperature at 34GHz along a visible flaring loop axes shown on the top panel at the
corresponding moments of time. Abscissa is the distance along the loop, negative values correspond
to southern FP and zero position to the LT

Interestingly, the sources of all major temporal peaks 1–6 are located at the same
radio loop and the similar evolution of brightness distribution repeats itself for all
these sub-bursts. Figure6.42 shows 34GHz images of the flare for peaks 2–6 (left
column) and valleys following each peak (third column from left). We can see that
at peak times 34GHz brightness maximum is located in southern FP with additional
brightening in the northern leg, while valleys are accompanied by brightening of
the loop central part with the brightness maximum slightly shifted to the northern
leg. Second and fourth columns are the corresponding spatial profiles of T 34

B along a
visible flaring loop axes. Zero position of the ordinate axis corresponds to the loop
top. We can see that absolute brightness temperature of the loop top at the valley
times is not reduced compared to the corresponding previous peaks of the flux time
profile. It remains 50MK for peaks 2 and 3; 40MK for peak 4; 20MK for peak 5 and
it even increases from 10MK to 20MK for peak 6. At the same time the brightness
TB in the southern FP drops down significantly.

6.6.3.2 Dynamics of Brightness Distribution at 17 GHz

At the second frequency, 17GHz, the similar tendency of brightness distribution
evolution is found in Fig. 6.39 for peaks 4–6. However, unlikely to 34GHz, for the
peaks 1–3, the upper part of the loop was most bright already by the time of peak’s
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Fig. 6.42 34GHz contour images of the radio source taken at the times of peaks 2–6 (left column)
as well as at the of following valleys (third column from left). Contours show 0.1, 0.5, 0.75, 0.95
levels of the maximum brightness temperature. Dot-dashed line shows the visible flaring loop axis.
Second and fourth columns: spatial distributions of radio brightness temperature along a visible
axes of flaring loop shown on the image at the left at the corresponding moment of time. Ordinate
axis is the distance along the loop, negative values correspond to southern FP and zero position to
the LT

maximum. A comparison of Figs. 6.41 and 6.43 clearly show that the most bright
regions of the loop at 17GHz are definitely shifted from the most bright regions at
34GHz toward the middle part of the loop. It is well seen even in the rise phase of
peak 1.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6.43 The same as in Fig. 6.41, but for frequency 17GHz

More quantitative information about the redistribution of theMWbrightness along
the flaring loops can be obtained from the comparative analysis of the emission time
profiles generated in different parts of the loop.

6.6.3.3 MW Emission Time Profiles from the Upper and Lower Parts
of the Loop

In Fig. 6.44we show the flux time profiles from the regions corresponding to different
parts of the MW loop. Flux densities F17 and F34 at two frequencies were calculated
from NoRH images by integration of brightness temperature over areas of the size
10′′ × 10′′. The location of boxes is shown in Fig. 6.41d. Time profiles of fluxes from
boxes, located near southern FP (SFP), in the loop top (LT) and near northern FP
(NFP) are shown in Fig. 6.44a, b, and c, respectively. The time resolution is 1 s, the
time interval is limited by the main peak. The dotted and solid lines correspond to
the 17 and 34GHz emission, respectively.

A very interesting feature of these time profiles is time delays. We can see that the
emissionmaximum from the loop top is delayed against maxima from the FP sources
for both frequencies. These delays are more pronounced at 34GHz (6±1s for NFP
and 9±1s SFP) than at 17GHz (4±1s for NFP and 8±1s SFP). Furthermore, the
time profile of 34GHz emission from the loop top is wider and its decay is slower
than those from the FPs. Another type of time delay is the delay of the burst maxima
at higher frequency, 34GHz, against that at 17GHz.

Time profiles of spectral index α = ln(F34/F17)/ ln(34/17) are shown in
Fig. 6.44d. The dotted, solid and dashed lines correspond to SFP, LT andNFP sources,
respectively. Spectral index, α is negative and increasing for the LT and NFP sources
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Fig. 6.44 Flux density time
profiles averaged over 2 s
from three boxes shown in
Fig. 6.39d and located at
a southern FP (SFP), b loop
top (LT), and c northern foot
point (NFP). The dotted and
solid lines correspond to the
17 and 34GHz emission,
respectively. d Spectral
indexes time profiles
averaged over 5 s. The
dotted, solid and dashed
lines correspond to the SFP,
LT and NFP sources,
respectively

(a)

(b)

(c)

(d)

during the main temporal peak. It remains almost constant (between−0.5 and−0.3)
during other subpeaks. Therefore, these parts of the loop are optically thin at least at
34GHz. However, α is positive for the southern FP source during three first major
peaks. It is seen from Fig. 6.44a that the flux density at 34GHz well exceeds the flux
at 17GHz from this source. Since the brightness temperature in SFP reaches very
high values TB ≥ 108 K, such fact implies that the southern part of the loop at 17GHz
is the optically thick NT GS source. This conclusion is confirmed by the evolution of
spectral index: it increases on the rising phase and decreases just after the burst peak
when the number density of accelerated electrons falls down resulting in subsequent
optical thickness diminution. If the Razin effect is responsible for positive α, the
evolution of spectral index would be different [41].
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6.6.4 Discussions

6.6.4.1 Explanation for the Main Observational Features

It is interesting, that together with some similarity of the brightness distribution
evolutions at 34 and 17GHz, there is quite a strong difference between them. At
frequency 34GHz the brightness has its maximum in the middle part of the loop
only on the late decay phase, whereas at 17GHz this occurs much earlier: already
on the maximum and initial decay phases of the major burst peaks.

We believe that the different time evolution of the 17GHz source can be easily
explained by enhanced optical thickness (τ ≥ 1) of the MW loop at this frequency.
A strong evidence of this fact for the southern part of the loop is presented at the end
of the previous section from the analysis of the frequency spectral index. A simple
comparison of Figs. 6.41 and 6.43 show that at 17GHz the brightness in the middle
part of the loop at all the main peak phases is several times higher than at positions
of its southern and northern feet (that is at positions of 34GHz brightness peaks in
SFP and NFP on the rise and maximum phases).

This feature is a well-known property of the brightness distribution along an
optically thick MW loop [106–108]. The brightness temperature in the middle part
is higher because the emission at a fixed frequency in the optically thick source with
weaker magnetic field is generated at higher harmonic numbers by higher-energy
electrons. Further in the paper we will mostly discuss images at 34GHz because
of two reasons: (1) better spatial resolution; (2) smaller optical thickness (usually
τ < 1) that allows us to avoid the influence of self-absorption on the brightness
distribution.

The most interesting result obtained from the analysis in Sect. 6.6.2 is that the
brightness distribution at 34GHz along the loop is changed for all major temporal
peaks of the burst with the same tendency. Namely, the rise phase of every next major
peak results in the redistribution of brightness toward FPs (mostly toward the SFP).
And, on the contrary, after the peak maximum (in the decay phase) the emission in
the upper part of the loop gradually becomes dominant, and the FP sources almost
disappear.

Our observation of the brightness peaks in the loop feet on the rise and maximum
phases agrees with the well-known model simulations [106, 107] that predict the
brightness peaks of optically thin GS emission to be near the FPs of extended loops
with a nonuniformmagnetic field, B(s), under the assumption of homogeneous distri-
bution of NT electrons, N (s) = const , along the loop. The increase of the brightness
temperature occurs due to strong dependence of GS intensity on the magnetic field
strength, that is expected to be larger near the feet of an extended loop. However,
the observed gradual appearance of the brightness maximum near the loop top in the
decay phase is not possible to explain in the frame of the acceptedmodel assumption,
especially for the analyzed limb loop whose plane is almost perpendicular to the line
of sight.
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In our opinion, the most probable explanation for the observed relative enhance-
ment of brightness in the upper part of the loop is a strong relative increase of electron
number density near the loop top, similar to the explanation proposed for the famous
LT optically thin MW sources [105]. There may be at least two reasons for that. One
of them could be the appearance of a new source of accelerated electrons in the top
part of the loop in the decay phase. Such an assumption, however, looks unlikely
because in this case we should expect such a wonderful appearance in the decay
phase of each major peak. Another one is the influence of transport effects, namely,
faster scattering of NT electrons into a loss-cone in the lower part of the loop and,
on the contrary, their better accumulation in its upper part [112]. The effects natu-
rally act after each new electron injection resulting in the observed sequence of the
oscillatory redistribution of brightness in the loop.

There are strong observational evidences for this quite natural idea. The first
evidence is the fact that the absolute brightness temperature at 34GHz in the loop
top at the majority of valleys is not reduced compared to corresponding previous
peaks of flux densities (Sect. 6.6.3). This fact denotes a process of the accumulation
of accelerated electrons in the upper part of the loop. The existence of delays between
MW and HXR intensity time profiles, as well as between emission maxima at the
higher and lower frequencies is another evident indication of electron trapping in
MW sources [90, 125]. Furthermore, the delays between MW emissions from the
upper and lower parts of the loop as well as longer decay of the emission from the
loop top are also a strong evidence of the preferable trapping of high-energy electrons
in the upper part of the flaring loop.

The proposed ideawill be tested quantitatively in Sect. 6.6.4.2 bymeans of numer-
ical simulations of dynamics of NT electrons and their GS emission in different parts
of a magnetic loop (trap). But before starting the simulations, we need to know some
parameters of plasma, magnetic field, and NT electrons in the observed flaring loop.

6.6.4.2 Diagnostics of Magnetic Field Strength and High-Energy
Electrons Number Density in the Upper and Lower Parts
of the Loop

Let us estimate the ratio of electron number densities in the upper and lower parts
of the loop NLT /NSFP for the moments of time corresponding to the maximum and
decay phases ofmajor peak 1 in Fig. 6.39. Estimations can be done by fitting observed
fluxes at 17 and 34GHz by the spectrum for both sources using exact formulas [17]
for the GS emissivity and absorption coefficient. Note that for the estimations we
need to know the electron energy spectrum, electron pitch-angle distribution, the
sizes of the MW source. We also should know the magnetic field strength B and
plasma density n0 in a source, since in the case of high ratio of n0/B the Razin
effect may strongly influence on the GS intensity and frequency spectrum [46]. For
our crude estimations, most of the information was obtained from observations, and
some from simple realistic assumptions.
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For spectra calculations we assumed that non-thermal electrons have an isotropic
pitch-angle distribution and double power-law energy dependence with the high-
energypower-law index δh derived fromHXRemission and low-energy index derived
from relation δl = δh − 1.5 with the break energy Ebreak = 1 MeV determined from
the relation between the energy dependent life time of electrons and time scale of the
observed peak 1 [46, 94]. The ambient plasma density was derived fromGOES/SXT
data at the time of peak 1: n0 = 8 × 1010 cm−3. The source depth was taken as
L ≈ 3.6 × 108 cm, to be equal to the width of the MW loop 10′′ divided by filling
factor k = 2.

To evaluate the magnetic field strength we used the fact, that the SFP source was
optically thick at 17GHz at the moment of peak 1 (see Sect. 6.6.3). Assuming that
the viewing angle θ ∼ 80–85◦ and taking power-law index δ = 3.6 derived from
HXR emission in the thick-target approach (Sect. 6.6.2), we estimated magnetic
field strength in the southern FP as BSFP ≈ 1000 G. For this estimation we took
into account the filling factor of MW loop k = 2 obtained from EUV observation
(see Sect. 6.6.2), multiplying observed TB by this factor. Using the derived B, we
calculated the number density of accelerated electrons in SFP source as NSFP(E >

0.5 MeV) = 3 × 104 cm−3 at the maximum of peak 1. At the valley time we have
δ = 4.1 (see Fig. 6.39c) and NSFP(E > 0.5MeV) = 3 × 103 cm−3. For estimations
of electron number densities we chose the energies of emitting electrons as E >

0.5 MeV because it is consistent with the observed frequencies, 17 and 34 GHz,
estimated values ofmagnetic field, plasmanumber density, and the values of observed
time delays between MW and HXR peaks [125].

As it follows from Fig. 6.44, the LT and northern foot sources should be optically
thin. Therefore, in this case we used a different procedure for evaluating themagnetic
field strength, namely the spectral forward fitting. The best spectral fit for the looptop
(LT) source was obtained with magnetic field strength BLT ≈ 200 G and electron
number density NLT (E > 0.5MeV) = 9 × 105 cm−3 at the peak time, and NLT (E >

0.5 MeV) = 6 × 105 cm−3 at the valley time.
A similar spectral fitting carried out for the northern FP source gave the magnetic

field strength BNFP ≈ 800 G. The lower (than in the SFP) value of BNFP agrees
well with weaker MW emission from the NFP (compared to the SFP). It also agrees
with the existence of HXR-source in this FP with the lack of HXR emission in the
SFP on the initial stage of the flare (around 00:54 UT) [118].

From the obtained numbers we can conclude that the number of mildly relativistic
electrons in the LT is much higher than near the southern FP. This is true even in the
maximum phase of peak 1 (NLT /NSFP ∼ 30), that is quite unexpected because the
brightness temperature in the loop top is by 2.5 times lower than near the FP. During
the decay phase the number density of electrons NSFP dropped down by order of
magnitude, while NLT only by 1.5 times. As a result the ratio NLT /NSFP has grown
about 7 times and reached 200. So, the results of our diagnostics confirm the guess
about a relative enhancement of electron number density in the upper part of the loop
in the decay phase.
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6.6.4.3 Dynamics of Electron and MW Distributions in a Magnetic
Loop

Tounderstand the origin of the observedMWbrightness distribution and its dynamics
we do modeling of the time evolution of spatial distribution of NT electrons and GS
emission along a magnetic loop. The distribution of energetic electrons along a
magnetic loop can be obtained by solving the kinetic Fokker–Planck equation. We
consider the non-stationary Fokker–Planck equation in the form [126], which takes
into account Coulomb collisions and magnetic mirroring:
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where f = f (E, μ, s, t) is electron distribution function of kinetic energy E =
γ − 1 (in units of mc2), pitch-angle cosine μ = cos α, distance from the flaring
loop center s, and time t , S = S(E, μ, s, t) is injection rate, β = v/c, v and c are
electron velocity and speed of light, γ = 1/

√
1 − β2 is Lorentz factor, B = B(s)

is magnetic field distribution along the loop, λ0 = 1024/n(s) ln Λ, n(s) is plasma
density distribution, lnΛ is Coulomb logarithm.

For simplicity, just to showmost important effects of spatial dynamics of electron
distribution in a trap, the assumptions are followed by the Ref. [114]. Some of model
parameters are taken to be close to ones obtained in Sect. 6.6.4. The magnetic trap
(loop) is symmetrical and its half-length is smax = 3 × 109 cm. Plasma density is
homogeneous along the loop and n0 = 5 × 1010 cm−3. Magnetic field is inhomo-
geneous: B(s) = B0 exp(s2/s2B), where sB = 2.37 × 109 cm. The injection function
S(E, μ, s, t) is supposed to be a product of functions dependent only on one variable
(energy E , cosine of pitch-angle μ, position s, and time t):

S(E, μ, s, t) = S1(E)S2(μ)S3(s)S4(t) , (6.6.2)

where the energy dependence is a power-law S1(E) = (E/Emin)
−δ , Emin = 30keV,

with constant spectral index δ = 3.6 that is equal to one derived from HXR spec-
trum; pitch-angle distribution is Gaussian: longitudinal to magnetic field lines (or
beam-like) S2(μ) = exp[−(1 − μ2)/μ2

0], or transverse to magnetic field lines (or
pancake-like) S2(μ) = exp[−μ2/μ2

0]; spatial distribution is also Gaussian, S3(s) =
exp[−(s − s1)2/s20 ]; time dependence is S4(t) = exp[−(t − tm)2/t20 ], tm = 25s, t0 =
14s, injection duration is 50 s, similar to single peak duration of the flare under study.

Distributions f = f (E, μ, s, t)were obtained for different combinations of para-
meters. We changed three parameters of injection function to have various models
to study: (1) s1, location of the source of energetic electrons (loop top, s1 = 0;
close to a FP, s1 = 2.4 × 109 cm); (2) s0, its extension along the loop (compact
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(a) (b)

(c) (d)

Fig. 6.45 Results of the model simulations using the Fokker–Planck equation. Electron number
density along the loop is shown by dotted lines at the rising phase (t = 18.2 s), by solid lines near
the peak time (t = 31.8s), and by dashed lines at the decay phase (t = 99s) for energy of electrons
(a, c) E = 405keV and (b, d) E = 2460keV. On plots (c, d) distribution function for each time is
normalized to its maximum. Injection is located in the loop top, s = 0cm, pitch-angle distribution
of injection function is longitudinal along the loop toward to right foot

source, s0 = 3 × 108 cm; extended, s0 = 2 × 109 cm; and continuous along the trap,
s0 � smax = 3 × 109 cm); (3) the type of pitch-angle distribution (isotropic,μ0 � 1;
longitudinal; and transverse to magnetic field lines).

The obtained electron distributions show quite strong anisotropies of different
types (‘pancake’ or ‘beam-like’) in different parts of the magnetic loop. It is known
[51] that GS emission is very sensitive to the anisotropies of emitting mildly rela-
tivistic electrons. So, the corresponding GS emission distributions along the model
loop were calculated using the exact formalism [17]. For the calculations we took
viewing angle θ = 78.5 deg because the flaring loop was observed on the solar limb,
and its plane was seen almost perpendicular to the line of sight (see Fig. 6.45). We
assumed that the principal spatial sizes of the model loop were coincident with ones
used in Sect. 6.6.4.2.

As a result of our simulations we were able to compare the dynamics of GS
emission distribution for various models with the observed dynamics of MW bright-
ness along loops at 34 and 17GHz. Most of the considered models are shown to be
inconsistent with the observations. For example, the models with a compact isotropic
(or pancake type of anisotropy) source located at the loop top give a GS brightness
distribution at 34GHz with the single maximum at the loop top during all the injec-
tion period. So, they are not consistent with the MW brightness peaks near the FPs
observed during the rise and maximum phases. The models with a compact source
of electrons with any type of anisotropy located near a loop FP can not provide the
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(a) (b)

Fig. 6.46 Evolution of GS intensity distribution along the model loop a at 17GHz and b at 34GHz
calculated for the same moments of time as in Fig. 6.45

peak of energetic electrons number density at the upper part of the loop during the
rise and maximum phases. Therefore, they are not consistent with the results of MW
diagnostics (Sect. 6.6.4) showing that the electron number density at the loop top is
much greater than near the southern FP.

Only two models have shown the GS emission spatial dynamics similar to the
observed brightness dynamics at 34 and 17GHz. Both of them are characterized
by the source of electrons located at the loop top. One of them has an extended
electron source of Gaussian type S3(s) = exp[−s2/s20 ], s0 = 2 × 109 cm, with the
isotropic injection S2(μ) = const . In Figs. 6.45 and 6.46 we present the results of
the simulation for another model which describes our observation in the best way.
In this model a compact source of electrons S3(s) = exp[−s2/s20 ], s0 = 3 × 108 cm,
is located in the center of the trap (s = 0) with the pitch-angle distribution slightly
anisotropic along magnetic field lines S2(μ) = exp[−(1 − μ2)/μ2

0], with the wide
beam (μ0 = 0.6) directed toward the right foot.

In Fig. 6.45 one can see the time evolution of normalized electron number density
along the loop for energies of electrons E = 405keV and E = 2460keV. On plots
(c, d) distribution function for each time is normalized to its maximum. A single
peak of the electron distribution at the trap center is seen at the rising (dotted line),
peak (solid line), and decay (dashed) phases of the flare. It is very well seen that, in
the decay phase, the number density of electrons with higher energy, E = 2460keV
decreases much slower than at energy E = 405keV. Note also that on the late decay
phase, the distributions at each energy become narrower, the relative number density
of mildly relativistic electrons gradually increases in the LT region. This happens
due to faster precipitation of electrons having their mirror points near the ends of
the magnetic trap. In general, the precipitation and loss of energy due to Coulomb
collisions goes faster for lower-energy electrons.

The evolution of GS emission distribution along themodel loop for corresponding
moments of time is shown in Fig. 6.46a at 17GHz and in Fig. 6.46b at 34GHz. In
the rise phase of electron injection, the shape of the spatial distribution of 34GHz
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intensity has two well pronounced peaks near FPs with separation about 80′′. The
small hump at the center of the trap (produced due to the electron number density
peak) is also seen, but its intensity is two times smaller. It is clear that the brightness
peaks near the FPs are produced due to the strong dependence of GS intensity on the
magnetic field strength that is several times higher there than in the LT.

On the injectionmaximumphase, theGS intensity distribution has the same shape,
but the distance between two brightness peaks becomes smaller, 75′′. In the decay
phase, it is much more narrow (50′′) and flat, two strong brightness peaks almost
disappear, and now most of emission comes from the upper part of the loop. Our
analysis shows that such a brightness redistribution has occurred due to two reasons.
Themain one is associatedwith a relatively faster decay of the lower-energy electrons
(compare Fig. 6.43a and b). GS emission at a given frequency is generated at lower
gyro-harmonic number in the region of stronger magnetic field and, thus, mostly by
lower-energy electrons than in the region of weaker field. Therefore, the emission
from regions close to FPs decreases faster than the intensity from the loop top. The
second reason is the above mentioned relative enhancement of emitting electrons in
the top part of the loop.

A comparison of this simulation with our observational results shows that the
observed spatial profile at 34GHz (see Fig. 6.41e–h) has a very similar dynamics.
Two brightness maxima are separated by about 80′′ in the rise phase, 75′′ at peak
time, and they disappear at the decay (valley) phase. At the same time, the model
doesn’t explain (1) the difference in intensity between two FP sources, and (2) the
hump in the loop center on the late decay phase as it is observed.

In Fig. 6.46a one can see that, in the rise phase, the emission distribution at 17GHz
looks very alike to that at 34GHz. However, unlike to the distribution at 34 GHz, it is
more narrow and concentrated in the upper part of the loop already on the maximum
phase of the burst. Our analysis shows that the emission concentrates in the loop
center because the source at 17GHz becomes optically thick on the maximum phase,
especially near the loop FPs. This behavior at all burst phases is very well consistent
with the observations (see Fig. 6.41e–h) and the ideas considered in the beginning of
Sect. 6.6.1.

6.6.5 Conclusions

We have used high-resolution radio observations of NoRH at 17 and 34GHz to
study dynamics of brightness distribution along a giant flaring loop during the event
2002 August 24. This flare had the time profile with 6 major emission peaks. We
have found the similar tendency in dynamics of emission distribution for all temporal
peaks: redistribution of the radio brightness from the FPs to the upper part of the loop
during each peak. Together with similarity of the brightness distribution evolutions at
34 and 17GHz, there is quite a strong difference between them. At frequency 34GHz
the brightness has its maximum in the middle part of the loop only on the late decay
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phase, whereas at 17GHz this occurs much earlier: already on the maximum and
initial decay phases of the major burst peaks.

Analysis of time profiles from the different parts of the loop shows that the emis-
sion maxima from the LT are delayed against the maxima from the FP sources for
both frequencies, delays are more pronounced at 34GHz (6 s±1s for northern FP
and 9s±1s for southern FP). We also found a delay of the burst maximum at higher
frequency, 34GHz, against that at 17GHz and time delays between corresponding
peaks of MW and HXR emission in channel 53–150keV (6s±2s for 17GHz and
8s±2s for 35GHz).

Since this event was a limb flare with the viewing angle almost equal for all parts
of the loop, we had a chance to make an easier diagnostics of plasma parameters in
the loop. We did our estimations by fitting GS emission to the observed brightness
temperatures and frequency spectrum slope between 17 and 34GHz, as well as by
making use of soft and HXR, EUV and optical data. As a result, we have obtained the
magnetic field strength in the southern FP source BSFP ≈ 1000G, and in the loop
top BLT ≈ 200G; number densities of accelerated electrons with energies more than
500keV NSFP = 3 × 104 cm−3 and NLT = 9 × 105 cm−3 at the maximum of peak
1 and NSFP = 3 × 103 cm−3, NLT = 6 × 105 cm−3 at the valley time. The results
show two important properties: (1) the number density of mildly relativistic electrons
in the loop top is much higher than near the FPs during rise, maximum and decay of
each major peak, and (2) the ratio of the electron number densities in the loop top
and a FP increases considerably from the maximum to decay phase.

We consider these observational facts and results of diagnostics as a reliable
evidence of effective trapping of mildly relativistic electrons in the upper part of the
flaring loop, as well as their redistribution along the loop. To illustrate this idea more
quantitatively, we have modeled the time evolution of electron spatial distribution
along a magnetic loop by solving the non-stationary Fokker–Planck equation for
plasma and loop parameters obtained from our diagnostics. The results of our model
simulations show that a brightness dynamics similar to the observed one can be
obtained in two models. Both of them are characterized by the source of electrons
located at the loop top. One of them has an extended electron source of Gaussian
type with the isotropic injection. Another one has a compact source of electrons with
slightly anisotropic (longitudinal) injection. Our model simulation shows that in the
late decay phase we can clearly see a gradual redistribution of electrons in the loop.
The distribution becomes narrower, the relative number density of mildly relativistic
electrons gradually increases in the LT region. Such a brightness redistribution has
occurred due to two reasons: (1) relatively faster decay of the lower energy electrons,
responsible for the GS emission near the FPs with higher magnetic field; (2) faster
precipitation of electrons having their mirror points near the ends of the magnetic
trap.

The observed difference between the emission distribution at 17 and 34GHz is
also displayed well in our simulations. At 17GHz the emission concentrates in the
loop center earlier, already on the maximum phase, because the source at 17GHz
becomes optically thick at that time, especially near the loop FPs. Besides of this
success inmodeling and explaining themajor properties of the dynamics of brightness
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distribution, we should say that some observed phenomena are still not explained.
For example, among them are: the presence of a hump in the loop center on the
late decay phase and the difference in intensity between two FP sources. Therefore,
further development of the model is needed.

6.7 Inversion of NT Electron Spectral Index

6.7.1 Overview

Solar flares are basically the process to transform the magnetic energy into the non-
thermal (NT), thermal and other energies. The bulk of the flare energy has been
stored in the thermal plasma and the NT electrons. The emissions radiated from the
thermal plasma include the SXRs, violet, optics (Hα), and white lights, while the
NT electrons can radiate the HXR, MW (above 1GHz) emissions, and solar type III
bursts.

According to the emission mechanism, it is a general way in the astronomy to
invert the physical parameters and processes from the observational emission inten-
sity. For example, we can invert the parameters of the NT electrons from the MW
and HXR emissions. Much more observations have proved that the solar flares can
accelerate the NT electrons with a power-law spectrum, which radiates the MW
emission through the GS mechanism and the HXRs through the thin- or thick-target
bremsstrahlung mechanism.

Solar flares exhibit an inverted-V shape spectrum at the MW emissions, i.e.
between 3 and 80GHz. Figure6.47 shows the MW spectra of an event observed
by NoRP at six distinct frequencies, including 1, 2, 3.75, 9.4, 17, and 35GHz respec-
tively [127], where the frequency with the maximum intensity is around the inverted
frequency, at which the optical depth is united. The part less than the inverted fre-
quency is optically thick due to the self and atmosphere absorption, while the other

Fig. 6.47 Microwave
spectra at six discrete times
of the 2003 May 13 flare
observed by NoRP. Two
frequencies of 17 and
35GHz are used to invert the
microwave spectral index
[127]
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Fig. 6.48 Two components
with the inverted-V spectral
shape detected by OVSA at
the decimeter and centimeter
ranges [128]

side above the inverted frequency is optically thin, which is only related the NT elec-
trons. This is similar to the power-law spectra of HXR photons. With high spectral-
resolution observations fromOVSA, some events exhibit the microwave spectra with
not a single but two inverted-V shapes. One is located at the decimeter, and another
is at the centimeter, as shown in Fig. 6.48 [128].

Figures6.47 and 6.48 show the MW emission decreasing with the frequency
increasing at the centimeter range after the solar flare onset. This is because the
high-energy electrons of power-law spectra would become few, and their radiation
could be little as well. However, the interesting things are found at the submillimeter
(THz) range. Some events do not decrease the radio emissions, but increase with
the frequency increasing at this range. In other words, there is a new radio compo-
nent appearance at the submillimeter. Figure6.49 shows the MW spectra from 1 to
1000GHz of a solar flare observed by OVSA and SST (Solar Submillimeter Tele-
scope) [129]. There are two frequencies at the submillimeter, and their radio fluxes
increase with the frequency. Based on the GS mechanism [130], there would be
another inverted-V spectral shape at the submillimeter. It is possible to detect three
inverted-V shapes on the broad spectra from the decimeter through the centimeter to
the submillimeter in the solar flares. And the submillimeter observations give a new
window for the solar radio study.
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Fig. 6.49 Microwave (star)
and THz (solid) spectra
detected by OVSA and SST
(Solar Submillimeter
Telescope). Two solid lines
are computation results from
the synchrotron mechanism
and the dashed line is from
thermal mechanism [129]

As mentioned before, the HXR photons usually display the power-law spectra
same as the optically thin part of the MW emissions during solar flares. To study
the spectral index and its time evolution detected from the MW and HXR emissions
is helpful for completely understanding the acceleration mechanism in solar flares.
As an earlier note, the electron spectral index is the HXR photon spectral index
plus or minus one dependence on the thin- or thick-target models, while the MW
intensity spectral index (δ) is related with the NT electron spectral index (γ ), i.e.,
γ = 1.1(δ + 1.2). Therefore, the time evolution of both the HXR photon spectra
and the MW intensity spectra is same as that of the NT electron spectra during solar
flares, but their values are different. We will study the NT electron spectra detected
from the HXR and MW intensity spectra.

6.7.2 Comparison of NT Spectral Indices of MW and X-Ray
Emissions in Solar Flares

According to the thick-target model, the NT electron spectra are well studied from
the HXR observations. Based on the previous results, the solar flares are divided into
three catalogs, i.e. types A, B, and C from the various spectral characteristics. Type A
is called thermal flare, whose thermal component is dominated, or theMW and HXR
emissions are quiet. It has a steep X-ray spectrum with a soft index above 7 at the
40keV.TypeB is an impulsiveflare,whohas a soft-hard-soft (SHS) spectral evolution
pattern corresponding to the HXR intensity with the rise-peak-decay phases. In other
words, the spectral index is decreasing with the HXT intensity rising after the flare
onset, and the index reaches the minimum value at the flare peak, then returns to the
initial values in the intensity decay. Therefore, the spectral index is anti-correlated
with the HXR intensity, which is used to determine whether an event is the type-
B flare. From RHESSI observations with the high time resolution, the solar flares
exhibit the SHS spectral pattern for the whole flare, and so do for each HXR peak,
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Fig. 6.50 Time evolutions
of the hard X-ray spikes
(F35) and their spectral
indexes (γ ) [131]

as shown in Fig. 6.50 [131]. Type C is a gradual event, which often exhibits the
soft-hard-harder (SHH) spectral pattern corresponding to the HXR rise-peak-decay
phases. Namely, the spectral index is monotonously decreased from the flare onset to
the end. RHESSI observations give a new spectral evolution, such as hard-soft-hard
(HSH) pattern during some solar flares, as mentioned in Sect. 5.4.

The MW spectral index is also able to be detected from the observations. In solar
physics, NoRP is an unique instrument to detect for about two solar cycles. It works
on seven discrete frequencies, such as 1, 2, 3.75, 9.4, 17, 35, and 80GHz. The last
channel (at 80GHz) is often ruled out to do research due to the heavy effects from
the earth atmosphere. There are about 500 solar flares observed by NoRP from 1998
to 2005. These events are enough to statistically study the time evolution of the MW
spectral index.

As noted before, the solar flares exhibit the inverted-V shapes of the MW spectra,
which are well consistent with the theoretic expectation of GS mechanism. Observa-
tionally, most solar flares display their inverted frequencies between 10 and 20GHz,
not rule out the values less than 10GHz or greater 20GHz. As an earlier note, the NT
electron spectral index is derived from the optically thin part (i.e. above the inverted
frequency). For the observations of NoRP, the frequency with the maximum flux is
usually at 9.4 or 17 GHz for the different solar flares or the different periods of the
same event. It is possible that the solar flares have an inverted frequency around 9.4
or 17 GHz due to the large gaps among these frequencies. In this case, the optically
thin frequencies possibly include 9.4, 17, and 35GHz or just last two channels.

In order to calculate the MW spectral index in the optically thin part, the solar
flares are chosen as follows. First, the event has a frequency with the maximum flux
less than 9.4GHz, which ensures that both 17 and 35GHz would be the optically
thin. Therefore, the events with the maximum frequency at 9.4GHz are ruled out.
Second, the fluxes at 35GHz should have a maximum value not less than 50 sfu in
order to have a good SNR. If the channel of 35GHz has a small flux, the noise would
affect the spectral index. According to these two rules, 103 solar flares are chosen
from about 500 NoRP events.

http://dx.doi.org/10.1007/978-981-10-2869-4_5
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Fig. 6.51 Time evolution of the microwave fluxes (top), the microwave spectral index (middle)
and the non-thermal electron spectral index (bottom) [132]

We have the formula to compute the NT electron spectral index from NoRP
observations in the details [127]. Based on the GSmechanism, theMW emission has
a power-low dependence on the frequency at the optically thin part, such as S(μ, t) =
F0μ

δ(t), where μ, S, and δ are the frequency, flux, and spectral index, respectively.
According to the NoRP observations, μ has two values as 17 and 35GHz. In this
case, the time evolution of microwave flux spectral index is calculated as follows:

δ(t) = log(S1(t)/S2(t))

log(μ1/μ2)
= log(S17(t)/S35(t))

log(17/35)
. (6.7.1)

The spectral index γ (t) of NT electrons to radiate theMW emissions is calculated
with a simple formula of γ (t) = −1.1(δ(t) − 1.32) detected from the GS mecha-
nism. In some events, it is possible that the frequency with the maximum flux is
changed between 9.4 and 17GHz during the flare. According to the previous rules,
δ(t) is not calculated at the period with a maximum frequency at 17 GHz, as shown
in Fig. 6.51 [132]. The intervals with the flat of both δ(t) and γ (t) indicate the max-
imum frequency at 17GHz. In this case, the inverted frequency could be around
17GHz, and it is possible that the inverted frequency is greater than 17GHz, which
is optically thick. Thus, 17GHz can not be used to calculate the spectral index.

Using the method as mentioned before, the time evolution of the MW spectral
index in each events of 103 observed by NoRP is statistically studied. Different from
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Fig. 6.52 Time evolution of the microwave and hard X-ray spectra of two solar flares at 2004 May
21 and 2004 November 3 [132]

the three types in the X-rays, two types of spectral patterns are found in the MW
emissions. Type I is the SHS spectral evolution with the rise-peak-decay phases,
which is similar to the type B of X-rays. Like type-C flares, Type II is the SHH
spectral evolution in the MW emissions. No events similar as the thermal flares
in the X-rays found in the MW emissions. This is because the MW emissions are
radiated by the NT electrons. The MW emissions of thermal plasma are very weak.
However, the X-rays are radiated by both the thermal and NT electrons. If there are
no NT electrons, the thermal plasma also can radiate the strong soft X-rays. In this
case, the spectra detected from the X-rays are flat and soft, but few MW emissions.
Therefore, the thermal flares can not be observed at the MW wavelength.

For the same event which radiates both the MW and X-ray emissions, the MW
spectral index could show the similar evolution pattern as that of the X-rays. The-
oretically, the NT electrons of the MWs should be same as that of HXRs. Using
the observations of NoRP and RHESSI, Fig. 6.52 shows the time evolution of the
spectral indices detected from theMW and HXR emissions for two solar flares. Both
events exhibit the similar evolution patterns as the SHS or SHH patterns at both the
MW and HXR emissions. Thus, the positive correlations are found between the MW
and HXR spectral indices, as shown in Fig. 6.53. Based on the linear relationship
between the intensity and NT electron spectral indexes, whatever at the MW or HXR
emissions, the electron spectral indices detected from the MW emission are differ-
ent from the that detected from the HXRs, but they have a similar evolution during
the flare lifetime, which indicates that both the MW and HXR emissions have the
same origination. The spectral indices of NT electrons are related to the inversion
method, the radiation mechanism, and the calibration of instruments. It is reasonable
to choose the MW or X-ray spectral indices as the spectra of a solar flare.

The statistics results show that the type II events (91) are dominated in the MW
observations (103 solar flares in total). This fact is different from the HXR observa-
tions, which shows that type-B events are dominated. Therefore, it is possible for a
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Fig. 6.53 The positive correlation of the microwave spectral index dependence on the hard X-ray
spectral index in two solar flares [132]

Fig. 6.54 Time evolution of the microwave spectra (soft-hard-harder) and the hard X-ray spectra
(soft-hard-soft) of the 2003 May 29 flare [133]

solar flare to display different spectral evolutions in the MW and HXR emissions,
such as the SHH pattern in the MW emissions, and the SHS pattern in the HXRs.
Figure6.54 shows a typical example of such events detected by NoRP and RHESSI
on 2003 May 29 [133].
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For the events as shown in Fig. 6.54, what is time evolution of the NT electron
spectra? Based on the mechanism, the spectral pattern detected from the HXRs is
able to represent the information of NT electrons. This is because the HXRs are well
explained by thick-target bremsstrahlung mechanism. Otherwise, the MW emission
mechanism is complicated and related to several physics parameters of the radiation
region. Firstly, the MW emission is produced by the NT electrons with an energy as
higher as MeV, which is three orders bigger than the electrons to radiate the HXRs.
Secondly, the trapped electrons would contribute theMW emission, especially in the
decay phase. Because the electrons with the higher energy would be trapped for a
longer time, and these electrons can radiate theMW emissions and affect the spectral
evolution. Thirdly, the plasma temperature would increase with the time during the
solar flare, and the thermal plasma can contribute the MW emissions, except for the
GSmechanism. These three facts would contribute theMW emissions, especially on
the optically thin frequency range. The results are the MW spectral index decreasing
slowly, and possibly increasing with the time. That is reason that most of solar flares
display the SHH spectral pattern in the MW observations.

6.7.3 Summary

The NT electrons can radiate both the HXR and MW emissions through the thick-
target bremsstrahlung and GS mechanisms respectively. It is a general way to detect
the physics information, such as spectral index and its evolution of NT electrons from
the HXR and MW observations. The solar flares show the spectral index between 2
and 8, and their values changewith the flare flux, such as the SHS or the SHH spectral
pattern, whatever in the HXR or the MW observations. Theoretically, the HXR and
MW emissions are thought to be radiated by the same electrons accelerated during
solar flares. Therefore, the spectral indices detected from the HXRs are correlated
with those detected from the MW emissions. However, some events exhibit different
spectral patterns at the HXRs andMWs. The physical reason is due the complication
of the MW emissions. At the flare onset, the MW emissions are radiated by the
GS mechanism. After the maximum phase, the plasmas increase its temperature
due the chromospheric evaporation. Thus, these thermal plasmas also radiate the
MW emissions, especially on the high frequency. Observationally, most of solar
flares exhibit the SHS spectral pattern in the HXRs, but the SHH pattern in the MW
emissions. This results that the MW spectral evolution is different from the HXR
spectra in the same event.
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6.8 Radio Diagnostics of the Solar Flaring Loop
Parameters

Thework is devoted to the development of amethod for determiningflaring looppara-
meters and acceleratedNT electrons based on the observed spectrum and polarization
degree of their MW emission [134]. The radio diagnostics can theoretically be used
to recover the following parameters in a radio source: the magnetic field strength
and direction, the background plasma density and temperature, and the variables
characterizing the accelerated electron density, energy and pitch-angle distributions.

Fleishman and Kuznetsov [135] developed a program package that makes it pos-
sible to rapidly calculate the intensity of ordinary and extraordinary waves from a
homogeneous GS emission source for different values of the input parameters such
as the accelerated electron number density, energy spectral index, and pitch-angle
distribution type, background plasma number density, magnetic field value and field
line direction relative to an observer, etc. Thus, flaring loop parameters can be deter-
mined for loop quasi-homogeneous regions.

6.8.1 Method for Recovering Flaring Loop Parameters

The method for fitting the theoretically calculated GS radio emission characteristics
to the observed characteristics is reduced to solving the following systemof equations
for each region of the studied source:

J f i (x1, x2, . . . xn) = J observ
f i (i = 1, 2, . . .m). (6.8.1)

where the right- and left-hand sides of each equation includes the characteristics of
the radio emission received from a source (Jobserv) and the theoretically calculated
emission characteristics, respectively; (x1, x2, . . . , xk) are the determined radio
source parameters; and (xk+1, xk+2, . . . , xn) are the known fixed radio source para-
meters. The solution of this system is reduced to finding the minimum of a certain
functional that includes the right- and left-hand sides of the solved equation system.
For example, this functional can take the following form:

K (x1, x2, . . . xn) = a1[| J f 1(x1, x2, . . . xn) − Jobserv( f 1) |]λ +

+ a2[| J f 2(x1, x2, . . . xn) − Jobserv( f 2) |]λ +

. . . an[| J f n(x1, x2, . . . xn) − Jobserv( f n) |]λ , (6.8.2)

where a1, a2, . . . , an are the weight coefficients and λ = 2. A fast calculation pro-
gram [135] was used in this work in order to calculate the GS emission characteristics
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(the left-hand side of Eq. (6.8.1)). In the Ref. [136], the problem of recovering radio
source parameters was applied for the first time to the solar flare radio emission
based on forward fitting. For this purpose, the authors used the functional minimiza-
tion simplex-method. In the presentwork,we applied themethod of genetic algorithm
for finding the global minimum [137], which was not used previously in flaring loop
radio diagnostics, in order to solve this problem. The main idea of this method is
that new point generations or candidate solutions of equation system (1) (the sets of
the program input parameters (x1, x2, . . . , xk) are successively formed. New gen-
erations are formed by selecting the best points in the previous iteration according
to the minimal difference between the characteristics of the observed radio emission
and the radio emission calculated at these points, which should approach the true
required parameter values.

6.8.2 Determination of Model Radio Source Parameters

A model radio source was represented as a set of homogeneous three-dimensional
regions (boxes), and the geometric dimensions, the magnetic field value, and the
parameters of NT electrons and background plasma were determined for each. The
program presented in the Ref. [135] was used to calculate the fluxes and degree of
circular polarization at several specified frequencies for each region. Subsequently,
a certain number of parameters for each source region are assumed to be unknown,
and the remaining parameters are recovered by the method in above.

The distribution of the recovered parameters,which dependon a certain coordinate
S along a radio source, is presented in Fig. 6.55. The box number can be taken as
coordinate S. The source thicknesswas assumed to be identical for each box (108 cm).
It was specified that the electron pitch-angle distribution is isotropic for the entire
radio source. The values of the flux and modulus of the circular polarization degree
at 12, 17, 25, and 40GHz frequencies were calculated for each box.

The real and recovered values are shown by a solid line and diamonds in Fig. 6.55.
The accuracy of the determination of the background plasma number density is
decreased at its relatively small values, because the Razin influence is low at the
frequencies for which the radio emission was calculated. The average determination
accuracy for the accelerated electron number density is 80% for this model. The
coincidence between true and recovered values of the energy spectrum index and
viewing angle is more than 98% for the entire source. The magnetic field determi-
nation relative error is not more than 8%. The computation time is about 3h.

6.8.3 Recovering Physical Parameters of Solar Flaring Loops

To recover the physical parameters of solar flaring loops, we used data on the radio
emission obtained with the NoRH. We constructed radio images of the flare region
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Fig. 6.55 Recovering the physical parameters of the model radio source. The recovered and real
values are shown by diamonds and a solid line, respectively

for the event of July 19, 2012, at the 17 and 34GHz frequencies based on the NoRH
data with the 10” and 5” spatial resolution, respectively, and a 1s time resolution. The
radio brightness distribution maps make it possible to determine the loop structure
and geometrical dimensions. The radio brightness distribution maps at a frequency
of 34GHz for four instants of time are presented in Fig. 6.56. Figure6.56 also shows
the location and dimension of the boxes where the flaring loop parameters were
recovered. Two boxes are located at the loop FPs (UFP, LFP), and two boxes are
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Fig. 6.56 Radio brightness maps for the event of July 19, 2012, at frequency of 34GHz (the NoRH
data) for four instants of time. The analyzed source regions are marked by boxes. Two (UFP, LFP)
and two (LT1, LT2) boxes are located at the loop FPs and tops, respectively

located at the loop tops (LT1, LT2). Figures6.57 and 6.58 present the time profiles
of the observed radio emission fluxes at 17 and 34GHz and the degree of circular
polarization at 17GHz for these boxes.

We assumed that the electron distribution depends on energy E and pitch-angle
cosine μ = cos(α) and is the multiplication of two independent functions:

U (E, μ, t)) = k(t)U1(E, t)U2(μ) , (6.8.3)

where k is the time-dependent coefficient. The NT electron energy distribution was
assumed to be a double power-law in the range from 10 to 10 MeV with a break
at an energy of 100 keV. The energy spectral index was 2.5 before the break and
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Fig. 6.57 Time profiles of emission fluxes at frequencies of 17 and 34 GHz (thin and thick lines,
respectively) in the studied flaring loop regions: a the upper FP, b top 1, c top 2, and d the lower FP.
The instants of time for which the maps of the radio brightness and degree of circular polarization
are presented are shown by vertical lines

was considered as a recovered parameter after the break. The thickness of each local
source was taken equal to a loop thickness of h = 2×109cm3, which was determined
from the radio brightness distribution maps at the 34GHz frequency at a level that
accounted for 0.5 of the maximal brightness temperature. The transverse dimension
depended on the box size, the integral emission from which was used in fitting. The
parameter recovering procedure was performed under the assumption on two types
of electron pitch-angle distributions (1) isotropic (U2(μ) = 1) and (2) anisotropic
with electrons mostly directed along the magnetic loop axis:

U2(μ) = exp((μ − μ0)
2/Δμ2) , (6.8.4)

where μ0 = 1 (α0 = 0) and Δμ characterizes the width of an anisotropic electron
beam. We accepted that Δμ = 1. Figures6.59 and 6.60 show the time profiles of
the recovered parameters for the lower FP, on the assumption that the pitch-angle
distributions are (a) isotropic and (b) anisotropic, respectively. The time profiles
of the number density of NT electrons and the index of their energy spectrum are
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Fig. 6.58 Time profiles of the polarization degree of the emission at 17GHz in the studied flaring
loop regions: a the upper FP, b top 1, c top 2, and d the lower FP. The instants of time for which the
maps of the radio brightness and degree of circular polarization are presented are shown by vertical
lines

presented on the top panel. The profiles of the magnetic field and viewing angle are
shown on the bottom panel. In both cases recovering the parameters performed using
the genetic algorithm gave a viewing angle about 70◦–75◦, which agrees with the
flaring loop position on the solar limb (see Fig. 6.56). Similar numerical values of
the electron energy spectral index and the index dynamics were obtained for each
FP.

The dynamics of theNTelectron number density for both isotropic and anisotropic
pitch-angle distribution is similar, but the numerical values differ by approximately
an order of magnitude. Higher values of number densities for the quasi-longitudinal
pitch-angle distribution are quite natural, since the GS emission effectiveness in the
quasi-transverse direction strongly decreases in this case (70◦–75◦) as compared to
the case of isotropic distribution (see the Ref. [51]). If the pitch-angle distribution is
isotropic, the average magnetic field value is approximately 120 G for the northern
and southern FPs. On the assumption that the pitch-angle distribution is anisotropic,
the magnetic field values are about 300 and 400 G for the southern and northern FPs,
respectively.
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Fig. 6.59 Time profiles of the recovered values of the NT electron number density, magnetic field,
energy spectral index, and viewing angle for the flaring loop lower FP on the assumption that the
pitch-angle distribution is isotropic

No solution was found for the LT1 and LT2 regions when the parameters were
recovered for the case of the isotropic electron pitch-angle distribution. That is, it
was impossible to find the set of accelerated electron number density and energy
spectral index and the magnetic field magnitude and direction in a source so that
the theoretically calculated fluxes and degree of circular polarization would coincide
with the values observed at the loop top. At the same time, the parameters were
recovered successfully at the flaring loop top for the case of an anisotropic pitch-
angle distribution. Recovering results for the LT2 box are shown in Fig. 6.61. It was
found that the time profiles of the accelerated electron number density and energy
spectral index are characterized by the main maximum at an instant of time close
to the radio burst maximum time moment, which agrees with the time profiles of
the microwave emission. The viewing angle is about 80◦. The magnetic field value
varies from 500 to 100 G. Such considerable magnetic field variations are hardly
realistic. This is most probably caused by an insufficient number of independent
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Fig. 6.60 Time profiles of the recovered values of the NT electron number density, magnetic field,
energy spectral index, and viewing angle for the flaring loop lower FP on the assumption that the
pitch-angle distribution is anisotropic

input parameters (the intensity at 17 and 34GHz and the polarization degree at
17GHz); i.e., three observed characteristics were used to recover four parameters.
It is evidently necessary to have data on the intensity and polarization at a larger
number of frequencies in order to recover parameters more reliably. Therefore, it is
very promising to perform observations at five frequencies, and they are to be done
in the nearest future at the modernized Siberian Solar Radio Telescope and at the
Chinese Spectral Radioheliograph (MUSER).

6.8.4 Conclusions

During the performed study, we developed a method for determining radio source
parameters based on the solution of a systemof equations for the intensity and circular
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Fig. 6.61 Time profiles of the recovered values of the a NT electron number density, b magnetic
field, c energy spectral index, and d viewing angle at the flaring loop top on the assumption that the
longitudinal pitch-angle distribution is anisotropic

polarization degree for the theoretical and observed GS emissions. The application
of the genetic algorithm strategy for recovering five model radio source parameters
(accelerated electron number density and energy spectral index, magnetic field mag-
nitude, angle between magnetic field lines and line of sight, and background plasma
number density) based on data on themicrowave emission at four frequencies showed
that the method accuracy is good and the computation time is acceptable.

The developed method was adapted for determination of the above parameters
for real flaring loops based on the NoRH observations at frequencies of 17 and 34
GHz. For the event of July 19, 2012, we successfully recovered four loop parameters
for the loop FPs under the assumption that the pitch-angle distribution is isotropic
or anisotropic. We indicated that parameters at the loop top can be recovered only
when the pitch-angle distribution of energetic electrons is anisotropic (longitudinal).
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Chapter 7
Global Behaviors for Dynamics of Flaring
Loops

7.1 Global Behaviors Revealed by Observations
at Multi-wavebands

7.1.1 Contraction of Flaring Loops prior to Their Expansion

Solar flares are explosive phenomena produced by sudden release of free magnetic
energy. It is generally believed that flare loops, especially those of two-ribbon flares,
show continuous expansion motions during their eruption. Meanwhile, flare ribbons
separate continuously in space from each other. Such observational phenomena are
interpreted in theory by continuously rising of the magnetic reconnection site, which
closely follows erupting magnetic flux ropes (or filaments). However, results based
on a statistical study with Yohkoh HXR Telescope data indicate that FPs in only 13%
of the flares show standard separation motion [1], while in more flares they show
motions parallel to bright flare ribbons, even with tendency to converge. Using high-
cadence time sequence of observations for theM1.2 class flare on September 9, 2002,
at Big Bear Solar Observatory (BBSO), Ji et al. [2] found that the distance between
Hα kernels decreases at the rising phase of the flare, it increases only after the peak
time. At the same time, the height of the LTX-ray source of the flare decreases at first,
and increases after the maximum phase. From Fig.A.12 in Appendix A, we can see
that the time profiles of the flare emission, the distance between bright kernels, and
the height of the loop top X-ray source show a good correlation or anti-correlation
not only as a whole but also in some details.

By analyzing the same flare, Shen et al. [3] found that during the period of the
descendingmotion of theLT source, i.e., the rising phase of the flare, theHXRsources
in different energies aremixed; only during the period that the LT source ascends, i.e.,
the decay phase of the flare, their positions can be distinguished. During the whole
period of decay phase, the LT source at higher energies is always higher in altitude
than that at lower energies. In present 2D framework of flare models, upward and
downward jets are produced after magnetic reconnection. The downward jet collides
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with the plasma on the top of a flaring arcade, producing a HXR LT source. Due
to heat conduction and cooling effects, the lower part of the LT source is a little far
away from the collision site. Thus, we can expect that the HXR LT source at higher
energy bands will be higher in altitude. The quite different temperature structures
give that magnetic reconnection processes in the rising and decay phases of solar
flares are different. Using a high-cadence imaging observation of anM1.1 class solar
flare made with the Hα Fine Structure Telescope at GanYu solar station, Ji et al. [4]
further found that the converging and separation motions are a kind of unshearing
process of magnetic fields. This result indicates that magnetic reconnection during
the flaring periods occurs in a sheared magnetic field. The most convincing event is
the X10 class flare that occurred on October 29, 2003 (one of the famous “Halloween
storms of 2003”). The whole process of this flare can be divided into a sigmoid phase
and an arcade phase [5]. The unshearing and converging motion of the FPs and the
descending of the LT source occur in the sigmoid phase, while the expansion period
of the flare loop corresponds to the arcade phase in the later stage of the flare. It is
equally important that this is the first time the sigmoid structure of magnetic field
being observed in HXR bands, see Fig.A.13 in Appendix A.

Due to the projection effect, flares on the solar disk show more clearly the motion
of FPs, while those limb events show more clearly the motion of LT sources or
the flare loops. Therefore, most studies deal with the motions of FPs or LT sources
separately, few studies discuss the relationship between them in the same event.
With observations for an M1.2 limb flare on 2002 April 15 made by RHESSI, for
the first time, Sui et al. discovered descending motion of the loop top source [6,
7]. Meanwhile, in literature, there are some flares with their FPs having a kind of
converging motion [8, 9]. It can be seen from the beginning of this chapter that flare
loops have a contracting behavior as a whole. The contraction of a radio loop for a
limb flare during its early impulsive phase clearly illustrates this point of view [10].

The dynamic evolution of flare loops can be summarized as following conclu-
sions. Flare loops show early contraction and later expansion motions; the contrac-
tion motion appears as converging motion of FPs, descending of whole loops or
descending of LT sources, while the expansion motion appears as separation motion
of FPs, expansion of whole loops or ascending of LT sources. During the periods of
contraction and expansion, flare shearing decreases continuously. The best observa-
tional example supporting this picture has been given by an X7.1 flare that occurred
on 2005 January 20 [11] (see Fig.A.14 in Appendix A). It is worth mentioning
that the contraction of flare loops here is different from the shrinkage of flare loops
reported by S̆vestka et al. [12], in which an apparent shrinking occurs when X-ray
emitting loops cool down to Hα emitting loops.

In fact, the process of contraction and expansion is not always along the solar
radial direction. For example, the trajectory of coronal source is almost parallel to
the solar disk for theM1.6 FP-occulted flare that occurred on 2002 April 4 (Fig.A.15
in Appendix A). Such kind of trajectories can be defined as U-shaped motion trajec-
tories. The turning point of the U-shaped trajectories always corresponds to the peak
time of flares. The distance between the coronal source and the turning point can
be defined as the “height” of coronal source. According to this definition, it can be
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frequently seen that X-ray sources in different energy bands are mixed in the rising
phase of the flare, after the peak time, the coronal source at higher energy bands is
located higher than lower energy bands.

7.1.2 The Relaxation of Sheared Magnetic Field

How to interpret the contraction phenomenon of flare loops makes a challenge to
the present theories and simulations of flares. Based on observations, Sui et al. inter-
preted the descending of the loop top source as the formation of the current sheet in
the framework of 2D standard flare models [6, 7]. For theM1.2 flare that occurred on
2002 April 15, they simultaneously observed an X-ray coronal source, which moves
upward as one LT source moves downward. The observational phenomenon sup-
porting this interpretation is the temperature structure existing between the coronal
source and the LT source. However, such a phenomenon is quite uncommon. Veronig
et al. presented simulations for the collapse of magnetic loops in a standard 2D mag-
netic reconnection model, by the way, they explained the acceleration of electrons
based on this model [13]. But all the above pictures cannot explain the unshearing
and converging motion of flare FPs. Hudson proposed the concept of implosion, the
key idea is that the magnetic pressure will decrease due to release of free magnetic
energy, which will give rise to the descending of magnetic loops in observations [14].

The Lorentz force plays a dominant role in the magnetized plasma of the solar
corona. Thus, themagnetic field is force-free in nature. The abovementioned “implo-
sion” concept can be understood by a linear force-freemodel of amagnetic loop [15]:

B(x, y, z) = B0(x, y)e
−γ z , (7.1.1)

where B0(x, y) has three components, γ denotes the decrease of magnetic field in
space, therefore, in someway it can be used to indicate the height of themagnetic loop
(H ∝ 1/γ ). We assume that γ and the force-free parameter are only the functions
of time. Using the force-free equation

∇ × B = αB , (7.1.2)

and the divergence-free equation

∇ · B = 0 , (7.1.3)

we have the Helmholtz equation which should be satisfied by each magnetic field
component:
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∇2B = α2B . (7.1.4)

Substituting Eqs. (7.1.1)–(7.1.4), we have the following conditions for the three
components of B0(x, y):

B0x = −k−2

(
−γ

∂B0z

∂x
+ α

∂B0z

∂y

)
, (7.1.5)

B0y = −k−2

(
−α

∂B0z

∂x
− γ

∂B0z

∂y

)
, (7.1.6)

B0z = −k−2

(
∂2B0z

∂x2
+ ∂2B0z

∂y2

)
, (7.1.7)

where k2 = α2+γ 2.Making an assumption that themagnetic field at the photosphere
does not change during flares, i.e., k remains constant, this is equal to that B0z remains
almost fixed throughout the flaring processes. Thus, we get

Bz ∝ e−γ z, B⊥ ∝ e−γ z , (7.1.8)

where B⊥ =
√
B2
x + B2

y . In addition, the total magnetic energy integrated over the

entire flare region must decrease during a flare, i.e.,

d

dt
E = d

dt

∫
B2

8π
dV < 0 , (7.1.9)

where dV = dxdydz, and

∫
B2dV = 1

2γ
(1 − e−2γ HU )

∫
(B2

0⊥ + B2
0z)dxdy = 1

2γ

∫
(B2

0⊥ + B2
0z)dxdy ,

(7.1.10)

where HU is the height of the upper boundary of the boxedflare region. Let HU → ∞,
we see that the value of γ must increase in order to let the integrated magnetic energy
decrease. This is to say, the scale height of the coronal magnetic field decreases.
Therefore, we prove that the span (proportional to B⊥) and the height (proportional
to Bz) of the magnetic arcade will decrease simultaneously during a flare. Magnetic
shear is related to the value of B0y/B0x , we have

B0y

B0x
=

(
α

γ

∂B0z

∂x
+ ∂B0z

∂y

) (
∂B0z

∂x
− α

γ

∂B0z

∂y

)−1

. (7.1.11)
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Additionally, by the above assumptions, k is roughly a constant, and α must
decrease. Thus, it is not difficult to find that the flare shear continues to decrease
during the flaring process.

In the process of deducing the above equations, the essence is force-free fields
with different energies under the same boundary condition. Strong shear is related to
magnetic configuration with bigger spans and heights, correspondingly, weak shear
is related to magnetic configuration with smaller spans and heights. Therefore, after
a flare (release of free magnetic energy), the magnetic loop will become smaller in
3D space, which is related to contraction of flare loops. In other words, contraction
of flare loops is the natural result after the release of free magnetic energy. Here,
we must neglect the so-called “line-tying effect” of magnetic field lines, i.e., the
magnetic loop is anchored in the photosphere. Our results indicate that the field line
starting from one site will no longer be able to reach the original site after the energy
release (see Fig. 7.1 and the illustration in the caption).

The recently high-resolution observations by SDO/AIA show that non-flaring
loops at the edge of the active region also have a contraction process during flares.
A number of non-flaring loops experience contraction motions in sequence with
lower loops contracting first and upper loops contracting later. The studies by Shen
et al. show that such a contraction is caused by magnetic pressure drop left by the
eruption of the filament (flux rope), making the peripheral magnetic loops contract
continually [16]. The analyses of several events in another literature [17] show that
the propagation speed of the pressure drop is about 300km/s, corresponding to the
speed of fast mode Alfvén waves.

Fig. 7.1 Contraction of a magnetic loop during the energy release. The magnetic loop initially
connecting from a to b can only connect to other locations, resulting in the decrease of the magnetic
shear and the size of the whole magnetic loop as well
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7.1.3 Possible Impact on the Lower Atmosphere

It iswell known that the release of flare energy originates frommagnetic energy stored
in the solar corona. Therefore, general views hold that the photosphericmagnetic field
does not change during flares. More than two decades ago, BBSO group discovered
that the vector magnetic field at the solar flaring site shows a rapid and permanent
change [18, 19]. Later, it was found that penumbra filaments also have a rapid
and permanent change after flares. The result from a preliminary study shows that
the penumbra filaments disappear, while granulations change into plages [20]. This
means that the magnetic field restructuring caused by release of the magnetic energy
extends to the lower layer of the solar atmosphere. During the restructuring of the
magnetic field, the eruption of the sigmoidmagnetic structuremakes the local coronal
magnetic field collapse downward, the height distribution of themagnetic free energy
thereby is pushed lower and the magnetic loops become lower and more horizontal.
Therefore, the horizontal magnetic field near the flaring polarity inversion line (PIL)
shows a rapid and irreversible change after the impulsive phase of the flare, the
enhancement of the field is about 10–30% of the pre-flare magnitude. Meanwhile,
the photospheric magnetic field also becomes more sheared and inclined. The work
by Jing et al. also supports this inference [21]. Their study shows that though the
magnetic shear (representing the non-potentiality of the magnetic field) becomes
weaker and weaker in the high solar corona, it becomes stronger in the lower solar
corona.TheworkbySunet al.more clearly shows that near theflaringPIL, the electric
current density does increase near the photosphere, but decreases more quickly at
higher atmospheric layers [22]. Maybe it can be explained by that the total magnetic
free energy decreases, but, meanwhile, the local magnetic free energy in the lower
layer of solar corona increases after flares.

Hudson et al. and Fisher et al. considered that, after flares, the magnetic tension
force has a change in the direction pointing to the photosphere [23, 24]. Solar flares,
especially large ones, are often associated with upward mass motions, such as the
eruption of CMEs. Thus, the magnetic field restructuring during flares will transport
momentum downwards as the result of momentum conservation. Assuming that
the photospheric magnetic field change is δB and the magnetic field decreases fast
enough with height, the Lorentz force acting on per unit area of the photospheric
surface is estimated to be

δ fz = (BzδBz − δBx Bx − ByδBy)/4π . (7.1.12)

Due to the contraction of flare loops, the magnetic field becomes more horizontal.
Thus, the direction of the force given by Eq. (7.1.12) is pointing downward, i.e., the
rapid enhancement of the transverse magnetic field may cause the sudden increase
of the Lorentz force pointing downward. Such force could be the driving force for
observed “sun-quakes”.
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7.1.4 Sigmoid Magnetic Ropes

Hudson et al. [25] analyzed a list of halo CMEs over the time range from 1996
to 1997, they picked out seven events with identifiable surface features in soft X-
rays. These events have a characteristic pattern of sigmoid to arcade development.
The pre-flare structure disrupted during the flare, leaving the appearance of compact
transient coronal holes. During the eruption of CMEs, the bright sigmoidstructure
erupts outwards, leaving a series of brightening magnetic arcades. Many researchers
have ever noticed such a phenomenon [26, 27], which now is generally regarded
as a key element for eruptive flares. Considering that the contraction of the flare
loops occurs at this stage, so it should be related with the magnetic reconnection or
instabilities in flux ropes.

In cylindrical coordinates, from the Helmholtz equation (7.1.4) satisfied by the
linear force-free field, it is not difficult to find that the solution of the linear force-free
field is the sum of a series of “Bessel function”. Taylor et al. [28] gave the general
solution of the linear force-free field in cylindrical coordinates as

Bmk
r (r, θ, z) = −1√

α2 − k2

[
k J ′

m(ρ) + mα

ρ
Jm(ρ)

]
sin(mθ + kz) , (7.1.13)

Bmk
θ (r, θ, z) = −1√

α2 − k2

[
α J ′

m(ρ) + mk

ρ
Jm(ρ)

]
cos(mθ + kz) , (7.1.14)

Bmk
z (r, θ, z) = Jm(ρ) cos(mθ + kz) , (7.1.15)

where ρ = (
√

α2 − k2)r . The simplest form the helical force-free field is the axial-
symmetric case for m = 0 and k = 0:

Br = 0 Bθ = AJ1(αr) Bz = AJ0(αr) , (7.1.16)

which yields the Lundquist solution. Rust and Kumar [29] gave an analytical form
of the S-shaped flux tube by using the sum of solutions for m = 0 and m = 1:

B = C1B
00(r) + C2B

1k(r, θ, z) . (7.1.17)

FigureA.16 in Appendix A shows the configuration of the simplest helical force-
free field and an S-shaped flux tube plotted using Eq. (7.1.17). Using the boundary
condition at infinity (|b| < r−1) and the first zero position of the zeroth order Bessel
function, they provide the values of the radius for the configuration of the simplest
helical force-free field and the S-shaped force-free field, which are R ∼ 0.8/α and
R ∼ 2.405/α, respectively.
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Kink instability exists in magnetic flux ropes. Assuming that the magnetic field of
flux ropes is force free, the energy variation can be derived for a small perturbation
ξ from basic MHD equations. Assuming the small perturbation vector is ξ , we have
the energy variation as

δW = 1

2

∫
V
[(∇ × A)2 − αA · (∇ × A)]dτ , (7.1.18)

where A = ξ × B. The first term of Eq. (7.1.18) is always positive. According to
the energy principle, the first term is an absolute stable term, while the second term
could be an unstable term in some situations, the value, and sign which depend on
the form of the perturbation vector ξ and are directly related to the value of the
force-free factor α. For example, the potential field (α = 0) is stable. In fact, the
value of α determines the degree of kink. When analyzing the instability of a system
using the energy principle, the general way is to find the minimum value of δW . If
the minimum value of δW is negative, the system must be unstable.

It is worth mentioning that Voslamber and Callebaut [30] presented the instability
conditions for a cylindrically symmetric force-free field as

m = ±1 | k
α

| ≤ 0.272 , (7.1.19)

the minimum value of k can be estimated to be the reciprocal value of the flux rope
length (1/L). Thus, it can be found that the stable condition for a flux rope with length
L is

|α| ≤ 1

0.272L
, (7.1.20)

or, for a certain value of α the stable condition of the flux rope is

L ≤ 1

0.272|α| . (7.1.21)

Rust and Kumar [29] proposed that the magnetic configuration of flux ropes
is basically helical, extending along the axial direction, with only two feet rooted
in the photosphere. This result can be used to estimate the maximum length for a
stable flux rope. Similarly, using the stable condition in Eq. (7.1.19), Rust and Kumar
[27] explained the observational result that the parameter 2πR/L of the soft X-ray
sigmoid structures is statistically concentrated around 0.7.

Using the Eq. (7.1.18) for energy, Anzer [31] analyzed the stability of a flux rope
with infinite length. He assumed

ξ = f (r) exp[i(mθ + kz)] , (7.1.22)
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and found that kink instability is always existed in the flux ropewith an infinite length.
Thus, it is a problem that energy can’t be effectively stored in the flux rope. Therefore,
why the magnetic loops are stable for a long time in the corona cannot be explained.
In order to resolve the energy accumulation problem, Raadu [32] considered an axial-
symmetric flux rope with a finite length, this flux rope roots in the dense photosphere.
Thus, for all perturbations, the magnetic field lines at two sides are stationary, which
is the so-called “line-tying effect”. With the perturbations form of ξ originally used
by Anzer [31], Raddu [32] assumed the form as

ξ1 = f (z) · ξ , (7.1.23)

If the length of the flux rope is L , and f (0) = f (L) = 0, this is the mathematical
expression of the line-tying effect. Tedious mathematical deductions are acquired to
understand the line-tying effect. But, in simple, the line-tying effect makes the form
of δW add one term, which can be expressed as

δWmin = (π/L)2A + C . (7.1.24)

The first term of Eq. (7.1.24) is the newly added one, the value of which is always
positive. Therefore, it can be seen that the line-tying effect makes the flux tube more
stable. In addition, this term is proportional to L−2, so the shorter the flux is, the
more stable it is. The value of term A depends on the size of the cross section of
the flux rope. To sum up, the reason why the coronal loops are especially stable
is the line tying of the feet of the loops. When the twist exceeds a certain value,
the coronal loops become unstable. This value depends on the aspect ratio of the
loops. In analyzing a flux rope using theories or observations, a useful quantity is the
number of turns that a field line wraps around the flux rope. Using the equation for
the magnetic field line

dθ = Bθ

r Bz
dz , (7.1.25)

the number of turns from one end to another end of the flux rope with a length 2L is
derived:

Φ(r) = 2LBθ

r Bz
. (7.1.26)

For a uniformly twisted force-free field, the critical value is 3.3π ; for other fields,
the value is located between 2π and 6π .

Observationally, a sigmoidal shape in hot EUV or SXR emissions actually is
composed of two sheared J-shaped features. It is believed that once the sheared
loops become unstable for some reasons reconnection will occur. A most recent
study given by Shen et al. shows that the reconnection sometimes plays a key role in
initiating the X 1.7 class flare on May 13, 2013 [33]. The reconnection between two
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J-shaped magnetic loops was activated after occurrence of an X-ray precursor that
started∼9min before onset of the flare, and it produced a hot magnetic flux rope that
expands outward and a flare loop that contracts inward. The observation again shows
that contraction of flare loops and the eruption of a sigmoid structure are associated
and they both are key phenomena in initiating solar flares.

7.2 Failed Eruption of Filaments

CMEs are a large amount of magnetized plasma being ejected from the Sun and
are transported into the interplanetary space. The ejected materials exist initially in
the form of filaments, SXR sigmoid structures or magnetic loops that connect active
regions or even cross the solar equator. Observations show little the photospheric
magnetic field changes during the eruption of CMEs, therefore, the energy required
by the eruption must be stored in the solar corona. The storage of large amounts of
energy before eruption will certainly cause the coronal magnetic field to be twisted
or highly sheared. The former corresponds to a field that has the axial flux with two
feet anchored in the photosphere, which is called as a flux rope. The latter refers
to sheared magnetic arcades. Numerical simulation shows that the shearing arcades
will eventually evolve into a flux rope that erupts outward [34].

The eruption of a filament shows a slow rise and a fast rise processes, physically
corresponding to two different stages, magnetic energy accumulation, and release,
respectively. It has been introduced that magnetic energy (manifested as current)
is accumulated in the solar corona, which corresponds to the accumulation of the
magnetic twist or shear. The kink instability only occurs during the eruption and
is not the driving force of the eruption. The driving force comes from the magnetic
pressure, at the same time, the magnetic tension force produced by the magnetic field
overlying on the flux rope acts as a restraining force.When themagnetic tension force
is bigger than themagnetic pressure, the flux rope fails to erupt, forming the so-called
“failed eruption” [35]. In addition, the strength of the magnetic field overlying on
the flux rope determines the final speed of the CMEs [36].

Figure7.2 shows the “failed filament eruption” observed by Ji et al. [35] at BBSO.
In cooperation with the space observations by RHESSI, this project carried out high-
cadence flare observations (25 fps) in Hα blue wing (−1.3Å). The blue wing is
chosen in order to avoid the strong thermal effects near the Hα line center and the
downflow effects in the Hα red wing. Therefore, the blue wing is suitable to study
the bombardment of NT electrons [37, 38], thus the observation can be used to
distinguish between the thermal and non-thermal chromospheric heating, verify the
heating model of the chromosphere. High-cadence observations are hopefully to
show the fine temporal structures on a sub-second scale. NOAAActive Region 9957
was selected because of the existence of a small filament in this active region. By
reducing the field of view, the TRACE satellite carried out joint observations of
this active region with high time resolution. For the first time, Ji et al. observed the
eruption of the filament with such a high cadence [35]. A lot of interesting processes
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Fig. 7.2 Bottom panels (a–g): Trace Fe xii 195Å images of the “failed filament eruption” that
occurred at the west solar limb on 2002 May 27 and the associated M2.0 class flare. Top panels
(c, d1–d3, and e–f ): Joint observations of the filament eruption in Hα blue wing at BBSO. The
contours are fromRHESSImaps in the energy range of 12–25keV. The RHESSImaps for panels d2
and d3 are the same as that for d1 (18:03:46 and 18:03:58 UT are very near the RHESSI attenuator
switching interval)

could be missed with normal low-cadence mode observations. For example, when
the filament rose to the magnetic reconnection site (HXR loop top source), it began
to rupture. The rupturing process lasted only for less than 10s.

Generally, three physical processes can be clearly observed from this eruptive
event: (1) The deceleration process of the filament. The negative acceleration is
about 10 times greater than the solar gravitational constant, which strongly shows
that the magnetic tension force produced by the overlying magnetic field of the flux
rope plays a strong role in pulling back the eruptive filament. (2) The kink instability
process during the filament eruption. From the Hα blue wing observations in Fig. 7.2,
the south leg shows blue asymmetries (appearing as enhanced absorption), the north
leg does not have any blue asymmetric component. We speculate that the north leg
is redshifted during the eruptive process. Such a motion pattern is typical during
the process that the twist changes into writhe. For clarity, we describe the process
in the cartoon in Fig.A.17 of Appendix A. (3) The solar atmosphere is heated after
the falling back of the filament materials. As shown in Fig. 7.3, in the decay phase
of the flare (appearing as the decrease of the X-ray flux), the Hα emission has a
sudden increase. This indicates that the falling back of the filament heats the solar
atmosphere, in which the magnetic energy release may play an essential role.

Models for flux rope eruption are generally constructed from two aspects, one is
by (for example, kinematic flux emergence) increasing the magnetic pressure in the
flux rope [39, 40], such a kind of model has to make use of torus instability finally
[41]. Aulannier et al. [42] simulated the driving of the sheared magnetic arcade
by the flux-cancellation-driven photospheric reconnection. The results show that the
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Fig. 7.3 Upper: RHESSI
Light curves at the energy
bands of 3–6 and 6–12keV
for the “failed filament
eruption” associated with an
M2.0 flare. Lower: the light
curve of the Hα blue wing
emission. It can be seen that
in the decay phase of the
flare (appearing as the
decrease of the X-ray flux),
the Hα emission has a
sudden increase

sheared arcades evolve into a slowly rising and stable flux rope at last. As the flux rope
reaches the altitude at which the decay index −∂ ln B/∂ ln z of the background field
exceeds 3/2, torus instability occurs and the flux rope rapidly accelerates upward.
Another aspect is by decreasing the magnetic tension force overlying on the flux
rope, the typical models of which are the break-out model and the emerging flux
model proposed by Chen et al. [43]. The tether-cutting model has both aspects, in
which the tether-cutting reconnection not only speeds up the formation of the flux
rope, but also decreases the overlying magnetic tension.

In this “failed filament eruption” event, the formation of the magnetic pressure
force that drives and especially triggers the eruption of the flux rope has not been
observed. However, it can be seen from Fig. 7.2 that before the rising of the filament,
X-ray emissions are produced above the filament. The X-ray emissions are probably
the signatures of the magnetic field reconnection above the filament. The magnetic
reconnection reduces the magnetic tension force over the filament and thereby the
filament erupts, which coincides with the results predicted by break-out model.
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7.3 Dynamics of MW and HXR Flaring Loop System

7.3.1 Introduction

Large two-ribbon flares are a complex phenomenon, which may be accompanied
by coronal mass ejections (CME’s) and prominence eruptions (see a review 44).
The basic model for such flares is the standard reconnection model, known as the
“CSHKP” [45–48]. In this model, a flare occurs in the coronal arcade containing a
prominence presumably due to the onset of reconnection below the rising arcade. A
rapid eruption at the flare onset leads to the stretching of arcade field lines and forma-
tion of vertical current sheet above the magnetic inversion line where a production
of high energy particles and flare loops via reconnection occurs. This picture has
been developed by many people [49–54]. This model predicts such morphological
features as an expansion of the flare ribbons/FP distance and growth of a flare loop
system.

In the past decade, a special attention was paid to the new observational phenom-
enon: the contraction of flaring loops on the flare rising phase which is not predicted
by the standard model. The usual expansion motion of flaring loops occurs only
after the contraction. This loop contraction consists of three different observational
factors: converging motion of FPs measured using HXR emission data [2, 4, 15,
55, 56], downward motion of the loop top observed in soft X-rays [3, 6, 7, 57] and
shrinkage of the loop length [10, 58]. The phenomenon challenges the standard flare
model and triggered a model improvement and development.

MW emission is generated through the GS mechanism by mildly relativistic elec-
trons rotating around magnetic field lines. So it is a good tracer of a flaring loop. In
some flares, the whole MW flaring loop is observed. Therefore, in these cases MW
observations with high spatial resolution allow us to study the loop length and LT
height evolution, FP motion as well as the loop’s orientation during the flare process.
The combination of both X-rays and MWs is even more powerful for this type of
study. Moreover, an opportunity to study a radio brightness distribution along the
flaring loop gives an additional information about an acceleration site location in
a loop and mildly relativistic electrons’ pitch angle distribution [59–61]. Obtained
information can be used for the comparison with existing flare models and accelera-
tion mechanisms. In this section (see also paper [62]) we have used this opportunity
for the large two-ribbon flare 2005 August 22 well resolved with NoRH and partly
observed with RHESSI.

7.3.2 Observations

The intense solar flare occurred 2005 August 22 at 00:54 UT with heliographic
coordinates S12◦, W49◦. It was one from the serious of flares connected with active
region (AR) NOAA 10798 and was accompanied by a high-speed CME. FigureA.18
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in Appendix A shows the emission time profiles in soft X-Rays, MWs, and HXRs.
GOES fluxes in channels 1–8Å (thick line) and 0.5–4Å (thin line) are shown in
Fig.A.18a. The flare was M2.6 class on the GOES scale and related to the long dura-
tion events. The corresponding MW burst was observed by NoRH [63] at two fre-
quencies 17 and 34GHzwith spatial resolution 10′′ and 5′′, respectively. FigureA.18b
shows NoRH time profiles of total fluxes integrated over the partial images, the size
of 313′′ ×313′′, which includes the whole AR. They display multiple emission peaks
with durations from 3 to 8min at both frequencies, 17GHz (thick line) and 34GHz
(thin line). The Ramaty High Energy Solar Spectroscopic Imager (RHESSI) was in
the shadow of the Earth until 01:02 UT, therefore, observations of the X-ray burst
started only after the main peak on the NoRP time profiles. RHESSI count rate in
the channel 25–50keV is shown in Fig.A.18c.

7.3.3 Morphological Feature of AR10798 at H-Alpha and
EUV in Pre-flare Phase

Evolution ofAR structure prior to the flarewas examined [64] and shown in Fig.A.19
in Appendix A. According to their study, AR NOAA 10798 emerged on 18 August
2005 and rapidly evolved. The arch-filament system seen in the Hα images on 18
August with potential magnetic field connecting the sunspots of opposite polarity
(Fig.A.19a). During 18–19 of August the counterclockwise rotating motion of the
sunspots pair was seen on magnetograms obtained by SOHO/MDI. We also found
clockwise rotation of preceding (positive polarity) sunspot after August 19. This
rotation is particularly well seen during August 21. Due to this complex rotation
motion, the Hα arch system was abruptly changed on 21 August: clear oblique
structure appeared (Fig.A.19b) and then a large filament evolved. The filament lays
near the magnetic neutral line between the sunspots. This filament is seen as a bright
J-shaped structure on the EUV pre-flare images in Fig.A.20 of Appendix A. The
images were obtained about 20min prior to the MW flare onset with Trace 171Å,
Fig.A.20a and SOHO/EIT 195Å, Fig.A.20b. The Trace 171Å spectral line ismainly
sensitive to plasmas at a temperature around 1 MK (Fe IX) and SOHO/EIT 195Å
1.5MK (FeXII). This J-shapeD structure consists of two parts: northern and southern
ones with no connectivity between them. The high spatial resolution (∼1′′) of Trace
images allows to see more details: multiple small loop system at the left of filament’s
northern part. A superposed 17GHz Nobeyama loops are shown by white contours
on levels 0.04 and 0.1 levels of maximum brightness temperature, Tmax

b , at the flare
onset time, a. 00:52 UT and b. 00:53 UT. At the latter time Tmax

b = 7.4×105 K. The
outer contour of loop FPs includes a corresponding part of the filament. RHESSI
HXR sources observed at the time of flare 01:03:20 UT are shown by the dotted
contour on plot b. Southern HXR source coincides with the lower end of the J-shape
structure. This bright EUV filament disappeared after the flare and corresponding
CME. There were no Hα and EUV observations during the MW flare period.
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7.3.4 Radio, Optical, and X-Ray Images of Flaring Loops

MW flare morphology and its evolution are shown in Fig.A.21 of Appendix A.
Images of the source at 17GHz (Stokes I ) and 34GHz, with black thin contours at
levels 0.1, 0.3, 0.5, 0.7, 0.9 of maximum brightness temperature Tmax

b are presented
in the left and in the right columns, respectively. At the first emission peak time
00:56:34 UT, Tmax

b = 2.3 × 107 K at 17GHz and Tmax
b = 3.6 × 106 K at 34GHz.

On Fig.A.21a the level 0.05 of Tmax
b is also presented. White dot-dashed lines show

visible flaring loop axes. They were drawn using a spline approximation through
the brightest points along the loop and used for measuring apparent loop length.
In the middle column, SOHO/MDI magnetograms (grayscale) are overlaid by black
contours of polarizationmaps at 17GHz (Stokes V ) at 0.2, 0.4, 0.6, 0.8, 0.95 levels of
the minimum brightness temperature Tmin

b . Only negative brightness temperatures
were observed in polarization during the flare with typical values of polarization
degree 30%. The magnetogram shows the negative (black color) and the positive
(white color)magnetic structures. Thewhite contour line shows themagnetic reversal
line. All images are adjusted to the time of magnetogram 00:53:00 UT.

On the rise phase of the flare well-defined round-shaped FP sources of the loop
are seen in intensity at both frequencies (Fig.A.21a–m). They correspond to the
magnetic field of opposite polarity on the SOHO MDI magnetogram (Fig.A.21g).
Magnetic field strength is Bmin ≈ −1300 G and Bmax ≈ +1800 G in the areas of
the southern and northern polarization sources between levels 0.1 and 0.4 of Tmin

b .
Note, that two FP sources have the same negative sign of circular polarization

(Stokes V ) at 17GHz. This is quite unusual. Mostly we see positive Stokes V over
the positive polarity of photospheric magnetic field, and negative Stokes V over the
negative one. This happens in the case of optically thin GS emission generated in
magnetic loop located close to the solar disk center [65]. The polarization reversal
in the case of our flaring loop happens for the northern source which is expected
to have positive V . A well known simple explanation of the reversal could be the
optical thickness of the northern source. However, the spectral slope between 17 and
34GHz derived from NoRH image data is always negative everywhere in the loop
including the northern source. Therefore, the northern source is optically thin and
this explanation of the reversal is not valid.

There are two other possible reasons for the polarization reversal, but both of
them do not have robust observational basis to be proved. One of them is the mode
decoupling for the emission coming from the northern source. This mechanism may
work if the LOS is perpendicular to the magnetic field in the northern source. The
second reason may be a specific orientation of the flaring loop. The flaring loop
under consideration is located far from the solar disk center and turned to the E-W
direction. In this case, it may happen that it is oriented such that at its magnetic
axes, the magnetic field vector everywhere in the loop has an obtuse angle with the
direction of the line of site. Therefore, the sign of polarization should be the same
everywhere in the loop as it is observed. Note that this interpretation also suffers
from the lack of observational evidence. In fact, it is found by a recent statistics of
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NoRH that an identical polarization sign in both two FPs occupies about 80% of
selected events [66], which shows that the linear mode coupling happens generally
[67], and above two explanations are both related to the linear mode coupling (when
the angle between the magnetic field and LOS varies from an acute one to an obtuse
one) [68].

Then an almost similar evolution was observed in intensity (Stokes I ) at both
frequencies, 17 and 34GHz: the entire loop structure was well seen during the whole
of burst, but its orientation, length and size changed with time. We used these images
to measure apparent loop length and LT height. In the period between 00:58:50 and
01:01:00 UT, the radio brightness gradually concentrated to the loop top, FPs faded
and then reverse process started. About 01:15 UT, a new bright loop appeared at the
higher altitude (Fig.A.21e). The top of this new loop is indicated as LT2. In the same
time the lower loop remains to be seen. After 01:23 UT, strong changes in the loop
structure occurred, which is not discussed further.

RHESSI HXRmaps at energy 25–50keV are superimposed on plots Fig.A.21p–r
by dot-dashed contour at 0.4, 0.6, 0.8, and 0.95 levels of maximum count rates. We
use the CLEANmethod [69] with natural weighting with grids 3–8 to construct HXR
maps. In this way, RHESSI HXRmaps have an FWHM spatial resolution of≈10arc
s. From figures, we can see that the centers of two HXR sources approximately
correspond to the 0.1 level of Tmax

b 34GHz loop. It should be mentioned that the
northern HXR source may not be detected when it becomes weak, while the southern
source is always present during the flare. The fainter HXR northern FP (NFP) is in
a good agreement with the stronger magnetic field here.

Note, that in several time moments the HXR emission is also detectable over the
radio loop apex at levels 0.4–0.5 of peak flux. These over the loop top sources arewell
seen inFig.A.22ofAppendixA,which represents SOHO/EIT195Å images obtained
at 02:32:44 UT, about 1h after the flare. Images show post-flare arcade visible side.
We superimposed 17GHz loop by white contour lines and RHESSI HXR sources by
dotted lines for each temporal emission peak.Only thoseRHESSImapswere selected
which contain the HXR source near the radio loop apex. Analysis of the RHESSI
SXR images at energies 6–12keV showed that soft X-ray loop system is located
lower than HXR coronal source at 01:12 and 01:19:40 UT. Moreover, Fig.A.22
shows that the flare was developing along elongated arcade, from its northern part to
southern. The radio loop together with HXR sources is following the direction and
orientation of the EUV arcade.

7.3.5 Time Profiles

In Fig.A.23a–c of Appendix A we show the flux time profiles from the regions
corresponding to different parts of the MW loop. Flux densities are calculated from
NoRH images by integration of brightness temperature over areas of the size 25′′ ×
25′′, so, that area includes changing location of FPs and LT during the flare process.
The time resolution is 2 s. Dashed vertical lines are drawn to divide different emission
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peaks which are numbered on the top of plot a. It is interesting that the time profiles
from both southern FP (SFP) and northern FP (NFP) consist of six emission peaks
while there is only one (first) temporal peak in theLT1 sourcewhich ismuch smoother.
We limited LT1 flux evolution by 01:15 UT since after that the loop top rises higher
and reaches the level LT2, the northern leg occupies the area of LT1. Emission in the
LT2 source gradually grows during peaks 4–6.

Surprisingly, SFP is brighter thanNFP inMW intensity at both frequencies 17 and
34GHz during first three peaks and it remains brighter in polarization during all the
flare. Taking into account that magnetic field is stronger in NFP, this fact contradicts
to the usual concept that the FP with the stronger magnetic field should have stronger
radio emission and weaker X-ray emission. We suppose that possible reason for this
contradiction is a difference in viewing angles for the two conjugate FP sources, the
viewing angle for the SFP source should be higher.

Evenwe can see time delays betweenNFPandSFP emissionmaxima, these delays
are caused by kinetic effects inside the big loop. In the same time, we have found
good temporal correlation between fluxes from two FPs on the smaller timescale (15
s) variations, which are in phase with peak to peak correspondence. These small-
scale peaks rather connected with acceleration process inside each finemagnetic tube
which are not resolved with NoRH.

FigureA.23d demonstrates time profiles of HXR emission in energy band 25–
50keV for both NFP and SFP. RHESSI flux is calculated from RHESSI images by
integration of counts over areas of the size 33′′ × 33′′ to improve signal-to-noise
ratio. The time resolution is 20 s. A comparison of MW and HXR emission profiles
shows one to one correspondence of their peaks with the delay of radio emission
up to 1min.

7.3.6 Evolution of Spatial Characteristic Parameters

Figures A.24a and b in Appendix A represent time profiles of the apparent loop
length and height, respectively. The loop length is measured along the visible loop
axis shown in Fig.A.21 between two foots on the level 0.1 of maximum Tb. This
level corresponds to centers of HXR-sources and, therefore, to the level of Sun’s
chromosphere where the loop ends are anchored. The LT altitude is measured as a
distance from the middle of the loop axis and the middle of the span between two
FPs as it is shown inreal time profiles shown Fig.A.21f.

It is clear that the brightness redistribution along the loop that occurred during the
decay of the first peak and the rise period of the second peak have to influence on
the location of 0.1 level of Tmax

b . This level is rising and descending together with
the relocation of the brightness peak. To find out the time period of this influence we
modeled the loop and changed the brightness of FPs and LT according to real-time
profiles shown on Fig.A.23a. As a result, we found that brightness redistribution
affects location of 0.1 level of Tmax

b between 00:56:30 UT and 01:02:00 UT, in the
period when the ratio of fluxes from FP to LT FFP/FLT < 1 for both FPs.
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Both parameters, the loop length and LT height are decreasing at the rising phase
(12% in the length and 8% in the altitude) and increasing during peak 3. During the
fifth emission peak, we again observe the radio loop shrinkage in the length (12%)
and height (8%) simultaneously with formation of the new loop at higher altitude.
The descending loop top is observed for 4 min and it moves down with an average
speed 16 km s−1 at both periods. About 01:15 UT a new bright loop appeared on the
altitude 45mm, about 10mm higher than the previous loop. A detailed consideration
ofMW images show that at the same time several other loops at different height levels
with the lengths between 80 and 120mm exist simultaneously. The average speed of
the loop top raising during 3d to 5th emission peaks is 21km s−1. The increase in the
altitude is 38%, and in the loop length is 28%. In Fig.A.24b of Appendix A we also
show by diamonds the altitude of the HXR source observed over the radio loop. It is
clearly seen that the HXR source altitude grows faster than the altitude of the MW
LT source. Its average speed is 31km s−1.

The time profiles of the projected distance between two radio FPs (crosses) is
given in Fig.A.24c. It is measured between two ends of the loop axis on the level
0.1 of maximum Tb. The evolution of the perpendicular and parallel to the magnetic
neutral line (NL) components of the FPs distance is shown in Fig.A.24d and e,
respectively. To calculate it we drew the simplified magnetic NL on the photosphere
using SOHO MDI magnetogram. The FP distance is decreasing during the rising
phase with the speed v ≈ 16km s−1. This contraction is caused by the decrease of
both components, parallel and perpendicular. Apparent FP distance again falls into
contraction after the second peak. But the last contraction is mostly due to unshearing
motion.

FigureA.24f represents the evolution of the flare shear angle. The shear angle
is defined as angle formed by the line connecting two conjugate FPs and the line
perpendicular to the magnetic NL. Therefore, this is analogue of parallel component
of FP distance. It was shown by the Ref. [69], that a flare shear is basically consistent
with the magnetic shear computed from vector magnetograms and, therefore, is
important for evaluating of magnetic non-potentiality of a loop structure: the higher
the angle, the larger magnetic non-potentiality. The shear angle decreases from 45◦ to
25◦ monotonically in the course of the flare. The evolution of parameters at 34GHz
show the same tendencies. So, we don’t present it here.

On Fig.A.24c–f parameters measured with RHESSI at energy 25–50 keV are
shown by diamonds. To determine the centroid positions of sources we use the
center-of-mass method. Sometimes, there are two HXR sources associated with the
northern foot point. We take them as one and use their weighted average position.We
can see that polynomial approximation of time dependence for all four parameters
obtained fromHXRshave the same trends as time profiles obtained fromMWs.At the
same time, vertical shifts between them are seen. To analyze the reason of these shifts
we have measured the time evolution of distances between HXR and MW sources
for each FP. We found that the distance for southern FP is systematically larger (3′′)
relatively to northern FP. This asymmetry gives smaller parallel component of FPs
distance and shearing angle and larger perpendicular FPs distance measured from
HXRs as compared to MWs.
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An important issue here is the measurement accuracy. It is well known from the
theory of interferometry (see the Ref. [70]) that the error of the determination of
the contour level location or brightness center position is significantly less than the
interferometer beam size, which is about 10′′ for 17GHz. The accuracy increases
significantly with the increasing signal-to-noise ratio. Because of NoRH has high
sensitivity, 5× 10−3 sfu in flux density, the signal-to-noise ratio is very high during
the flare (not less than 5). In this paper we use detectors 3–7 to reconstruct RHESSI
clean maps, in this way RHESSI HXR maps have an FWHM spatial resolution of
about 10′′. Even with detectors 3–7 RHESSI can determine source centroid to better
than 1′′ on condition that both sources are well defined. However, due to low signal-
to-noise ratio, especially for the NFP, we have a significant dispersion of measured
parameters. Standard deviation obtained from fitting is 2mm for distance and 3.7(◦)
for shearing angle. The corresponding standard errors for measurements with NoRH
are 1mm and 1.4◦.

7.3.7 Trajectories of Flaring Loop Top and Feet

In Fig.A.25 in Appendix A we drew the simplified magnetic NL on the photosphere
(white line) and plotted FPs and LT sources positions. Each color corresponds to
different temporal emission peaks, which are depicted on the plot. The SOHO MDI
magnetogram obtained at 00:50UT is superimposed by contour lines, red for positive
and blue for negative polarities. Contours show magnetic field on levels 150 G, 400
G, 600G, 800G for both positive and negative polarities.We can see that the northern
FP of the apparent bright loop moves predominantly along the magnetic neutral line
in the south-west direction, and the position of the southern FP is almost invariable.
On the rising phase, the LT moves from south to north (black diamonds). Then the
entire loop was gradually stretching upward. After the fourth peak the simultaneous
descending of themost bright loop and formation of a newMWloop at higher altitude
were observed.

7.3.8 Discussions

Let us discuss the most interesting findings discovered from observations which are
able to help in a reconstruction of the flare scenario.

7.3.8.1 Pre-flare Development

Aswe have shown above, due to the counterclockwise rotatingmotion of the sunspots
pair and clockwise rotation of leading sunspot prior to the flare the Hα arch system
evolved from the state with potential magnetic field to the sheared state with clear



330 7 Global Behaviors for Dynamics of Flaring Loops

oblique magnetic loop structures. According to Fig.A.21, the overall neutral line has
a reverse S shape, which is the other indirect evidence of a sheared magnetic field.
In the past, a development of shear before flares was observed in the chromosphere
from Hα (see the Ref. [71] and others) and also in the photosphere in magnetograms
(see the Ref. [47] and others). It was considered as a signature of a storage of free
energy in overlying corona via creation of non-potential magnetic field. Existence
of the magnetic shear, therefore, is an important indicator of initiation of a big solar
flare.

It is clear from the Fig.A.20 that the flare onset is associated with J-shaped hot
structure crossing theNL and seen in EUV.This kind of structures aswell as S-shaped
or sigmoidal configurations are often observed in SXR and EUV before and at the
beginning of large flares/CME (see the Ref. [27] and the subsequent studies). They
signify a highly sheared magnetic flux ropes or so-called sheared “core fields” which
harbor enhanced coronal heating [72]. In the recent numerical simulation [34], a
magnetic flux rope is heated through the slow photospheric bald-patch reconnection
during the early formation of the sigmoid. Note here, that for the AR understudy,
the Ref. [64] reported a new flux emergence around the magnetic neutral line and
filaments formation at about 09:00 UT on August, 21. An eruption of sigmoidal, S-
shaped or J-shaped structures is believed to play an important role in large flare/CME
events. This eruption may be initiated by some kind of instability (kink, torus) or by
reconnection between two flux ropes [34, 72, 73].

7.3.8.2 Unshearing Motion of Flare Loops

The motions of loops from a strongly sheared to a less sheared structure are often
observed inHα, HXR and EUV [4, 15, 74–77]. In this paper, such kind of unshearing
motion is found for the first time also fromMWobservations. Indeed, as we reported
in Sect. 7.3.7, during the flare process the shear angle of the loop steadily decreases.
In the flare under study this reduction is due to the northern FP motion along the
magnetic neutral line from the northern part to the southern part of the arcade.
Therefore, reduction of flare shear has to be considered as an important component
for the flare scenario/model.

7.3.8.3 Propagation of Flaring Process Along an Arcade of Loops

It is interesting that thoughwe observe one singleMW loop during almost all the flare
process, the tracing of the loop’s FPs and LTmotion in this flare show that the energy
release and acceleration of electrons up to relativistic energies occur in sequence
along the extensive arcade of loops. This arcade is well seen on Hα images prior to
the flare and on EUV images after the flare. The bright well visible radio loop as
well as HXR FPs of the loop follow the direction and orientation of the EUV arcade,
from its northern part to the southern. It means that successive emission peaks on
the time profile occur in different parts of the arcade, not in the same magnetic loop.
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Particles are accelerated in a sequence of magnetic field lines along the arcade, and
not in a single loop. Simultaneous existence of several loop tops at different height
levels at 01:15 UT (see Figs.A.21e and A.24a, b) indicates that at least several loops
become involved into the process.

7.3.8.4 Shrinkage and Stretching of the Flaring Loop

We have found the loop length contraction and LT descending motion with a speed
v ≈ 16km s−1 during the first peak of theMWburst (see Fig.A.24a, b). On the second
stage, after the first peak, since 01:02 UT the entire loop was gradually stretching
upward with an average speed v ≈21km s−1. After the fourth peak the simultaneous
descending of the most bright loop and formation of a new MW loop at a higher
altitude were observed. A similar behavior was found for the multicomponent time
profile flare of 2002 August 24 observed with NoRH, and it was supposed that
the expansion of the observed MW loop is caused by a chromospheric evaporation
induced by the intense energy injection during the first burst peak [10]. In the case
of the flare 2005 August 22 we would not say that the expansion (stretching up) of
the MW loop is due to the high pressure caused by such an evaporation. We rather
explain it by the appearance of new tiny flaring loops at higher and higher levels
in the corona. This interpretation is clearly confirmed by the existence of several
emission peaks (caused by several repeated injections) and by the observed changes
of the loop FP locations (Fig.A.25).

The descending motion of the coronal source is typical for the initial phase of
many other flares [3, 4, 6, 7, 10, 14, 15, 57, 58, 77]. The derived shrinkage velocity
of the radio loops agrees with the result of observations of loop tops in HXR emission
[6, 7, 77]: 8–45km s−1 and in EUV observations [57, 58]: 15kms −1. The shrinkage
of the loop length in the case of 2005 August 22 flare is accompanied by converging
motion of FPs both on the rising phase (first peak) and during the fifth peak. These
two temporally associated phenomena were found in some other events [4, 15, 77].

There are several theoretical models that try to explain the considered two stages
in the spatial development of flares. Most of them propose very similar explanation
for the second (expansion) stage of eruptive flares. The general idea is that during
this stage a reconnection is going in a way similar to the reconnection in the stan-
dard model of large eruptive flares: new reconnected field lines appear higher and
higher along a vertical current sheet. This process is followed by a gradual increase
of the height of new flaring loops and increase of their FPs separation transverse
to the magnetic neutral line (NL). The models by Somov [78] and Bogachev et al.
[1] generalized this consideration taking into account the relaxation of sheared mag-
netic field near the NL. This allowed them to explain not only the transverse FP’s
separation, but also a directed (unshearing) movement of FPs along the NL.

Our observation well agree with both above predictions. In the event under study
the separation motion is found to occur during the second - third emission peaks,
the separation reaches ≈2mm (Fig.A.24d). Since the loop is located far from the
central meridian (heliographic coordinates S12◦, W49◦), projection effects there
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forbid precise measurements of distances along the view angle, i.e., perpendicular
to the NL component of the FP distance. However, we can confidently measure the
FPs separation component parallel to the magnetic neutral line.

The dynamic shrinkage has various explanations. Within the magnetic reconnec-
tion process in solar flares, it is expected that newly reconnected field lines relax by
“shrinking” down to form a system of closed loops [13, 79–81]. In the numerical
simulation of magnetic reconnection with heat conduction [82–84], the downward
jet collides with the line-tied magnetic loops, and a termination shock appears at
the loop top. The height of the bright loop decreases rapidly at the beginning until
the loop top reaches its minimum height. Thereafter it rises almost uniformly with
time with its two FPs separation. Depending on the model parameters, the loop top
height may show temporal variations, that is sometimes it drops down against a rising
background [84].

The Ref. [14] gives an interpretation of the LT altitude decrease in the frame of
a collapsing magnetic trap model [85, 86] embedded in a standard 2D reconnection
flare model. The Ref. [5] suggested that the observed altitude decrease of the LT
source might be also related to the change from slow X-point to fast Petscheck-type
reconnection which would not only increase the energy release rate but also push the
lower bound of the current sheet downward. However, this scenarios cannot explain
converging motion of FPs. As well in 2D models the observed propagation of flaring
process along an arcade and unshearing motion are not possible to explain.

The explanation of the FPs converging simultaneously with the descending and
unshearingmotion of flaring loops is possible in the frame of three-dimensionalmod-
els. In the “rainbow reconnection model” [78] these phenomena is a consequence of
three-dimensional magnetic reconnection at a separator in the corona. The separator
is located above the photospheric neutral line like a rainbow above a river. During the
first stage of the flare, the reconnection releases an excess of magnetic energy related
to the magnetic tensions generated before a flare by the shear flows in the photo-
sphere. The collapsing magnetic trap formed in a downflow after the reconnection
at the separator explains the descending motion of the LT source. During the second
phase, the ordinary reconnection process dominates describing the energy release in
terms of the standard model of large eruptive flares with increasing FP separation
and upward motion of the LT source. The observed propagation of flaring process
along an arcade also can be understood in this unshearing process [1].

Note that the above model does not take into account a possible role of the activa-
tion of the J- or S-shaped filament located close to the NL. However, such a filament
and a correspondingCMEare important properties of the flare 2005August 22 aswell
as of other powerful eruptive flares. According to SOHO/LASCO CME on line cata-
log, an halo-type CME was first observed at 01:31 UT on the height h = 3.92 RSUN

with Large Angle Spectrometric Coronograph (LASCO) aboard SOHO. Extrapola-
tion shows that it started from 1 RSUN between 01:02–01:05 UT, that is just after the
first temporal peak. This is a strong evidence of the eruption of the filament observed
in the pre-flare period.

Recently, many authors exploit the idea that different kinds of instabilities or
loss of equilibrium can produce a dense plasma eruption and accompanying flare
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process [34, 72, 73, 87, 88]. An explanation of the first (shrinkage) and second
(expansion) stages based on the idea of the erupting flux rope, is considered in the
Ref. [5]. They assume that magnetic field lines in the arcade are distributed in such
a way that the magnetic field that is close to the NL has a significant shear, and
field lines are less sheared at longer distances from the NL. A flare is triggered by
the magnetic reconnection in the middle of the sigmoid that produces a single long
unstable twisted loop (flux rope) which moves upward. It first meets inner field lines
with significant shear and then the outer magnetic field lines which are little sheared.
Based onmagnetic explosion conjecture [15], it is showed that the release ofmagnetic
energy will reduce magnetic shear and that the less sheared arcade will have smaller
height and span [15]. The moving upward flux rope stretches the overlying magnetic
field to form a vertical current sheet. In the second stage, the magnetic reconnection
occurs in the current sheet at increasing altitude, producing two separating FPs/flare
ribbons. We consider that this scenario is the most satisfying to our observations
including pre-flare and second stages.

7.3.8.5 Two Stages in the Development of MW Emission

Two different stages can be clearly distinguished from the flux time profiles
(Fig.A.23) in the development of MW emission. The first stage corresponds to the
first temporal peak on theMWtimeprofiles. This peak iswell pronounced in emission
at 17 and 34GHz from both FPs and from the loop top. The second stage corresponds
to the period of 2nd to 6th peaks. On this stage, the temporal behaviors of the emis-
sion from the two FP regions and the LT region are completely different. Temporal
peaks 2–6 are well pronounced in emission from the FP regions, their intensities
are comparable with the intensity of peak 1. At the same time, the loop top source
emission is much weaker than during peak 1, looks very gradual and does not show
any emission peaks, except gradual increase during the sixth peak in the LT2 source.

Both GS and free–free emission can contribute to the 17 and 34GHz radio emis-
sion. However, our estimates show that GS is much more efficient for this flare. To
evaluate the contribution of the free–free radiation to the total flux we calculated the
flux density of thermal radio emission from the whole of radio loop using plasma
temperature and EmissionMeasure obtained fromGOES data. The evaluation shows
that it is less than 1% at the first peak time and only 4% at 01:23 UT. Therefore, con-
tribution of the free–free radiation is very small. As well, the flare frequency spectra
reconstructed with NoRP data show a typical GS shape with the peak frequency
f peak ≤ 10GHz and negative slope over f peak during the flare period. A calculation
of the power law spectral index α using flux densities at 17 and 34GHz shown in
Fig.A.23a and c indicate that this is true for all parts of the loop: α = −3 on the rise
phase and then grows to α = −1 in the average for both FPs and loop top. In the case
of optically thin free–free emission, one would expect flat spectrum with α ≈ 0.

Model simulationswithmaking use of the non-stationary Fokker–Planck equation
and calculation of GS emission [59, 61, 89] show that absence of secondary emission
peaks in the loop top is possible in the case of anisotropic injection of accelerated
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electrons into the loop predominantly alongmagnetic field lines. In this case, injected
electrons pass quickly through the loop apex generating emission of very small
intensity and then are reflected close to the ends of magnetic trap where they generate
emission of much higher intensity due to the stronger magnetic field and high pitch-
angles. The observed picture can happen if the acceleration process occurs in a wide
range of pitch-angles on the first stage and then changes to the beam-like acceleration
along the loop axes on the second stage of the flare.

We consider that the abovementioned MW emission properties on the second
stage of the flare can be explained in the frame of electron acceleration model in
collapsing magnetic field [1, 78]. The collapsing magnetic trap is a system of con-
tracting magnetic field lines and the flowing plasma in the cusp magnetic field below
the current sheet and above the relatively dense soft X-ray flare loop with a quasi-
stationarymagnetic field. The Refs. [1, 78] have shown that the contracting local trap
exists during 1–10s and can serve as an efficient electron accelerator to relativistic
energies via the first-order Fermi and betatron acceleration mechanisms.

The betatron electric field always increases the momentum perpendicular to the
magnetic field. Therefore, it contradicts to our conclusion about anisotropic injection
of high energy electrons along magnetic field lines on the second stage. The first-
order Fermi acceleration gives an increase in the longitudinal particle momentum
with decreasing separation between the magnetic mirrors of the local trap. Even if
the initial particle distribution is isotropic, under the action of the Fermi acceleration
the electron pitch angles decrease and the pitch-angle distribution is elongated along
the large trap axis, which is in agreement with our conclusion. On the second stage
of the flare, the Fermi acceleration may become more efficient than the betatron one
due to, for example, a higher location of the current sheet over the flaring arcade
(in other words, due to a longer local trap) and, therefore, result in a more beamed
injection along the loop axes.

7.3.8.6 Relative Positions of HXR Coronal Source and MW Loop Apex

It is interesting that HXR coronal sources seen on several images (Fig.A.22) are
located higher thanMWloop apex and show faster upwardmotion. The sources above
the SXR LT are usually called asMasuda sources. They are found in flares during the
impulsive peak and were interpreted as evidence of magnetic reconnection above the
SXR flaring loop [74]. However, in Masuda flares as well as in cases reported later
(e.g., the Ref. [14]) the HXR LT source at higher photon energies is located at higher
altitudes. According to the standard model, the reconnection progressively occurs
at higher and higher altitude and, therefore, lower energy electrons are expected to
situate at lower altitude where reconnection process has occurred earlier. In the event
under study,weobserve opposite situation: theMWloopwhose emission is generated
by electrons of hundredskeV is located lower than 25–50 keV HXR coronal source.

We consider that this situation again can be understood in the frame of the col-
lapsing magnetic trap model. A large number of low energy (tens of keV) electrons
produced in the reconnection region and trapped locally in the collapsing field lines
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above the quasi-stationary magnetic loop can survive there for a fraction of second
and generate the above the loop HXR-source. It is clear that at the same time a
fraction of accelerated relativistic electrons can survive on the contracting field line
of the large trap (flaring loop) for much longer time than the lifetime of the local
trap. They should generate microwave GS emission even when the contracting line
reaches its minimum height.

7.3.9 Conclusions

We have studied the spatial dynamics of the flaring loop in the large flare/CME event
2005 August 22. It has been found that the pre-flare morphology of the AR exhibits
a strongly sheared arcade seen in Hα and accompanied with the J-shaped filament
bright in EUV. Two parts of the bright EUV filament spatially coincide with two
17GHz FP sources at the time of the flare onset. During the whole burst, the entire
loop structure was well seen at 17 and 34 GHz, but the loop’s orientation, length
and size were changing with time. RHESSI observations showed two FP sources
at 25–50keV, as well as coronal sources which were appeared sometimes over the
radio loop apex.

The tracing of FPs and LT motion shows that energy release and high energy
electron acceleration occur in sequence along the extensive arcade that is well seen
on Hα images prior to the flare and on EUV images after the flare. The motion of
magnetic loops goes from the highly sheared to the less sheared state. The northern FP
of the apparent bright loop moves along the magnetic neutral line, and the position of
southern FP is almost invariable so that the shear angle of the loop steadily decreases
during the flare process.

We have found the loop length contraction and LT descending during the first
emission peak accompanied by converging motion of FPs on the rising phase. Then
the entire loop was gradually stretching upward. After the fourth peak, the simulta-
neous descending of the most bright loop and formation of a newMW loop at higher
altitude were observed. The analysis of HXRs has shown a good correlation with
results obtained from MWs for the period of RHESSI observations.

We didn’t find one single flare model which could explain all observational find-
ings. We consider the flare scenario similar to the proposed by the Ref. [47] and
reported by the Ref. [5]. The flare might be triggered by the activation of the J-
shaped flux rope and its interaction with the highly sheared arcade. The moving
upward flux rope stretches the overlying magnetic field to form a vertical current
sheet. In the second stage, the magnetic reconnection occurs in the current sheet
at increasing altitude, producing rising LT and stretching loop length. Additional
evidence for such scenario is SOHO/LASCO observations, which give extrapolated
rising start time of the filament just after the first temporal peak.

The revealed properties of time profiles of MW emission confirm the existence
of two stages in the development of the flare. On the first stage, which corresponds
to the first temporal peak on MW time profiles, the emission peaks are present
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simultaneously in the LT and FP regions at both frequencies, 17 and 34GHz. On the
second stage, after the first emission peak, repeated emission peaks are present only
in the FP regions. We conclude that these two different stages are connected with
differences in the acceleration process: on the first stage, an injection of high energy
particles occurs in a wide range of pitch-angles while on the second stage it changes
to the beam-like acceleration along the loop axes and takes place over the flaring
arcade. This situation can be explained in the frame of collapsing magnetic trap [1,
78], in which Fermi acceleration may become more efficient on the second stage of
the flare. Note that the collapsing trap model is also able to explain the found relative
displacement of the MW loop and HXR coronal source, the latter being above the
first.

7.4 Quasi-periodic Pulsations (QPPs) in Microwave Band

As it was already mentioned in the book’s Introduction chapter, the discovery of spa-
tially resolved MHD wave and oscillatory activity of the corona is one of the most
remarkable achievements of solar physics in the last decade. Now there are abun-
dant evidences of MHD waves of various kinds in the corona. Several theoretically
predicted wave modes (transverse kink and sausage, and longitudinal) have been
identified in the imaging and spectral data with high temporal and spatial resolution
in the visible light, EUV, soft X-ray, and microwave bands [90].

The periods of QPPs can be split into several bands, from sub-seconds up to
tens of minutes. Short-QPPs (sub-second) in the m-dm-cm radio emission are likely
to be associated with kinetic processes caused by the dynamic interaction of elec-
tromagnetic, plasma or whistler waves with energetic particles trapped in closed
magnetic fields during solar radio bursts. Long-QPPs, with periods from several
to tens of minutes, are usually associated with active region dynamics and global
oscillations of the Sun. Medium period- QPPs (seconds to several minutes) detected
in microwave, white light, EUV and X-ray emissions are likely to be associated
with magnetohydrodynamic (MHD) processes in solar flaring loops. Recently, they
have attracted strong attention because of the newly opened possibility of observing
such QPPs directly using instruments with high spatial resolution. In particular, the
Nobeyama Radioheliograph (NoRH) has sufficiently high angular (5′′) and (10′′) at
34 and 17GHz, respectively and temporal (100 ms) resolutions, allowing the deter-
mination of the spatial structure of the pulsating regions, their phase relations and the
fine temporal and spectral structure of the QPPs. Also, medium QPPs are interesting
due to their possible association with the fundamental physical processes operating
in flares: spontaneous and triggered energy releases, magnetic reconnection, ther-
modynamics, MHD oscillations, particle acceleration and other kinetic effects (see
review [90]).
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7.4.1 Types of QPPs in Microwave Band

In this book section, we concentrate our attention on the medium-QPPs, following
the results of paper [91].

7.4.1.1 Observations and Data Reduction

Our selection criteria for the analysis of flaring sources are as follows. Themicrowave
source should: (i) be well resolved by NoRH, that is, its length should be larger than
the beam size at 17GHz; (i i) have a single loop shape; (i i i) be located near the
solar disk center, or have relatively small intensity if located near the limb, reducing
the influence of positional ambiguity in the image synthesis. Specific features of the
radio emission time profiles, i.e., the visible presence or absence of QPPs, are not
accounted for in the selection. In other words, events without a pronounced QPP
pattern are not excluded from our consideration. As a result, we have chosen 12
single flaring loops observed in the period 2002–2005. The evolution of the selected
events is analyzed with two independent instruments, NoRP and NoRH. This gives
us the opportunity to exclude spectral components of instrumental origin.

There is an extensive literature onmethods of detection of QPPs and identification
of oscillatory components of solar emissions [91–95]. In the current study, we use
several of them. Our procedure for a spectral analysis of signals is as follows. The
flux density time profiles of the events, Ff (t), are smoothed over an interval τ that is
usually greater than the expected period of the QPP. This gives us the slowly varying
component Fsm

f (t). The high-frequency component is obtained by subtraction of the
slowly varying component from the original time series,

Fh f
f (t) = Ff (t) − Fsm

f (t) . (7.4.1)

Then, we obtain the modulation signal,

Δ f (t) = Fh f
f (t)/Fsm

f (t) . (7.4.2)

This was done for a broad range of smoothing intervals: τ = 5, 7, 10, 13, 15, 20,
25, 30, and 40s, allowing us to understand whether the spectral peak found is real
or produced by the smoothing (filtering) procedure. The suitability of this method
for determining the reliability of the spectral components was verified by numerical
simulations. For this we used the model function

f1(ti ) = fb(ti )[1 + fs(ti )] + fn(ti ) . (7.4.3)

where ti is the time of the measurement in seconds, ti = i , where i = 1, 2, 3, . . .,
N s; fb(ti ) = sin(2π ti/Pb) is a function defining the slowly varying background,
with period Pb = 3N ; fs(ti ) = ∑m

j=0 Ãs j sin(2π ti/P̃j ) is a periodic component



338 7 Global Behaviors for Dynamics of Flaring Loops

(signal) defined as the sum of m harmonic functions with different periods P̃j and
amplitudes Ãs j , j = 0, . . ., m. The noise component fn(ti ) is defined as a numerical
series of normally distributed random valueswith amean value of zero and a standard
deviation An which is either equal to the signal amplitude (As/An = 1) or twice larger
than it (As/An = 0.5).

Our data analysis method was tested for different signal and noise functions given
by Eq. (7.4.3). We varied the number of periodic components, and their periods,
amplitudes, and SNR ratio. For each fixed set of these parameters, a noise function
was tried 100 times in order to calculate deviations of values of a period estimated
by our method from that obtained by Eq. (7.4.3). We have found that despite the
appearance of some spectral peaks caused by the noise function fn(ti ), the periodic
component fs(ti ) is well distinguished in all cases. Moreover, errors in the period
estimations are relatively small.

For the preliminary spectral analysis, the time profiles Δ f (t) were studied using
wavelet (Morlet) analysis, in particular, the routines developed by Torrence and
Compo [94]. Wavelet spectra give us the general spectral-time evolution of the ana-
lyzed signal, and allow us to identify the candidate spectral-time intervals which
may contain QPPs. Then, the candidate intervals are studied using autocorrelation,
cross-correlation and Fourier methods, with the aim of determining the characteristic
periods and their evolution, and the duration of phase conservation in the oscillations.

For the final analysis and classification, we have chosen only those oscillatory
patterns which satisfy the following criteria. First, the oscillations should be well
pronounced in the data from both instruments (NoRH and NoRP) and have similar
frequency–time behavior of the wavelet spectra. Second, they should be seen in
periodograms of auto-correlation and cross-correlation functions at 17 and 34 GHz.
Third, the value of their period should not depend upon the selected low-frequency
filter (the specific value of τ ), at least inside the corresponding error bar. Fourth,
their quality Q = πN should exceed nine (that is, the number N of observed periods
should be at least three).

7.4.1.2 Results of Data Analysis

The properties of the QPPs found in this study are rather different. According to the
time evolution, we divide the QPPs into four types: (i) those with stablemean periods
in the range 5–20s (eight events); (i i) those with spectral drift to shorter periods in
the rise phase of the burst (two events); (i i i) those with drift to longer periods in
the decay phase (two events); (iv) those with an X-shaped drift between periods of
20–40s (one event).

The events illustrating each of these types are described in the following sub-
sections and are shown in Figs.A.26–29 of Appendix A. For each event, the color
panel demonstrates the wavelet power spectrum of the modulation signal Δ f (t) for
theNoRHdata at 17GHz. Six colors correspond to six power levels ranging fromzero
to the maximum value. Thin solid contours show 95% significance level, estimated
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according to the Ref. [96]. For better visualization, the normalized time profile of
the radio emission intensity Ff (t) is superimposed onto the wavelet spectrum by the
thick solid line. Cross-hatched regions on either end of the wavelet spectra indicate
the cone of influence. The small panel on the right of the wavelet spectrum represents
the global wavelet power spectrum of the modulation signal. The dashed line on this
plot defines the 95% significance level. Each figure also shows the auto-correlation
function of themodulation signalΔ f (t) at 17GHz and a set of periodograms (in units
of spectral power normalized to the total variance), which correspond to different
smoothing intervals τ . The dashed line in the panel with periodogram plots shows
the 99% significance level estimated according to Horne and Baliunas [97].

Pulsations with a Stable Mean Period

In our analysis, we consider a QPP as having a stable mean period P if the drift rate is
dP/dt < 3s min−1. FigureA.26 shows a typical example of a QPP of the first type.
A single spectral component with a stable period P ≈ 8–9s dominates in the wavelet
power spectrum, especially during the rise phase of the flare (Fig.A.26a). The QPPs
become fainter during the maximum phase of the flare and regain the strength in the
decay phase of the flare, while not reaching the power level they have in the rise
phase. The period of the pulsations stays stable over 100s, reaching a quality Q ≈
35. The autocorrelation function of the QPP (Fig.A.26b) has a very pronounced
oscillatory pattern over the time interval that includes several cycles. Hence, the
pulsations keep the phase during a sufficiently long time. The periodogram of the
autocorrelation function has an obvious peak at 8–9s, which is consistent with the
wavelet analysis. Reliability of the spectral peak is proved by coincidence of its
position for periodograms taken for different smoothing times: τ = 10 s (black line),
15 s (red line), 20 s (orange line), 25 s (green line), and 30s (blue line). Sometimes
two different non-overlapping periodicities occur in this type of QPPs [90].

Pulsations with Spectral Drift to Shorter Periods

The flare on 31 May 2002 illustrates the second type of pulsations (Fig.A.27).
FigureA.27a and b show the wavelet spectra of the modulation signals obtained
with NoRH and NoRP at 17GHz, respectively. The spectra contain a pronounced
component with a positive frequency drift during the rise and maximum phases of
the flare. Five cycles of QPP are observed in a time interval of about one minute.
The period of the pulsations decreases from P ≈ 17s in the rise phase to P ≈ 9s in
the maximum, with a mean drift rate dP/dt ≈ −14s min−1. The spectral analysis
reveals two periods corresponding to the final and start values of the drifting com-
ponent (Fig.A.27d). The first (left) peak on the periodogram at P ≈ 9s is narrow.
The second (right) one looks wider. Note that the next lower frequency component
is an artefact, it appears due to the main flux peak.

Pulsations with Spectral Drift to Longer Periods

The variation of the microwave emission of the flare on 03 July 2002 has an inter-
esting spectral behavior. According to Fig.A.28a, the MW burst consists of three
peaks. The first one occurs from 02:10:20 to 02:11:00 UT (40–80s), the second one
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from 02:11:00 to 02:13:00 UT (80–240s) and a subsequent smooth weak peak from
02:13:00 to 02:16:00 UT (240–420s). Note that the source of all peaks is the same
single flaring loop. Two types of pulsations are seen in the wavelet power spectrum.
The first and the second peaks contain stable periodQPPs (e.g., with a period of about
15 s and a quality Q ≈ 12 during the decay of the first impulsive peak, see Fig.A.28a).
This part of the burst, shown by the two vertical dashed lines in Fig.A.28a, is zoomed
in Fig.A.28b for a more detailed view. These QPPs belong to the pulsations of the
first type, discussed above and illustrated in Fig.A.26.

In the decay phase of the flare, shown in Fig.A.28a from the dotted line to the
end, there is clear evidence of a QPP with a negative frequency drift (see Fig.A.28c).
The period of this QPP increases from 22 to 30s in four to five cycles with a mean
drift rate dP/dt ≈ 11s min−1. The periodogram of the auto-correlation function of
this QPP has two peaks, similar to the previous example (Fig.A.27d). Their values
correspond to the starting and final values of the drifting component (Fig.A.28d).

Pulsations with an X-shaped Drift

The flare on 21 May 2004 (see Fig.A.29) has a peculiar QPP, which we refer to
as the fourth type. Wavelet power spectra of this event show X-shaped structures
drifting between the periods of 20 and 40s (Fig.A.29a, b). Two drifting spectral
branches start at the beginning of the rise phase; initially, they have different periods,
of about 40 and 25s. With time, the periods converge with a drift rate |dP/dt | ≈
10s min−1. In about 100s, the branches merge into one with a period of about 30 s
and then bifurcate again with a mean drift rate |dP/dt | ≥10s min−1. Both branches
last for about 180s and fade away at the flare maximum. Similar wavelet spectral
signatures are present in both NoRH and NoRP signals. To illustrate the reliability
of the observed QPPs, here we also show results of our spectral analysis of the signal
at 34GHz. As we can see in Fig.A29c and d, periodograms of the auto-correlation
functions of the pulsations at 17 and 34GHz both have two well-pronounced spectral
peaks at periods of about 38 and 26s. The ratio of the periods is 0.68, indicating that
these periodicities are not simple harmonics caused by a temporal nonlinearity of
the signal (which would give a period ratio of 0.5). Moreover, as is evident in the
wavelet spectra, the ratio changes with time from 0.68 up to one and then comes
down to the initial value.

7.4.1.3 Discussion and Conclusions

In this section, we have studied the temporal evolution of MW QPPs from a set of
twelve flares, observed simultaneously with both NoRH andNoRP. TheMW sources
of all the analyzed flares have a well-resolved single loop shape. The signals were
detrended and analyzed using the wavelet, correlation and periodogram techniques.
All the flares were processed in a similar way, resembling the approach proposed in
De Moortel and McAteer [98]. The main result of our study is the clear evidence
that the presence of an oscillatory component in flaring light curves is a widespread
phenomenon, independent of the event selection criterion. This result indicates that
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oscillations are an intrinsic feature of flaring energy release. Thus, our understand-
ing of solar flares cannot be complete without revealing the physical mechanisms
responsible for the generation of the periodicity.

The ranges of the detected periods coincide with the expected transverse and
longitudinal fast magnetoacoustic and Alfvén transit times (for Alfvén speeds in the
range of several hundreds to a few thousands km s−1). This suggests that the QPPs
are likely to be associated with MHD oscillations in either the flaring loops or in
their nearest neighborhood. Periods P of standing fast magnetoacoustic and Alfén
modes are linked with the length L of the oscillating structure as

P ≈ 2L

Cphn
, (7.4.4)

where n is an integer corresponding to the number of the longitudinal harmonics
and Cph is the phase speed of the mode. The value of Cph is in the range from the
Alfvén speed inside the structure, CAi , to the external Alfvén speed, CAe. In par-
ticular, for the torsional mode we get Cph = CAi , for the long-wavelength sausage
mode Cph ≈ CAe and for ballooning modes Cph ≈ √

2CAi (e.g., see the Ref. [90]).
Also, the simultaneous presence of two or more periodicities in the data (multi-
periodicity) found in this study supports the interpretation of the QPPs in terms of
MHD oscillations. Indeed, different periods and their ratios can be easily obtained
from Eq. (7.4.4) if there are several different MHDmodes, with different mode num-
bers n and phase speedsCph , excited simultaneously in the same flaring loop. On the
other hand, it does not seem to be simple to explain the multi-periodicity in terms of
repetitive reconnection [99]. In the LCR-circuit model the multi-periodicity could
be obtained in the case of several interacting flaring loops, which is not consistent
with our observations.

Moreover, the detected period modulation or drift can also be easily explained
with the use of Eq. (7.4.4). Indeed, the variation of the loop length, the magnetic field
strength and of the plasma density caused by the evolution of the flaring structure
and its neighborhood, in response to the energy release, modifies the period of MHD
oscillations. Thus, we conclude that the most likely interpretation of the periodicities
detected in our study is connected with MHD oscillations.

7.4.2 Theoretical Explanations of QPPs

7.4.2.1 Global Sausage Mode [99]

The analyzed flare occurred on the January 12, 2000, at the eastern limb (N13E80)
and was observed with both NoRH and NoRP. Also, the flare was detected with
SXT, HXT, and WBS instruments onboard Yohkoh. The pulsations are observed to
be synchronous at both the frequencies analyzed.Moreover, it is worth to note that the
MW pulsations coincide in time with the quasi-periodic pulses detected at the HXR
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Fig. 7.4 Radio images made at the flare maximum at 01:36:15 UT at 34GHz (filled pixels) and
17GHz (dotted contour curves, the contour levels are 0.7, 0.85, and 0.98 of themaximum brightness
temperature TB17). The black contour shows the positioning of the HXR sources, obtained in the
channel L (13.9–22.7keV) of Yohkoh/HXT. The HXR signal had been integrated over the time
interval 01:35:52–01:36:15 UT, the contours correspond to the levels 0.2, 0.4, 0.6, and 0.9 of the
maximum value

time profiles in the 25–85 and 85–826keV channels of Yohkoh/WBS. Similar to the
MW emission (see Figs. 3–4 of Ref. [100]), the Fourier spectra of the HXR total flux
oscillations show the presence of two well pronounced spectral components: with
the periods 15–17 and 8–9s in the 25–85keV channel and with the periods 13–15
and 6–9s in the 85–826keV channel.

Figure7.4 shows the radio images taken at the flare maximum at 01:36:15 UT
at 34GHz (filled pixels) and 17GHz (the dotted contour curves), the contour levels
are 0.7, 0.85, and 0.98 of the maximum brightness temperature TB17. The brightness
temperatures reached values 5.7×107 K at 17GHz and 3.7×107 K at 34GHz. The
black contours show the positioning of the elongated HXR source, obtained in the
channel L (13.9–22.7keV) of Yohkoh/HXT, and correspond to the levels 0.2, 0.4,
0.6, and 0.9 of the maximum value. The HXR signal had been integrated over the
time interval 01:35:52–01:36:15 UT. The source’s double peak structure shows the
places of strong electron precipitation.

As the flaring loop observed was well resolved with NoRH, it made possible to
study the properties of the radio pulsations at different parts of the loop. To improve
the SNR, the signal was integrated over a 10”×10” box. Then, for each box, we
calculated the flux density F(t), integrating the values of the radio brightness TB

over the box in an NoRH image. In addition, the relative variations of the fluxΔF/F
were calculated for each box. Such an analysis revealed that the pulsations were
present in the loop wherever we placed the box. Similarly to the integrated flux, the
pulsations observed at 17 and 34GHz are synchronous with each other. And, most
interestingly, they are correlated at any part of the loop. The time profiles ΔF/F
measured at 17GHz are shown in Fig. 7.5, for the Southern (panel a) and Northern
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Fig. 7.5 The time profiles ΔF/F measured at 17GHz for the three different regions of the size
10”×10”: the Southern (panel a) and Northern c legs of the loop, and the loop apex b determined
as the center of the radio source detected at 34GHz. The Fourier spectra of these time profiles are
shown in plots d–f, respectively. The spectra show that there are both the 8–11 and 14–17s spectral
components everywhere in the loop, the shorter period component dominates at the legs d and f,
while the longer period component – at the apex e

(c) legs of the loop near the FPs, and for the loop apex (panel b). The loop apex was
determined as the center of the radio source detected at 34GHz, and the positions of
the FPs—as HXR brightness maxima. The Fourier spectra of those time profiles are
shown in Fig. 7.5d–f, respectively. The pulsations at the loop legs are observed to be
well correlated with each other. However, the pulsations observed at the legs do not
correlate very well with the pulsations recorded near the apex. Indeed, if some peaks
at the leg and apex time profiles coincide with each other, there are certainly more
peaks at the leg time profiles than at the apex. The Fourier analysis demonstrates that
despite there being both the 8–11 and 14–17s spectral components everywhere in
the loop, the shorter period component dominates at the legs (Fig. 7.5d and f), while
the longer period component–at the apex (Fig. 7.5e). The last result coincides with
the result of the Fourier analysis of the correlation curves (see Figs. 3 and 4 in the
Ref. [100]). This is connected with the fact that the contribution of the apex signal
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Fig. 7.6 The phase evolution near the burst maximum at 01:36:00 UT for the two spectral peaks
of oscillations: P1 = 16s and P2 = 9s. The phase of oscillations for the loop top source is shown
by the solid line, and for the northern (Foot 2) and southern (Foot 1) leg sources by the dotted and
dashed lines, respectively. The phase shift between oscillations from the loop top and foot sources
is well pronounced for the P2 spectral component and is very small for the P1 component

to the correlation flux is strongest, as the apex is seen to be the brightest part of the
loop.

A search for a phase shift between oscillations in different parts of coronal loops
is very important for selection between different MHD modes and their harmonics.
In Fig. 7.6 we compare phases of oscillations for the peak periods of the two spectral
components, P1 = 16s and P2 = 9s. The phases in the interval ±70s around
the burst maximum 01:36:00 UT were calculated using imaginary and real parts of
the Fast Fourier Transform of the oscillating signal in the running window of the
Gaussian shape

g(t, t0) = exp[−(t − t0)
2/τ 2] , (7.4.5)

with the width τ = 90 s that is comparable with the burst half amplitude duration.
The phase of the oscillations for the loop top source is shown by solid line, and for
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the northern (Foot 2) and southern (Foot 1) leg sources by dotted and dashed lines,
respectively. Phases of both spectral components are quite stable in the time interval
±70s around 01:36:00 UT. As one can see, the phase shift between oscillations
from the LT and legs sources is very small for the P1 component, less than 0.5 rad
or 1/12×P1 ≈ 1.3 s, and two times less for the opposite leg sources. However it
is well pronounced for the P2 spectral component. The value of the phase shift
between P2-oscillations from the loop top and the northern leg sources is ≈1.5 rad
or ≈1/4×P2 = 2.2 s. For the southern leg source the phase difference has the same
sign, but the value is three times smaller, only ≈0.5 rad or 1/12×P2 ≈ 0.7 s. The
small phase difference for this source is possibly connected with its proximity to the
loop top source.

According to the theory developed by Edwin and Roberts [101, 102] linear MHD
perturbations of a straight plasma cylinder with the radius r = a are described by
dispersion relation

ρc(ω
2 − k2z C

2
Ae)m0

I ′
m(m0a)

Im(m0a)
+ ρ0(k

2
z C

2
A0 − ω2)me

Km(mea)′

Km(mea)
, (7.4.6)

where Im(x) and Km(x) are modified Bessel functions of order m, and the prime
denotes the derivative with respect to argument x . The functions m0 and me which
may be considered as radial wave numbers of the perturbations inside and outside
the cylinder, respectively, are defined through

m2
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si − ω2)(k2z C

2
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Ai )(k
2
z C

2
T i − ω2)

, (7.4.7)

where i = 0, e. In the internal and external media, the sound speeds are Cs0 and
Cse, the Alfvén speeds are CA0 and CAe, and the tube speeds are CT0 and CTe,
respectively. (The definitions of the speeds are standard, see, e.g., the Ref. [103].)
Relations between those characteristic speeds determine properties of MHD modes
guided by the cylinder. Formodes that are confined to the tube (evanescent outside, in
r > a), the conditionme > 0 has to be fulfilled. The integer m is the azimuthal mode
number. It determines the azimuthal modal structure: waves with m = 0 are sausage
modes, waves with m = 1 are kink modes, waves with higher m are referred to as
flute or ballooning modes. The existence and properties of the modes are determined
by the equilibrium physical quantities. In particular, for m2

0 < 0, the internal radial
structure of the modes is described by the Bessel functions Jm(x), and the radial
dependence of the oscillation is quasi-periodic.

Figure7.7 shows dispersive curves of MHDmodes guided by a magnetic cylinder
with the characteristic speedsCA0 = 600km s−1,CAe = 3300km s−1,Cs0 = 340km
s−1, and Cse = 200km s−1 that are obtained using the loop parameters derived
from microwave and X-ray diagnostics in Sect. 3 of Ref. [100]. There is an infinite
number of modes with a given azimuthal numberm, corresponding to different radial
numbers, l. The modes with higher radial numbers l have higher phase speeds along
the loop and exist for higher values of the longitudinal wave number k.
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Fig. 7.7 Phase speeds ofMHDmodes of a straightmagnetic cylinder as function of the longitudinal
wave number normalized by the cylinder radius a, for CA0 = 600km s−1, CAe = 3300km s−1,
Cs0 = 340km s−1, and Cse = 200km s−1. Solid curves correspond to sausage (m = 0) modes
of different radial numbers (l = 1, 2, 3,…), dotted curves to kink (m = 1) modes, dashed and
dashed-dotted curves—to the ballooning modes m = 2 and m = 3, respectively. For fast modes,
the lowest phase speed curves of each line style correspond to the l = 1 mode. Horizontal straight
lines show the characteristic speeds mentioned above. The hatched region shows where no trapped
mode can exist

The horizontal axis of Fig. 7.11 shows the normalized longitudinal wave number,
which may be rewritten through the longitudinal wave length ka = 2πa/λ. As fast
modes of a coronal loop should have nodes of the transverse velocity perturbations
at the loop FPs, the wavelengths of the modes are quantized, λ = 2L/n, where n
is an integer corresponding to the mode number (or the number of maxima of the
transverse velocity perturbations along the loop) and L is the length of the loop.
Identification of a particular mode should be based upon the analysis of the mode
period and the mode radial and longitudinal numbers. The radial mode number l is
perhaps the most difficult to measure, as the loop width is usually either unresolved
or resolved very poorly. The lowest n = 1 mode is a fundamental or global mode.
Global kink (n = 1, m = 1) modes have been discovered with Trace EUV imaging
telescope [104, 105].

The length of the analyzed loop is estimated as L = 25mm. The observationally
determined distribution of the oscillation power along the loop has one maximum,
near the loop apex, suggesting that the observed mode is global. In the loop of the
observed length, the global (n = 1) mode with the period of 16s should have the
phase speed about 3130km s−1. According to Fig. 7.7 the longest wavelength mode
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which can have such a speed is the sausage mode. The corresponding normalized
longitudinal wave number ka ≈ 0.54, which gives us a ≈ L/6 ≈ 4.3mm. As
the observed loop is sufficiently thick, this estimation is realistic. The next longest
wavelength global mode, the kink l = 2 mode, requires ka = 0.85, which does not
seem to be realistic as the loop would be too thick in this case. All other global modes
require the loop to be even thicker and should be ruled out on those grounds. Similarly,
the longitudinal modes are excluded because they cannot reach the required phase
speed. In addition, according to Fig. 7.6 (upper panel) all parts of the loop analyzed
are observed to oscillate in phase with each other. This confirms the identification of
the observed mode as the global sausage l = 1 mode, as suggested in Nakariakov
et al. [103].

7.4.2.2 Kink Mode Standing Waves [106]

In Fig.A.28 of Appendix A we already show the main temporal and spectral proper-
ties of the spatially unresolved signal of the flare on 3 July 2002 observed by NoRH
in the period 02:09:12–02:17:12 UT, Kupriyanova et al. [91] noticed an interesting
drifting feature on the wavelet spectrum of QPPs during the final phase of this flare.
To be sure that the periods found from microwave data have solar origin, we car-
ried out a spectral analysis of the intensity variations of the HXR emission obtained
with RHESSI, and applied the same procedure of spectral analysis, as for microwave
data, to all RHESSI energy channels (see Fig. 1d of the Ref. [106]). One can see that
the spectral components in the periodograms are split into three groups with periods
close to 30, 20, and 10s, which are similar to those found for the microwave emission
(see Fig. 1c of the Ref. [106]) obtained using a completely independent instrument.
We believe this is a strong evidence of the solar origin of the periodicities.

To increase the SNR, we merged areas with similar profiles of the wavelet spectra
into three large boxes: 8×8 pixels ≈20”×20” (Fig.A.30a of Appendix A). Time
profiles of modulation depth Δτ(ti ) from these boxes for τ = 25s are shown in
Fig.A.30b. They present a good quality of oscillatory patterns through the whole
time interval. The periodic structure of these time profiles is much better seen in
its autocorrelation functions (Fig.A.30c). Hence, pulsations keep the phase during a
sufficiently long time and have rather good quality: Q = πn ≈ 20 (n is the number
of periods) for QPPs with P ≈ 30s and Q ≥ 30 for QPPs with P ≈ 20 s. Note that
the emission intensity oscillates in anti-phase in the northern and southern sources
(Fig.A.30b).Wavelet spectra ofΔτ(ti ) from the selected three large boxes are shown
in Fig.A.30d for the smoothing filter width τ = 25s.

Results of the Fourier analysis for the large boxes confirm the results of the
wavelet analysis. Periodograms of autocorrelation functions R of modulation depth
Δτ(ti ) for the set of τ s are shown in Fig.A.30e by solid lines. The periodograms for
boxes 0 and 2 have similar profiles. They indicate the following set of mean periods:
P I
1 ≈ 32.6±3.0 s, P I I

1 ≈ 22.6±1.5 s, P I I
2 ≈ 18.8±1.0 s, P I I I

1 ≈ 11.5±0.4 s, and
P I I I
2 ≈ 9.8±0.3 s. Periodograms for box 1 show a dominant spectral peak with

period P I
1 ≈ 30.3±3.0 s. Also, there are three very weak peaks with periods from
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13.1 to 17.7 s, which are slightly higher than the significance level only for τ ≤
15 s. The periodogram analysis in Sect. 4.3 of the Ref. [105] shows that the set of
three pairs of strong spectral components is observed throughout the analyzed time
interval (02:13:40–02:17:10 UT): 〈P〉I1 ≈ 34.9 s and 〈P〉I2 ≈ 31.2 s, 〈P〉I I1 ≈ 21.3 s
and 〈P〉I I2 ≈ 18.7 s, 〈P〉I I I1 ≈ 11.5 s and 〈P〉I I I2 ≈ 9.8 s.

Based on Eqs. (7.4.6) and (7.4.7), the calculations for B0 = 180 G, T0 = 5×106

K, and n0 = 5×1010cm−3 show that the kinkmode provides values of the periods and
their ratios P I

kink/P
I I
kink ≈ 31.1 s/18.7 s≈ 1.66 and P I I

kink/P
I I I
kink ≈ 18.7 s/11.4 s≈ 1.64

much closer to those observed: P I
obs/P

I I
obs ≈ 31.1 s/18.7 s ≈ 1.66 and P I I

obs/P
I I I
obs ≈

18.7 s/11.4 s ≈ 1.64.
Let us consider now possible mechanisms of the microwave emission modulation

by the kink mode oscillations of the flare loop. A well-known mechanism is the GS
emissionmodulation produced by horizontal kinkmode oscillations. During this type
of oscillation, the magnetic field strength is almost unchanged, but the direction of
the field lines can change remarkably. The modulation occurs due to the dependence
of the emissivity of the NT GS radiation on the angle θ between the magnetic field
direction in the source and the LOS [107]

I (θ) ∝ (sin θ)−1.43+0.65δB0.90δ−0.22 . (7.4.8)

Here δ is the spectral index of accelerated electrons, 2< δ < 7, and B is the
magnetic field strength. In our case the flaring loop is oriented in the north-south
direction and its heliographic coordinates are S19W48. Thus, field lines near the FPs
are probably inclined by more than 48◦ to the line of sight for the northern FP and
less than 48◦ for the southern FP. The LT field lines are inclined at an angle of the
order of 70◦. This means that in order to produce the observed oscillations of 2–5%
of the MW intensities near the FPs and LT (see Fig.A.30), the amplitude of the angle
should be around Δθ = 1.5−3.0◦, assuming δ = 4.7. Such angle variations look
rather reasonable.

It follows from Eq. (7.4.8) and properties of the horizontal kink mode that the
modulation of the GS emission by the fundamental (global) kink mode with period
P ≈ 30s can be significant throughout the loop. The QPPs are expected to be in
phase everywhere in the loop. The QPPs with period P ≈ 20s caused by the second
harmonic of the kink mode are expected to have larger amplitudes at the position
between the LT and FPs, but closer to the FPs. These oscillations of the emission
intensity should be in anti-phase in the northern and southern sources because of the
anti-phase displacements of the opposite loop legs (see the Ref. [108]). In general,
this behavior of the predicted microwave emission is in agreement with the observed
properties of QPPs discussed in Sect. 4 of the Ref. [106]. Especially good agreement
is found for the FPs of the flaring loop where viewing angle variations are expected
to be maximal both for P ≈ 30s and P ≈ 20s oscillations (Fig.A.30).

Another mechanism of GSmodulation by kink oscillations can be provided by the
vertical oscillations of amagnetic loop. The first observations of this oscillatorymode
by the Trace spacecraft in the 195Å bandpass were reported by Wang and Solanki
[109]. Theoretical studies of the mode were reported in a number of papers [88, 110,
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111]. Recently, using data from the AIA and HMI on board of SDO together with
the STEREO/EUVI-A, Aschwanden and Schrijver [112] found that vertical kink
oscillations of a magnetic loop with curvature radius variations R(t) = R0 + A(t)
can modulate the plasma density and magnetic field strength in the oscillating loop
more or less similarly to the sausage mode oscillations, but with a different period.
When the loop stretches up or shrinks down, its cross-sectional radius a(t) varies
proportionally to the oscillating amplitude A(t) (see Eq. (7) in the Ref. [112]). In our
notation,

a(t) = a0

(
1 + A(t)

R0

)
. (7.4.9)

This results in periodic changes of the loop volume and provides plasma density
variations inversely to a(t). On the other hand, from the law of magnetic flux conser-
vation, it follows that the magnetic field strength should also vary inversely to a(t).
The strongest variations of the magnetic field B(t) are expected in the loop top for
the case of the global vertical kink mode. As follows from Eq. (7.4.8), the intensity
of GS emission is proportional to the magnetic field to the power of four, I ∝ B4, for
δ = 4.7. Obviously, this effect can lead to a strong modulation of the GS emission
in the upper part of the loop, which is exactly what we observe for the 30 s spectral
component (see Fig. 5a of the Ref. [105]). A calculation of the modulation depth
using Eqs. (7.4.1) and (7.4.2) gives its value in the loop top: ΔI/I < 5%. Therefore,
the variations of the magnetic field should be as low as ΔB/B = ΔI/4I < 1.25%.

From the law of magnetic flux conservation B(t) × S(t) = const, where S(t) =
πa(t)2, we conclude that variations of the loop cross-sectional radius a(t) are twice
less than variations of the magnetic field and anti-correlate with them; Δa/a0 =
ΔB/2B, that is Δa/a0 < 0.6%. From Eq. (7.4.9) one gets Δa/a = A/R0. For the
fundamental kink mode, variations of a have maximum amplitude in the loop top. An
analysis of the loop spatial structure (Sect. 4.1 of the Ref. [105]) gives the following
estimations for the loop cross-sectional radius and for the loop curvature radius,
respectively: a ≈ 4 pixels and R = d/2 ≈ 7.5 pixels. This means that the variations
of these sizes are very small,Δa < 0.024 pixels and A < 0.045 pixels. These changes
are considerably less than the NoRH beam size, and cannot be observed directly. But
they are high enough to produce observable changes in fluxes from different sites
of the flaring region. Similar considerations of the second and third harmonics of
the vertical kink mode oscillations lead to the following predictions. The second
harmonic should provide anti-phase oscillations of the magnetic field strength in the
opposite ends of the flaring loop and, consequently, the anti-phase oscillations of the
GS emission. The third harmonic has three regions of high-amplitude variations of
the magnetic field and corresponding regions of microwave emission variations: one
in the middle and two near the ends of the magnetic loop. These predictions are in
good agreement with our results of spatially resolved observations as shown in Fig. 5
of the Ref. [106]. However, note that the theory of the vertical kink mode oscillations
is still in the initial stage of its development, and more efforts by MHD theoreticians
are needed to achieve more reliable conclusions.
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7.4.2.3 Slow Magnetoacoustic Waves [113]

Quasi-periodic pulsations (QPPs) of the microwave emission with periods P from
several to several tens of seconds have been observed in solar flares, and have been
widely discussed in the literature [90, 91, 100, 106]. Only recently the oscillations
with P ≈ 1–15min have also been detected in flares in the microwave band [114–
119].We have detected in the gradual component of theMWemission of a classM2.5
GOES flare that occurred close to the limb on June 2, 2007, to study the amplitude
and phase characteristics of minute QPPs in various sections of the flare loop, as
tools for identifying their origin.

The flare was associated with a coronal loop with the coordinates S06 E74, visible
in the Stokes I map for time t300 = 05:41:43 UT shown by the grayscale in Fig. 7.8a.
The distance between the loop FPs, d ≈ 40”, provides an estimate of the length of
the semicircular loop, L ≈ 44mm. Note that the thickness of the loop is not uniform.
The radius of the loop (half-thickness) at its apex is a ≈ 18”, while the radius at the
base is a ≈ 12”. This yields the estimate for the ratio of the loop radius to its length
a/L ≈ 0.2–0.3. Figure7.8b shows the temporal profiles of the flux (input signal)
in the Stokes I and V channels, obtained by integrating over three selected boxes
(squares in Fig. 7.8a): at the apex (box1) and either end (box0 and box2). During
the interval when the smooth component existed, delineated by the vertical dotted

Fig. 7.8 a Radio map of the flare region. The grayscale shows the intensity in the I channel of
the 17GHz MW emission in the initial phase of the flare (at time t300 = 05:41:43 UT). The dark
contours show the position of the source in the I channel (I = R + L), and the white contours
its position in the V channel (V = R − L). The solid and dashed contours correspond to times
t2000 = 06:10:03 UT and t2800 = 06:23:23 UT—the beginning and end of the smooth component.
The contours correspond to 0.96, 0.8, 0.6, and 0.4 of the peak brightness in the I and V channels.
b Temporal profiles of the flux in the intensity channel, obtained by integrating over the areas inside
the squares in the left panel. The upper family of curves corresponds to the I channel and the lower
family to the V channel. In each set of curves, the bold curve shows the flux from the northern
source (box0), the medium curve the flux from the southern source (box2), and the thin curve the
flux from the loop apex (box1). The vertical dotted curves delineate the smooth component (from
t2000 to t2800)



7.4 Quasi-periodic Pulsations (QPPs) in Microwave Band 351

lines in Fig. 7.8b, there was a redistribution of the radio brightness toward higher
layers in the corona in the Stokes I channel. This is shown by a comparison of
the solid and dashed dark contours depicting the distribution of radio brightness at
times t2000 = 06:10:03 UT and t2800 = 06:23:23 UT. The polarized source (Stokes
V channel)remained stationary in space, making it possible to stabilize the image
relative to its brightness center and avoid the effect of jitter.

QPPs with periods of several minutes can be seen in the temporal profiles of the
gradual component of themicrowave emission in the three selected boxes (Fig. 7.8b).
Note that the long duration of this gradual component (15min) enabled us to con-
fidently distinguish and study QPPs with periods up to four minutes. The QPPs are
more clearly visible in plots of the high-frequency signal Fh f

τ I (Fig. 7.9a). The pul-
sation amplitude is ΔI/I < 4%. Wavelet spectra of the high-frequency signal are
shown in Fig. 7.9b. Several spectral components with constant periods of P ≈ 55–
65, 110–120, and 220–250s are present in the various boxes. A spectral component
with period P ≈ 110–120s is visible during the entire time interval. Consequently,
its quality is Q = πn ≈ 25 (n is the number of pulsation periods observed). This
spectral component also possesses the highest spectral power, which is especially
clearly visible in the global wavelet spectra (far-right plots in Fig. 7.9b).

The quasi-periodic character of the MW emission is also demonstrated by the
autocorrelation functions of the high-frequency signal, R(Fh f

τ I ) (Fig. 7.10a). Peri-
odograms for τ = 100, 150, 200, and 250s are shown in Fig. 7.10b. QPPs with

Fig. 7.9 a Temporal profiles of the high-frequency signal Fh f
τ I of the smooth component in the

areas indicated by squares in Fig. 7.8a during the time interval from t2000 to t2800. bWavelet spectra
of the high-frequency signal Fh f

τ I in the I channel for the three boxes for τ = 100 s. The bold
curve in the wavelet spectrum for each box shows the normalized temporal profile of the flux from
the corresponding box. The thin, solid contour shows the 99% confidence level. The far-right plots
present the global wavelet spectra. The dashed lines show the 99% confidence levels
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Fig. 7.10 a Autocorrelation function of the high-frequency signal of the temporal profiles in the
intensity channel (R(Fh f

τ I )) for τ = 100 s. b Periodograms of the autocorrelation functions R(Fh f
τ I ).

Decreasing thickness of the curves corresponds to τ = 100, 150, 200, and 250s. The horizontal
line shows the 99% confidence level

periods P ≈ 55–65, 110–120, and 220–250s are present in various sections of the
flare region. Figure7.10b shows that the periods of the spectral components remain
constant for the different τ values. This testifies that the QPPs are associated with the
signal, and are not filtration artefacts. The observed periods agree with the periods
found using a wavelet analysis. Note that there is also a peak in the periodograms
with P ≈ 140s in box0, that is not present in the wavelet spectrum. The highest
spectral power W is displayed by the peak with period P ≈ 110–120s, which also
agrees with the results of the wavelet analysis.

Note that the uncertainty in the periods worsens with increasing period. This is
due to the inhomogeneity of the period grid in the discrete Fourier transform. For
the duration of the time series considered here, N = 901s, the periods of 55–65s
have uncertainties ± (2–2.5) s, periods of 110–120s have uncertainties ± (6–8) s, and
periods of 220–250s have uncertainties ± (22–32) s. Analysis of the phase relations
between the temporal profiles of the pulsations in various sections of the flare loop
shows that they are fairly ambiguous for the spectral components with periods P ≈
55–65s and P ≈ 220–250s. However, oscillations of the intensity in the spatially
separated boxes were essentially in-phase for the component with P ≈ 110–120s
when the boxes were arranged along the loop (Fig. 7.9a).

The oscillation periods we have found for the thermal MW emission lie in the
range 55–250s. These correspond to the periods of standing MHD waves captured
in coronal magnetic tubes [96]. Since the observed QPPs represent oscillations of
the thermal radio flux [119], this modulation could be produced by modes char-
acterized by an appreciable compression of the plasma; i.e., radial fast magnetoa-
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coustic (“sausage”) and slow magnetoacoustic (SMA) modes. The periods of stand-
ing MHD waves trapped in a magnetic tube with enhanced plasma density are given
by Eq. (7.4.4). To estimate the periods of the sausage and SMA modes, we adopted
the typical parameters of flare loops obtained for previously studied solar flares [90,
100, 114]: a temperature for the radiating plasma T = 23 MK, a number density of
thermal particles N = 1011cm−3, and a loop-average magnetic field B = 300 G. We
also used the loop length, L ≈ 44mm, and the ratio of the loop radius (half-thickness)
and its length, a/L ≈ 0.2–0.3, estimated from the radio maps. The phase velocity
of the sausage mode was found using the solution of the dispersion Eq. (7.4.6). Our
analysis showed that, for the chosen values of the loop parameters, the sausage mode
of the fundamental tone does not exist, even in the case of a thick loop. The periods
of the second and third harmonic are PFMA2 ≈ 12s and PFMA3 ≈10 s. Note that the
observed periods exceed these values by nearly an order of magnitude. Therefore,
the sausage mode was excluded from further consideration. The phase velocity of
the SMA mode is vph = CT , where CT is the so-called tube velocity, which is given
by [90]

CT = CsCA/

√
C2

S + C2
A , (7.4.10)

where CA and Cs are the Alfvén speed and the sound speed, respectively. The phase
velocity of the SMA mode is an order of magnitude lower than the phase velocity of
the sausage mode. Consequently, the periods of the SMA mode correspond better to
the observed periods. We accordingly considered this mode in more detail to check
for consistency with the observed characteristics of the flare loop and the derived
spectral and phase relations of the oscillations.

In theRef. [118], periods of the order of severalminutes and the presence of several
spectral peaks simultaneously were explained as an effect of a parametric resonance
of standing acoustic waves, which are a special case of SMA waves. According to
the Ref. [117], spectral peaks should appear at the frequencies ωn = nω/2, where
n = 1, 2, 3, . . ., ω is the frequency of the external excitation, and ω1 = ω/2 is the
frequency of the fundamental standing-acoustic-wave mode in the magnetic loop.
The set of periods obtained P ≈ 220–250, 110–120, and 55–65s can be explained
by parametric resonance if the period P ≈ 110–120s is the period of the external
excitation. In such a case the spectral component with P ≈ 110–120s should be the
second harmonic of the acoustic mode. This means that the phase of the wave should
vary appreciably along the loop axis. However, in the observations, this spectral
component is distinguished by the co-phased nature of the intensity oscillations
along the entire loop length. Therefore, parametric resonance does not provide a
suitable explanation for the observed phases and the spectral features in the observed
pulsations.

The fact that the observed pulsations with P ≈ 110–120s are co-phased along
the loop suggests we are dealing with the fundamental tone of a SMA oscillation.
With the plasma parameters in the magnetic tube adopted above and the measured
length L ≈ 44mm, the period of the fundamental of the SMAmode calculated using
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Eqs. (7.4.9), (7.4.6), and (7.4.10), PSMA1 ≈ 118s, corresponds to the observations.
The periods of the second and third harmonics are PSMA2 ≈ 59s and PSMA3 ≈ 40s.
The period PSMA2 is also observed in the periodograms (Fig. 7.10b).

Our conclusion that the pulsations in the coronal loop are associatedwith the SMA
mode is in agreement with the recently published results [119, 121]. Note also that
it is not possible to obtain the entire set of observed periods, for example, P ≈ 220–
250s, using SMA oscillations in a single magnetic tube. However, if we allow for the
possibility that severalmagnetically unrelated plasma tubeswith different parameters
filling the observed flare loop [114] could simultaneously fall within theNoRHbeam,
this could, in principle, explain the observed set of periods. For example, for a loop
with a lower temperature of T = 5 MK and with B = 300 G and N = 1011cm−3,
we obtain the periods PSMA1 ≈ 241s, PSMA2 ≈ 120s, and PSMA380 s. Thus, the
observed QPPs are most likely associated with SMA oscillations in a filamentary
flare loop.

7.4.2.4 Summary

Three typical events of spatially and temporally resolvable QPPs observed by NoRH
are studied intensively with methods of correlation and Fourier analysis of the inte-
grated signal (correlation amplitudes) aswell aswavelet analysis to obtain the periods
and spectral components in different parts of flaring loops. Comparison of spatial
and spectral properties of the observed QPPs with the solution of dispersion equation
for MHD oscillations of a magnetic tube allowed us to choose the most appropri-
ate MHD mode among potentially possible modes of standing MHD waves, which
respectively support the global sausage, kink, and SMAmodes in the three events. A
further development of these methods to use for other flares opens new possibilities
for studying QPP processes in solar flares.

7.4.3 Relation of Repetition Rate and Burst Flux in QPPs

7.4.3.1 Overview

Based on a statistical study on the sub-second pulsations of the flux at 22∼90GHz,
Kaufmann et al. found a positive correlation between the repetition rate R of pulsa-
tions and corresponding background (averaged) flux S in bursts, which was defined
as R− S relation: S = UR+b, hereU represents the energy emitted in an individual
pulse, and the mean value of U at 22∼90GHz equals 5 sfu·s, and it is considered as
“the quasi-quantized energy release” [122, 123]. Afterward, a similar R− S relation
was also found in another statistical study on the bursts at 10 ∼15 GHz with pulsa-
tions of seconds, but the mean value of U increases to 1443 sfu·s, while an inverse
correlation was found between the modulation depth of pulsations and background
flux in bursts [124].
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It was proposed from the above observations that the flare energy release process
may be composed of a series of elementary flares with different timescales, which are
excited by the plasma instabilities occurred in the magnetic elements or elementary
magnetic tubes with different spatial scales in solar atmosphere [125], and thus to
cause the quasi-periodic acceleration and injection of energetic electrons in flaring
loops as well as the modulation of radio emission. It is assumed that the energy con-
servation is satisfied in the process of wave-particle interaction (plasma instabilities),
it can be proven that the saturated time of instabilities is inversely proportional to the
initial intensity of radio emission, but directly proportional to the modulation depth
of the intensity of radio emission, which can naturally explain the statistical relations
as mentioned above in the case of a series of continuous pulses [126].

However, the quite different periods and values U (the quasi-quantized energy
release) at different frequencies are not studied and explained, which may be related
to the distribution of flare energy release in different coronal heights, and something
like the frequency dependence in the avalanche model discussed in Sect. 3.1.3.

7.4.3.2 Data Process

In order to statistically compare the radio pulsations at different frequencies, it is
necessary to select the observations of one instrument that covers the full MW band,
such as the data of NoRP at 6 frequencies in 1∼35GHz. In the 24 events of NoRH
with a loop-like structure or three separated sources [127], we selected 14 events
evidently with second or sub-second pulsations, which are listed in Table7.1.

Table 7.1 Date, start, end, and peak times, central coordinates, and GOES class of the 14 selected
events

No Date Start (UT) Peak (UT) End (UT) Center Class

1 19990216 02:52:32 02:57:50 05:37:20 S26W16 M3.2

2 19990828 00:52:28 00:56:42 01:05:07 S25W11 M2.8

3 20010325 04:15:15 04:17:26 04:21:45 N17E49 M2.5

4 20010925 04:25:09 04:34:01 04:51:42 S21E01 M7.6

5 20011023 00:13:50 00:16:14 00:20:59 S18E12 M1.3

6 20030613 04:33:59 04:34:30 04:35:10 N12W72 M1.7

7 20031024 05:06:48 05:07:47 05:11:47 S21E70 M4.2

8 20031029 00:26:14 00:29:31 00:44:12 S19E07 M1.1

9 20031104 05:35:42 05:49:23 06:17:07 S16W71 M2.6

10 20040105 02:37:37 03:20:34 06:12:41 S11E35 M6.9

11 20040521 23:41:39 23:50:15 00:06:44 S10E53 -

12 20040722 23:51:35 00:31:15 01:28:05 N05E16 M9.1

13 20050115 05:55:38 06:07:44 06:30:05 N14E02 M8.6

14 20070603 01:57:07 01:57:32 02:42:56 S07E66 -

http://dx.doi.org/10.1007/978-981-10-2869-4_3
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 7.11 a 17GHz flux (solid) of NoRP in the 2007 June 3 event overlain by the background
flux (dashed), b the pulsations after high-pass filter, c the wavelet analysis of pulsations, and the
correlation of background flux with d the amplitude, e repetition rate, and f modulation depth of
pulsations, in which the symbols of plus, asterisk, diamond, triangle, box, and cross correspond to
the data of NoRP at 1.0, 2.9, 3.75, 9.4, 17, and 35GHz, respectively

The criterion of data selection is that the amplitude of pulsations should be much
larger than the sensitivity of receiver (5∼10 sfu) and signal-to-noise ratio, with the
data process as follows [128]:

(1) A digital filter is used to separate the slowly varied background flux in bursts
and fast varied pulsations, which are respectively shown by the dashed curve in
Fig. 7.11a and solid curve in Fig. 7.11b, as an example at 17GHz in the event on
2007 June 3.

(2) The wavelet analysis has been made for the pulses, it is noticed that the
definitions of time and frequency in wavelet analysis are different from those in
the Fourier transformation, which should be transformed to the same as the Fourier
definitions [129]. Here, the frequency of wavelet analysis just means the repetition
rate of pulsations, as shown by Fig. 7.11c.

(3) The correlation analysis is made respectively among he the background flux in
bursts, the amplitude, repetition rate, and modulation depth of pulsations, as shown
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by Fig. 7.11d–f. The linear correlation coefficient in Fig. 7.11 is just given for 17GHz
as one example.

7.4.3.3 Variation of Various Statistical Relations with Frequencies

According to the data analysis, all the correlations background flux with the ampli-
tude, repetition rate, and modulation depth of pulsations are satisfied by the confi-
dence level of 0.95 in the 14 events at 6 frequencies, as shown by the 2007 June 3
event in Fig. 7.11. The frequency dependence of the averaged correlation coefficients
in the 14 events with an error bar is given in Fig. 7.12.

It can be seen from Fig. 7.12a that the correlation coefficient between the back-
ground flux and the amplitude of pulsations decreases monotonously with increasing
of frequency in a range of 0.4∼0.8, which means that the amplitude of pulsations
strong depends on the burst flux, especially in lower frequencies. On the other hand,
the correlation coefficients between the background flux and repetition rate of pul-
sations and anti-correlation between the background flux and modulation depth of
pulsations are respectively 0.4∼0.6, and –0.5∼–0.8, which are all reliable statistical

(a) (b) (c)

Fig. 7.12 The frequency dependence of the averaged correlation coefficients of the background
flux with a the amplitude, b repetition rate, and c modulation depth of pulsations in the 14 selected
events of NoRP



358 7 Global Behaviors for Dynamics of Flaring Loops

(a) (b) (c)

Fig. 7.13 The frequency dependence of the averaged slopes of the background flux with a the
amplitude, b repetition rate, and cmodulation depth of pulsations in the 14 selected events of NoRP

results, but frequency dependence is not meaningful due to the error bar comparable
with the total variation in Fig. 7.12b–c.

Furthermore, Fig. 7.13 gives the frequency dependence of the averaged slopes of
the background flux with the amplitude, repetition rate, and modulation depth of
pulsations in the 14 selected events of NoRP. Figure7.13a shows that the increasing
rate of the amplitude of pulsations with the burst flux decreases with increasing of
frequency. It is interesting that the averaged slope of the background flux with the
repetition rate of pulsations in Fig. 7.13b has the maximum at a middle frequency
(around 10GHz), in respect to the energy released in an individual pulseU , it is about
2700 sfu·s, and rapidly decreases with increasing of frequency, up to zero around
100GHz, which is well consistent with the previous statistical results as mentioned
in the overview. In addition, the frequency dependence of the averaged slopes of the
background flux with the modulation depth of pulsations is meaningless due to the
comparable error bars and total variation in Fig. 7.13c.

7.4.3.4 Discussions

The statistical results in Figs. 7.11, 7.12 and 7.13 support the general existence of
a strong correlation of the background flux with the amplitude, repetition rate, and
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modulation depth of second and sub-second pulsations overlaid on the MW bursts at
different frequencies. Especially, themaximumU around 10GHz,which implies that
the flare energy release may be the most violent in the coronal height corresponding
to this frequency, and it is consistent with the prediction of avalanche model [130].

7.5 Motion of X-Ray Sources Along Flaring Loops

7.5.1 Overview

Much more observations show that there are three HXR sources during the flare
eruption, double FPs, and one LT. Generally, the FP sources exhibit a high energy
above 25keV while the LT source is around 10 keV. As mentioned before, another
HXR source above the LT is observed with high sensitivity. Both the LT and above
the LT sources are called double coronal sources in the documents, which are thought
to be the observational evidence of the current sheet located between them. With a
high energy resolution, RHESSI observations show the gradient spatial distributions
of the different energy sources, such as the more closer the higher energy for both
coronal sources, which further prove the current sheet between them (see Fig.A.31
in Appendix A) [6, 7, 131]. Both coronal sources appear at the lower energy band
than the FP sources. For the disk event, it is very hard to distinguish the LT and the
above-the-LT source without the observations at other wavelength. However, it is
easy to do for the limb event. In this case, double FP sources are located on the disk,
while both coronal sources are off the limb, and the above-the-LT source does be
above the LT source. The four HXR sources can outline the magnetic topology in the
space. Form the photospheric magnetic diagram, one FP source is around the positive
field, while another is around the negative field. This is consistent with the standard
flare model. There is a current sheet between the LT and above-the-LT sources,
and magnetic reconnection takes place there to accelerate the NT electrons with the
bidirections. Thus, both coronal HXR sources are radiated. The electrons propagate
along the magnetic legs downward to the FPs, and radiate double FP source there.
Therefore, the shape, location, and scale of the flare loop can be measured from the
HXR observations.

7.5.2 Motion of X-Ray Sources Along Flaring Loops

To study theHXR sourcemotions along the flaring loops, it is first to detect the spatial
shape of the loop. As noted before, the flare loop topology is able to be outlined based
on the three or four HXR source positions for the disk event. Observationally, most
of the solar flares take place on the disk. It is still to outline the loop shape according
to the HXR sources, but there are some difficulties due to the projection effects.
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Meanwhile, the loop shape can also be outlined from the SXR emissions, which are
usually bright the whole loop.

The soft and hard X-ray source distributions in the flare loops are related to
the radiation mechanism. As mentioned in Sect. 4.1, the SXRs are radiated by the
thermal emission mechanism, and the HXRs are radiated by the thin- or thick-target
bremsstrahlung. The HXR sources at different energy bands are related to the plasma
density. In the solar atmosphere, the plasmadensity changeswith theflare loop,which
results in the dependence of HXR source positions on the energies. Observationally,
the HXRs change their positions along the flare loop, indicating that the plasma
density changing with the flare loop. Therefore, the rules of the HXR source motions
reflect the plasmamovements during the flare eruptions. However, these plasmaswho
can move have a density limit. From the observations, only the HXRs at the middle
energy (i.e., around 25keV) exhibit their source motions. In other words, the plasmas
with the high energy do not move at all during the flare. From observations, the HXR
sources at high energy (i.e., above 50keV) do not show their source motions along
the loops. Previous studies show that the HXR (FP) sources above 50keV display the
perpendicular, parallel or antiparallel motions to the magnetic neutral lines [1, 56,
132, 133]. This is because the NT electrons propagate along the various magnetic
lines with different FPs. Observationally, the HXRs changes their source positions
with the time, which looks like the source motions, but they are not real motions.
Therefore, these HXR source motions are basically different from the motions along
the flare loops studied here.

In order to study the HXR source motions along the flare loop, the flare loop shape
has to be first outlined from the observations. FigureA.32 in Appendix A shows the
flare images detected by RHESSI on 2002 Sept. 10 [134]. The whole flare loop is
bright at 3–6keV, and two FP sources appear at 45–60keV. This event is on the disk,
and the flare loop is not an ideal circular, but a curved shape as shown by the dashed
lines with a fixes width of 12arc s (about 9000km), which is thought to be the flare
loop. During the flare development, this loop coves the all X-ray emissions, whatever
the soft or hard X-rays.

Second, the X-ray fluxes are integrated between the two dashed lines. They are the
one dimension distributions of X-ray sources along the flare loop. The X-ray source
positions are determined by the maximum peaks. Third is to repeat the second step
to obtain the one dimension distributions at different times. Fourthly, to repeat these
steps at various energy bands. The RHESSI X-ray images are reconstructed in the
uninterrupted time interval with a time binning equal to 8 s and an energy binning
of 2–15keV from 3 to 60keV, i.e., 3–6, 6–8, 8–10, 10–12, 12–14, 14–16, 16–18,
18–20, 20–22, 22–25, 25–28, 28–31, 31–37, 37–45, and 45–60keV. FigureA.33 in
Appendix A shows the time evolution of X-ray brightness distribution along the flare
loop from X1 to X2 at 14 energy bands. Thus, the LT source could be located at the
middle of Y-axis, while the double FPs are at the two ends. The local brightness
maxima are traced by two lines (marked by asterisks and pluses) corresponding
to the location changes of FP1 (green curve) and FP2 (blue curve). For the X-ray
emissions at 6–8keV, the X-ray sources show the upward (to the LT) and downward
motions on the rising and decay phases. At the flare beginning with the X-ray fluxes

http://dx.doi.org/10.1007/978-981-10-2869-4_4
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increasing, the X-ray source separates into two and move towards the FPs along
the loop legs. The distance between them reaches the maximum value around the
X-ray peak. These two sources then move closer gradually (towards the LT) on the
decay phase and merge together at the position same as before. Meanwhile, there
are double FP sources at the high energy (i.e., above 25keV) and stay at the original
positions during the rising-decay phases. For the X-rays at the middle energy bands,
i.e., from 10keV to 20keV, the X-rays show a complicated motion. Some of them
display the separation motions without the mergence. The X-rays at the high energy
tend to stay around the FPs. The separation and mergence motions are very clearly
seen at 3–6keV.

FigureA.34 in Appendix A shows RHESSI light curves at five energy bands and
a GOES SXR light curve at 1–8Å (top), RHESSI 3–300 keV X-ray emissions as
a function of time (middle), and the HXR source motions at 20–22keV (bottom)
for the 2002 Sept. 10 flare. Using the same method as before, Fig.A.34 (bottom)
gives the time evolution of the X-ray brightness distribution along the flare loop. The
flare perfectly exhibits the FP2 source movement upward firstly to the loop top then
downward with the rising-decay phases. The source speed is roughly measured from
the source positions, and its maximum value is about 1000km s−1 at the rising or
decay phases. These motions last for about one minute. The same motion was also
found in the 2002 Nov. 28 flare [135]

FigureA.35 in Appendix A shows 20–30keVHXR source motions along the flare
loop after the chromospheric evaporation for the 2004 Oct. 30 solar flare. The similar
examples can also found in other papers [136–138]. The source speed is about 300–
400km s[−1]. On the other hand, it is an interesting topic to study the relationship
between the X-ray source motions along the flare loops and the loop shrinkage (in
Sect. 5.1.1) at the present time.

7.5.3 Summary

In order to study the X-ray source motions along the flare loop, it is first to determine
the flare loop shape from theX-ray observations.Most of solar flares display a simple
loop structure from the X-ray emissions, but maybe a complicated loop systems in
the optic and EUV wavelengths. In fact, the mass motions along the loops are very
complicated from the optic and EUV observations.

RHESSI observations show the X-ray source motions related with the X-ray flux,
for example, the X-ray source exhibits the downward-upwardmotions along the flare
loop top corresponding to the X-ray rising-decay phases. The flare displays a single
source around the LT at the beginning, then this source separates into twomovements
downward to the FPs. These two sources reach the maximum distance at the time
same as that of the X-ray peak. After that, the double sources are not stopped, but
continuously move upward to the flare loop top again on the X-ray decay phase, and
merge into a single source again as the position same as that of the original one at the
beginning. These motions are possibly related to the plasma density change around

http://dx.doi.org/10.1007/978-981-10-2869-4_5
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the LT. At the flare onset, the NT electrons inject into the LT to heat the local plasma
through the collisions. Thus, the temperature would increase and the high pressure
drives the local plasma expansion. The plasma density around the flare LT would
decrease. And the pressure continuously drives the plasma front movement down-
ward along the loop legs. The plasma front would move quickly at the beginning, and
gradually become slowly due to the resistance from the surrounding materials. The
resistance would increase along the loop legs. When the X-rays reach the maximum,
the NT electrons could be the maximum as well. The driven pressure arrive the max-
imum too. There is a balance between the driven pressure and resistance. The plasma
front arrives the maximum distance around the FPs where has more dense plasma.
On the other hand, the NT electrons also reach FPs to heat the local plasma there to
drive the chromospheric evaporation. The evaporation should increase the resistance
continuous around the FPs. The increasing resistance would drive the plasma front
backward to the flare LT. These result the plasma density changing from rare to dense
around flare LT. Observationally, the X-ray sources merge together and stay the LT.
Such motions are well seen at the low energy of 3–6keV. For the X-ray sources do
not show any motions at the high energy above 25keV. The X-rays at the middle
energy also display such motions, and the lower energy the more clearly.

7.6 Interaction of Flaring Loops

The collision of two or multiple flaring loops is an important style to excite the
magnetic reconnection and flare energy release. The interaction due to the collision
of flaring loops is also called as coalescence instability with an electric current along
the flaring loop [139–147].With the enhanced spatial resolution of space and ground-
based telescopes, the interaction of two pr multiple flaring loops has been observed
frequently in optical, radio, EUV, and X-ray wavebands [148–162]. Most studies
pay attention to the spatial structure and configuration of interacted loops, but only
less attention was paid to the relevant dynamic spectrum and time profile. Hence,
we plan to discuss some examples with spatial, temporal, and (dynamic) spectral
observations, as well as a statistical result about coronal loop interaction.

7.6.1 Typical Examples of Loop Interaction

7.6.1.1 Event 1: 2002 April 21 [160]

An X-class flare occurred in the 2002 April 21 event was accompanied with the
CME observed by SOHO, Trace, and RHESSI satellites, as well as the ground-based
telescope likeNoRH, towhich has been paid particular attention by a series of studies
as one typical solar erupted event. The feature of interacted loop system is this event
is that a multiple-loop system expanded outside from solar limb with a speed of
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Fig. 7.14 a–f Trace images overlaid by NoRH 17GHz contours in the 2002 April 21 flare, g one
SOHO/MDI image overlaid by the NoRH 34GHz contours, and h One NoRH 17 GHzGHz Stokes
I image overlaid by Stokes V contours in the top and bottom of loop system on 2002 April 21

Fig. 7.15 Evolving NoRH 17GHz Stokes I images overlaid by Stokes V contours in the initial
stage of the 2002 April 21 event

10km/s, while the loop interaction occurred in the top of loop system to cause a
locally brightened limb of the expanded loop system as shown by Fig. 7.14a–f, in
which the Trace images overlaid by NoRH 17GHz contours.

It can be seen from Fig. 7.14g that the initial strong emission in foot 1 than that
in foot 2 (solid contours) gradually turned to a single foot 2 and loop top emission
(dashed contours), while Fig. 7.14h shows that the polarization sense is opposite in
foot 2 and loop top, and the evolving polarization is an important feature in this
event. It is interesting that the polarization sense in loop top was quasi-periodically
reversed in 5min before the loop system expanded with a period of 10∼20s, and
finally the polarization in the loop top became the LCP sense (dashed contours),
while the polarization in foot 2 kept the RCP sense (solid contour) as shown by
Fig. 7.15.
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Fig. 7.16 a Evolving NoRH 17GHz Stokes I and V in the loop top and foot of the 2002 April 21
event in comparison with b that observed by NoRP

The quasi-periodically variation is actually an important feature in the magnetic
reconnection excited by coronal loop interaction, as well as a precursor before the
occurrence of flare-CME events as mentioned in the previous examples, which may
be associated with some plasma waves or instabilities, and this process frequently
occurs in the loop top as shown by this event. For further analyzing this periodically
reversion of polarization sense, Fig. 7.16a gives the time evolutions of NoRH 17GHz
intensity and polarization on the LT and foot 2 in the event, which clearly shows that
the polarization in the LT was oscillated around zero point and finally turned to the
LCP sense, while the RCP sense was always kept in the foot.

The spectral evolutions in the loop top and foot are given in an embedded panel
of Fig. 7.16a, with the HSH pattern as mentioned in Sect. 3.3.3 for the MW burst
with multiple peaks. If the periodical variations of intensity and polarization are
modulated by the oscillated magnetic field due to some plasma waves, they should
be anti-correlated, because the intensity and polarization are positively and nega-
tively correlated with the local magnetic field, respectively [107, 163]. However, the
observed result is opposite to the above prediction, thus we proposed a reasonable
explanation is that the quasi-periodic variation is caused by a periodic acceleration
and injection of NT electrons into the flaring loops. Figure7.16b also gives the full-
disk observation of NoRP in this event for both intensity and polarization (see the
embedded panel), which shows the periodic feature for both of them. In addition,
the overall variation of intensity was inversely proportional to that of polarization in
the observations of both NoRH and NoRP (see Fig. 7.16), which can be explained
by the relevant variation of local magnetic field as mentioned in Sect. 6.2.

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_6
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7.6.1.2 Event 2: 2002 September 9 [160, 161]

The time resolution of optical observations is commonly lower than that of radio
and X-ray. A high-cadence observation of Big Bear Solar Observatory is compared
with the simultaneous observations of OVSA, SOHO, and RHESSI in the 2002
September 9 event for analyzing the spatial and temporal feature of loop interaction
in this event. Figure7.17a gives a SOHO/EIT image with the collision of a double
loop system overlaid by OVSA 4.8GHz contours, which is just located in the joint
part of the double loop system, a1, a2 and b1, b2 are respectively two groups of
optical conjugated bright points in respect to the feet of the double loop system (see
Fig. 7.17d). Figure7.17b gives an image of OVSA 6.2GHz overlaid by RHESSI 12–
25keV contours, which are all located nearby the loop top or joint part of the double
loop system. Figure7.17c gives an image of SOHO/MDI overlaid by the OVSA
7.8GHzcontours,which shows that the twogroups of optical conjugatedbright points

Fig. 7.17 Observations of BBSO, OVSA, SOHO, and RHESSI in the 2002 September 9 event
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correspond to two group of diploe magnetic fields with opposite polarities, while the
high-frequency radio emission moved to the feet of lower loop. The background of
Fig. 7.17d is an image of BBSO overlaid by the OVSA 8.2GHz (white) contours and
RHESSI 12–25keV (black) contours, which are respectively located in the feet of
lower loop and the common loop top of the double loop system.

Figure7.18 gives the time profiles of OVSA 5.0 and 8.2GHz, RHESSI 12–25 and
25–50keV, BBSO a1, a2 and b1, b2, which clearly show a common periodic structure
with 10 sub-peaks (marked by 10 vertical lines) at different wavebands, and caused
by a common effect of loop interaction. It is obvious that the correlation between
optical andX-ray data, while two strong peaks appeared in radio data after the optical
and X-ray flares decayed, which just corresponds to the maximum phases of optical
emission at b1 and b2, thus there were possibly two regions in the flare energy release
of this event [158].

Furthermore, we process a correlation analysis in Fig. 7.19 for the OVSA data at
different frequencies around the duration (17:44:20–7:44:24 UT) of the first peak in
Fig. 7.18.

It is interesting that there are two groups of opposite time delays toward the lower
and higher frequencies, respectively appeared at 7.8 and 9.4GHz (with the order of
magnitude of 1 s, and in respect to the speed of 104 km/s), which means that the radio
source (NT electrons) may be accelerated from the positions corresponding to 7.8
and 9.4GHz, and propagate upward and downward simultaneously.

Fig. 7.18 Time profiles of BBSO, OVSA, and RHESSI in the 2002 September 9 event
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Fig. 7.19 Correlation analysis of OVSA data in the 2002 September 9 event

7.6.1.3 Event 3: 2003 October 24 [164]

The effect of loop interaction on the spectral evolution is rarely considered in previous
studies. A new pattern of hard-soft-hard (HSH) has been found in the MW and HXR
bursts with multiple sub-peaks, which is commonly originated from the periodical
acceleration of NT electrons from the magnetic reconnection site excited by loop
interaction. Moreover, a theoretical study shows an evident time delay between the
HXR spectra in lower and higher energies, and with increasing of energies, the HXR
spectrum becomes gradually synchronous with the MW one, due to the increasing
trapping effect on the MW and HXR at higher energies [165], while the spectrum
by trapped electrons will be harder that of originally injected electrons [166], thus
to explain the HSH pattern naturally (see Sects. 3.3.3 and 5.4 for detail).

In a typical coronal loop, the magnetic field in loop top is weaker than that in
the feet, to form a magnetic mirror, which implies that the trapping effect will be
stronger in the loop top, and thus the HSH pattern in MW and HXR bursts is more
easier to appear in the loop top. One limb flare occurred in 2003 October 24 as shown
by Fig.A.3 in Appendix A with one SOHO/EIT image overlaid by the SOHO/MDI
magnetogram, NoRH 17GHz, RHESSI 15–20, and 35–40keV contours, there is
a loop-like structure with one top and two feet appeared in MW and HXR data,
which are coincident basically with the SOHO/EIT image. Figure3.56 shows the
time profiles, spectral evolution, and the correlation between them in the loop top
and feet, it is a little surprising that the HSH pattern appeared in the loop top and one
foot (with an anti-correlation), while the common SHH pattern appeared in another
foot (with a positive correlation), which can be well explained by the loop interaction
as shown by the Trace image in Fig.A.4 of Appendix A, there was a compact loop
interacted with a huge loop in the foot with HSH pattern, which is actually the top
of the compact loop.

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_5
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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7.6.2 Statistical Evidence of Loop Interaction

A statistical study has been performed in 24 loop-like events of NoRH [167], which
are divided into two groups, one with the LT spectrum always harder than that in
the feet, and another with the LT spectrum at least softer than that in one foot (see
Fig. 3.34), and these two groups just correspond to the standard model of a single
flaring loop and the commonly observed interaction between a compact loop and a
huge loop [148], respectively (see Fig. 3.35).

All the statistical results in Fig. 3.45 strong support that the asymmetry in two feet
is more obvious in the second group with loop interaction, which cannot be simply
explained by the relatively weaker asymmetry of magnetic mirror ratios in two feet
(see Fig. 3.39), but well consistent with the stronger asymmetry of initial pith-angle
distributions in two feet, and this also a statistical evidence for the loop interaction
in the second group.

7.6.3 Conclusions

Some conclusions can be summarized from the above individual and statistical stud-
ies:

(1) The periodic variation with a period of seconds is an important feature in
the magnetic reconnection caused by loop interaction, which commonly occurs in
the initial phase of flares to be considered as a signature or precursor of flare-CME
events.

(2) The altitude of magnetic reconnection or particle acceleration site can be
evaluated from the analysis of the frequency drift and time delay among different
radio frequencies.

(3) Due to the quasi-periodically injections of NT electrons caused by loop inter-
action, the HSH pattern may appear in each sub-peak of MW and HXR (at higher
energies) bursts.

(4) The statistical study on the asymmetry of two feet shows that the double loop
interaction may occupy 50% of total MW bursts.

7.7 Numerical Models and Observations of Chromosphere
Evaporation

7.7.1 Introduction

In the strongly coupled solar atmosphere where the temperature and density change
by several orders of magnitude from the chromosphere to the corona, chromospheric
evaporation is one of the most important processes in solar flares and plays a key role

http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
http://dx.doi.org/10.1007/978-981-10-2869-4_3
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in the flare dynamics. Many processes are involved, such as the release, transport,
and deposition of energy. Chromospheric evaporation is characterized by high-speed
plasma upflows (blueshifts) in the spectroscopic observations. They are sometimes
accompanied by chromospheric condensation, which is characterized by plasma
downflows (redshifts). The study of chromospheric evaporation from the theoretical
and observational perspectives has achieved great progress and is still one of the hot
topics in modern solar physics. The numerical models and results of observations
from ground-based and space-borne solar telescopes are described briefly as follows.

7.7.2 Numerical Models

Since the 1980s, a large number of numerical models have been proposed to simulate
the hydrodynamics of the flare atmosphere responds to the energy input. For the sake
of simplicity, most of the models are one-dimensional (1D), i.e., the plasmas are
constrained within a flare loop and can move only along the loop. According to
the energy source, the models are generally divided into two types: thermal and
non-thermal (NT) models.

7.7.2.1 NT Models

In the NT models, the flare occurs with a beam of accelerated electrons. The upper
atmosphere is heated to∼10MKthroughCoulombcollisions of the electronswith the
ambient dense plasmas. Meanwhile, HXR emissions are produced by the energetic
electrons through Bremsstrahlung. It is also called thick-target model [168].

One of the most successful models of flare loop dynamics is proposed [169–171],
which solves the 1Dhydrodynamics of the flare atmosphere heated by a beamof ener-
getic electrons. It also takes the thermal conduction and radiative losses into account.
The optically thick radiative loss rate is treated by solving a simplified radiative
transfer equation. This model clearly reveals the physical nature of chromospheric
evaporation, a consequence of energy imbalance at the upper chromosphere, where
a substantial portion of the beam energy is deposited. However, the heating is coun-
teracted by radiative losses. If the heating timescale is shorter than the radiative
timescale, the injected energy cannot be radiated away and the local temperature
should be increased rapidly to severalMK. The overpressure drives the heated plasma
upward into the corona, a process termed chromospheric evaporation. If the heating
is strong enough, the overpressure can at the same time drive a condensed down-
ward moving front, which is called chromospheric condensation. According to the
injected NT energy flux, the chromospheric evaporation is divided into two types
[170]. If the energy flux exceeds a critical value of ∼1010 erg cm−2 s−1, then explo-
sive evaporation takes place accompanied by blueshift at speeds of hundreds of km
s−1 in the emission lines formed in the coronal temperature and redshifts at speeds
of tens of km s−1 in the emission lines formed in the transition regions and chro-
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mosphere. The upper limit of evaporation velocity is ∼2.35cs , where cs denotes the
sound speed. If the energy flux is less than the threshold, gentle evaporation takes
place accompanied by blueshifts at speeds of tens of km s−1 in all emission lines.
Moreover, an analytical expression of the condensation lifetime was derived [172],
τ = π

√
H/g, where H and g stand for the gravitational scale height and accelera-

tion of gravity in the chromosphere. The typical value of τ is ∼1min. Similar flare
models heated by non-thermal electrons have also been proposed [173–175], which
successfully reproduced the dynamic phenomena of chromospheric evaporation and
condensation.

In the electron-heated model, the dynamic feature of chromospheric evaporation,
characterized by the Doppler shifts and broadening of emission line profiles, depends
essentially on the parameters of the beam as well as the initial atmosphere. A detailed
investigation on the role of total energy flux (1010−1011 erg cm−2 s−1), spectral index
(4−6), and low-energy cutoff (10−20keV) in the Ca xix line profiles was performed
[176, 177]. It is concluded that higher peak electron beam flux, lower low-energy
cutoff, and larger spectral indices all move the atmospheric response toward larger
enhancements of the parameters of the corona. In a unified computational model, it
was also found that atmospheric response to a beam of charged particles is strongly
dependent on the accelerated particle cutoff energy and spectral index [177]. In
addition, the effect of a nonuniform (tapered) loop geometry and preheating of the
atmosphere was explored [178]. The upward velocity of evaporation is faster than
the case of uniform loop geometry, while the upward velocity is greatly reduced
and close to the observational results when the corona is preheated. After a detailed
comparison with the Ca xix line observed by Yohkoh/BCS, it was argued that none
of the models can exactly reproduce all the observational features [179]. That is to
say, a model with a lower initial density produces a too large evaporation velocity,
while a model with a higher initial density yields too narrow line profiles. Recently,
the importance of electron energy on the two types of evaporation was investigated
[180]. It is revealed that the threshold between explosive and gentle evaporations is
not fixed at a given beam energy flux. Instead, it strongly depends on the electron
energy and duration of heating. A relation between the threshold energy flux (F) and
the electron energy (E∗) is derived:

log F = 6.99 + 2.43 log E∗ . (7.7.1)

So far, the most sophisticated 1D flare model is the radiative hydrodynamic model
[177, 181, 182], which is mostly based on the RADYN code [183]. Themodel solves
the equations of mass conservation, momentum conservation, and internal energy
conservation, which are coupled with equations of radiative transfer and statistical
equilibrium. That means the radiative transfer within some strong lines, at least for H,
He, andCa ii, are treated in detail. Thismodel shows similar dynamics in the flare loop
as the previous models. However, some new features appear owing to the inclusion
of the ionization effect. There are two phases of dynamic responses, a gentle phase
and an explosive phase. In the gentle phase, the energy deposited by the electron
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beam is mostly consumed in ionizing the neutral atoms in the lower atmosphere
and the temperature does not increase significantly. So, the atmosphere remains to
be in quasi-equilibrium. Once the atmosphere is fully ionized, the input energy can
no longer be radiated away. Hence, the temperature increases rapidly, resulting in
a dynamic evolution of the atmosphere characterized by evaporation, condensation,
waves, and shocks. The duration of gentle phase decreases with increasing flare class
or non-thermal energy flux. Recently, the model is improved by including stochastic
particle acceleration by turbulence or plasma waves [184]. The acceleration model
can yield an electron distribution with a thermal component and a non-thermal one.
The former tends to deposit energy in the corona rather than in the chromosphere.
Thermal conduction front propagates downward and carries the bulk of the thermal
energy to heat the transition region, where radiative loss is less efficient than in the
chromosphere. Therefore, an energy flux much lower than 1010 erg cm−2 s−1 can
also generate explosive evaporation and the velocity of chromospheric evaporation
is higher than the case of power-law injection of electrons with a low-energy cutoff
[185].

7.7.2.2 Thermal Models

1D Models

If the energy release results in a bulk heating of the plasma near the reconnection
site instead of accelerating the electrons (protons), the lower atmosphere is heated by
thermal conduction front propagating downward, which has been extensively sim-
ulated [186–188]. The hydrodynamic response of the lower atmosphere is similar
to that in the non-thermal models. Upflows of heated plasma (evaporation) with a
velocity of hundreds of km s−1 and downflows of compressed region (condensation)
are well reproduced [186]. It was found that evaporation continues in the gradual
phase [187]. In particular, they considered the soft X-ray (SXR) heating of the chro-
mosphere by adopting a point source in addition to a plane source that was usually
adopted. It was found that the importance of SXR heating depends on the coro-
nal density. Conduction-driven models in the flare impulsive phase have also been
proposed [189–191].

To resolve the discrepancies between observed SXR line properties and model
results, a pseudo two-dimensional model was proposed [192], which is composed a
series of 1Dhydrodynamic loopswith a semicircular shape but increasing radii. These
1D loops are heated successively and evolve independently to mimic the successive
reconnection and formationof post flare loops.The spatial integrated emission feature
can then be derived and compare with observations. The SXR brightening starts from
the FPs and expands into the upper corona as a result of chromospheric evaporation.
By adjusting the heating time duration in a single loop, such a pseudo 2D model
is able to reproduce some typical observed feature that 1D models cannot explain,
such as a dominant stationary component plus a blueshifted component in the SXR



372 7 Global Behaviors for Dynamics of Flaring Loops

lines. Besides, it can produce relatively slow but long-lasting evaporation that more
favorably agrees with observations.

In principle, the evaporation velocity should be dependent on the energy released
during the flare and the pre-flare condition. A quantitative relationship between these
parameters is quite useful in spectral analysis and diagnostics of the flare energy
release. Recently, in the framework of 1D gas dynamics, numerical experiments
were performed to study the conduction-driven evaporation [193]. By assuming
that the transition region can be represented by an isothermal density jump if the
heating timescale is short, the maximum evaporation velocity can be expressed as
0.38(F/ρ)1/3, where F and ρ denote the energy flux and pre-flare coronal density.
The condensation velocity is expressed as 10−4(F/ρ)1/2. In a follow-up work, the
effect of two different flare loop parameters (post-shock temperature and transition
region temperature ratio) on the properties of the flow reversal point between evap-
oration and condensation was investigated [194]. The authors found that both of the
evaporation characteristics (temperature and velocity–temperature derivative) have
scaling-law relationships to the flare parameters.

2D MHD Models

Despite of the significant progress that 1D hydrodynamicmodels have achieved, they
do not include details of the energy release via magnetic reconnection. The combi-
nation of magnetic reconnection and subsequent evaporation/condensation can only
be accomplished in two-dimensional (2D) or three-dimensional (3D) MHD simula-
tions. Hitherto, only a few works have been dedicated to such a combination [83,
195]. In their simulations, the magnetic energy released through magnetic recon-
nection is consistently converted into the thermal energy near the reconnection site
and then conducted downward along the field lines. An adiabatic shock is initially
formed at the reconnection site and separated into a conduction front and an isother-
mal slow-mode shock. Chromospheric evaporation is clearly revealed in such a 2D
MHD simulation. A scaling law is discovered between the flare loop apex tempera-
ture (TA) and the coronal magnetic field strength (B), i.e., TA ∝ B6/7. The velocity
of evaporation is slower than that in 1D models, which is explained by the lack of
non-thermal electron beams [195].

Combination of the radiative hydrodynamic modeling and observations of flares
is worthwhile to perform diagnostics of the energy release [196]. It is noted that
Alfvénic waves propagating from the corona to the chromosphere, may also play a
role in heating the upper chromosphere and driving explosive evaporation [197].

7.7.3 Observations of Chromospheric Evaporation

7.7.3.1 Explosive Evaporation

As mentioned above, explosive chromospheric evaporation features high-speed
upflows in the emission lines formed in the corona and downflow in the emission lines
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formed in the transition region and chromosphere. Themultiwavelength observations
of explosive evaporations are abundant, especially in the typical two-ribbon flares,
compact flares, and even in microflares. Recently, the investigations on circular-flare
ribbons have unveiled some interesting results.

Two-Ribbon and Compact Flares

In the context of 2D standard flare model [45, 47, 48, 198], the accelerated non-
thermal electrons propagate downward along the newly reconnected magnetic field
lines. The chromosphere is heated up to 107 K [199] and two bright flare ribbons
form at the FPs of the flare loops observed in Hα, Ca ii H, He i 10830Å, UV, and
EUV wavelengths.

In the 1980s, instruments for solar observations were mostly ground-based with
lower resolutions and cadences. However, important and fundamental discoveries
have beenmade in some of the pioneering works. In the flare of 1980May 7 observed
bySMMand theSacramentoPeakObservatory (SPO) inHαwavelength, itwas found
that chromospheric evaporation has taken place concurrently with the appearance of
SXR [200]. The authors further estimated the total emission measure and number
of electrons of the evaporated material in the coronal loops. It is concluded that
evaporation is driven by two mechanisms. Flare-accelerated electrons and thermal
conduction play amajor role during the impulsive phase and thermal (gradual) phase,
respectively. NT velocity of ≥ 100km s−1 and upward velocity of 300−400km s−1

are detected in the Ca xix and Fe xxv spectral lines [200]. In a followup work [201],
it was found that the evaporation velocity is correlated with the spectral index of
the HXR flux and with the rise time of the thermal emission measure of the coronal
plasma. In addition, the emission measure of the evaporated material is correlated
with the total energy deposited by the non-thermal electrons in the chromosphere.
Later on, correlation between the blueshifted velocity and the HXR intensity (flux)
was discovered [202]. Using the observations of four flares, it was discovered [203]
that the total momentum of upflows of evaporation plasma in SXR equal to that of the
downflows of condensation plasma in Hα (see Fig. 7.20). The momentum balance of
explosive evaporation is proved by quantitative calculations based on observations
from the state-of-the-art space telescopes [204, 205].

Before the launch of SOHO, the BCS aboard Yohkoh spacecraft is the most
important instrument for spectroscopic observations of the Sun, thanks to its high
resolution and wide temperature coverage [206]. An X1.5 flare observed by Yohkoh
and Mees Solar Observatory in Hα was studied [207]. It is demonstrated that the
upflowing and downflowing plasma originate in the same locations. The Ca xix
SXR spectra of four flares was analyzed [208] and found that the upflows last for
4−10min with velocities ranging from 180 and 320km s−1. A correlation between
the NT turbulent velocity and upflow velocity is discovered and justified by the
observations from more sophisticated telescopes [209].

The CDS aboard SOHO contributed remarkably to our understanding of chro-
mospheric evaporation, though the spatial resolution is not so high [210]. During the
gradual phase of anM6.8 flare on 1998 April 29, it was found [211] both upflows and
downflows in transition region and coronal lines, indicating explosive evaporation as
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Fig. 7.20 Upper panel: HXR count rate observed by SMM on 1980 June 23. Lower panel: Hα line
profiles observed by SPO, with bisectors drawn at the intensity levels indicated by the horizontal
striations centered within the most intense emission. Adapted from the Ref. [203]
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a result of ongoing magnetic reconnection. The blueshifted regions are located at the
outer edge of flare ribbons observed in both EUV and Hα wavelengths (see Fig.A.36
in Appendix A). The momentum of the upflows and downflows balance each other,
which agrees with the numerical models [212]. During the impulsive phase of an
M2.2 flare, upflows at a speed of ∼230km s−1 in Fe xix and downflows at speeds of
36 and 43km s−1 at chromospheric and transition region lines are observed [213].
Using the observed values of spectral index of electron spectrum and a low-energy
cutoff, a quantitative estimation of the electron energy flux (≥ 4 × 1010 ergs cm−2

s−1) based on the thick-target flare model suggests that the explosive evaporation is
driven by non-thermal electron beam. Interestingly, flare-like explosive evaporation
is detected at a location remote from the primary region of particle acceleration [214].
The remote region and the primary region are probably connected by a large-scale,
closed coronal loop that guides the accelerated electrons.

Despite of substantial investigations on chromospheric evaporation, detailed
analysis of the cooling of the evaporated material are rare. An M6.3 flare on 2001
June 15 observed by CDS was studied [215]. The O iii, O v, and Mg x lines exhibit
multiple components and downflows. The downflows at speeds of ≤ 100km s−1 are
considered as the “warm rain” falling back to the Sun due to cooling and condens-
ing coronal flare plasma following chromospheric evaporation during the impulsive
phase.

Although the CDS aboard SOHO achieved a big success, the EIS aboard Hinode
had better performance and more exciting outcomes [216]. In a C1.1 flare on 2007
December 14, simultaneous blushifts in the hot emission lines (Fe xiv−Fe xxiv)
and redshifts in the relatively cool lines (O vi−Fe viii) are observed by Hinode/EIS
[217]. The upflow velocity (vup [km s−1]) of evaporation scales with temperature (T
[MK]) as vup ≈ 8 − 18T in the range of 2−16 MK. The downflow velocity (vdown
[km s−1]) of condensation scales with T as vdown ≈ 60−17T in the range of 0.5−1.5
MK. The conversion temperature between the upflow and downflow is∼1.5MK (see
Fig. 7.21). Since chromospheric evaporation is accompanied by line broadenings due
to a superposition of flows (turbulence), there is a strong correlation between the
Doppler velocity and NT velocity [218–221]. The electron number density at the
flare FPs can increase up to a few 1010 cm−3 [222–224]. A significant correlation is
discovered between the electron density and NT velocity [220, 225].

On 27 June 2013, IRIS was successfully launched. It obtains spectra of emission
lines in FUV and NUV passbands formed in the chromosphere and transition region.
Slit-jaw imager is used to obtain images in four passbands [226]. Covering a great
temperature range from 0.5 to 10MK, IRIS has unprecedented spatial, temporal,
and spectral resolutions to study the solar activities more clearly, though the FOV
(130′′ × 175′′) is limited. Hitherto, there has been extensive studies on solar flares
using the observations of IRIS, most of which combine the spectral data with the
full-disk images of SDO/AIA [227]. In a C1.6 flare on 2014 April 19, it was reported
[228] the detection of upflows of ∼260km s−1 in Fe xxi line and downflows in the
cool emission lines (Si iv, O iv, C ii, andMg ii) at the FPs of the flare loop. The results
are consistent with the theory of electron-driven explosive evaporation. Additional
evidence of such scenario come from the correlation between the HXR fluxes and the
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Fig. 7.21 Plasma velocity from a flare footprint as a function of T for each of the emission lines.
Adapted from the Ref. [217]

Doppler velocities of explosive evaporations [209, 229], see Fig.A.37 in Appendix
A. During the decay phase of flares when the flare loops are filled with hot plasmas,
thermal conduction from the corona to the chromosphere plays a dominant role in
driving continuous evaporation [230]. Interestingly, the Doppler velocities and line
widths at the flare ribbons show quasi-periodic pulsations (QPPs) with periods of
several minutes [231, 232], which is explained by periodic particle accelerations
from the magnetic reconnection site and precipitations in the chromosphere.

The IRIS “sit-and-stare” observation model enables scientists to investigate the
temporal evolution of the flaremore accurately. For theX1.6 flare on 2014 September
10, the velocity of upflows in Fe xxi line decreases from ∼300km s−1 to zero
within∼720s, while the velocity of downflows in Mg ii line decreases from∼40km
s−1 to a few km s−1 within ∼60s (see Fig. 7.22), which is consistent with the 1D
hydrodynamic simulations [172, 233]. In a C6.5 flare, the velocity of upflows in
Fe xxi line decreases from ∼82km s−1 to ∼15km s−1 within 720s, and the non-
thermal line width decreases [234] from ∼130km s−1 to ∼50km s−1. The timescale
of evaporation is comparable to the values obtained by EIS [235]. It is noticed that
the starting times of downflows (condensation) and upflows (evaporation) are not
coincident, but have a delay of tens of seconds, probably due to the weak Fe xxi
emission at the earliest initiation of flare [233, 236].

Circular-Ribbon Flares

Occasionally, circular flare ribbons appear accompanied by remote brightening,
which is believed to be associated with a magnetic null point where the magnetic
field vanishes (B = 0) and the dome-like fan-spine topology [237–239]. Such a 3D
magnetic topology usually corresponds to a parasitic polarity surrounded by themain
opposite polarity in the photosphere [240, 241]. So far, chromospheric evaporation
and condensation in circular-ribbon flares have rarely been investigated. In a pio-
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Fig. 7.22 Superposed epoch analysis of Fe xxi and Mg ii flows. The grayscale darkens with
increasing occurrence within a given velocity interval. Adapted from the Ref. [223]

neering work [242], it was studied the red asymmetry of Hα line profiles of 4 flares,
two of which occurring on June 20 and June 21 in 1982 were indeed circular-ribbon
flares. It is concluded that the redshifted emission streaks of Hα line are due to the
continuous downward motion in the flare chromospheric region with velocities of
40−100km s−1. However, the cadence of observation was relatively lower.

The spectroscopic observations of IRIS with high cadence and high resolution
provide a good opportunity to study circular-ribbon flares. Using the combined obser-
vations from SDO, IRIS, and RHESSI [243] on 2015 October 16, it was discovered
explosive chromospheric evaporations in a GOES C4.2 circular-ribbon flare that
was located in AR 12434 [244]. The impulsive phase of the flare was character-
ized by plasma upflow (35−120km s−1) observed in the high-temperature Fe xxi
λ1354.09 line. At the same time, downflow (10−60km s−1) was observed in the low-
temperature Si iv λ1393.77 line. The inner flare ribbon (IFR) where chromospheric
evaporation occurred was cospatial with the single HXR source at 12−25keV. A
quantitative estimation based on the thick-targetmodel shows that the electron energy
flux exceeds the threshold value for explosive evaporation [172]. Therefore, it is con-
cluded that the explosive chromospheric evaporation in the circular-ribbon flare was
most likely driven by the NT electrons accelerated by magnetic reconnection (see
Fig.A.38 in Appendix A).

Using the “two-step” raster observations of IRIS with a cadence of 6 s in a follow-
up work [245], another one of homologous circular-ribbon flares on 2015 October 16
was studied. During the impulsive phase of the flare, plasma downflowwas observed
at the CFR in the Si iv λ1402.77 line, suggesting explosive chromospheric condensa-
tion. The downflowDoppler velocity of the CFR increased rapidly from a few km s−1

to the peak values of 45−52km s−1. Afterwards, it decreased gradually to the initial
level within 3−4min, indicating ongoing magnetic reconnection. Some interesting
results are also revealed thanks to the high cadence of IRIS. The downflow speeds
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are positively correlated with logarithm of the Si iv line intensity and time deriva-
tive of the SXR flux. For the C3.1 flare in this study, RHESSI data was unavailable.
So, there were no HXR images and light curves. However, radio dynamic spectra
were characterized by a type I I I radio burst associated with the flare, implying that
the chromospheric condensationwasmost probably driven by non-thermal electrons.
Based on the results of 1D numerical simulation [246] and the observed peakDoppler
velocity of condensation, a lower limit of energy flux of the precipitating electrons
is estimated. Since the slit positions were located at the western part of the CFR far
from the IFR, the intensity of Fe xxi line was too weak to derive convincing upward
Doppler velocities.

Microflares

Explosive chromospheric evaporation exists not only in typical flares, but also in
microflares, where the total energy budget is lower by six orders of magnitude.
Three microflares observed by SOHO/CDS and RHESSI were studied [247]. The
three events present different dynamics in the chromosphere and transition region.
There are downflows of ≤ 40km s−1 in the first one, upflows of ≤ 40km s−1 in the
second one, and coexisting upflows and downflows of ≤ 20km s−1 in the third one.
NT electron beams are believed to drive the evaporations in the microflares. A B-
class flare with temperature of ∼15MK was studied [248]. Weak upflow velocities
(∼14km s−1) in emission lines and downflow velocities (∼14km s−1) in hot Fe
xv line (T ≈ 2 MK) are observed by Hinode/EIS, which is a surprising result
that could not be well explained by current flare models. During the precursor of a
microflare on 2009 July 5, redshifted O v emission is detected, implying explosive
evaporation. However, the blushifts in Fe xix and Si xii lines are absent [249].
The authors concluded that explosive evaporation occurs at either low temperature
(T < 2 MK) or high temperature (2 < T < 8 MK) where CDS observations
are not sensitive. The most direct evidence of explosive evaporation in a microflare
come from the observation by Hinode/EIS on 2007 December 7 [250]. Temperature-
dependent upflows and downflows in the impulsive phase are found. The conversion
temperature between upflows to downflows is < 1 MK (see Fig. 7.23).

As mentioned above, the threshold value of energy flux is dependent on the elec-
tron energy [180], indicating that a lower energy flux is sufficient for driving evapo-
ration for the low-energy electrons. This could explain why explosive evaporations
can also take place in microflares.

7.7.3.2 Gentle Evaporation

Contrary to the explosive evaporation, gentle evaporation features upflows in all
the emission lines [251]. Direct evidence of gentle evaporation during the impul-
sive phase of a C9.1 flare is reported [252]. Plasma upflows of 10−110km s−1 are
observed in transition region and coronal lines, which results from low flux of non-
thermal electrons rather than thermal conduction (see Fig. 7.24). Gentle evaporation
during the gradual phase of an X17 flare is reported [253]. In the EUV lines, upflows
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Fig. 7.23 Velocities of
evaporated plasma as a
function of the formation
temperature. Adapted from
the Ref. [250]

Fig. 7.24 Plasma velocity as
a function of temperature for
each of the CDS lines.
Adapted from the Ref. [252]

at speeds of ≤ 60km s−1 are observed in the outer edges of the ribbons of the two-
ribbon flare, which is considered to be caused by heating near the top of the flare
loop arcade. It was presented [254] the first detection of gentle evaporation during
the cooling phase of a flare in the SXR Mg xi line. It is found that the upward flux
of enthalpy transported by the evaporating plasma has a linear correlation with the
downward flux of thermal energy conducted from the corona, indicating conduction-
driven evaporation. Gentle evaporation can also take place in microflares at speeds
of ≤ 20km s−1, which is likely caused by NT electrons [255]. Using the IRIS obser-
vations of an M-class flare, a subsonic blueshift of∼50km s−1 that lasted for several
minutes in the hot Fe xxi line was observed [256]. The authors concluded that the
gentle evaporation was driven by heating of the chromosphere by non-thermal elec-
trons and by a heat flux from the energy release site.
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7.7.3.3 Coexisting Gentle and Explosive Evaporations

During the whole evolution of a flare, the origin and amount of energy for heating the
flare loops should change with time. Therefore, conversion from one type to the other
type of evaporation is expected. In anM1.5 flare observed by SOHO/CDS, explosive
and gentle evaporation take place during the first and second rapid intensity increase
in Fe xix, respectively. There are two possibilities to account for the conversion.
One is an increased absorption of beam energy during the gentle event since the
beam passed through an atmosphere modified by the explosive event. The other is
a decreased acceleration of non-thermal electron beams via magnetic reconnection
[257]. In an M2 flare on 2001 April 24, gentle evaporation takes place during both
precursor events observed in O iii, O iv, O v, Ne vi, and He ii lines. Explosive
evaporation occurs during the impulsive phase, which is characterized by downflows
at speeds of ∼40km s−1 in the above cool lines and upflows at speeds of 60−80km
s−1 in the hotlines. In another C-class flare, gentle evaporation with upflows of
∼90km s−1 in Fe xix line take place at the flare onset. Explosive evaporations with
upflows of ∼80km s−1 in Fe xix line and downflows of ∼20km s−1 in He i and O
v lines take place during the impulsive phase [258]. 0-dimensional hydrodynamic
simulation using the EBTELmodel [259], it is indicated that both thermal conduction
and NT beam heating play important roles in heating the flare plasma. In the X1.0
flare on 2014March 29, gentle and explosive evaporation occur at different locations
in the impulsive phase and flare peak, respectively [260].More importantly, dominant
blueshifts in Fexxiwere detected, which is in agreementwith theoretical predictions.
Owing to the relatively lower resolutions, previous spectroscopic observations show
a dominant stationary component plus a blueshifted component in hot emission lines,
contrary to the evaporation model. Careful analysis of a C4.2 flare on 2007 January
16 shows that different patterns of evaporation at different locations of the flare,
implying different heating mechanisms in the flare region [261].

7.7.4 X-Ray and Radio Imaging Observations

Apart from the spectroscopic observations of chromospheric evaporation, direct
imaging observations in SXR, HXR, and radio wavelengths are also reported. The
flare on 1994 June 30 was studied [262]. During the impulsive phase, displace-
ment of footprint sources in HXR and SXR are observed, which is interpreted to be
the images of the evaporating front projected onto the solar disk. Using the high-
resolution observations of 13 transient brightening by Hinode/XRT [263], it was
found that all of them have a pair of evaporation upflows moving symmetrically
from the FPs of a magnetic loop at speeds of 100−500km s−1. In two sympathetic
coronal bright points observed by Hinode/XRT, which are connected with the pri-
mary bright point, a possible signature of gentle evaporation at speeds of ∼76 and
∼47km s−1 was identified [264]. However, the possibility of reflecting slow-mode
wave cannot be excluded.
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Fig. 7.25 Mosaic of CLEAN images at different energies (rows) and times (columns). Contour
levels are set at 40, 60, and 80% of the maximum brightness of each image. Adapted from the Ref.
[265]

The evolution of the HXR sources during the impulsive phase of an M1.7 flare
on 2003 November 13 was investigated [265]. It is found that the HXR emission
moves above the FPs and finally merge into a single LT source at speeds of hundreds
of km s−1. The merging of HXR sources starts at low energies and proceeds to
higher energies, which is explained by continuous electron-driven chromospheric
evaporation (see Fig. 7.25). In an M1.0 flare on 2004 December 1, a similar merging



382 7 Global Behaviors for Dynamics of Flaring Loops

process ofHXRemission from theFPs to theLT in the energy band of 10−15keVwas
observed [137]. Interestingly, the authors also noticed two groups of parallel-drifting
structures in the radio spectra, which is explained by chromospheric evaporation.
The radio dynamic spectra (0.1−3GHz) of 21 flare episodes and detected slowly
drifting high-frequency cutoffs with drift rates of −41±32MHz s−1 was analyzed
[266]. Based on a coronal loop density model, the velocity of evaporation upflow is
estimated to be 236km s−1. In the context of standard flare model based on magnetic
reconnection, the converging motions of the HXR sources seem to be ubiquitous
[134, 138, 267].

7.7.5 Summary

In the past four decades, the research on chromospheric evaporation has made
enormous strides both theoretically and observationally, thanks to the scientific
instruments aboard the ground-based (e.g., BBSO) and space-borne solar telescopes
(e.g., SMM/BCS, Yohkoh/BCS, SOHO/CDS, Hinode/EIS, IRIS, RHESSI, Trace,
STEREO, SDO, etc.). The progresses are briefly summarized as follows:

1. There aremainly two numericalmodels to account the heating of flare atmosphere
and driving chromospheric evaporation. In the non-thermal flare model, electron
beams accelerated via magnetic reconnection transport along the reconnected
magnetic field lines and precipitate downward into the chromosphere, result-
ing heating of the cool and dense plasma. In the thermal model, the energy is
conducted downward into the chromosphere by heat flux. Both electron beams
and thermal conduction can drive upward evaporation into the coronal loops and
downward condensation. The momentum of evaporation and condensation bal-
ance each other.

2. If the energy flux for heating the chromosphere exceeds a critical value, explosive
evaporation occurs at the flare ribbons, which is characterized by upflow observed
in the hot emission lines formed in the corona and downflow observed in the
cooler lines formed in the chromosphere and transition region. Otherwise, gentle
evaporation occurs, which is characterized by upflows observed in all emission
lines.

3. Both kinds of evaporations exist in two-ribbon flares, compact flares, circular-
ribbon flares, and evenmicroflares, indicating the same process happens at various
scales. Evaporation could appear at the pre-flare (precursor) phase, impulsive
(rise) phase, and gradual (decline) phase of flares. Generally speaking, thermal
conduction and/or electron beams with lower energy flux play a role in the pre-
flare phase, electron beamswith higher energy flux play a key role in the impulsive
phase, and thermal conduction plays a dominant role in the gradual phase [231,
268]. Conversions from one type to the other type have been reported. Besides,
different patterns of flows could exist at different locations of the same flare.
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4. In the future, comprehensive and self-consistent numerical modeling, including
the whole process of magnetic reconnection, particle acceleration, energy precip-
itation, and evaporation, is required. More telescopes using advanced techniques
are expected. Higher resolutions, faster cadences, and better performances of the
telescopes will undoubtedly unveil new phenomenon in the solar atmosphere and
deepen our understanding on the flare dynamics.

References

1. Bogachev, S.A., Somov, B.V., Kosugi, T., Sakao, T.: The motions of the hard X-Ray sources
in solar flares: images and statistics. Astrophys. J. 630, 561–572 (2005)

2. Ji, H., Wang, H., Goode, P.R., Jiang, Y., Yurchyshyn, V.: Traces of the dynamic current sheet
during a solar flare. Astrophys. J. 607, L55–L58 (2004)

3. Shen, J., Zhou, T., Ji, H., Wang, N., Cao, W., Wang, H.: Early abnormal temperature structure
of X-Ray loop-top source of solar flares. Astrophys. J. 686, L37–L40 (2008)

4. Ji, H., Huang, G., Wang, H., Zhou, T., Li, Y., Zhang, Y., Song, M.: Converging motion of Hα

conjugate Kernels: the signature of fast relaxation of a sheared magnetic field. Astrophys. J.
636, L173–L174 (2006)

5. Ji, H., Wang, H., Liu, C., Dennis, B.R.: A hard X-Ray sigmoidal structure during the initial
phase of the 2003 October 29 X10 flare. Astrophys. J. 680, 734–739 (2008)

6. Sui, L., Holman, G.D.: Evidence for the formation of a large-scale current sheet in a solar
flare. Astrophys. J. 596, L251–L254 (2003)

7. Sui, L.,Holman,G.D.,Dennis, B.R.: Evidence formagnetic reconnection in three homologous
solar flares observed by RHESSI. Astrophys. J. 612, 546–556 (2004)

8. Fletcher, L., Hudson, H.S.: Spectral and spatial variations of flare hard X-ray footpoints. Sol.
Phys. 210, 307–321 (2002)

9. Krucker, S., Hurford, G.J., Lin, R.P.: Hard X-Ray source motions in the 2002 July 23 Gamma-
Ray flare. Astrophys. J. 595, L103–L106 (2003)

10. Li, Y.P., Gan,W.Q.: The oscillatory shrinkage in TRACE 195 Å loops during a flare impulsive
phase. Astrophys. J. 644, L97–L100 (2006)

11. Zhou, T.-H., Wang, J.-F., Li, D., Song, Q.-W., Melnikov, V., Ji, H.-S.: The contracting and
unshearing motion of flare loops in the X 7.1 flare on 2005 January 20 during its rising phase.
Res. Astron. Astrophys. 13, 526–536 (2013)

12. Svestka, Z.F., Fontenla, J.M.,Machado,M.E.,Martin, S.F., Neidig, D.F.:Multi-thermal obser-
vations of newly formed loops in a dynamic flare. Sol. Phys. 108, 237–250 (1987)

13. Veronig, A.M., Karlický, M., Vršnak, B., Temmer, M., Magdalenić, J., Dennis, B.R., Otruba,
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Color Figures

A.1 Chapter 3 (from Fig.A.1)

Fig. A.1 The curves with
six different colors represent
the power-law indices varied
with lower cutoffs at six
frequencies of NoRP α
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Fig. A.2 Intensity and spectral slope distributions along the extended flaring loop in the event
August 28, 199985. Left and middle panels: MW intensity (brightness temperature) map at 17 and
34GHz obtained by NoRH in unit of Kelvin (color bar for the levels). Red and blue contours on the
left panel indicate the polarization degree at levels of 10, 30, 50, 70, and 90%. Beam size at half
level of the peak intensity is shown as a brown circle at the right upper corner. Right panel: Map of
MW spectral slope α. The levels for each color are shown in the color bar, which is indexed below
the bar with the values of α and is indexed above the bar with the power-law index of the electron
distribution function δ derived in the Ref. 39 of Chap.3. White contour indicates the level of the
intensity of Tb =1 MK at 17GHz. Blue and red contours are the same as those in the left panel

(a) (b)

Fig. A.3 Simultaneous observations of SOHO, RHESSI, and NoRH in the 2003 October 24 flare
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Fig. A.4 Left panel: Trace image, and right panel: carton in the 2003 October 24 event



398 Appendix: Color Figures

Fig. A.5 Maps of the polarization degree distribution at a frequency of 17GHz for the event on July
19, 2012, at 0524:30 UT. Squares indicate boxes with dimensions of 10×10 arc s, for which the
polarization degree dynamics was analyzed. The graphs show the time profiles of the polarization
degree of the northern FP, the northern leg, the LT, the southern leg, and the southern FP. The
horizontal dotted line represents a zero value of the polarization degree
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(a) (b)

(c) (d)

(e) (f)

Fig. A.6 In the left column, the distribution map of the circular polarization degree is given for
the model loop for the moment t = 9 s at frequencies of 17, 7, and 5GHz (a, c, e). The right
column shows the spatial distribution profiles of the polarization degree along the loop at different
times on frequencies 17, 7, and 5GHz (b, d, f). Time moments t = 3, 12, 21, 30, 39, 48, and 57s
correspond to the dotted, dashed, dash-dotted, three dots dashed, long dashed, and two solid lines.
Circles indicate the field of the change of the polarization sign in time
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A.2 Chapter 4 (from Fig.A.7)

Fig. A.7 HXR source
distribution along the flare
loop for the plasma with an
idea stratification: the lower
energy source and the closer
LT, the higher energy source
and the faster LT (see the
Ref. 9 in Chap.4)

Fig. A.8 Time evolution of
the HXR sources at
20–30keV for the 2003
October 30 flare detected by
RHESSI (see the Ref. 10 in
Chap.4)

http://dx.doi.org/10.1007/978-981-10-2869-4_4
http://dx.doi.org/10.1007/978-981-10-2869-4_4
http://dx.doi.org/10.1007/978-981-10-2869-4_4
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A.3 Chapter 6 (from Fig.A.9)

Fig. A.9 Simultaneous observations of TRACE, SOHO/MDI, and NoRH in October 23, 2001
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Fig. A.10 Left panel: the 3D extrapolation of SOHO/MDI magnetogram, and right: the contours
of extrapolated magnetogram at 104 km overlaid on the 17GHz image of brightness temperature
at the peak time of 2003 October 27 flare, in which the solid and dashed contours represent the
positive and negative magnetic poles, respectively, the symbols of arrows refer to the direction of
extrapolated magnetic field

http://dx.doi.org/10.1007/978-981-10-2869-4_6
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A.4 Chapter 7 (from Fig.A.12)

Fig. A.11 Differential
TRACE (195 Å) images
(color) obtained by
subtracting of the earlier
(01:00:24 UT) image from
the later (01:00:51 UT) one
and superimposed 34GHz
Nobeyama loop (white
contour). Contours
correspond to 0.25 and 0.5
levels of maximum
brightness temperature

http://dx.doi.org/10.1007/978-981-10-2869-4_7
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(a)

(b)

(c)

Fig. A.12 a Light curves of HXR emissions in the 12–25 and 25–50keV energy bands of the 2002
September 9 flare; b Time profiles of the distance between H bright kernels of the flare; c Time
profiles of the height of the loop-top source of the flare at three different energies: 8–10keV (cross),
10–13keV (diamond), and 13–16keV (asterisk)
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(a) (b)

(c) (d)

Fig. A.13 Sigmoid structure in the 2003 October 29 flare in hard X-ray bands

Fig. A.14 The X7.1 flare
that occurred on January 20,
2005. The background is an
MDI longitudinal
magnetogram (black:
negative polarity, white:
positive polarity). The dotted
line is the magnetic polarity
inversion line (PIL). The two
sides of the magnetic PIL
show the trajectories of the
FPs, the white line shows the
trajectory of the LT X-ray
source. Colors indicate
different times
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(a) (b)

(c) (d)

Fig. A.15 The M6.1 FP-occulted flare that occurred on April 4, 2002 observed by RHESSI. Panel
a shows the position of the HXR emission (coronal source) relative to the solar disk; Panel c shows
the trajectory of the coronal source at 12–25keV energy band during the flare, the X-ray light curves
of the flare are shown in panel b in the energy ranges of 3–6, 6–12, 12–25, 25–50, and 50–100 keV;
Panel d shows the time profiles of the “heights” of the LT source in the energy ranges of 6–9, 9–12,
12–16, and 16–20keV
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Fig. A.16 a Take parametersC1 = 1 andC2 = 0, corresponding to the simplest form of the helical
force-free field; b Take parametersC1 = 0.75 andC2 = 0.25, corresponding to the S-shaped force-
free field

(a) (b)

Fig. A.17 a Motions during the filament eruption (the black arrow indicates the upward motion)
when the kink instability occurs, the red arrow indicates the redshift and the blue one indicates the
blueshift. b the configuration produced by the kink instability
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Fig. A.18 Light curves of
the flare. a Soft X-ray in the
GOES 1–8Å (thick line) and
0.5–4Å (thin line) channels;
b NoRH fluxes integrated
over the AR at 17GHz (thick
line) and 34GHz (thin line),
and c HXR count rate
measured in RHESSI
25–50keV channel

(a)

(b)

(c)
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(a) (b)

Fig. A.19 Evolution of AR: Hα images obtained with SMART at Hida observatory. This figure
created on the basis of Fig. 4 from the Ref. 64 in Chap. 7
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Fig. A.20 The EUV images (gray scale) obtained with a TRACE 171Å and b SOHO/EIT 195Å
prior to the flare. 17 GHz loop is superimposed by white contour lines at levels 0.04 and 0.1 of
Tmax
b at the time of flare onset. RHESSI HXR sources at levels 0.6, 0.7, 0.8, and 0.95 of maximum

counts are shown by dotted line on plot b. Times are depicted on each plot. All images are rotated
to the time 00:53:00 UT. Black part of TRACE map is out of FOV

http://dx.doi.org/10.1007/978-981-10-2869-4_7
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Fig. A.21 Evolution of the flare source morphology. Left column: NoRH images at 17GHz, Stokes
I. Contours correspond to 0.1, 0.3, 0.5, 0.7, and 0.9 levels of Tmax

b . White dot-dashed lines show vis-
ible flaring loop axes, black dashed lines on f are loop span and height. Middle column: SOHO/MDI
magnetogram (grayscale) taken at 00:53:00 UT overlaid by black contours of polarization images
at 17GHz (Stokes V) at 0.2, 0.4, 0.6, 0.8, and 0.95 levels of the Tmin

b , all V values are negative.
White contour line shows the magnetic reversal line. Right column: 34GHz images (grayscale and
thin black contours at the same levels as at 17 GH, I). On plots p, q, and rHXR sources with energy
25–50keV are superimposed by dot-dashed contour at 0.4, 0.6, 0.8, and 0.95 levels of maximum
count rates. Units of X- and Y-axis are arcsec from disk center. All images are rotated to the time
of magnetogram
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Fig. A.22 The EUV images (gray logarithmic scale) of post-flare arcade obtained with SOHO/EIT
195 Å at 02:32:44 UT. 17GHz loop are superimposed by white contour lines at levels 0.1, 0.3,
0.5, 0.7, and 0.95 of Tmax

b at the time of each temporal peak. RHESSI HXR sources with energy
25–50keV at levels 0.4, 0.7, and 0.95 of maximum counts are shown by dotted line on plots b–f
obtained at the same time as NoRH images. Times are depicted on each plot. All images are rotated
to the time 00:53:00 UT



Appendix: Color Figures 411

Fig. A.23 Time profiles
measured with NoRH at
a 17GHz (Stokes I),
b 17GHz (Stokes V),
c 34GHz, and d with
RHESSI at energy
25–50keV. Flux densities
from south FP (thin line),
north FP (thick line), LT1
(dotted line), and LT2
(dashed line) are obtained by
integration over areas of the
size 25′′ × 25′′. Locations of
areas are shown in Fig.A.19
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Fig. A.24 Time profiles for
a number of quantities
measured with NoRH at
17GHz (crosses), and with
RHESSI at energy
25–50keV (diamonds):
a apparent loop length and
b altitude; c projected
footpoint distance, its
components (d)
perpendicular and (e)
parallel to the magnetic
inverse line; f shear angle.
Dashed lines are (c, d)
polynomial or (e, f) linear
fitting of HXR time profiles
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Fig. A.25 FPs (crosses) and
LT (diamonds) trajectories
during the flare process
obtained at 17GHz, I on an
MDI magnetogram. The
evolution in time is coded
from dark to light colors.
SOHO MDI magnetogram is
superimposed by contour
lines, red for positive and
blue for negative polarities.
Simplified magnetic NL on
the photosphere is shown by
white line
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Color Figures in Chap.7 (continued)

Fig. A.26 Wavelet and autocorrelation analyses of the flare on July 28, 2002, 23:00:20C23:02:32
UT, recorded with NoRH at 17GHz. aWavelet power spectrum of themodulation amplitude� f (t),
τ = 10 s, with the superimposed normalized time profile Ff (t) of the radio emission, both obtained
with NoRH at 17GHz. Thin solid contours show 95% significance level. The right plot is the global
wavelet power spectrum of� f (t). Dashed line shows the 95% significance level. bAutocorrelation
function of the modulation amplitude � f (t), τ = 10s. c Periodograms (in units of spectral power
normalized to the total variance), of an autocorrelation function: black solid line for τ =10s, red
for τ = 15s, orange for τ = 20 s, green for τ = 25s, and blue for τ = 30 s. The spectral power for
τ = 20, 25, and 30s is multiplied by four to see details. The black color periodogram corresponds
to the autocorrelation function displayed in the upper panel. Black dashed line corresponds to the
99% significance level

http://dx.doi.org/10.1007/978-981-10-2869-4_7
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Fig. A.27 The same as Fig.A.24, but for the flare on July 18, 2002, 03:32:13C03:33:43 UT.
Periodograms: black solid line for τ = 15s, red for τ = 10 s, orange for τ = 20 s, green for
τ = 25s, and blue for τ = 30 s. The black color periodogram corresponds to the autocorrelation
function displayed in the upper panel

Fig. A.28 Analysis of the flare on July 03, 2002, 02:09:12C02:17:12 UT observed at 17GHz. a
Wavelet power spectrum of the modulation signal (τ = 15s) with superimposed normalized profile
of the radio emission, both obtained with NoRH. Time interval between two vertical dashed lines
indicates the occurrence of the first QPP. The time interval between the vertical dotted line to the
end of the event indicates the occurrence of the second QPP. The right plot is the global wavelet
power spectrum. The dashed line shows the 95% significance level. b Zoomed wavelet spectrum
of the first QPP, from 02:09:50 to 02:11:30 UT. c Zoomed wavelet spectrum of the second QPP,
from 02:13:30 to 02:17:30 UT. d Periodograms of the autocorrelation functions constructed for
the modulation signal of the second QPP. Black solid line is for τ = 15s, red for τ = 7s, orange
for τ = 10 s, green for τ = 20 s, and blue for τ = 25s. The dashed line corresponds to the 99%
significance level
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Fig.A.29 Analysis of theflare onMay21, 2004, 23:47:10C23:50:30UT.aWavelet power spectrum
of the modulation signal (τ = 30 s), with superimposed normalized profile of the radio emission,
both obtained with NoRH at 17GHz. The right plot is the global wavelet power spectrum. The
dashed line shows the 95% significance level. b The same as on panel a but for the NoRP data. c
Periodograms of the autocorrelation function constructed for the modulation signal obtained with
NoRH at 17GHz. d The same as c but at 34GHz. On plots c, d the black line is for τ = 30 s, red for
τ = 7s, orange for τ = 10 s, green for τ = 15s, and blue for τ = 20 s; the dashed line corresponds
to the 99% significance level
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Fig. A.30 a The distribution of radio brightness at t73 = 02:14:53 UT. Contours show the levels
0.1, 0.3, 0.5, 0.7, 0.9, and 0.97 of Fmax . Numbered squares show the positions of three large boxes
of 20”×20”. Panels b, c, d are for τ = 25s. b Time profiles of modulation depth �τ (ti ) from these
boxes (02:13:40 to 02:17:10 UT). cAutocorrelation functions R of�τ (ti ). dWavelet power spectra
(WPS) of�τ (ti ). Thick black curve shows the normalized temporal profiles of the fluxes from each
box. Cross-hatched regions on the ends of the WPS indicate the cone of influence. The small panel
on the right of the WPS represents the global WPS. e Periodograms of autocorrelation functions R
of �τ (ti ). The blue, pale blue, green, orange, and red solid lines correspond to the set of smoothing
times τ = 15, 20, 25, 30, and 35s. The horizontal line marks the significance level Wsign ≈ 11.4
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Fig. A.31 Double coronal sources of the 2002 April 30 solar flare. a is 195 Åimage detected by
SOHO/EIT with RHESSI contours at 9–10keV, b is RHESSI image with the contours at 9–10,
14–16 and 16–19keV (from the Ref. 134 of Chap.7)

Fig. A.32 RHESSI image of
the 2002 September 10 solar
flare. Thin and thick contours
are set at 3–6 and 45–60keV.
FP1 and FP2 are two FP
sources and the dashed lines
outline the flare loop (from
the Ref. 137 of Chap.7)

http://dx.doi.org/10.1007/978-981-10-2869-4_7
http://dx.doi.org/10.1007/978-981-10-2869-4_7
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Fig. A.33 Time evolution of the X-ray fluxes along the flare loop at 14 energy bands for the 2002
September 10 solar flare. The positions of two X-ray source are marked by stars and plus (from
the Ref. 137 of Chap.7)

http://dx.doi.org/10.1007/978-981-10-2869-4_7
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Fig. A.34 The 2002 September 10 solar flare detected by RHESSI. Top: RHESSI (solid) at five
energy bands and GOES 1–8Å (dotted) light curves. The shaded interval indicates the period
of source motions in bottom. Middle: RHESSI 3–300keV X-ray dynamic spectra; Bottom: time
evolution of the 20–22keV brightness along the flare loop. The pluses and asterisks correspond to
two FPs (from the Ref. 137 of Chap.7)

Fig. A.35 X-ray source
distribution dependence on
the energies from 6 to
100keV in the 2004 October
30 flare. The background
image is the 20–30keV
intensity when the
chromosphere evaporation
started (from the Ref. 141 of
Chap.7)

http://dx.doi.org/10.1007/978-981-10-2869-4_7
http://dx.doi.org/10.1007/978-981-10-2869-4_7
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Fig. A.36 Flare region in different wavelengths at the beginning of the CDS observations. Adapted
from the Ref. 214 of Chap. 7

http://dx.doi.org/10.1007/978-981-10-2869-4_7
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(a) (b)

(c) (d)

Fig. A.37 Scatter plots of two HXR peaks (orange and purple) dependence on Doppler velocities
of Fe XXI and C I for the 2014 September 10 flare (upper panels) and October 22 flare (lower
panels). Adapted from the Ref. 212 of Chap. 7

Fig. A.38 Doppler
velocities of the downflow
and upflow for the northern
CFR (diamonds), IFR
(boxes), and southern CFR
(crosses). Adapted from the
Ref. 215 of Chap.7

http://dx.doi.org/10.1007/978-981-10-2869-4_7
http://dx.doi.org/10.1007/978-981-10-2869-4_7
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