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Preface

Elemental 2D Materials Beyond Graphene

Nano-structures, objects limited in one or more dimensions to the nanometre scale,
form the basis of nanotechnology, a research field initiated by the famous talk of
Richard Feynman in 1959, entitled “There is plenty of room at the bottom”. In this
talk, Richard Feynman did not only describe the enormous impact that nanotech-
nology would have for technological applications but underlined also the necessity of
microscopic imaging on an atomic scale, meaning the visualisation of single atoms.

Such an enormous resolution was achieved through the invention of the scan-
ning tunnelling microscope by Gerd Binnig and Heinrich Rohrer; they were
awarded the Nobel Prize in Physics in 1986. This microscope allowed for the first
time to image single atoms of a solid surface, opening the door for the investigation
of all sorts of crystalline nano-objects. As a natural consequence, the understanding
of solid matter on an atomic scale has enormously evolved and formation, struc-
turing and manipulation of nano-objects came into focus.

These nano-objects can be described as quasi-OD, -1D or -2D allotropes of
chemically the same 3D crystal, where the dimensionality is one of the most
defining material parameters. This means that the identical material exhibits dras-
tically different properties depending on its dimensionality, making the dimen-
sionality a key-parameter for the development of new pioneering concepts for
technological applications. Although quasi-OD and -1D objects had been well
investigated and understood, two-dimensional crystals were experimentally
unknown before the discovery of graphene in 2004, awarded the 2010 Nobel Prize
in Physics. This first purely 2D material consists of carbon atoms arranged in a 2D
hexagonal honeycomb structure, and was obtained by exfoliating single atomic
layers from a parent graphite crystal using a piece of sticky tape. The origin for its
purely 2D atomic arrangement is the preferential sp” hybridization of carbon atoms,
a fundamental aspect for organic chemistry.

Symmetry and dimensionality make graphene to stand out by its resulting
peculiar physical properties. For instance, the electrons in graphene behave like
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massless relativistic particles, the so-called Dirac-fermions. Consequently, graphene
has a very high electron mobility, making it an ideal candidate for the application in
electronic devices. The missing electronic band gap in graphene is the only draw-
back and hinders its application in logic devices. In the years after its discovery, a
multitude of technological applications of graphene was envisaged, ranging from
ultrafast transistors to the replacements of silicon- based computer technology.

Such optimistic expectations have motivated the search for other, maybe similar,
2D materials, which exhibit an intrinsic electronic band gap and can be exfoliated
from natural layered crystals, in analogy to graphite and graphene. These layered
materials have strong in-plane bonds and weaker van der Waals coupling between
the atomic layers, allowing their exfoliation. The family of transition metal
dichalcogenide monolayers was the next group of 2D materials and initially
explored by a large number of researchers, nicely illustrated for MoS,, the material,
which gave birth to the first single-layer transistors in early 2011.

Deviating from this exfoliation approach of binary compounds, around that time
only a few research groups were striving to create novel mono-elemental 2D
materials synthetically. Already in 1994, 10 years before the advent of graphene,
the possible existence of 2D silicon and germanium analogues to graphene had
been suggested theoretically. These 2D materials were later coined silicene and
germanene, though having a slightly buckled atomic honeycomb structure because
of the different preferential hybridization state of the Si and Ge atoms in comparison
to C atoms in graphene.

It was only in 2012, that silicene was synthesized, under ultrahigh vacuum
conditions on a silver (111) single crystal by Si molecular beam epitaxy, and, in
parallel, on zirconium diboride thin films grown on Si(111) substrates by Si seg-
regation through the film. This realization has faced many hurdles, and the prop-
erties of the resulting 2D Si layers have been discussed controversially in the
literature. This dispute included its mere potential existence, its practical feasibility
and its notation as silicene. In fact, the layers grown epitaxially on a supporting
substrate material differ compared to the theoretically calculated properties of
so-called freestanding silicene. The latter is only a theoretical concept, as its
existence has not been demonstrated yet. However, it turned out that even though
influenced by the substrate the 2D character of epitaxial silicene clearly contributes
to its fundamental properties.

Quickly after its synthesis, the first silicene transistor—with a single-layer
channel—operating at room temperature, with ambipolar character and good
mobilities, was reported in 2015. The synthesis of epitaxial silicene further laun-
ched an intensive search for finding ways to epitaxially synthesize other group-IV
materials based on germanium and tin, named germanene and stanene (from the
latin word for tin: stannum), respectively. The synthesis of germanene was reported
in 2014, of stanene in 2015. By this endeavour, a new burgeoning field took the
stage, with the young family of buckled 2D elemental materials. A cornucopia of
unprecedented outstanding properties are predicted for these materials, resulting
from their slightly buckled atomic structure and a significant spin—orbit interaction
in their atomic constituents.
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Those expectations range from the tunability of their electronic band gap, the
modification of their electronic properties by functionalization, to their 2D topo-
logical properties. The latter opens the way to a quantum spin Hall effect at
accessible temperatures (if not even, room temperature). The evolution of topo-
logically non-trivial properties will be more robust for the heavier constituting
elements, because of the related stronger spin—orbit interaction, further strengthened
by the larger buckling. Topological properties are envisaged to enable entirely new
concepts in electronic devices and their prediction and description was awarded the
2016 Nobel Prize in physics.

In this book, the theoretical background and predictions, the growth and syn-
thesis of 1D and 2D Si-structures, their properties and application for electronic
devices such as a field effect transistor and the synthesis of other elemental 2D
materials, like germanene are presented and discussed by key international experts.

Chemnitz, Germany Patrick Vogt
Marseille, France Guy Le Lay
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Chapter 1 ®)
A Vision on Organosilicon Chemistry oo
and Silicene

Deepthi Jose, Chandra Chowdhury and Ayan Datta

Abstract Replacement of carbon atoms from aromatic molecules and their two-
dimensional extended analogues (graphene) have been predicted to have interesting
structural diversity and tunable electronic properties. Recent progress in the experi-
mental realization of such systems is discussed along with a conceptual understanding
of the structural properties of planar organosilicon compounds and silicene. Psuedo
Jahn-Teller (PJT) distortion is shown to contribute to the buckling distortions in
silicene which make them excellent materials for band-gap tuning through hydro-
genation. Chemical doping of silicene by cations is suggested to be a strategy to
suppress buckling of silicene and regain its perfect planar two-dimensional silicon
framework. TERS spectroscopy is proposed as a tool to probe the presence or absence
of buckling distortions in silicene and cation doped silicene respectively.

1.1 Aromatic Molecules and Silicon Substituted Cyclic
Rings

The concept of aromaticity or the special stability of cyclic & -conjugated molecules
occupies a special position in chemistry. Such molecules are associated with their
unusual stability. Manifestation of this stability is seen in their reluctance to undergo
several reactions like hydrogenation and oxidation which are much more facile for
non-conjugated cyclic molecules. Structurally these molecules are symmetric and
vibrationally stable towards distortions to lower symmetry configurations [1]. In
1930s, Hiickel proposed a simple model analogous to the tight-binding model popu-
lar in solid-state physics for simple cyclic 7 -conjugated molecules and proposed that
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cyclic molecules with (4n+2) 7 electrons (where n=0, 1, 2...) should be stabilized
due to aromaticity [2—4]. As shown in Table 1.1, several such molecules with inte-
ger multiples of n have been synthesized chemically and characterized by various
spectroscopic tools. Of particular mention should be the X-Ray diffraction stud-
ies that have shown that these structures are highly symmetric and the bond length
alterations (BLA, Ar) are typically less than 1-2%. The concept of stitching small
aromatic molecules in-plane to generate massive two-dimensional graphene like two
dimensional materials has been achieved experimentally. Miillen and co-workers
have designed atomistically precise graphene nanoribbons based on bottom up syn-
thesis starting from a simple anthracene molecule [5] (linear (n=3) in Table 1.1).

Therefore, for generating two dimensional silicon analogue of benzene namely
silicene, one should have a clear understanding of small benzene like silicon rings
which might be fused to generate large silicene flakes. In fact, it is with this aim that
several groups have pursued the synthesis of silicon substituted aromatic and fused
aromatic systems.

In Fig. 1.1, we enlist the experimentally synthesized silicon substituted aromatic
molecule. Such sila-aromatic molecules are kinetically labile towards atmospheric
oxidation. Therefore, a general experimental strategy to synthesize such molecules
has been to use bulky protecting groups which create hydrophobic pockets around
these molecules. Tokitoh and co-workers have synthesized silabenzene and silanaph-
thalene [6, 7] (structures 1(a), 1(b)) and B3LYP/6-31G(d) calculations have revealed
that there is a small energy difference between Dewar silabenzene and silabenzva-
lene, while the planar silabenzene is by far the most stable among the isomers. Jutzi
etal. have synthesized the 1,1-dimethyl SiCsHjs anion (structure 1(c)) which based on
structural and qualitative molecular orbital theory calculations has been shown to be
aromatic [8]. Sasamori and co-workers have synthesized 9-silaphenanthrene. Crys-
tal structure analysis of 9-silaphenanthrene have shown that the structure remains
planar (structure 1(d)) [9]. Based on NMR chemical shifts and NICS calculations,
the authors concluded that 9-silaphenanthrene has delocalized 147 electron aro-
matic configuration. Tanabe et al. have synthesized 1,1’-Disila-4,4’-biphenyl (struc-
ture 1(e)) [10]. X-ray studies show that both the phenyl rings remain planar and the
twist angle of the central C-C bonds between the silaaromatic rings are 41° which is
similar to that of biphenyl (45°). The UV-vis spectrum of 1,1’-Disila-4,4’-biphenyl
showed a red shift and a massive six times enhancement in absorbance compared to
that of Tbt-substituted silabenzene. This therefore suggests the existence of extended
conjugation through the single bond connecting two silaaromatic rings, a concept
well-known in the realms of carbon based on aromatic systems.

A significant experimental achievement in this area has been the synthesis of an
isomer of hexasilabenzene by Abersfelder and co-workers [11]. They synthesized
dark green crystals of an isomer of SigRg (R =Tip, 2, 4, 6-triisopropylphenyl and
2, 6-diisopropylphenyl) by the reduction of unsymmetrically substituted trichloro-
cyclotrisilane (see Fig. 1.2). It has a chair-like conformation in accordance with the
theoretical results [12, 13]. Authors propose the term dismutational aromaticity to
explain the bonding pattern of this molecule. In order to quantify the aromaticity
of the molecule, they calculated the nucleus-independent chemical shift, NICS(0),
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Table 1.1 Existence cyclic stable molecules in line with the predictions from the Hiickel model

n Molecule Structure and Symmetry
0 Cyclopropyl cation
Dsy
1 Benzene ©
D6h
2 Naphthalene “
D2h
3 Anthracene (linear) OOO
Dy
3 Phenanthrene (bent) O
C2v
6 Coronene (circular) O‘
(Hiickel antiaromatic) .“
Den
Graphene (flat 2D lattice) %
Cs
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Fig. 1.1 Experimentally synthesized Sila-aromatic molecules
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Fig. 1.2 Synthesis of the tricyclic isomer of hexasilabenzene (Tip: 2,4,6-triisopropylphenyl;
Li.dme,: 1,2-dimethoxyethane solvated Li)

at the center of the Siy ring (—23.8 ppm), which indicates substantial aromaticity
(benzene ~ —10 ppm) but may also include shielding effects from the o -framework.
To estimate these latter effects, they also computed the NICS(0) value for the hypo-
thetical saturated hydrogenation product of the molecule, SigR¢Hg. This in silico
reduction has the effect of sequestering the two Si lone pair electrons and hence
suppressing the dismutational resonance. The result (—6.4 ppm) suggests that the
strongly diatropic NICS(0) value of SigRg is truly due to aromaticity.
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Fig. 1.3 a Bonding in planar HyC=CH, b Bonding in trans-bent H,Si=SiH,. Reproduced with
permission from [14]

1.2 Chemical Bonding: Unsaturated Carbon Systems
Versus Silicon Systems

The contrasting behavior of the unsaturated carbon systems and their heavier ana-
logues have been discussed in details by Nagase recently [14]. Here we mention the
basic features which lead to different structures in silicenes and other two dimen-
sional materials.

One might envision bonding in CH,=CH, or higher unsaturated organic molecules
as composed of interaction between two or more CH, fragments. As shown in
Fig. 1.3a, each of these CH; units have two unpaired electrons (S =1, triplet). These
two unpaired electrons are located in a hybridized sp? orbital and a perpendicular p,
orbital respectively. So, as these fragments are brought closer, a maximum overlap
between these two orbitals occurs when the overall H,C=CH, unit adapts a perfectly
planar configuration (a D,y point group). However, this case is altered in Silicon
hydrides. The ground state of SiH, does not contain unpaired electrons (S =0, sin-
glet). So, the two free electrons pair up and are localized as a lone-pair in the sp?
hybrid orbital (Fig. 1.3b). Hence, now approach of the two SiH, units along the
shortest path should lead to strong electron-electron repulsion between the two filled
orbitals. The only way to form a H,Si=SiH, bond will be to distort the structure either
in a cis-bent or a trans-bent fashion. Clearly, a cis-bent structure should still possess
this repulsion albeit in a relatively weaker angular fashion. Therefore, the best ori-
entation of the H,Si=SiH; unit is the distorted trans-bent structure. It is important to
remember that even though the H,Si=SiH, bond has a formal bond order of two, the
trans-bent distortion leads to a weaker and hence, relatively longer double bonded
system.
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(b) _
Q/_r\epulsnon

H— -

Fig. 1.4 a Bonding in linear HC=CH b Bonding in trans-bent HSi=SiH. Reproduced with per-
mission from [14]

Similar to the ethylenic units, the silicon substituted acetylenes, HSi=SiH also
have a trans-bent structure. For both CH and SiH, the ground state has one unpaired
electron (S = 1/2, doublet). However, for CH, the excitation energy required to pos-
sess three unpaired electrons (S = 3/2, quartet) is very small (~16.7 kcal/mol). Hence,
the CH unit undergoes excitation to reach to a quartet state which facilitates it form
three carbon-carbon (one o and two 1) bonds. This results in a gain in binding energy
of 228.5 kcal/mol, a more than ten fold gain compared to the loss in terms of the
excitation energy. The formation of a triple bond in HE=EH is shown schematically
in Fig. 1.4a. This results in linear HC=CH molecule (D, point group). For SiH, the
doublet-quartet excitation energy is much more (~36.4 kcal/mol). Also, the strength
of a linear triple bonded HSi=SiH is expected to be smaller due to poor overlap
between the two diffused 3p, orbitals (formation of one ¢ bond) and two diffused
3px and 3py (formation of two 7 bond, perpendicular to the o bond and with respect
to each other). Therefore, the SiH units prefer to react by orienting their lone-pairs
as far as possible as with respect to each other resulting in a trans-bent structure as
shown in Fig. 1.4b.

One might understand the preference of the HSi=SiH systems to possess trans-
bent geometries from the pseudo Jahn-Teller effects (PITE) [15-17]. As shown in
Fig. 1.5, formation of a triple bonded HE=EH unit (E=C, Si) involves filling up
of a pair of electrons in one o-orbital and two pairs of electrons in the in-plane
(in) and out of plane (m4,) orbitals of m-symmetry. Distortion along the trans-
bent normal mode, Q(r,) leads to a symmetry allowed mixing of the filled i,
orbital (;r, symmetry) and the empty o * orbital (o, symmetry). In the case of C;H,,
calculations at B3LYP/aug-cc-PVTZ level show that the energy separation between
the mj, orbital and the o * orbital is 8.4 eV making this interaction extremely weak
to effectively result in a structural distortion. However, for Si,H, the 7y, —o* gap
is only 3.6 eV at the same level of theory. This causes structural instability for
the Doy linear structure in Si;H, with an imaginary distortion mode (wy, =610.8i
cm~!) which on relaxation leads to the trans-bent structure of Si;H, of a lower Cop,
symmetry. Therefore, a small gap between the filled state (occupied molecular orbital,
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Fig. 1.5 a Bonding in linear HC=CH b Bonding in trans-bent HSi=SiH. Reproduced with per-
mission from [14]

OMO) and the empty state (unoccupied molecular orbital, UMO) leads to structural
instability in linear HSi=SiH systems. Such distortions belong to the general class of
molecular distortions arising out of small OMO-UMO gaps, a prime-facie condition
for PJT distortions. In fact, the preference for various heavier analogues of benzene
like hexasilabenzene and hexagermanabenzene to have a distorted D3q geometry
instead of the expected planar Dg, geometry has been explained by us based on PJT
effect [18]. We discuss this in details in the next section.

1.3 Effect of Buckling Distortions in Sig Rings: The Psuedo
Jahn-Teller (PJT) Effect

Ab initio calculations predict buckled honeycomb geometry for silicene unlike
graphene even though it possess similar electronic properties [19, 20]. The sym-
metry breaking in silicenes by buckling removes the instability associated with the
planar high-symmetry structure. Such an instability of high-symmetry geometries
of molecular systems is attributed to pseudo-Jahn—Teller (PJT) effect [15, 16]. As
suggested by Bersuker, the vibronic coupling between the nondegenerate electronic
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states of proper symmetry resulting in nonsymmetric vibrations leads to PJT effect
[17, 21, 22]. The sufficiently strong coupling between the unoccupied molecular
orbitals (UMOs) with occupied molecular orbitals (OMOs) has been identified and
proved to be the source of distortions in many molecular systems [17, 23, 24]. The
PJT effect can be suppressed by adding electrons to the UMOs, by increasing the
energy gap between the interacting UMO and OMO, or by the isolobal substitution
of atom or a group with their more electronegative analogues [25-27]. Puckering
in silicene makes it more versatile since, besides having all the exotic properties of
graphene, tuning the band gap is much easier [28, 29]. Unlike the ripples in graphene,
which are disordered, silicene is puckered in each of the six membered ring and is
symmetric across the surface. Because this short-range puckering has a pronounced
effect on the electronic properties of silicene it is important to explore the fundamen-
tal aspects of puckering distortions and the factors that lead to puckering in silicene.
A proper understanding of the buckling distortions is crucial to appreciate the novel
properties of silicene and to tune it for various applications.

The silicene clusters gain stability on puckering with increase in the number of
rings from SigHg to SizoHzy [30]. As shown in Fig. 1.6, the puckering angle ¢ (the
dihedral angles between the atoms 1, 2, 3, and 4) for the optimized geometry of
SigHg at B3PW91/TZVP is 33.7° and that for Si;oHy; is 35.6°. Periodic calculations
for silicene using VASP plane wave based DFT code find the puckering angle for
the optimized silicene sheet is about 36.8° (part c of Fig. 1.6). The puckering distor-
tion in the smallest silicene cluster hexasilabenzene is preserved as such in silicene
sheets. The structure, stability and aromaticity of isomers of hexasilabenzene has
been studied extensively by various research groups [12, 31, 32]. Among the various
isomers hexasilaprismane is computed to be the global minimum in the potential
energy surface. The silicon analogue of benzene is 22.7 kJ/mol less stable than hex-
asilaprismane at CCSD(T)/cc-pVTZ level [33]. Because this D3, structure is the
smallest puckered repeating unit for silicene clusters and sheets, we chose chairlike
hexasilabenzene for understanding the puckering distortions.

The strong vibronic coupling of nondegenerate orbitals that are sufficiently close
in energy leads to vibrational instability in high symmetry configurations. The sym-
metry requirement for PJT effect is that the direct product of the symmetries of the
nondegenerate orbitals should contain the symmetry of the instability path [34]. The
onset of new covalence when a high symmetric configuration moves to a low sym-
metry configuration is responsible for PJT effect. Its well established in the literature
that the planar hexasilabenzene is not a minimum energy isomer and has a vibra-
tional instability (128.8i at M05-2X/6-31 + G(d,p) level of theory) that leads to a C3
puckered structure [12, 31]. The Si—Si bond length increases from 2.21 to 2.23 A as
hexasilabenzene gets puckered, which is still less than the single Si—Si bond length
of 2.35 A. The planar hexasilabenzene is in 'A ¢ €lectronic structure. The distortion
along the unstable b,, vibrational mode results in the chairlike D3, structure and the
by, mode becomes totally symmetric (a) mode. The vibronic coupling between the
OMO-UMO pairs: HOMO and LUMO+2, HOMO-1 and LUMO+3 and/or HOMO-
4 and LUMO can lead to the distortion of the Dg), structure. The product of the
symmetries of OMO-UMO orbitals are:
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Fig. 1.6 Puckering Angle ¢ for a SigHg, b Large 2D molecular fragment: Si7oH»>, and ¢ Infinite
2D Silicene Sheet with the computed band structure exhibiting the Dirac Cone. Reproduced with
permission from [18]

HOMO and LUMO + 2: €lg X €29 = blg + ng +eig
HOMO-1and LUMO + 3 : a, X by, = by,
HOMO-4 and LUMO : ey X e3y = bz + bog + ey,

The energy gap between these OMO-UMO pairs are 6.83, 8.90, and 9.52 eV,
respectively. The vibronic coupling in the OMO-UMO pairs HOMO-1 and LUMO+3
and HOMO-4 and LUMO can be neglected because the energy gap is significantly
high. As shown in part a of Fig. 1.7, the PJT distortion due to the coupling between
HOMO and LUMO+2 orbitals leads to the puckered D3, geometry of hexasilaben-
zene. In the case of planar hexasilabenzene, the overlap of ¢ and 7 orbitals is zero.
But puckering leads to o—m mixing resulting in a new covalence.

1.4 Chemical Functionalization on Silicon Rings to Make
Them Planar

The cation—m interactions are widespread and have considerable significance in
molecular biology, drug discovery, and supramolecular chemistry [35, 36]. Experi-
mental and theoretical investigations have shown that the cation— binding energies
depend on the substituents on the aromatic surface and position and electronegativ-
ity of the cation [37, 38]. The origin of cation— interactions in benzene and other
aromatic molecules has been mainly attributed to the electrostatic interaction and
induction energy [39, 40]. Sergeeva et al. have reported the flattening of pentasila-
cyclopentadienide ring by suppressing pseudo Jahn—Teller effect using Mg+ ions
[26]. Ab initio calculations by Zdetsis predict that Sig can be made planar through
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Fig. 1.7 a Onset of puckering from D¢y, — D34 via byg distortion in hexasilabenzene. The cor-
responding OMO and UMO involved in this vibronic mixing associated PJT are also shown.
b Suppression of distortion in hexasilabenzene---2Li*. The 1-1 correspondence between the OMO
and UMO are shown with respect to the undoped hexasilabenzene. (Calculations were done at
MO05-2X/6-31 +g(d,p) level.) Reproduced with permission from [18]

the reduction of Sig® anion in the presence of counter cations. The resulting SigLig
is planar, stable, and aromatic [41]. We performed DFT calculations to investigate
whether the w-surface of hexasilabenzene can bind a metal ion. In the presence
of Li*, the puckered Sig ring of hexasilabenzene becomes planar to form a stable
Ce, SigHe--Li* complex. The BSSE corrected binding energy for hexasilabenzene
with Li* is —45.3 kcal/mol. The corresponding value for benzene---Li* complex is
—39.9 kcal/mol. The distance between the metal ion and the centroid of the ring is
1.94 A. Li* ion not only binds with hexasilabenzene more strongly than benzene but
also suppresses the PJT distortion in hexasilabenzene ring. The energy gap of the
OMO-UMO pair of hexasilabenzene increased from 6.83 to 7.37 eV in the presence
of a Li* ion. The increase in energy gap in presence of Li* is sufficient enough to
quench the coupling of OMO-UMO pair thereby suppressing the PJT effect along
the by, mode. The m-surface of aromatic rings can be tuned to accommodate two
cations [42]. We calculated the binding energy of hexasilabenzene with two Li*
ions. Unlike benzene for which binding of two cations on either side of the aro-
matic ring is endothermic, hexasilabenzene forms a stable D¢, SigHg---2Li" complex
and the BSSE corrected binding energy is —3.5 kcal/mol. The distance between the
metal ion and the centroid of the ring is 2.18 A. The electrostatic field from the two
Li* ions increases the OMO-UMO energy gap to 7.68 eV restoring high symmetry
Dg, structure of hexasilabenzene. Part b of Fig. 1.7 shows the suppression of PJT
distortion of hexasilabenzene in the presence of two Li* ions. The one-to-one corre-
spondence between the OMO and UMO of hexasilabenzene and the 2:1 Li* doped
hexasilabenzene are also shown.

Inspired by the results for planarization for hexasilabenzene on mono and di
lithiation, material with planar silicene sheet decorated with Li* were designed and
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Fig. 1.8 a Transverse view, b lateral view of optimized Li+decorated silicene sheet, ¢ its band
structure (at the GGA/PBE level with plane wave basis). Reproduced with permission from [18]

periodic calculations were performed for such extended system. The unit cell was
constructed such that the Li* ions bind to the top and bottom surface of alternate
hexasilicon ring. In agreement with the results of hexasilabenzene, the silicene sheet
turns planar in the presence of Li* ions. The transverse and lateral view of a 3 x
3 supercell of the optimized Li* decorated silicene cluster is shown in Fig. 1.8.
The presence of Li* ions open up the band gap in silicene (part ¢ of Fig. 1.5). The
band gaps for silicene---Li* and silicene---2Li* are calculated to be 1.29 and 1.25 eV,
respectively. The band gaps are estimated to be 1.70 and 2.14 eV (1.62 and 2.10 eV)
at HSE06 and B3LYP hybrid levels of calculations for silicene---Li* (silicene---2Li*),
respectively.

1.5 Electron and Hole Transport in Silicene

The Reorganization Energy (A) can give an insight into the charge transfer prop-
erties of the system. The reorganization energy is a key factor controlling the rate
of charge transport in a system within an incoherent charge transport method. The
energy required for the structural changes of the molecule when an electron is added
or removed is the internal reorganization energy, and the external reorganization
energy is due to structural modifications in the surrounding medium during the
electron transfer process. The molecules with small reorganization energies are in
high demand due to their numerous applications in the electronic and optoelectronic
industries. The internal reorganization energy for the silicenes has been calculated
at B3APWO1/TZVP level using the relation [43]:
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)\-hole/electron = (Ei - Ei) + (E:ation/anion - E)

where E is the energy of neutral state in the neutral geometry, E yion/anion”™ 1S the
energy of the neutral state in the cationic/anionic geometry, E. is the energy of
cationic/anionic state in that geometry and E.* is the energy of cationic/anionic
state in the neutral geometry. The reorganization energy for the silicenes in the are
reported in Table 1.2. For all the silicenes the Apge Value is smaller than Agjectron. This
is an important result, since polyacenes are also known to be hole conductors. The
)\hole values for PAH, Clng, C14H10, C18H12 and C22H14 at B3LYP/6-31G** are
0.18, 0.14, 0.11 and 0.97 eV, respectively [44]. This is in good agreement with the
values that we calculated for the corresponding silicon analogues SijoHg (0.16 eV),
Sij4Hjo (0.13 eV), SijgH;, (0.12 eV) and SiypyHi4 (0.10 eV). Therefore, silicenes
might be considered as “sister molecules” to polyacenes. The reorganization energy
decreases as the value of m and n increases, which can be utilized for a wide variety of
applications in electronics. The Ayole and Aejecron Values for various silicenes suggest
that with the increase in the values of m and n, silicenes show amphiphilic character.
The puckering in the dihedral of peripheral hexasilicene rings increases with the
addition of an electron and decreases with the removal of an electron compared to
the neutral species. This difference is negligible as the number of rings increase,
which implies that the charges get delocalized for larger clusters.

It is important to note that bulk Si is known to exist in only sp* covalently link
diamond-like structure, [45] which might be visualized as layers of puckered silicenes
stacked over one another with the C; distortions arising from the additional interlayer
Si-Si bonds. This is in contrast to carbon that exists additionally in the pure sp?
graphite structure. Thus, the absence of any other allotrope of Si similar to the graphite
form in carbon can be attributed to the puckering distortion that renders m-stacking
interactions ineffective through the loss of planarity in each six-membered ring,
and favors an sp> bonding environment. Also, the diamond structure of Si ensures
that Si-Si interaction energies are identical both along the layer and in between
the layers. To understand the interaction between the layers, the bonding energies
of the interlayer structures were computed at the same level of theory. Basis set
superposition error (BSSE) was corrected using the counterpoise correction (CP)
method [46].

For the dimers the Si-Si bond length varies between 2.37 and 2.39 A along
the interlayer for different sized systems, which is comparable with the bulk Si—Si
bond length of 2.35 A. The Si—Si bond length in between the layers are in the range
2.38-2.47 A. AHOMO-LUMO gap of 2-3 eV suggests semiconducting behavior for
the dimers. A higher value of the HOMO-LUMO gap compared to the corresponding
monomers indicates that delocalization is more in the plane. The transfer integral in
between the monomers for the dimer was calculated using the relation [47, 48].

thote = 1/2{E(HOMO) — E(HOMO — 1)}
fetectron = 1/2{E(LUMO + 1) — E(LUMO)}
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Table 1.2 Binding energy per Si atom (eV), point group, HOMO-LUMO (eV), reorganization
energy for silicenes of various nuclearities at B3PW91/6-31G(d) level of theory

Molecule Average Binding HOMO- Ahole Aelectron
puckering energy/atom | LUMO
angle Gap
SigHg 33.7 —0.90 3.22 0.26 0.96
SijoHs 343 —0.93 2.26 0.16 0.47
SijaHjo 344 —0.94 1.68 0.13 0.25
SijaHjo 34.8 —0.95 2.21 0.16 0.48
SijgHio 343 —-0.95 1.31 0.12 0.15
SipHi4 343 —0.95 1.06 0.10 0.14
SijeHio 35.0 —0.97 1.80 0.13 0.31
SinoHi2 352 —0.98 1.35 0.11 0.22
SipgHi4 35.2 —0.99 1.03 0.12 0.17
SipaHip 36.7 —1.00 1.89 0.11 0.20
SizoH14 354 —1.00 1.02 0.09 0.18
Siz4Hie 35.2 —0.99 0.80 0.08 0.16
SizgHie 354 —1.00 0.78 0.08 0.15
SiseHig 35.5 —1.01 0.60 0.08 0.17
SisgHig 35.5 —1.01 0.59 0.07 0.13
SisgHao 35.6 —1.02 0.44 0.06 0.11
SizoHao 35.6 —1.03 0.33 0.06 0.10

The binding energies, reorganization energies, HOMO-LUMO gaps and the trans-
fer integral for the dimers are given in Table 1.3. The binding energies calculated at
B3PWO91 and M05-2X levels are consistent with each other, which implies that dis-
persion interactions do not make a significant contribution in stabilizing the silicene
dimers, unlike in the carbon analogues. The structures for the stacked dimers of the
monomeric layers are shown in Fig. 1.9. One clearly observes that unlike m-stacking
interactions in PAH, covalent Si—Si bonding stabilizes the interlayer bonding. It is
interesting to note that both the 10 and fejecron are about 20% of that for organic
molecules like TTF, TCNQ, BTQBT, benzene and naphthalene [47, 49]. The lower
values of the transfer integrals arise due to smaller spacing between the valence and
conduction levels as a consequence of the more diffused orbitals on silicon compared
to carbon.

1.6 Reactivity of Silicene Towards Hydrogen
and Band Gap Tuning

It has been already reported that the hydrogenation of a single-layer of graphene
causes remarkable changes in the electronic and atomic structures, and in the trans-
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Table 1.3 Binding energy of the co-facial dimers (in eV), hole and electron reorganization energies
(ineV) HOMO-LUMO (eV) and hole and electron transfer integrals (in eV) for silicenes of various
nuclearities at B3APW91/6-31G(d) level of theory

Dimer Binding Ahole Aelectron HOMO- Transfer integral | Transfer integral
energy per LUMO (thole) (Zelectron)
monomer gap

SijpHip -3.6 0.27 1.51 2.0 0.05 0.08

SiooHie -9.2 0.90 0.35 3.1 0.15 0.17

SipgHyg | —12.3 0.76 0.34 2.8 0.11 0.03

SipgHyg | —12.0 0.56 0.28 2.5 0.19 0.21

SizpHyo | —13.0 0.52 0.15 2.3 0.15 0.019

SizgHps | —15.7 0.64 0.27 2.6 0.03 0.05

SiggHps | —16.6 0.56 0.16 2.0 0.04 0.06

SiggHpg | —17.1 1.16 1.36 1.8 0.03 0.07

port properties. The successful synthesis of hydrogenated graphene (graphane) was
firstaccomplished by Elias et al. [50]. Though the hydrogenation process is reversible,
the graphane formed with sp? hybridized carbon atoms in the lattice is stable at room
temperature for many days. It is crystalline and retains the hexagonal lattice, but
the periodicity is considerably shorter compared to graphene. The hydrogenation
increases the energy gap in graphane and conductance becomes temperature depen-
dent. Annealing the graphane at high temperature restores many of the fundamental
properties of graphene, like metallic state, the lattice spacing and the quantum Hall
effect. An earlier theoretical calculation by Sofo et al. predicted that the chair-like
conformer, with hydrogen atoms bonded to carbon on both sides of the plane in
an alternating manner, is more stable than a boat-like conformer in which a pair of
hydrogen atoms occupy alternate positions. Graphane also has a very high volumet-
ric and gravimetric hydrogen density, and hence has promising applications [51]. It
is interesting to study the feasibility of the hydrogenation reaction of silicenes and
its effect on the different properties and structure of silicene. The stability of hydro-
genated silicon fullerenes has been studied by various research groups, and they are
proven to have a potential hydrogen storage capacity. An efficient and low cost stor-
age material for hydrogen is a major challenge for the current scientific community,
and this is an area of active research. The US Department of Energy hydrogen storage
system targeted a 6.0 weight percent gravimetric capacity and a volumetric capac-
ity of 0.045 kg L~! for the year 2010 [52]. Previous first principle calculations by
Cao et al. revealed that silicon nanotubes are better candidates for hydrogen storage
compared to iso-diameter carbon nanotubes. The denser and more localized electron
clouds of silicon nanotubes can adsorb hydrogen more strongly [53].

The structures of silicenes with different nuclearity were optimized after saturating
all the bonds with hydrogen atoms. The heat of hydrogenation is calculated using the
relation AH = H(Si,Hp+.) — (H(Si,Hp) +c/2 Hy), where c is the number of hydrogen
molecules added for complete saturation (see Fig. 1.10). The result shows that the
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Fig. 1.9 The optimized “tiffin-box like” structures for the stacked dimers of the silicene strips at
B3PW91/6-31 G(d) level of theory. Reproduced from [30] with permission from PCCP Owner
Societies

reaction is more exothermic than the carbon counterparts. The heat of hydrogenation
for benzene, naphthalene, anthracene and phenanthrene is —2.16 eV, 3.5 eV, 5.0 eV
and 4.7 eV, respectively, [54] which in the silicon world for SigHg, SijoHg, the
anthracene analogue of Si, Sij4Hj¢ and the phenanthrene analogue of Si, Sij4Hjj,
are —4.63, —7.48, —10.40 and —10.25 eV. The instability of spzsilicon in silicene
compared to sp? carbon in graphene makes hydrogenation more feasible in the case
of silicene. The weight percent of hydrogen for various silicenes (values for carbon
analogues in the parenthesis) are given in Table 1.4, and it ranges from 6.6 to 4.5%.
The preference of Si to be in an sp® environment rather than an sp? environment
is evident from the structural parameters. The Si—Si bond length in hydrogenated
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Fig. 1.10 Schematic representation of structural changes in silicene clusters on hydrogenation.
Reproduced from [30] with permission from PCCP Owner Societies

silicenes is between 2.35 and 2.36 A, which agrees well with the standard value of
2.35 A. The Si-Si-Si bond angles are in the range 110-111°, and Si-Si—H bond
angles range between 107 and 109°. The HOMO-LUMO gap and polarizability of
the hydrogenated silicenes are also given in Table 1.4. All the silicanes under our
study have HOMO-LUMO gaps greater than 4 eV, indicating a shift from the zero
gap semiconductor realm to that of wide gap semiconductors. The increase of the
band gap during saturation of silicenes with hydrogens can be used for band gap
tuning by controlled saturation by hydrogen. Though the storage capacities of these
clusters are comparatively lower than PAH, coupled with their band engineering
properties silicenes can be seen as promising materials.

1.7 Tip Enhanced Raman Spectroscopy (TERS) as a Probe
for the Buckling Distortion in Silicene

Raman spectroscopy is a significant tool for the characterization of 2D materials.
The Raman spectrum of graphene has been shown to evolve with the number of
layers and can be effectively used to differentiate monolayer, bilayer and multilayer
graphene [55]. This non-destructive technique is also sensitive towards the quality
of layers, doping level and defects in the graphene sheet [56]. Scalise et al. have
calculated the Raman spectrum of free standing silicene and germanene and also
the nanoribbons of Si and Ge [57]. They found that silicene shows an intense G-
like peak at 570 cm™'. Corresponding to the D peak in graphene, Si nanoribbons
show a peak at 515 cm~!. Cinquanta et al. have reported the Raman spectrum of
epitaxial silicene [58]. They found that the interaction of Si atoms with the Ag(111)
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Table 1.4 Heat of hydrogenation, HOMO-LUMO gap, polarizability and weight percent of H for
hydrogenated silicenes (silicanes) of various nuclearities

Species | Heat of Heat of HOMO- Polarizability | % wt. of
hydrogena- | hydrogenation/Si-atom | LUMO gap | (a.u.) hydrogen
tion (eV)

(eV)

SigHi2 —4.63 —0.77 6.97 175.63 6.6

SijoHig | —7.48 —0.75 5.96 307.51 6.0

SijaHos | —10.40 —0.74 5.35 425.41 5.7

SijaHos | —10.25 —0.73 5.54 445.59 5.7

SiigHsp | —13.34 —0.74 5.00 606.28 5.6

SippHze | —16.29 —0.74 4.78 766.09 5.5

Sij¢Hie | —11.35 —0.71 5.48 507.29 3.4

SippHzs | —15.61 —0.71 5.01 734.18 52

SipgHap | —19.77 —0.71 4.70 969.62 5.0

SipqHze | —17.70 —0.74 5.12 798.21 5.0

SizoHas | —20.94 —0.70 4.81 1037.82 5.0

Siz4Hso | —23.95 —0.70 4.49 1214.41 5.0

SizgHss | —26.32 —0.69 4.54 1357.97 4.8

SigeHes | —31.68 —0.69 4.37 1690.37 4.7

SiggHee | —32.87 —0.68 4.45 1766.55 4.7

SisgH7g | —39.46 —0.68 4.28 2189.89 4.6

SizoHg, | —47.23 —0.67 422 2040.75 45

surface distorts the low buckled silicene structure and enlarges the unit cell. The
intense sharp peak at 516 cm™' resembling the G-peak of graphene is a fingerprint
of silicene. Calculations have been performed on free standing silicene clusters to
capture the signature of buckling distortion in the Raman spectrum and enhance
the intensity of this particular normal mode using metal clusters [59]. The vertical
displacement of alternate Si atoms of each hexagonal ring along the C3, axis leads
to the buckling distortion in silicene. Since the dipole moment of the molecule is not
changing during the buckling distortion, infrared (IR) spectroscopy cannot track this
effect.

The vibrational frequencies and Raman intensities for various clusters of silicene
were calculated. In order to examine the effect of metal clusters on Raman intensity,
the silicene clusters: SigHg, Sij4H;o and the fused cluster Si;sH > were chosen. The
clusters of gold and silver are considered to be adsorbed on the silicene surface. The
M,;, My and My clusters of Au and Ag were placed at a distance of 2.5 A from the
center of mass of silicene clusters from the tip of the cluster as shown in Fig. 1.11.
The distance of 2.5 A is selected based on the most stable vertical configuration of
the metal dimer (M,). The ECP basis set LANLOS(f) [60-62] available from the
EMSL Basis Set Exchange Library [63, 64] was employed for the metal atoms.
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(b) SigH¢...M, (€) SigHg...M,q

(d) SijoHg...M; (e) SiygHyz..M,

Fig. 1.11 Silicene fragments with metal clusters adsorbed over the surface (M = Au, Ag). Repro-
duced from [59] with permission from PCCP Owner Societies

The high sensitivity of surface-enhanced Raman scattering (SERS) has made
it a powerful analytical technique [65-67]. The combination of scanning probe
microscopy (SPM) and SERS, Tip-enhanced Raman scattering (TERS), is promising
with added advantages like uniform enhancement of the signal at all sample loca-
tions, high spatial resolution, coupling of topographic features with spectroscopic
data, quantitative measurement of SERS etc. [68, 69]. In TERS, the SPM tip is an
externally tunable hot spot and one can effectively use it to enhance the Raman signal.
Clusters of silver and gold to model the tip and study its effect on the Raman spectra of
the silicene cluster. The buckling frequency, Raman scattering activity, enhancement
in the scattering activity and binding energy for the silicene clusters SigHg, SijaHo4
and SijgHj, in the presence of metal clusters are given in Table 1.5. The enhance-
ment in the scattering activity is calculated as the ratio of scattering activity for the
buckling mode of the silicene---metal complex to the scattering activity of the most
prominent buckling mode of the corresponding silicene cluster. While, the enhance-
ments are modest (in between 2—5 times increase), the enhancements increase with
an increase in the size of the metal cluster. For example, for hexasilabenzene (SigHg)
the enhancement increases from 1.1 to 4 times as a gold cluster increases in size from
a simple linear dimer to a tetrahedral Au,y. Much stronger manifestation occurs when
the tip is considered to be silver. The enhancement increases from 3 times to 17 times
as the size of the Ag cluster increases from 2 to 20.
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Table 1.5 The buckling frequency, scattering activity, enhancement in scattering activity and bind-
ing energy for silicene fragments in the presence of metal clusters at the M05-2X/TZVP level of
theory

Species Buckling Scattering Enhancement in | Binding energy
frequency (cm™!) | activity (S.A) S.A (kcal mol~1)
(A*/AMU)
SigHsg...Auy 104 25.87 1.1 —26.0
SigHs....Auy 97 52.11 222 —223
SigHe...Aupg 100 95.24 4.05 254
SigHe...Ag2 100 75.28 3.21 —18.0
SigHe...Ag4 80 169.84 7.23 —14.1
SigHe...Ag20 109 402.08 17.1 —18.6
SigHip...Auy 139 76.75 1.36 —253
Sij4Hyp....Ag 142 103.5 1.84 —17.7
SiigHiz...Aup 97 18.38 1.47 —22.5
SijgHja...Ago 131 91.43 1.81 —15.3

Outlook and Future Perspectives

The bottom up design of two dimensional silicon based materials from basic starting
point namely silicon substituted benzene and stitching atoms with perfection along a
honeycomb is challenging. Over the last decade, synthetic chemist aided by concepts
of theoretical chemistry have been able to design higher order molecular fragments
of fused aromatic molecules where the carbon atoms have been replaced by silicon.
One should expect bigger molecular fragments with 10-15 fused six membered rings
of silicon being synthesized.

Calculations and experiments have now established that unlike graphene, silicene
will be buckled which is understood on the basis of Psuedo Jahn-Teller distortions in
silicon systems. Computational studies predict that intercalation of cations between
the silicene layers led to suppression of the buckling distortion and the graphene
like structural feature can be regained. Aromatic organosilicon compounds have
excellent transport properties and the band gap can be tuned by chemical function-
alization. One might anticipate that rapid progress in synthesis of such molecules
would provide new insights into various aspects of the rich chemistry of silicon based
aromatic compounds. The possibility of depositing such molecules on bulk silicon
substrates should lead to devices which can be easily integrated into existing silicon
microstructures and should show superior performance under ambient conditions.
Such a rational design of new materials based on molecular properties should gener-
ate excitement in the evolving area of molecular materials. A deeper understanding
of the basic forces between the substrate and the molecules can minimize dissipation
channels in the charge separation processes and would further augment the discovery
of new phases of in two-dimensional silicon physics. Clearly, such systems provide
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a possibility of synergy between chemical synthesis, computational materials design
and exotic physical properties.
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Chapter 2 ®)
Density-Functional and Tight-Binding Gzt
Theory of Silicene and Silicane

V. Zélyomi, N. D. Drummond, J. R. Wallbank and V. I. Fal’ko

Abstract A combination of density functional theory and a tight-binding model
offers a robust means to describe the structure, vibrations, and electronic states of
silicene. In this chapter we give an overview of the electronic structure and phonon
dispersions of silicene and its fully hydrogenated derivative, silicane. We discuss
the dynamical stability of the buckled silicene and silicane lattices and we present
their phonon dispersions. We discuss the first-principles electronic band structure of
ideal, free-standing silicene, paying particular attention to the small band gap opened
by spin—orbit coupling, which renders the material a topological insulator. We look
at the tight-binding description of silicene and examine the effects of an external
electric field which, above a critical electric field, counters the spin—orbit gap and
triggers a phase transition into a band-insulator state in which the band gap is linearly
tunable by the electric field. We also present the tight-binding description of silicane
which, parameterised by density functional theory, sheds light on the importance of
long-range hopping in this material.

2.1 Introduction

Two-dimensional (2D) crystals exist in a broad variety of forms, perhaps the simplest
of which is graphene [1, 2]. Forming an atomically thin honeycomb lattice with
two atoms in its unit cell, it is a high-symmetry 2D crystal with versatile physical
properties. The next simplest 2D crystal comes to us in the form of the silicon
equivalent of graphene: silicene [3, 4]. The difference in structure between graphene
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Fig. 2.1 Atomic structure of silicene (a side view, b top view) and silicane (¢ side view, d top
view). The key structural parameters are marked in the figure: a is the lattice parameter, d is the
Si—Si bond length, Az is the sublattice buckling, dy is the Si—H bond length, and W is the width of
the silicane sheet. The structural parameters are summarised in Table 2.1

and silicene takes the form of a sublattice buckling, illustrated in Fig.2.1. The A and
B sublattices of the crystal do not lie in the same plane. For this reason, silicene has
reduced symmetry in comparison to graphene, which has important consequences
for its physical properties.

Silicene does not occur in nature, but monolayers have been synthesised on
Ag(111) surfaces [5—13]. Due to the similarity of the lattice structures, the band
structure of silicene resembles that of graphene, featuring Dirac-type electron dis-
persion in the vicinity of the corners of its hexagonal Brillouin zone (BZ) [14].
Moreover, silicene has been shown theoretically to be metastable as a free-standing
2D crystal [3, 4], implying that it is possible to transfer silicene onto an insulat-
ing substrate and gate it electrically. Recently, a silicene field-effect transistor was
fabricated by capping the silicene with Al,O3 before transferring it off the Ag(111)
surface on which it was grown [13].

The similarity between graphene and silicene arises from the fact that C and
Si belong to the same group in the periodic table of elements. However, Si has a
larger ionic radius, which promotes sp® hybridisation, whereas sp> hybridisation
is energetically more favourable in C. As a result, in a 2D layer of Si atoms, the
bonding is formed by mixed sp? and sp® hybridisation. Hence silicene is slightly
buckled, with one of the two sublattices of the honeycomb lattice being displaced
vertically with respect to the other, as shown in Fig.2.1. Such buckling creates new
possibilities for manipulating the dispersion of electrons in silicene and opening an
electrically controlled sublattice-asymmetry band gap [15]. In fact, by applying an
external electric field to silicene it becomes a semiconductor with a tunable band
gap A that can reach tens of meV before the 2D crystal loses structural stability [4].
But even at zero electric field, silicene is a gapped material, due to the Kane—Mele
spin—orbit (SO) coupling [16] for electrons on a honeycomb lattice, which opens
a small SO-gap at the Brillouin zone corner and renders the material a topological
insulator [17, 18].
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The ability to open a band gap in silicene highlights one of the limitations in the
practical applicability of monolayer graphene, namely that it has no band gap. Due
to the lack of a sub-lattice buckling, the SO-gap in graphene is negligible, and no
gap appears upon the application of an electric field, either. Hence plenty of research
has gone into insulating and semiconducting 2D crystals, such as boron nitride [19,
20], transition metal dichalcogenides [21-31], and III-VI chalcogenides [32-35].

Yet band-gap engineering in graphene has also been shown to be possible by
chemical means, as complete hydrogenation turns graphene into a gapped material.
The resulting material, graphane [36] (C,H,) has a buckled honeycomb structure
with a single hydrogen atom attached to each carbon site on alternating sides of the
sheet. Experiment [37] has shown that few-layer germanane (Ge,H5), hydrogenated
germanene, can be synthesised, expanding the family of atomic 2D materials. It is
expected that silicane will be stable as well. Density functional theory (DFT) predicts
that not only is silicane stable, but it exhibits a sizable indirect band gap and a strongly
anisotropic conduction-band edge, which is a consequence of long-range hopping
interactions within the crystal [38].

In this chapter we overview the properties of silicene and silicane as revealed by
DFT and a tight-binding model, highlighting the tunable band gap of silicene in an
external electric field.

2.2 First-Principles Theory of Silicene and Silicane

2.2.1 Structure, Stability, and Electronic Band Structure
of Silicene

In the optimal structure of silicene the z-coordinates of the two Si atoms in the unit
cell (the A and B sublattices) differ by a finite distance Az, shown in Fig.2.1 and
Table 2.1. This metastable lattice is the same as the “low-buckled” structure found
by Cahangirov et al. [3]. The parameters were obtained as follows.

First-principles DFT was employed to calculate the optimal structure of free-
standing silicene, using the CASTEP [39, 40] and VASP [41] plane-wave-basis codes,

Table2.1 Structural parameters of silicene and silicane (see Fig. 2.1) in A units according to density
functional theory are summarised below. The local density approximation (LDA) and Perdew—
Burke—Ernzerhof (PBE) exchange—correlation functionals are used

Crystal Method a d Az dy w
Silicene LDA 3.83 221 0.44

Silicene PBE 3.87 2.23 0.45

Silicane LDA 3.78 2.31 0.74 1.51 3.76
Silicane PBE 3.84 2.34 0.74 1.51 3.76
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Table 2.2 Silicene structural Method a ) Az (R) v (105 ms—1)
and electronic parameters:
lattice constant a, sublattice PBE (CASTEP) 3.86 0.45 5.27
buckling Az (the difference PBE (VASP) 3.87 0.45 5.31
between the z coordinates of PBE [15] 3.87 0.46
the A and B sublattices), and LDA (CASTEP) 3.82 0.44 5.34
Fermi velocity v
LDA (VASP) 3.83 0.44 5.38
LDA [3] 3.83 0.44 ~10
LDA [47] 3.86 0.44
HSEOQ6 (vASP) 3.85 0.36 6.75

employing ultrasoft pseudopotentials and the projector-augmented-wave (PAW)
method, respectively. For the exchange-correlation functional the local density
approximation (LDA), the Perdew—Burke-Ernzerhof (PBE) generalised gradient
approximation [42], and the screened Heyd—Scuseria—Ernzerhof 06 (HSE06) hybrid
functionals were used [43, 44].

All plane-wave DFT total energies were corrected for finite-basis error [45] and
it was verified that the residual dependence of the total energy on the plane-wave
cutoff energy is negligible. Ultrasoft pseudopotentials were used throughout, except
where otherwise stated. The silicene system was made artificially periodic in the z
direction (normal to the silicene layer). The atomic structure was obtained by relaxing
the lattice parameter and atom positions within DFT.

To evaluate the Fermi velocity shown in Table 2.2 the DFT band structure was
calculated using a 53 x 53 k-point grid and a plane-wave cutoff energy of 816 eV in
acell oflength L, = 26.46 A.Then Eq. (17) of [46] was fitted to the highest occupied
and lowest unoccupied bands within a circular region around the K point; the Fermi
velocity is one of the fitting parameters. The radius of the circular region was 6% of
the length of the reciprocal lattice vectors; the Fermi velocity was converged with
respect to this radius.

The experimental measurement of the structural properties of silicene is invari-
ably affected by the Ag(111) substrate on which the silicene is grown. A detailed
discussion of theoretically and experimentally determined structural properties of
silicene on various substrates can be found in [48].

By calculating the DFT phonon dispersion it has been verified [3, 4] that free-
standing monolayer silicene is dynamically stable: no imaginary frequencies appear
anywhere in the BZ. The results of such an analysis are summarised in Fig.2.2. This
stability proves that, as a metastable 2D crystal, silicene can be transferred onto an
insulating substrate, where its electronic properties can be studied and manipulated.

The geometry optimisation and band-structure calculations were performed with
both the CASTEP [39, 40] and VASP [41] codes, to verify that the results are in
good agreement. The PAW method [49] was used in the VASP calculations, whereas
ultrasoft pseudopotentials were used in the CASTEP calculations. As can be seen in
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Fig. 2.2 DFT-PBE phonon 600
dispersion curves for silicene
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Table 2.2, the geometries predicted by the two codes agree well, and it was verified
that the phonon dispersions obtained with the two codes are virtually identical when
the same parameters are used. It was also verified that the phonon dispersion curves
are converged with respect to supercell size.

The calculated electronic band structure of a “free” silicene layer is shown in
Fig.2.3. As expected, it resembles the band structure of graphene; in particular it
shows the linear Dirac-type dispersion of electrons near the K points, where the
Fermi level in undoped silicene is found.

S 7—=xX | ] €s = —6.08
DY RN T s = —2.55
L Yop = —2.T4

Yppo = —2.76
Yppr = —1.28

Fig. 2.3 HSEOQ6 band structure of freestanding silicene compared to a tight-binding fit as described
in the text. Tight-binding model parameters are listed on the right hand side
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Si,H,LDA SOC

AE=0.035

Energy - Eg (eV)

Fig. 2.4 Band structure of silicane. The zero of energy is taken to be the Fermi level and the top
of the valence band is marked with a horizontal line. The effect of SO coupling at the I" point is
illustrated in the inset. Effective masses (in units of electron mass) in the HSE06 calculations are
provided in the conduction band at M and I", and in the valence band at I" (where the H and L
subscript refers to the heavy and light effective mass). There is almost no sign of anisotropy in the
effective masses at I". In comparison to the literature on graphene, an LDA study found a small
anisotropy in both the valence and conduction band of graphane [58], while an earlier generalised
gradient approximation study makes no mention of any such anisotropy [56]

2.2.2 Structure, Stability, and Electronic Band Structure
of Silicane

To obtain the optimal crystal structure, the phonon dispersions, and the electronic
band structure of silicane, the VASP [41] plane-wave-basis code was used and the
plane-wave cutoff energy was set to 500 eV. A 12 x 12 Monkhorst—Pack k-point
grid was used for geometry optimisations while a 24 x 24 grid was used to calculate
the band structures. The vertical separation of periodic images of the monolayer was
set to 15 A. The force tolerance in the optimisation was 0.005 eV/A. Phonons were
calculated with the force-constant approach in a 3 x 3 supercell. For an estimate of
the band gap, the HSEO6 exact-exchange functional was used.

The relaxed structure of silicane [38] is very similar to that of graphane, as illus-
trated in Fig.2.1. The bond lengths (see Table 2.1) obtained with the PBE functional
are systematically larger than those optimised with the LDA, as expected [50]. Note
that the hydrogenation is accompanied by a significant increase in the magnitude
of the sublattice buckling when compared to silicene. Lattice constants and sublat-
tice bucklings agree with previous literature to within 5% and £10%, respectively
[51-55].

The calculated electronic band structures are plotted in Fig.2.4. One important
difference between graphane [56] and silicane is that in the latter material a band
appears close to the conduction-band edge at the M point. In fact the conduction-band
minimum of silicane is at the M point, making silicane an indirect-gap semiconductor.
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Table 2.3 Orbital decomposition of the valence and conduction bands of silicane at the /" and M
points according to the local density approximation

r M

Silicane val. 0.23(py' + py) 0.05p3 +0.16p5!

Silicane cond. 0.095% +0.05p5" 4+ 0.03s%  0.07s5 +0.01p5
+0.01p3" 4 0.03p3!

Fig. 2.5 Phonon dispersion 2200
of silicane
2000 ¢ Si,H, LDA ]
800+ Si,H, PBE 3

600 ?\g}_

00f e

® (cm'1)

200 + 1

The band gap of silicane is 2.91 eV according to the HSEO06 functional, which is
expected to underestimate the gap by no more than 10% [57]. Note that the conduction
band is anisotropic at the M point with a heavy effective mass in the M—I" direction.
The finding that the band gap of silicane is indirect is supported by a variety of
methods ranging from semilocal DFT through hybrid functionals to single-shot GW
[51, 52, 54, 55].

Now we discuss the orbital composition of the valence and conduction bands of
silicane (see Table 2.3). At the I" point the valence band consists of Si p, and p,
orbitals, while the conduction band is predominantly Si s and p,. However, at the M
point the conduction band also contains Si p, and p, contributions. The H s orbital
also contributes to the valence band in silicane at the M point. This means that for a
tight-binding description of silicane an all-valence description is required taking into
account the s, py, py, and p. orbitals of Si, as well as the H s orbital. This is a direct
consequence of the sublattice buckling; an all-valence model is already needed for
the description of the silicene lattice (excluding the H orbitals, naturally) [63].

While a full geometry optimisation of silicane yields an energetically stable con-
figuration, it is necessary to examine its phonon dispersion in order to ascertain
whether that configuration is dynamically stable. The phonon dispersion reveals that
silicane is stable as there is no sign of any dynamical instability anywhere along the
high-symmetry lines of the Brillouin zone (see Fig.2.5).

The so-called chair-like structure shown in Fig. 2.1 corresponds to the case when
H atoms alternate on the two sides of the sheet such that for each sublattice the H
atom is on a fixed side. In the so-called boat configuration, which is not considered
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here, the H atoms alternate in pairs instead, which slightly increases the unit cell
size. The latter has been shown to be notably less stable than the chair configuration
in the case of graphane [56]; nevertheless the boat configuration of silicane has been
found to be stable [52].

2.3 Tight-Binding Description of Silicene and Silicane

2.3.1 All-Valence Tight-Binding Model of Silicene

The unit cell of silicene comprises two Si atoms in a honeycomb lattice, and the A
and B sublattices of Si atoms exhibit a buckling. The minimum tight-binding model
required to describe the band structure in the entire Brillouin zone is an all-valence
nearest-neighbour model that takes into account four orbitals per Si atom (one s and
three p orbitals). The tight-binding Hamiltonian is

H = Hy + H,, 2.1

where

Hy = Z |:€Sai+ai +ép Z (b;tlbi‘”)]

i o

2
Hy = yyajap + ) [%pvaaXbBa +Yppe (v27) bhabba
«

+ Yo [ 1 = (027)| |

+ 3 (Voo va PVE bR s — Yppev i PViBbE bg) + hec. (22)
a#fB

Here, a™ and a are the creation and annihilation operators of the s electrons of Si,
b* and b are the same for the p electrons of Si. In Hy, parameters ¢; and & p are
the on-site energies of the s and p orbitals of Si. In Hy, Y, Ysp» Vppo» and yppr are
the nearest-neighbour hoppings between Si electrons on sublattice A and sublattice
B. Summations in i go over the A and B sublattices while summations in « and
3 go over x, y, and z. vA5, vA4" and vAP’ take into account the orientation of the
p orbitals, where R denotes the coordinates of the atoms. The Hamiltonian in the
Slater—Koster approach [59], shown with solid lines separating the A and B sublattice
contributions, has the form of an 8 x 8 matrix:
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B

B
H o, = AB, AB ik-(R&—R%)
aff = Vppo Uy Vg €
B
AB_  AB ik-(R&—RE
~ppr Y AT B R for o 2£ 3. (2.5)
B

The total number of parameters in this model is six, but one can choose one of
the on-site energies to be zero to set the Fermi level, leaving five parameters to fit.
The resulting model can be used to provide a simple, semiempirical reproduction of
first-principles band structures.

After fitting the model to the HSE06 band structure of silicene, the following
values are obtained for the parameters: ¢, = —6.08 eV, v,, = —2.55eV, v, = —2.74
eV, Yppo = —2.76 €V, and v,,r = —1.28 eV.

2.3.2 All-Valence Tight-Binding Model of Silicane

Silicane has a honeycomb lattice as depicted in Fig.2.1. The unit cell comprises
two Si atoms and two H atoms, and the A and B sublattices of Si atoms exhibit a
buckling. The minimum tight-binding model needed to describe the band structure
in the entire Brillouin zone is an all-valence second-nearest-neighbour model that
takes into account four orbitals per Si atom (one s and three p orbitals) and the s
orbital of hydrogen. The tight-binding Hamiltonian is
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H=Hy+ H, + H,
= Z(Esafai +ép Z(bfabm) + 55Hci+c,-)
i «
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i a
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v = (R$ —RE)./IRE — RS |

VAP = (R4 —RE),/IR4 —RE| (2.6)

Here, a™ and a are the creation and annihilation operators of the s electrons of Si,
b* and b are the same for the p electrons of Si, while ¢* and ¢ are the same for the
electrons of the H atoms. In Hy, parameters £, and €, are the on-site energies of the s
and p orbitals of Si, e,u is the on-site energy of the electron of the hydrogen atom. In
H,, vuy parameterises the nearest-neighbour hopping between s orbitals of Si and
hydrogen, while 7y, Vsp» Yppo» and 7y, are the nearest—nelghbour hoppmgs between
Si electrons on sublattices A and B. In H,, parameters v, , . 2 Vppo» and v, ppr are the
second-nearest-neighbour hoppings between the Si electrons on the same sublattice,
while 7‘;,{‘? and V;H,, are the second-nearest-neighbour hoppings between the orbitals
of Si and hydrogen on different sublattices. Summations in i go over the A and B
sublattices while summations in o and 3 go over x, y, z; vA8, vA4" and vA?' take
into account the orientation of the p orbitals, where R denotes the coordinates of the
atoms. The Hamiltonian in the Slater—Koster approach [59], shown with solid lines
separating the A and B sublattice contributions as well as hydrogen contributions,
has the form of a 10 x 10 matrix:
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The total number of parameters in this model is sixteen, but one can choose one
of the on-site energies to be zero to set the Fermi level, leaving fifteen parameters to
fit. The resulting model can be used to provide a simple semiempirical reproduction
of first-principles band structures.

Using the HSEO06 band structures as reference, the tight-binding band structure
can reproduce the entirety of the DFT valence band and the vicinity of the conduction
band at both the I" and M points (see Fig.2.6) to within ~1 eV of the band edge. It
is important to note here that if second-nearest-neighbour interactions are neglected,
the valence band can still be reproduced to within several eV of the band edge, but
the behaviour of the conduction band at the M point cannot, which indicates that
the second-nearest-neighbour interactions are responsible for the minimum in the
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Fig. 2.6 Tight-binding band structure of silicane compared with the HSEO6 DFT bands. The
parameters of the model are shown in the legend in units of eV. The reference energy level is set by
gp =0

conduction band at the M point. Also, the d-shell of Si is likely to affect states in
the conduction band. The best fit is achieved with the parameters listed in the legend
of Fig.2.6; the fitting was optimised to give a quantitative description of the valence
band and the conduction band near the /" and the M point.

2.4 Silicene in a Transverse External Electric Field

To exploit the weak buckling of silicene, one can apply an external electric field E, in
the z direction, as shown in Fig. 2.7. The main effect of such an electric field is to break
the symmetry between the A and B sublattices of silicene’s honeycomb structure and
hence to open a gap A in the band structure at the hexagonal BZ points K and K'. In
the framework of a simplified nearest-neighbour tight-binding model, which can be
thought of as an expansion of the tight-binding model in Sect.2.3.1 for small wave
vectors around the corner of the Brillouin zone, this manifests itself in the form of an
energy correction to the on-site energies that is positive for sublattice A and negative
for B. This difference in on-site energies A = £4 — Ep leads to a spectrum with a
gap for electrons in the vicinity of the corners of the BZ: £+ = £./(A /2)? + |vp|?,
where p is the electron “valley” momentum relative to the BZ corner. Opening a gap
in graphene by these means would be impossible because the A and B sublattices
lie in the same plane.

A naive estimate of the electric-field-induced gap in silicene can be made using
first-order perturbation theory by diagonalisinga2 x 2 Hamiltonian matrix atp — 0,
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Here, @[J% are the degenerate lowest unoccupied and highest occupied Kohn—Sham
orbitals at the K point at £, = 0, and z = 0 corresponds to the mid-plane of the
buckled lattice. This suggests a band gap which opens linearly with the electric field
atarate dA /dE. = 0.554 and 0.573 eA for the wave functions 1)k found using the
LDA and PBE functionals, respectively.

The estimate is in fact only an upper limit for the rate at which the band gap
opens, since it neglects screening by the polarisation of the A and B sublattices.
In order to obtain an accurate value of the rate at which a band gap can be opened
with an electric field, fully self-consistent calculations of the DFT band structure
in the presence of an electric field must be carried out. A typical result of such a
calculation is shown in Fig.2.8. At small electric fields, relaxing the structure in
the presence of the field does not have a significant effect on the band gap, but the
screening of the electric potential by the sublattice polarisation of the electron states
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Fig. 2.9 DFT gap against applied electric field E for silicene with a plane-wave cutoff energy
of 816 eV and a 53 x 53 k-point grid. Unless otherwise stated, the PBE functional was used.
The box length in the z direction was varied from L, = 13.35 A to 26.46 A. The results have
been extrapolated to the limit L, — oo of infinite box length (solid lines). Unscreened band gaps
calculated using perturbation theory are also shown. The inset table shows the calculated rate at
which the band gap opens

makes a substantial difference. The DFT-calculated gaps are gathered in Fig.2.9.
The variation of the band gap A at K with electric field E, is almost perfectly linear
for fields up to E, ~ 1 VA~!. The results for the rate dA /dE, at which a gap is
opened are shown in the table inset in Fig. 2.9. The eightfold difference between
the self-consistent and the unscreened values of d A /d E, indicates that the system
exhibits a strong sublattice polarisability.

Applying a transverse electric field E, in a periodic simulation cell results in a
sawtooth potential in the out-of-plane (z) direction. This creates a triangular quantum
well in the vacuum region between periodic images of the silicene layer. If a plane-
wave basis set is used, the formation of a quasi-2D electron gas in this spurious
quantum well can in principle be described; however, for the cell lengths used and
the electric fields considered in Fig. 2.8, these quantum-well states are unoccupied,
as demonstrated by the absence of quadratic bands at I" in the vicinity of the Fermi
energy. Hence at low E the electric-field-induced band gap can be reliably calculated
using a plane-wave basis, and a linear dependence of the field-induced gap on E,
is obtained. It is found that the gap for a given E, varies with the length of the cell
in the z direction; however, the gap can be extrapolated to infinite layer separation
using a series of cell lengths that are sufficiently short that no spurious quantum-well
states are found close to the Fermi energy.

Several DFT-PBE calculations of the rate at which the gap opens in the presence of
atransverse electric field have been reported. Plane-wave basis DFT-PBE calculations
yield arate of 0.0742 eA [4], while localised basis set calculations give values between
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0.157 eA [15] and ~0.1 eA [62], which agree to within an order of magnitude. The
plane-wave results are illustrated in Fig.2.8.

It is important to note that the electric field does not simply open a linearly
tunable band gap but can also slightly alter the structure, or in extremely large fields
it can destabilise it. It was demonstrated [4] by reoptimisation of the geometry in the
presence of an electric field that the material is stable in fields up to at least E, ~ 0.4
VA-L

Figure 2.2 demonstrates what happens to the phonon dispersion in the presence
of the electric field. The main effects of a small E, on the phonon dispersion curve
are (i) to lift some degeneracies at K and M and (ii) to soften one of the acoustic
branches, but without making the frequency imaginary. Under much higher electric
fields, the honeycomb structure of silicene becomes unstable: E, > 2.6 VA~! causes
the lattice parameter to increase without bound when the structure is relaxed. In the
phonon calculations, the box length was L. = 19.05 A and the plane-wave cutoff
energy was 435 eV. This is slightly different from how the phonons were calculated
without the presence of an electric field, because the error due to a finite box length
L. is potentially much larger in the presence of a transverse electric field.

2.5 SO Coupling and Topological Phase Transition
in Silicene

The effects of SO coupling on the band structures of silicene and silicane yield quite
different results. In the case of silicane, which is an indirect-gap semiconductor, the
effect of SO coupling is limited to splitting some of the bands as shown in the inset
in Fig.2.4. In the case of the semimetal silicene, on the other hand, the effect is
much more important, especially when considering the behaviour of the material in
an electric field.

2.5.1 SO Induced Band Gap in Silicene

The PBE band structure of silicene with SO coupling explicitly included in the
Hamiltonian is shown in Fig. 2.10. The functional predicts an SO gap of the order of
a few meV at the K point, while the rest of the band structure barely differs from the
nonrelativistic case, in agreement with the LDA functional. The calculated LDA and
PBE SO gaps are 1.4 meV and 1.5 meV, respectively, in agreement with the literature
[60].

The SO calculations were performed with a plane-wave cutoff of 500 eV and a
24 x 24 k-point grid. The length of the simulation box has negligible influence on
the SO gap: the gap is the same with simulation box lengths of 15 and 30 A up to
numerical accuracy.
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2.5.2 Transition from Topological Insulator to Band
Insulator State

In the theory of Dirac electrons on the honeycomb lattice, the SO gap is accounted for
by the Kane—Mele term describing, e.g., intrinsic SO coupling in graphene [16]. The
Kane-Mele SO coupling and the electric-field induced A—B sublattice asymmetry
for electrons in the vicinity of the BZ corners Ky = (+47/(3a), 0) in silicene can
be incorporated in the Hamiltonian

1
Hg, =vp- 0+ Asos;0; + EfAZUZ, (2.10)

where ¢ = %1 distinguishes between the two valleys, K, and K_, in silicene’s
spectrum. Here, the Pauli matrices o, oy, and o, act in the space of the electrons’
amplitudes on orbitals attributed to the A and B sublattices, (¢4, ¥g) for the valley
at K and (vp, —14) for the valley at K_. In (2.10), s, is the electron spin operator
normal to the silicene plane, and Agp and A, are the DFT-calculated SO-coupling
and electric-field induced gaps.

The Hamiltonian of (2.10) generically describes the transition between the 2D
topological and band-gap insulators. Its spectrum,

1
Ere = i\/Z (Aso +EA.) +v2p2,

1
£ = i\/ 7 (Bso = €87 +02p2, 2.11)

includes two gapped branches, one with a larger gap |Aso + A;| and another with
a smaller gap |Aso — A,|. At a critical external electric field E7 ~ 20 mVA~!,
Aso = A, and the smaller gap closes, marking a transition from a topological



2 Density-Functional and Tight-Binding Theory of Silicene and Silicane 39

insulator [16-18] at Ago > A, to a simple band insulator at Ago < A;. The dif-
ference between these two states of silicene is that the topological insulator state
supports a gapless spectrum of edge states for the electrons, in contrast to a simple
insulator, where the existence of gapless edge states is not protected by topology.
However, something similar to the topological properties of Dirac electrons may
show up even in the band insulator state of silicene: an interface between two differ-
ently gated regions, with electric fields £, and — E; (where E; >> EY), should support
a one-dimensional gapless band with an almost linear dispersion of electrons [61].

2.6 Summary

As illustrated in this chapter, silicene and silicane are prime examples of 2D materials
with rich physics and great application potential. The topological insulator ground
state of silicene and its electric field induced transformation into a band insulator with
a tunable band gap certainly warrants future study of this fascinating material, while
the indirect semiconductor silicane could potentially see good use in silicon-based
semiconductor technology.
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Chapter 3 ®)
Electronic and Topological Properties oo
of Silicene, Germanene and Stanene

Motohiko Ezawa

Abstract In this chapter, we review the recent progress on electronic and topologi-
cal properties of monolayer topological insulators including silicene, germanene and
stanene.We start with the description of the topological nature of the general Dirac
system and then apply it to silicene by introducing the spin and valley degrees of
freedom. Based on them, we classify all topological insulators in the general honey-
comb system. We discuss topological electronics based on honeycomb systems. We
introduce the topological Kirchhoff law, which is a conservation law of topological
edge states. Field effect topological transistor is proposed based on the topological
edge states. We show that the conductance is quantized even in the presence of ran-
dom distributed impurities. Monolayer topological insulators will be a key for future
topological electronics and spin-valleytronics.

3.1 Introduction

Monolayer materials provide us with a most active field of two-dimensional electron
systems. The success of graphene initiated an extensive search for other monolayer
materials. In particular, monolayer topological materials are fascinating, realizing
topological insulators and topological superconductors [1]. We theoretically investi-
gate those described by a honeycomb system with Dirac mass terms, where various
topological phases are indexed by Chern numbers determined by Dirac mass terms.
Silicene, germanene and stanene are the best examples, which are topological insu-
lators made of silicon, germanium and tin, respectively.

Silicene, germanene and stanene are the best examples, which are topological
insulators made of silicon, germanium and tin, respectively. A manufacture of sil-
icene on Ag substrate excited the study of silicene [2]. A recent experiment has
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successfully demonstrated that silicene acts as a field effect transistor at room tem-
perature [3], which will undoubtedly accelerate the study of silicene and related
materials. An intriguing feature is that the band gap of silicene is controllable even
locally by applying the gate voltage locally [4, 5]. It induces a topological phase
transition from a quantum spin-Hall (QSH) insulator to quantum valley-Hall (QVH)
insulator. It exhibits various interesting topological phases such as quantum anoma-
lous Hall (QAH) insulator induced by exchange coupling to ferromagnet [6] and
photo-irradiation [7]. The edge states can be controlled by gate voltage, which will
act as a field effect topological transistor [8].

We present a generic scheme of the classification of topological insulators in
topological honeycomb systems. The topological edge states are also classified.
They satisfy the “topological Kirchhoff’s law”, which is the conservation law of
the topological numbers carried by the topological edge states at the junction [9].
This conservation law will be a basic law of future topological electronic devices. We
also propose topological spin-valleytronics, which uses the spin and valley degrees
of freedom for future electronics applications.

Part of this chapter (Sects. 3.1-3.6) has already been published in [10], reproduced
here with kind permission of Societa Italiana di Fisica. Copyright (2018) by the Italian
Physical Society.

3.2 Graphene and Silicene

The basic structure of graphene and silicene is a honeycomb lattice. It consists of
two triangular sublattices made of inequivalent lattice sites A and B (Fig.3.1a). The
reciplocal lattice is also a honeycomb lattice in the momentum space (Fig.3.1b),
which constitutes the Brilloin zone.

Fig. 3.1 a The honeycomb structure, made of two fundamental vectors a; and ay, consists of two
sublattices made of A and B sites. A dotted rectangular represents a unit cell. b The reciprocal
lattice is also a honeycomb lattice. A dotted rectangular represents a unit cell, which contains two
inequivalent points K and K’
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Fig. 3.2 Band structure of graphene. a Six valleys are seen in this figure. b The gap is closed at
the K and K’ points, where the band structure looks like a cone. It is called the Dirac cone because
the dispersion is linear

3.2.1 Graphene

Graphene is described by the simplest tight-binding model on a honeycomb lattice
(11, 12],

Hy=—1)"clcjs. (3.1)
(i.j)s
¥ . . Lo _ T
where c;, creates an electron with spin polarization s =1 atsite i, (i, j) runs over all

the nearest neighbor hopping sites, and ¢ is the transfer energy. By diagonalizing the
Hamiltonian we obtain the band structure, which we illustrate in Fig. 3.2a. It consists
of valleys or cones near the Fermi surface. The cones touch the Fermi surface at two
inequivalent points, that is, the K and K’ points in the Brillouin zone (Fig.3.2b).

We are interested in physics near the Fermi energy. To derive the relevant Hamil-
tonian, we rewrite (3.1) as

A=t Y [ (choch) ( ) 8‘/)) (i’;) (32)

in the momentum space, with s = % being the spin index, and

: ! : ! k/
f (k/) — e—zaky/ﬁ + 2ezaky/2«/§ cos aTx (33)
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The energy spectrum is obtained as

k' V3ak! k!
E (K) =t\/1 +4c0sa X cos Y + 4 cos? P 3.4)
2 2 2
The gap closes at k' = K,, with
1 47 .
K’/ = E 7’]?, 0 with n= :b, (35)

which are the K and K’ points.
We make the Taylor expansion of (3.3) around k' = K,,. By setting k' = K, + k,
we obtain
f(k+K,) =nke —ik, for |kl<a ', (3.6)

and the dispersion is linear,

E (k+K,) = thop, [k2 + k2. 3.7)

Hence, the low-energy physic near the Fermi energy is described by the Dirac theory,

.Y:

0 hve(nk, —ik,)
n Y —
(wa(nkx +iky) 0 ) = hvr(nky7y + kyTy), (3.8)

where vp = g—gat is the Fermi velocity.

The K and K’ points are also referred to as the K, points or the Dirac points.
The cone-shaped parts of the energy spectrum are referred to as the Dirac cones
(Figs.3.2 and 3.3a2). We note that the number of the Dirac cones is always even
in the tight-binding theory, which is known as the Nielsen-Ninomiya theorem [13]
(Table 3.1).

3.2.2 Silicene and Tunable Band Gap

The basic nature of silicene is described also by the tight-binding model (3.1). There
are two additional features. One is the presence of the spin-orbit interaction, which
makes silicene a topological insulator [14, 15]. The other is its buckled structure
with a layer separation between the two sublattices (Fig.3.3bl) [4]. This freedom
allows us to tune the gap by introducing a potential difference between the two
sublattices. When we apply electric field E, perpendicular to silicene, the tight-
binding Hamiltonian reads
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(a1) graphene (b1) silicene
.o LN;:g;
"% e | e,

<
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10,

Fig. 3.3 al The lattice structure of graphene is planar, but b1 that of silicene is buckled. Red and
blue balls represent A and B sites. a2 The band gap of graphene is closed, where the dispersion is
linear near the Fermi energy. b2 The band gap of silicene is open. a3 A flat line connecting the K
and K’ points represents gapless flat edge modes in a nanoribbon. It contains fourfold degenerate
edge states for up/down-spin and left/right movers. b3 Two lines connecting the tips of the Dirac
cones represents edge modes of a nanoribbon. Each line contains twofold degenerate edge states

=—t Z ¢ s +l— Z su,]c”c,s ZZM, EzciTsciS, (3.9)

where ((i, j)) run over all the next-nearest neighbor hopping sites. The spin index
stands for s = 1| for indices and for s = & within equations. It describes germanene
and stanene as well.

We explain each term. (i) The first term represents the usual nearest-neighbor
hopping with the transfer energy ¢. (ii) The second term represents the effective
SO coupling with Aso, where v;; = +1 if the next-nearest-neighboring hopping is
anticlockwise and v;; = —1 if it is clockwise with respect to the positive z axis [16].
(ii1) The third term represents the staggered sublattice potential with p; = +1 (—1)
for the A (B) site [4]. Explicit values of these parameters are summarized in the
Table3.1. By diagonalizing the Hamiltonian by setting E; = 0, we obtain the band
structure illustrated as in Fig.3.3b2. The prominent feature is that the gap is open
due to the SO interaction, and hence silicene is an insulator. A large SO interaction
with Aso = 0.3eV is materialized in functionalized stanene [17], which will be a
topological insulator at room temperature.

The low-energy physic near the Fermi energy is derived from the tight-binding
model. It is given by the Dirac Hamiltonian (3.8) together with the diagonal mass
term,
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Table 3.1 The parameters characterising graphene, silicene and germanene. Here, v is in the unit
of 10° m/s, and Aso in the unit of meV. ¢ is the buckle height, while € is the bond angle. Taken from
[14]

t (eV) v a (A) Aso ¢ 0
Graphene | 2.8 9.8 2.46 1073 0 90
Silicene 1.6 5.5 3.86 3.9 0.23 101.7
Germanene | 1.3 4.6 4.02 43 0.33 106.5
Stanene 13 49 470 100 0.40 107.1

E 20 e NN
S-SR dahh b SEb b ~Eor Eer

Fig. 3.4 a Bird’s eye view, top view and side view of silicene. b Ellectrically tunable band gap of
silicene. The states for |E| > E and |E| < E; are a quantum valley Hall (QVH) insulator and a
quantum spin Hall (QSH) insulator, respectively. See Table 3.2 for explanation for these

, A hve(nk, — ik,) ,
N — s x y) ) 7
= (ﬁvF(ka +ik,) YN = hwp(mky 7, + ky7y) + AlT, (3.10)
where
Al =nshso —LE, = —€(E, — nsEy), (3.11)
and
E. = Aso/L. (3.12)

Here, A\go is the SOI strength, £ is the separation between the A and B sublattices,
and E, is the applied perpendicular electric field.
The energy spectrum reads

E (k) = +/ (hvgk)? + (A7), (3.13)

The gap is given by 2|AY| = 2¢|E, — nsE..|.

It is important that the band gap is tunable by controlling external electric field E .
The gap is open when E, = 0. As | E. | increases, the gap become narrower (Fig.3.4),
and it closes at E, = ns E.;, where silicene is semimetallic just as in graphene. As
| E,| increases further, the gap opens again.
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3.2.3 Generalized Dirac Mass Terms

There are actually other ways to control the band gap by introducing other interactions
to silicene. Since each Dirac cone is indexed by two parameters n = + and s = =+,
the most general Dirac mass must have the following expression,

Al =nsAso — Av + nAp + sAsx, (3.14)

so that it has four independent parameters, Aso, Ay, Ay and Agx. We have already
discussed the first two terms representing the SO interaction and the sublattice stag-
gered potential with Ay = ¢E. The third term describes the Haldane interaction
induced by the photo-irradiation, where Ao = hvi.A>2~! with £2 the frequency and
A the dimensionless intensity [7]. The fourth term describes the antiferromagnetic
exchange magnetization [18]. We may write down the tight-binding terms that yield
the fourth and fifth terms [18],

. A
zmz

vijeheie Asx Y spichcis. (3.15)
(@, jhs is

There are a variety of 2D materials whose low-energy physics is described by
the Dirac Hamiltonian (3.10) with the Dirac mass (3.14). We call them gen-
eral honeycomb systems. Examples are monolayer antiferromagnetic manganese
chalcogenophosphates (MnPX3, X =S, Se) [19] and perovskite G-type antiferro-
magnetic insulators grown along the [111] direction [20].

3.3 Berry Curvature and Chern Number

3.3.1 TKNN Formula

According to the Kubo formula, the Hall conductance is given by
E, (k
Oxy = _ihez /de Z f( ( )) 3
n#m (En (k) - Em (k))

X [(Yn (R)| Vs [Pm (K)) (o (K)| vy [9hn (K))
— (b W] vy [P (K)) (P K)[ Vi [0, JO))], (3.16)

where f (E, (k)) is the Fermi distribution function, and the states are subject to the
condition (¢, (K) |, (K)) = d,;,,- By using the Hellmann-Feynman theorem

1
(Ym )| vy, [ (K)) = 7 (En k) — Ep (K) (¥ K)| I, |9n (K)) (3.17)
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the Hall conductance is rewritten as

ie?

Oxy = o | @k Y (B (00) Ll (6) 10 4 (60) ()1 D, 2 (K))
n#m
— (thn )| O, o (K)) (b (K)| Ok, ¥n (K))]. (3.18)

Here it should be noticed that the sum can be extended to include the states with
n=nm.
Making the use of the relation

(thn (K) |0k, Y (K)) + (O, thn (K) ¥ (K)) = Ok, (b (K) [th, (K)) =0,  (3.19)

and the completeness condition ), [¢, (K) (¢, (K)| = 1, we obtain
. / &k f (Ey () F, (&) (3.20)
Ux.’/ - 27Th - n n ) .

where

Fy (K) = i [(O, ¥0n (K) [0k, (K)) — (Ok,¥n (K) [0k, (K))] . (3.21)

The conductance is the sum of the contributions from various bands indexed by n.
It is convenient to define a “gauge potential” in the momentum space for each band
index n by

a, (K) = —i (¢, K)| O, vn (K)), (3.22)
which is properly called the Berry connection. We may rewrite (3.21) as

Fy (K) = Oy,a” (k) — 9, a’ (K). (3.23)

yoX

This is the “magnetic field”, which is properly called the Berry curvature.
We consider the zero-temperature limit, where the integration is taken below the
Fermi energy by setting f (E, (k)) = 1. The conductance is given by

2
e
Oy = > C, (3.24)

where |
C, = — / d*k F, (K) . (3.25)
2T

We go on to prove that C, is an integer. The formula (3.25) is interpreted as the
integral of the Berry curvature F), (k) over the first Brillouin zone, which is the
total “magnetic flux”. Such a quantity is called the Chern number. Using the Stokes



3 Electronic and Topological Properties of Silicene, Germanene and Stanene 51

theorem, this can be rewritten as a contour integration along the boundary of the
Brillouin zone,

L -1 "
Co= - / dk Fy (k) = 5~ f dk,a, (k) . (3.26)

Since it is a periodic system, it follows that C, = 0 if aj; (k) is a regular function.
However, the gauge potential aj, (k) can be singular though the magnetic field F,, (k)
is regular. In this case it is necessary to choose the contour integration to avoid these
singular points. Then, C,, counts the number of singularities, following the argument
familiar to the theory of Dirac monopoles. The formula (3.24) is known as the TKNN
formula [21].

3.3.2  Berry Curvature in Centrosymmetric System

We explicitly calculate the Berry connection and the Chern number in the present
system. Let us first show the Berry curvature with the use of the tight-binding Hamil-
tonian (3.9) in Fig. 3.5. The Berry curvature is strictly localized at the K and K’ points.
This feature remains unchanged even if we include the extra terms (3.15). Conse-
quently, the Dirac Hamiltonian is valid to make a topological analysis to each valley,
which is indexed by the spin index s and the valley index 7. Namely, it is possible to
assign the Chern number C{ to each valley.
The Dirac Hamiltonian is given by (3.10), or

AT hup(gke — iky)
n _ s X y
= (th(nkx Yik)  —A! ' (3.27)

The wave function of the valence band is given by

(3.28)

vl =5 — A+ (hgk)? + (A7)

(a) trivial insulator (b) topological insulator

Fig. 3.5 Berry curvature in a the trivial insulator and b the topological insulator. It is strictly
localized in the vicinity of the K and K’ points. The Chern number, the integration of the Berry
curvature over the Brillouin zone, is zero for a trivial insulator, while it is non-zero for a topological
insulator
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2
with N = \/(hvpk)z + <—A§’ 4/ (hvgk)? + (A;’)2> . The Berry connection is cal-

culated as

ax (k) = I +g9®), ay &) == (1+g(k) (3.29)

2k2 2k2

with g(k) = AY/,/ (hvpk)* + (A )2. The gauge potential a,, (k) has a singularity at

k = 0. We make the contour integration avoiding the point £ = 0. Consequently, we
may calculate (3.26) explicitly as

1
Cl=5- f dk,a,, (k) = —gsgn(Ag), (3.30)

where the Dirac mass A is given by (3.14). The Chern number is quantized as
Cy ==+ L at each Dirac point. It is insensitive to a deformation of the band structure
pr0V1ded the gap is open. Since there are two Dirac points, the total Chern number
is an integer.

Here we present a detailed derivation of (3.30). When we adopt the Dirac Hamil-
tonian, the notion of the original Brillouin zone is lost. The contour integration
is to be taken along the two circles at k — oo and k = 0, where g(oco) = 0 and
g(0) = Al/|A]| = sgn(AY). We note that

ke ky
o =00 5 =00 (3.31)

in the polar coordinate, k, = k cos 0, k, = k sin §. Then,

cr =21 [yg do (1 + g(k)) —f o (1 +g(k))} — Tsgn(an), (332
z 27 [ Jis oo k—0 2

which is (3.30).
It is instructive to calculate the Berry curvature explicitly in the polar coordinate.
Substituting (3.29) into (3.23) we obtain

" A
2 ((thk)z + (AZ’)2>3/2

We then calculate (3.25) to reproduce (3.30). Note that there is no singularity in
Fy' (k). This function reproduces the Berry curvature at each Dirac point in Fig.3.5.

Fl (k) = — (3.33)
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3.3.3 Pontryagin Number

‘We present another formula to calculate the Chern number valid for the 2 x 2 Hamil-
tonian of the form H = 7 - d (k). We parametrize d (k) as

d (k) = d/|d| = (sin 8 cos ¢, sin 8 sin ¢, cos H) . (3.34)

The eigen function of the Hamiltonian is unique and given by

—i) 3n O
by (k) = (‘e dse‘“i). (3.35)

COos 3

The Berry connection (3.22) and the Berry curvature (3.23) are calculated as

1
a, (k) = 3 (1 —cos0) O, ¢, (3.36)
ad  od

ok, " Ok,

F (k) = %sin@ (Ok, 00k, ¢ — Oy, 00k, ¢) = ( ) d. (337

Consequently the Chern number (3.25) is equivalent to the Pontryagin number,

1 od oad\ -
"= — [ &% — ] -d. 3.38
G 47r/ ((')kx * 8ky> (:38)

The Pontryagin number counts how many times the vector d (k) wraps a sphere as
k,, moves for —oo < k, < oo. It is interesting that the Chern number is calculable
solely by using the vector d (k) in the Hamiltonian H = 7 - d (k).

We apply the above formula to the present Hamiltonian given by (3.10), which is
expressed as Hy' = 7 - d with

. 1
dk) = (hvenky, hvpky, AT) . (3.39)

(hwpk)® + (AY)?

We express c?x +id, =+/1— o2(k)e?, c?z = o(k) in the polar coordinate of the
d (k) vector. Then, the Pontryagin number (3.38) is rewritten as

o= fdzk 10,000 = —2 /1 do = —Lsen(an), (3.40)
s 471_ J J 2 o 2 s

which agrees with (3.30). The pseudospin texture d (k) forms a meron structure in
the momentum space as k moves from k = 0 to k = oo and § moves from § = 0 to
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(a) (b)

A

Fig. 3.6 Illustration of a meron structure in momentum space. A meron with the Pontryagin number
a 1/2, whose core spin is pointing up direction, b —1/2, whose core spin is pointing down direction

6 = 27, as shown in Fig.3.6. A meron is a topological structure which has a half
integer Pontryagin number.

3.3.4 Classification of Topological Insulators

An insulator phase is indexed by a set of four Chern numbers C;. Equivalently we
may define the total Chern number C, the spin Chern number C;, the valley Chern
number C,, and the spin-valley Chern number Cy, [9],

c=cf+cf +ef+cf, (3.41)

= %(Cf +ef —cf —ch. (3.42)
C, = CK —cf +cf —cf, (3.43)
Cov = (CK el —cf+c. (3.44)

Here we have used the spin index s =1 and the valley index n = K, K’ instead of
s = £ and = = for notational clarity. The valley Chern number and the spin-valley
Chern number are well defined only in the Dirac theory. Hence, we may call C and
C, the genuine Chern numbers.

Possible sets of genuine Chern numbers (C, Cy) are (0, 0), (2, 0), (0, 1), (1, %) up
to the sign +. They are the trivial, quantum anomalous Hall (QAH), quantum spin
Hall (QSH), spin-polarized quantum anomalous Hall (SQAH) insulators, respec-
tively. Note that there are two-types of trivial band insulators, which are quantum
valley Hall (QVH) insulator, and quantum spin-valley Hall (QSVH) insulator with
antiferromagnetic (AF) order (Table 3.2).
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Table 3.2 Corresponding to the spin and valley degrees of freedom, there are 4 Chern numbers
CQ_, each of which takes :I:%, Equivalently they are given by the Chern, spin Chern, valley Chern
and spin-valley Chern numbers C, Cs, C, and Cy,. They are independently controlled by the four
parameters Aso, Av, A and Asx. Hence there are 16 states indexed by them. The genuin topological
numbers are only C and C;

cf cf ' cf cf c 20, Cy 240
QAH 1/2 1/2 12 12 2 0 0 0
SQAH 12 172 12 |-1)2 1 1 1 —1
SQAH 1/2 12 | —1/2 12 1 -1 1 1
QVH 1/2 12 |-12 |-102 0 0 2 0
SQAH 12 |-12 12 1/2 1 1 -1 1
QSH 12 |-1)2 12 |-12 0 2 0 0
QSVH 12 |-12 |-12 1/2 0 0 0 2
SQAH 12 =12 =172 |-172 |-1 1 1 1
SQAH |[-1/2 172 1/2 1/2 1 -1 -1 -1
QSVH |-1/,2 172 12 |-12 0 0 0 -2
QSH —-1/2 12 |-1)2 12 0 ) 0 0
SQAH |-1/2 12 |-12 |-102 |=1 -1 1 -1
QVH |-1/2 |-1,2 172 172 0 0 ) 0
SQAH |-1/2 |-1)2 12 |-172 |-1 1 -1 -1
SQAH |[-1/2 |-1/2 |-=1/2 12 |-1 -1 -1 1
QAH |-1/2 [-12 |-102 |-102 |-2 0 0 0

3.4 Topological Edges

3.4.1 Bulk-Edge Correspondence

The most convenient way to determine if the system is topological is to employ
the bulk-edge correspondence. When there are two topological distinct phases, a
topological phase transition must occur between them. The band gap must close at
the topological phase transition point since the topological number cannot change
its quantized value without gap closing.

To reveal the emergence of gapless modes at a phase transition point, it is conve-
nient to analyze the energy spectrum of a nanoribbon in a topological phase, because
the boundary of the nanoribbon separates a topological state and the vacuum whose
topological numbers are zero. Indeed, we have pointed out the emergence of gapless
edge modes in silicene: See Fig. 3.3b3. We may call an edge a topological edge when
it separates two topologically distinctive states.
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(a2) helical edge

(b1)

-1

Fig. 3.7 Nanoribbon in QSH phase. We have applied E. to differentiate the upper (A sites) and
lower (B sites) edges

3.4.2 Herical Edges and Chiral Edges

We analyze the edge modes of silicene in the QSH phase. We resolve the degeneracy
of the edge modes by applying weak electric field E, to a nanoribbon with zigzag
edges as in Fig.3.7a. A prominent feature is the up and down spins flow into the
opposite directions along each edge, implying that the edge current is a pure spin
current. Such an edge is called a helical edge.

We may also analyze a silicene nanoribbon in the QAH phase. The band structure
is given by Fig.3.7b1, where we have applied weak electric field E, to resolve the
degeneracy. The spin and the current direction are shown in both edges in Fig. 3.7b2.
The edge current does not convey spins. Such an edge is called a chiral edge.

3.4.3 Inner Edges

When a nanoribbon has only the valley Chern number and the spin-valley Chern
number, no edge modes emerge because these numbers are not defined in the vacuum.
Nevertheless these numbers are also topological numbers within the bulk.
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(a) (b)
vacuum 1.0
QVH
[0,-2,2,0]
$ QSH #
[0.2]
# vacuum f

Fig. 3.8 a Silicene nanoribbon placed parallel to the x axis. When external field E;, is applied along
the y axis, the region with £, > E. becomes a QVH insulator. The inner edge between the QSH
and QVH parts is helical. The outer edge below the QSH part is also helical. No gapless edge states
appear along the outer edge above the QVH part. b The band structure of a silicene nanoribbon.
Four gapless edge modes are found, which are assigned as in (a)

We may consider a junction separating two different topological phases in a
single honeycomb system. We call such a junction an inner edge. In contrast we
may call a real edge of a nanoribbon an outer edge. There is a crucial difference
between gapless edge modes appearing along an inner edge and an outer edge. Any
gapped state is indexed by a set of four topological numbers (C, Cs, C,, Cs,). Conse-
quently, an inner edge state carries a gapless edge mode indexed by the difference
[AC, ACy, AC,, ACy,] between the two adjacent gapped states. More precisely, we
set AC = C* — C® and so on, when the topological insulator with (C*, CE, CE, CL)
is on the left-hand side of the one with (CR, CX, CK, CR ). On the other hand, an outer
edge state can carry a gapless edge mode only indexed by [C, C;] of the gapped state
because the valley Chern numbers are ill defined in the vacuum.

We illustrate a nanoribbon which contains the QSH and QVH phases in Fig. 3.8,
where there are two outer edges and one inner edge. As we have argued, the outer
edge of the QSH part is helical, while the outer edge of the QVH part has no gapless
edge modes. The nature of the inner edge is seen by analying the band structure in
Fig.3.8b. It contains only four nondegenerate gapless states. On one hand, two solid
lines correspond to the helical edge between the QSH part and the vacuum. On the
other hand, two dotted lines correspond to the inner edge between the QSH and QVH
parts, which is also helical. It should be noted that the inner edge modes cross the
Fermi energy at the K and K’ points.

We construct the Dirac theory of a gapless inner-edge state [4, 9] indexed by 7
and s. It emerges along a curve where the Dirac mass vanishes, AY (x,y) =0. Let
us take the edge along the x axis. The zero modes emerge along the line determined
by A (y) = 0, when A/ (y) changes the sign. We may set k, =constant due to the
translational invariance along the x axis

(—ihver,d, + A7) 9 = 0. (3.45)
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We seek the zero-energy solution by setting g = i(14 with ( = £1. Here, 14 is
a two-component amplitude with the up spin and down spin, ¥4 = (d’jp wi). Set-

ting 4 (x, y) = e’**¢4 (1), we obtain Hpba (x,y) = Epcpa (x, y), together with
a linear dispersion relation E, = nChvgk,.

(Ehvedy — AL () da(y) = 0. (3.46)
We can explicitly solve this as
< v / /
¢a (y) = Cexp [—h / AT (Y) dy} , (3.47)
VR

where C is the normalization constant. The sign ( is determined so as to make the
wave function finite in the limit |y| — oo. This is a reminiscence of the Jackiw-Rebbi
mode [22] presented for the chiral mode. The difference is the presence of the spin
and valley indices in the wave function.

3.4.4 Topological Kirchhoff Law

We consider a configuration where three different topological insulators meet at
one point: See Fig.3.9. In this configuration there are three edges forming a Y-
junction. The condition which edges can make a Y-junction is the conservation of

(@ 1[002-2 [2,2,0,0] [1,1,-1,-1] [-1,-1,1.1]

QVH AF QSH

(0,002) (0,2,0,0)

QAH  QSH
(20,00) (02,00

SQAH  SQAH
1,111 (1,-1,1,1)

QAH

QVH QVH
(0,0,2,0) (0,0,2,0)

[1-1-11  [.1-11] [0,220  [2,0,-20] [0-220 [11,-11] [-1,1,1-1] [2,0,-2,0]

(b) (c)
QVH
SQAH =—=—> QSH SQAH
QVH

Fig. 3.9 Y junctions of topological edge currents
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these topological numbers at the junction. This law is a reminiscence of the Kirchhoff
law, which dictates the conservation of currents at the junction of electronic circuits.
We call it the topological Kirchhoff law [9].

We present an interesting interpretation of the topological Kirchhoff law. We
may regard each topological edge state as a world line of a particle carrying the
four topological charges. The Y-junction may be interpreted as a scattering process
of these particles. In this scattering process, the topological charges conserve. We
have shown that we can control the mass of Dirac cones with the spin and valley
independently in silicene.

3.5 Topological Quantum Field-Effect Transistor

We calculate the conductance of a nanoribbon by using the Landauer formalism.
The conductance is quantized in silicene nanoribbons. Indeed, one channel has a
quantized conductance e?/ h. Accordingly, the conductance is obtained by counting
the number of bands. We show the conductance in Fig. 3.10. When electric field is not
applied, there are helical edge states, which contribute to the conductance 2¢?/ h since
up and down spin channels contribute to the conductance. When the electric field E,
exceeds the critical value E;, the edge states disappear since the nanoribbon becomes
a trivial insulator, which results in zero conductance. This means the system acts as a
transistor where the “on” state can be switched to the “off” state by applying electric
field. This transistor is “quantum” since the conductance is quantized, which is
highly contrasted with the ordinal transistor, where the conductance is not quantized.
Furthermore the conductance is topologically protected because the zero-energy edge
state is topologically protected. Namely the conductance is robust against impurities
due to its topological stability. Consequently we may call it a field-effect topological
quantum transistor since it utilizes the minimum conductance.

The natural framework for transport calculations in nanoscopic devices is the
Landauer formalism [23-26]. The conductance is given by

&2
o(E) = ET(E) (3.48)

with the total transmission
T(E) = Tr[t'1] (3.49)

with the transmission matrix .

We consider a zigzag silicene nanoribbon divided into three regions: the device
region, the left lead and the right lead. The size of the device region is actually
irrelevant in the absence of impurities due to the ballistic transport property. The
Hamiltonian is divided into submatrices
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Fig. 3.10 Band structure, DOS and conductance of zigzag silicene nanoribbons for a the QSH
insulator phase, b the metallic phase at the phase transition point, and ¢ the trivial insulator phase.
These phases are obtained by applying electric field E. The phase transition occurs at £, = E;.
The number of bands is 2W + 2 in the nanoribbon with width W. Here, the width is taken to be
W = 31, and only a part of bands are shown. The band gap is degenerate (nondegenerate) with
respect to the up (red) and down (blue) spins at E; = 0 (E; > 0). Van Hove singularities emerge in
the DOS at the points where the band dispersion is flat. The site-resolved DOS of the up-spin state
at the outmost A and B sites of a nanoribbon are shown by red curves in the insets. There are finite
DZOS for the zero-energy edge states in the QSH insulator. The conductance is quantized by unit of
e /h

HL HLD 0
H=|H, Hy Hygp |. (3.50)
0 Hi, Hg

where Hp is a finite size square matrix which dimension is equal to the number of
atoms in the device region, while Hy, and Hy are infinite size square matrices which
describes the semi-infinite leads. H p and Hgp describe the coupling between the
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device and leads. The Green function G (E) = (E — H)~! can also be divided into
submatrices as
GL Gip Gir
G=| Gip Gp Grp |. (3.51)
GfR GED Gr

In terms of single-particle Green’s functions, the low-bias conductance o (E) at the
Fermi energy E is given by [23]

o(E) = (€*/ W) TATL(E)GL(E)TR(E)Gp(E)], (3.52)

where TI'rq)(E) = i[Zra)(E) — Z‘I{(L)(E )] with the self-energies Xy (E) and
Yr(E), and
Gp(E) = [E — Hp — £L(E) — Zr(E)]™", (3.53)

with the Hamiltonian Hp for the device region. Comparing (3.49) and (3.52), we
find
t =I'r(E)Gp(E), (3.54)

where we have used the fact FE(E ) = I'r(E). The self-energy X' (r)(E) describes
the effect of the electrode on the electronic structure of the device, whose real part
results in a shift of the device levels whereas the imaginary part provides a life time.
They are given by

2L(E) = HipguL(E)Hip, 2r(E) = Hypgr(E)Hgp,

together with
g(E)=(E—H)™", g(E)=(E—Hp) " (3.55)

Here, the dimension of Hy, and Hy are infinite and we cannot obtain gy (E) and gr (E)
as it is. This problem is solved by introducing the self energies of the lead Xj(E))
and X, (FE) which has all information of the lead. Then we can write the semi-infinite
Green function into the finite matrices

gu(E) = (E — Hy— Z(E)™", gr(E)=(E —Hy— Z(E)™',  (3.56)
where Hj is the Hamiltonian of a unit cell in the lead. The self energies of leads are

given by y
D(E) = H A, Z.(E)) = HA, (3.57)

where H is the coupling matrix between two neighbor unit cells in the lead A and
A are determined by [26, 27]
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A=ty + ot + lohitr + - + lolify - 1y, (3.58)
A =ty +tofy + totifo + - - - + tot1ty - - - 1y, (3.59)

where #; and 7; are defined by the recursion relations

ti = —timfiafiatio) ', (3.60)
i = —ti it ', (3.61)

and
to=(EI — Hy)'H', # = (EI — Hy) "H,. (3.62)

We have calculated the conductance o(E) of a nanoribbon as functions of the
Fermi energy E, which is controlled by doping. We give the results at electric field
E, =0, E; and 2E, in Fig.3.10. As E increases beyond the critical electric field
E;, the Fermi level crosses a new band. A new channel opens and contributes to the
conductance by e/ h for each spin and valley.

The local density of states (DOS) at i site reads

pi(E) = =7 'Im[Gp(E);], (3.63)

in terms of the Green function Gp(E) of the device.

3.6 Impurity Effects to Topological Quantum Field-Effect
Transistor

We investigate the impurity problem. In practical application, a field-effect transistor
must be fabricated on substrate. Impurity potential will be introduced from substrate.

The helical edge states are exactly localized at the outermost edge sites. The effects
of impurities are strongest when they are present at outermost edge sites. We first
examine the effects when we put one or two impurities at the zigzag edge (Fig.3.11a,
b). We find that the conductance is almost unchanged, as found in Fig.3.11c, d.
Especially, the conductance at the zero energy remains to be exactly quantized. We
show the distribution of the zero-energy wave function in Fig.3.11a, b. The wave
function is strictly localized at the outermost edge sites away from impurities, while
it acquires nonvanishing values also at the sites detouring the impurity sites. As a
result the quantization of the conductance is maintained.

Now we introduce the disorder potential by

Himp = Y Uscle;, (3.64)
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Fig. 3.11 Local DOS with a one impurity and b two impurities at the edge in the QSH phase. We
set \so = 0.2t, W =7, L = 12 and V = t. The red circles denote the local DOS. The radius of the
green (blue) disks denote the impurity strength with positive (negative) values. Conductance with
¢ one impurity and d two impurities. The zero energy conductance due to the helical edge is robust
afzgainst impurities. We take W = 15 and L = 12. The vertical axis is the conductance in unit of
e“/h

where U; takes arandom distribution such that —V < U; < V. We illustrate nanorib-
bons with small and large impurity strengths in Fig.3.12a, b.

3.6.1 QSH Phase

We investigate the robustness of the helical edge states in the QSH phase. We show
the conductance as a function of the energy in Fig. 3.12c. It is quantized when V = 0,
but it is reduced and not quantized in general for V # 0. It is greatly reduced away
from the half filling. However, the conductance around the Fermi energy remains
quantized below a certain impurity strength. This is understood as follows. The
conductance at |E| < Ago is due to the helical edge states. The helical edge states
are robust against impurities since it is topologically protected.

3.6.2 QVH Phase

We investigate the conductance in the QVH phase by applying electric field
E, = 2)s0. The helical edge states are absent and the conductance becomes zero in
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Fig. 3.12 Local DOS at the Fermi energy for a small impurity strength V = 2Ago and b strong
impurity strength V = 5Ago. We set Aso = 0.2¢, W = 7 and L = 12. The red circles denote the
local DOS. The radius of the green (blue) disks denote the impurity strength with positive (negative)
values. Conductance as a function of the energy for various impurity strength V/Aso =0, 1, 2, 3, 4
in ¢ the QSH phase and d the QVH phase (E = 2Asp). The zero energy conductance due to the
helical edge is robust against impurities. We take W = 15 and L = 12. The vertical axis is the
conductance in unit of €%/ h

the pure system, as shown in Fig.3.10b. We show the conductance with impurities
in Fig.3.12d. The conductance inside the bulk band gap remains to be exactly zero
even when the impurities are introduced. On the other hand, the conductance outside
the band gap is similar to that of the QSH phase.

In order to investigate the reason why the conductance is quantized even in the
presence of impurities, we analyze the local DOS at the Fermi energy. Fig.3.12a
shows the local DOS for small impurities, while Fig.3.12b shows that for large
impurities. We find the helical edges survive for small impurities although its mag-
nitude of local DOS fluctuates. However the helical edges is largely deformed for
large impurities.

We next discuss the zero-energy conductance as a function of the impurity strength
V by changing the width and the length of a nanoribbon. In Fig.3.13a, we show the
zero-energy conductance for various width with the length fixed. The conductance
is found to be robust for wider nanoribbons. In Fig. 3.13b, we show the zero-energy
conductance for various length with the width fixed. The conductance is robust for
shorter nanoribbons. It is important that the conductance is quantized even for values
larger than Agp in certain cases.

We have investigated the impurity effects to the topological transistor, which will
be important for practical applications. It is shown that the topological edge states are
very robust against impurities, which is highly contrasted with the ordinary transistor.
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Fig. 3.13 Zero-energy conductance as a function of the impurity strength V a for W =7, 15, 23
with the fixed Length L = 12 and b for L = 8§, 12, 16 for the fixed W = 15. The horizontal axis
is the impurity strength V in unit of Agp. We have taken Ago = 0.2¢. The vertical axis is the
conductance in unit of ¢?/h. The zero-energy conductance is quantized even at a much higher
impurity strength than Aso

This robustness enables us to make fault tolerant devices. Our results will open a
new field of topological electronics based on topological edge states.
3.7 Phosphorene and Anisotropic Honeycomb Lattice

We investigate the honeycomb system where the hoppings are anisotropic. The
Hamiltonian is modified as

A= Z / &K (cj\, c;) ( f*(zk’) ! g‘/)) (ig) (3.65)

with "
£ () = e R 4 261025 o T (3.66)

The energy spectrum reads

k. ~/3ak k'
EK)=|f(K)|= \/1‘12 + 41,1, cos ‘ITx cos Y + 442 cos? aT". (3.67)

We show the band structure in Fig. 3.14. The gap closes at

1[2
ngg %arctan ————F—-1,0], (3.68)
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Fig. 3.14 The band structure of the anisotropic honeycomb lattice foras; = 1,bt; = 1.5,¢ct; =2
and d #; = 2.5. We have set 1, = 1. Two inequivalent Dirac cones merge at 1 = 2¢, and the system
becomes gapped for t; > 2t

when 4t22 - t12 < 0. These two points merge at 4t22 - t12 = 0. On the other hand, there
are no solutions for 4¢; — t? < 0, which means that the system is gapped.
We make the Taylor expansion of (3.66) around M point. By setting k' = M + k,
we obtain
f&+M)=m+uk?—ivk, for |kl<Kal, (3.69)

with
s s
m=t1—2t2, u=—ri, V= —

4 V3

Hence, the low-energy physics near the Fermi energy is described by

(t1 +1n). (3.70)

H = (m + uky) 7 + vk, (3.71)

The dispersion is linear along the k,-axis, while it is parabolic along the k,-axis

E(k+K¢)= j:\/ (m + uk?)® + v2k2. (3.72)

The gap closes atm = 0. This type of Hamiltonian and energy dispersion are naturally
realized in phosphorene, monolayer black phosphorus [28].

3.7.1 Band Structure of Anisotropic Honeycomb
Nanoribbons

We investigate the change of the band structure of nanoribbon by changing the
parameter #, continuously with #; being fixed [28]. We show the band structure with
(a) the zigzag-zigzag edges, (b) the zigzag-beard edges, and (c) the beard-beard edges
in Fig.3.15 for typical values of ¢ and .

(i) We start with the case #, = |f;|, where the energy spectrum (3.67) becomes
that of graphene with two Dirac cones at the K and K’ points. The perfect
flat band emerges and connects the K and K’ points, that is, it lies for (a)
—m <ak < —%ﬂand %Wfakfﬂ;(b) —7T§ak§7r;(c)—§7r§ak§ %77.
It is attached to the bulk band. See Fig.3.15a—c.
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Fig. 3.15 Band structure of anisotropic honeycomb nanoribbons. The flat edge states are marked in

magenta. We have alsoseta—c t; = 1,d-f t; = 1.7,g-i#; =2, j-1#; = 2.5. The unit cell contains
144 atoms. We have set 1, = 1

(i) Asweincrease t, butkeeping ¢, fixed, the two Dirac points move towards k = 0,
as is clear from (3.68). The flat band keeps to be present and connect the two
Dirac points. See Fig.3.15d—f.

(iii) At || = 2|#;], the two Dirac points merge into one Dirac point at k = 0, as
implied by (3.68). The flat band touches the bulk band at k = O for the zigzag-
zigzag nanoribbon and the zigzag-beard nanoribbon, but disappears from the
beard-beard nanoribbon. See Fig.3.15g-i.

(iv) For |t;| > 2#|, the bulk band shifts away from the Fermi level. The flat band
is disconnected from the bulk band for the zigzag-zigzag nanoribbon and the
zigzag-beard nanoribbon, where it extends over all region —7 < k < 7. On the
other hand, the edge band becomes a part of the bulk band and disappears from
the Fermi level for the beard-beard nanoribbon. See Fig. 3.15j-1.
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(a) zigzag edge  (€)
k=-kp

k| <k
|k|>ko o

k=ko

(b) beard edge (d)

(6 O\ s

Fig. 3.16 Unit cells and winding numbers for the zigzag and beard edges. It is necessary to make a
gauge fixing in the Hamiltonian so that the hopping between the two atoms in the unit cell becomes
real, namely, a #| for the zigzag edge and b #, for the beard edge. ¢, d The winding number reads
Nwind (k) = 1 if the loop encircles the origin (red circle), and Nyind (k) = 0 if not (blue circle). The
origin is represented by a dot, where the Hamiltonian is ill defined

3.7.2 Topological Origin of Flat Bands

The topological origin of the flat band has been discussed in graphene [29]. It is
straightforward to apply the reasoning to the anisotropic honeycomb-lattice model
(3.65). We consider one-dimensional Hamiltonian Hj(k,) in the k, space, which
is given by the 2-band model (3.65) at a fixed value of k = k,. We analyze the
topological property of this one-dimensional Hamiltonian. Because the k, space is
a circle due to the periodic condition, the homotopy class is m(S') = Z.

We write the Hamiltonian as

0 Fk(kx)) ) (3.73)

It is important to remark that the gauge degree of freedom is present in this Hamil-
tonian. Indeed the phase of the term Fy (k,) is irrelevant for the energy spectrum of
the bulk system. However, this is not the case for the analysis of a nanoribbon since
the way of taking the unit cell is inherent to the type of nanoribbon, as illustrated
in Fig.3.16. It is necessary to make a gauge fixing so that the hopping between the
two atoms in the unit cell becomes real, namely, ¢, for the zigzag edge and #, for the
beard edge.
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For the zigzag edge we thus make the gauge fixing such that
—i(--a la —ia —iz acky—a
Filke) = & S0 (f g o) = 1y (L 7)o e3P0k - 374)

where the parameter k corresponds to the momentum of zigzag nanoribbons. Here,
t; for the link in the unit cell and e~7%*¢; for the neighboring link (Fig.3.16a). The
topological number of the one-dimensional system is given by

1
Nwind(k) = % % dkx 8,6‘ IOg Fk(kx). (375)

By an explicit evaluation, Nyinq(k) is found to take only two values; Nying = 1 for
|k| < kp,and Nying = Oform > |k| > kp. We may interpret this as the winding num-
ber as follows. We consider the complex plane for Fy (k) = | Fi (k)| exp[i O (k)]
The quantity Nyinqa(k) counts how many times the complex number Fy(k,) winds
around the origin as k, moves from 0 to 27 /a for a fixed value of k. Note that the
origin implies F (k) = 0, where the Hamiltonian is ill defined. We have shown such
aloop for typical values of k in Fig. 3.16b, where the horizontal axis is for Re[ Fj (k)]
and the vertical axis is for Im[ F (k,)],

1

Rel Fx(ky)] = (1 + cosak) + 1 cos (ﬁaxkx - ak) : (3.76)
1

Im(Fy (ko)) = 1y sinak + 1 sin 3 (ﬁaxkx _ ak) . (3.77)

The loop surrounds the origin and Nying(k) = 1 when —m < k < —kpandkp < k <
m, while it does not and Nying(k) = 0 when |k| < kp: The loop touches the origin
when k = +kp. We have demonstrated that the system is topological for |k| > kp
and trivial for |k| < kp.

‘We next appeal to the bulk-edge correspondence to the topological system. When
we cut the bulk along the y direction, the one-dimensional system has an edge. Since
the edge separates a topological insulator and the trivial state (i.e., the vacuum state),
the gap must close at the edge, namely, there must appear a gapless edge mode. The
gapless edge mode appears for all |k| < kp, implying the emergence of a flat band
connecting the two Dirac points given by (3.68).

For the beard edge we make the gauge fixing such that

Filky) = ¢ G5 (f, + o). (3.78)

and carry out an analogous argument. See Fig.3.16. We reach at the conclusion that
a flat band appears for |k| > kp and connects the two Dirac points given by (3.68)
but in an opposite way to the case of the zigzag edge.
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3.7.3 Wave Function and Energy Spectrum of Edge States

We have explained how the flat band appears in the anisotropic honeycomb-lattice
model. The flat band corresponds to the quasi-flat band in the original Hamiltonian
(3.65).

We construct an analytic form of the wave function at the zero-energy state in the
anisotropic honeycomb-lattice model (3.65) as follows. We label the wave function
of the atom on the outer most site as 11, and that of the atom next to it as ,, and as
so on. The total wave function is ¥ = {¢1, ¥, ..., ¥y} if there are N atoms across
the nanoribbon. The Hamiltonian is explicitly written as

0 ng 0 O
gt 0 n O
H = 0 n O hg--- |, (3.79)

0 0 tg" 0 -

with g = 1 + e~/“*. The eigenvalue problem H) = 0 is easily solved [30], yield-
ing ¥, = 0 and ¥4 = [ty (1 + ") /121"y By solving the Hamiltonian matrix
recursively from the outer most site, we obtain the analytic form of the local density
of states of the wave function for odd site j,

W) =alV1—a?, (3.80)

with a = 2|t |(cos %) /|t2]. The wave function is zero for even site. It is perfectly
localized at the outer most site when ak = 7, and describes the flat band.
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Chapter 4 )
Optical Properties of Silicene ez
and Related Materials from First

Principles

Friedhelm Bechstedt, Lars Matthes, Paola Gori and Olivia Pulci

Abstract Slightly buckled, graphene-like honeycomb crystals made by silicon, sil-
icene, or by other group-1V elements such as germanene and stanene represent atom-
ically thin films, i.e., two-dimensional (2D) systems. The theoretical description of
their optical properties suffers from three difficulties, (i) a thickness much smaller
than the wavelength of light, (ii) their common modeling by superlattice arrange-
ments with sufficiently large layer distances, and (iii) the inclusion of many-body
effects. Here, the solutions of all problems are discussed. (i) The optical response
of an individual honeycomb crystal is described by a tensor of 2D optical con-
ductivities or dielectric functions, which are related to the optical response of the
corresponding superlattice. (ii) The influence of such a sheet crystal on the trans-
mittance, reflectance and absorbance of a layer system is described. (iii) Excitonic
and quasiparticle effects are demonstrated to widely cancel each other. Silicene
sheets are investigated in detail. As a consequence of the linear bands and Dirac
cones the low-frequency absorbance is defined by the Sommerfeld finestructure con-
stant. Van Hove singularities represented by critical points in the interband struc-
ture are identified at higher photon energies. Clear chemical trends along the row
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C — Si — Ge — Sn are derived. The influence of multiple layers is studied for the
cases of bilayer silicene and graphene.

4.1 Introduction

The knowledge of the optical properties of novel two-dimensional (2D) crystals made
by group-1V elements Si, Ge, and Sn such as silicene, germanene, and stanene [1] is
very important for both spectroscopic studies of the 2D materials and optoelectronic
applications. Optical studies have been performed in a wide frequency range for
the most stable 2D honeycomb structure of the group-IV element carbon (C), the
graphene [2-5]. However, not only the basic optical properties of graphene, silicene
and related materials are of interest. Optical studies can also help to understand the
growth process or preparation of the 2D systems on certain substrates [6, 7]. This
has been clearly demonstrated for silicene-like overlayers on Ag(110) and Ag(111)
surfaces by surface-sensitive methods [8, 9].

Also for 2D crystals spectral features in the optical spectra can be easily related
to the atomic geometry, electronic structure, and many-body effects. This has been
shown for the absorbance spectrum of graphene, where the peak at 4.62 eV can been
clearly related to a 2D saddle-point exciton [4]. However, the propagation of light
in and through atomically thin materials films and their optical response in general
are controversially discussed in literature due to the vanishing layer thickness but
the request to reach macroscopic films by stacking of atomic layers. Thereby, the
main problems are related to the optical response perpendicular to the 2D sheets and
the formulation of the boundary conditions for electromagnetic field [1, 10—13]. The
description of optical properties of silicene and related group-I'V materials will be
discussed in this chapter.

4.2 Theoretical and Numerical Methods

4.2.1 Atomic and Electronic Structure

The majority of calculations of ground-state, electronic and spectroscopic proper-
ties presented here are based on the density functional theory (DFT, see Chap.?2) as
implemented in the Vienna ab initio simulation package (VASP) [ 14, 15]. Discussing
many-body effects such as the influence of excitons we also use another implementa-
tion of DFT in the Quantum Espresso code [16]. In the first implementation exchange
and correlation (XC) are described within the generalized gradient approximation
(GGA) [17, 18]. Pseudopotentials for C1s2, Sils?2s23 p®, Gels?2s?2p%35s23p©3d'°,
and Snls?2s522p%3523p©3d'1%4524p%4d'° cores and all-electron-like wave func-
tions are generated within the projector-augmented wave (PAW) method [19, 20].
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Fig. 4.1 Superlattice
arrangement of 2D sheet
crystals (schematically)
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Table 4.1 Structural (buckling A, lattice constant a) and electronic (Fermi velocity vy, SOC-
induced fundamental gap E,) parameters. Electronic quantities are derived from hybrid HSE06

(GGA) calculations

Parameter Graphene Silicene Germanene Stanene
a(A) 2.468 3.868 4.060 4.673
A4 0.00 0.45 0.69 0.85

vr (10° ms™!) 1.01 (0.83) 0.65 (0.53) 0.62 (0.52) 0.55(0.48)
E; (meV) 0.0 (0.0) 1.9 (1.5) 33 (24) 101 (73)

The wave functions between the cores are expanded in plane waves with a kinetic
energy cutoff of 500 eV. In the second DFT version we use the local density approx-
imation (LDA) [16]. Norm-conserving pseudopotentials are employed.

The isolated (free standing) C, Si, Ge, and Sn honeycomb layers are simulated
by arepeated slab approximation [21], basically a graphite-like superlattice arrange-
ment with a large superlattice period L (see Fig. 4.1). Typically a distance L = 20
A between two adjacent layers is chosen. The integration over the corresponding
flat and, hence, 2D Brillouin zone (BZ) is replaced by a I'-centered N x N x 1
k-point mesh of the Monkhorst-Pack type [22]. For total energy calculations and
structural optimizations but also calculations of the frequency-dependent dielectric
function N = 400 is used [23]. For freestanding group-IV honeycomb crystals the
low-buckled geometries with an alternating buckling A of the two atoms in a unit
cell are energetically favored [24, 25], with graphene the only exception. Even when
high-buckled geometries are energetically favored within a 1 x 1 lateral unit cell,
softening of phonons branches suggests their instability. The resulting buckling val-
ues [26] are listed in Table 4.1. They demonstrate a clear chemical trend indicating
a change from pure sp? bonding (graphene) to an almost sp> bonding (stanene).

The band structures described by the Kohn-Sham eigenvalues of the DFT-GGA
or -LDA are well known. In general, the calculation of the optical properties requires
the inclusion of excitation aspects, the real or virtual generation of quasielectrons
and quasiholes, which are renormalized by the interaction with the other electrons,
and their direct screened Coulomb attraction or unscreened electron-hole exchange
interaction [27]. In many cases, solving the generalized Kohn-Sham equation with a
hybrid functional, e.g. HSE06 [28], may give results which approach quasiparticle
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Fig.4.2 Comparison of the band structures along high-symmetry lines in the 2D BZ of (a) graphene,
(b) silicene, (¢) germanene and (d) stanene in the DFT-GGA approach (black curves) and with
quasiparticle corrections in the HSE06 framework (red curves). The Fermi level is fixed at zero
energy

values [29]. The resulting band structures [26] are compared in Fig. 4.2 with those
derived within the DFT-GGA framework [23].

The characteristic parameters of the Dirac cones near the K (or K’) points of
the BZ boundary, i.e., the Fermi velocity vp of the linear bands, and the spin-
orbit-coupling (SOC)-induced gap are also listed in Table 4.1. Qualitatively band
structures similar to the HSEO6 ones in Fig. 4.2 are generated when quasiparticle
corrections within the GW approach [27] are added to the DFT-GGA Kohn-Sham
eigenvalues. The electronic parameters in Table 4.1 indicate that the linear bands vary
much stronger with the wave vector in the quasiparticle picture. The increased Fermi
velocity approaches the experimental value for graphene [30]. The SOC-induced
gaps indicate that effects of SOC need to be mainly taken into account for heavy
elements, i.e., germanene and stanene.

4.2.2 Frequency-Dependent Dielectric Function

The frequency-dependent optical properties of the 2D crystals are derived from the
dielectric tensor €ég; (w) of the superlattice (SL) arrangement in Fig. 4.1. In the
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independent-particle approximation (IPA) or independent-quasiparticle approxima-
tion (IQPA) (also called random phase approximation (RPA)) [31] the two indepen-
dent in-plane (||) and out-of-plane (L) components of the dielectric tensor can be
written in form of an Ehrenreich-Cohen formula for completely empty conduction
(¢) and filled valence (v) bands

/Ly — 8 1/L 1y |2 1

with A as the sheet area. Within the longitudinal approach [32] the optical transition
matrix elements are given by

/A
MA &) = lim /AT

|€iq”/ir‘ vk + q”/L) “4.2)
q.—~0  |q, L]

for a vanishing wave vector (;,; (whose direction is later identified with the
light polarization) between Bloch states |vk) — |ck) with k € BZ. The excited
(quasi)electron-(quasi)hole pairs possess energies [e.(k) — ¢,(k)] and a lifetime
1/7.

Within the PAW approach the Bloch functions are all-electron functions. The
corresponding Hamiltonian is local in space and, hence, the dipole matrix element
(4.2) can be directly related to the optical transition matrix element of the momentum
operator p [27]. Equation (4.2) can be rewritten to

e/»\/47T€()h (Ck|p||/L|Uk)
m o ec(k) —ey(k)

MCHJL (k) = 4.3)

The appearance of the momentum-operator matrix element can be also interpreted
as the use of the transverse gauge of the electromagnetic field.

The in-plane component of the resulting dielectric tensor is displayed in Fig. 4.3
for graphene, silicene, and germanene within the DFT-HSEQ6 description. The poles
for w — 0 and the peaks arising from van Hove singularities are clearly visible. The
latter spectral features can be easily explained in terms of the interband structure and
joint density of states in Fig. 4.4.

4.2.3 Dielectric Function and Optical Conductivity
of Individual Sheets

Optical response of individual sheets is mostly measured by reflection, transmission
and absorption experiments. In this section, we explain how to relate the calculated
superlattice dielectric function to these experimentally accessible quantities. In order
to model the optical properties of individual silicene films and other sheet crystals
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Photon energy hw (eV)

Fig. 4.3 Imaginary (a) and real (b) part of the in-plane dielectric function of the superlattices made
by graphene (black solid line), silicene (red dashed line), and germanene (blue dotted line)

we reinterprete the dielectric functions (4.1) of their superlattice arrangements. Since
the space between the sheets is vacuum, the tensor € (w) is directly related to that
of the sheet material é,p(w), if an effective thickness d of the sheet is assumed, as
e.g.d = 3.35 A used in ellipsometry studies of graphene [5]. In the limitd < A with
A = 2mc/w the wavelength of light, the two independent components can be related
to those of the superlattice within an effective-medium theory by [33]

L
W) =1+ - HL(w) _ 1],

#—1+£|: ! —1:| “4.4)
EZLD(LU) o d 6§L(w) ' '

The description (4.4) of the frequency-dependent properties of silicene or another
sheet depends on the empirical thickness d. For individual atomically thin sheets
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Fig. 4.4 Interband transition energies along high-symmetry lines in the BZ for (a) graphene,
(b) silicene, (c¢) germanene, and (d) stanene. The red-dashed horizontal lines indicate energies of
van Hove singularities which give peak structures in the optical spectra. The resulting joint density
of states JDOS(w) are displayed in addition [in units eV~'/cell]

one is interested in the limit d — 0. This limit is possible by the introduction of
the optical conductivity tensor of a sheet d,p(w), at least for its in-plane component
JQD (w). According to the Ohm law jz”n (w) ~ o'gD (w) the in-plane current density
fulfills the continuity equation in Fourier space as [10]

pap(W) = q - jip (W) /w (4.5)

with q the wave vector of the propagating light and p,p(w) the induced (2D) surface
charge density.
The in-plane conductivity is directly related to the 3D conductivity of the super-
lattice by
ol W) = Lol () (4.6)
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with )
eSL(w) =1+ —0’ (W) 4.7

according to Maxwell equations. The combination of the two equations leads to the
relation
ol (W) = —iggwL HL (W) — 1] : (4.8)

which allows us to relate directly the results presented in Fig. 4.3 to a quantity
characterizing the isolated sheet crystal. The prefactor ~ w in (4.8) cancels the pole

in €g7 (w) for w — 0. Notice that L [eSL (w) — ] is independent of L (see (4.1)).

Moreover, no ansatz for d has to be taken, since in ogD (w) the thickness d does not
appear explicitly.

In analogy to the different formulations (4.4) for the in-plane and out-of-plane
components of the dielectric tensor, we introduce a definition of the out-of-plane
conductivity different from (4.8) as

1 _ _ 1
o (w) = —icpwL |:1 €§L(w)i| . 4.9)

In the limit L — oo the two relations (4.8) and (4.9) become equivalent. In this limit
it holds L [1 - —] ~ L [eSL 1] using the representation (4.1).
‘SL

The two components of the 2D optical conductivity have different physical mean-
ings. Whereas the in-plane component gives rise to an in-plane current (4.5), the out-
of-plane one is associated with an electric dipole operator, which describes electron
excitation along the normal direction. This fact explains the zero out-of-plane optical
conductivity in a wide spectral range for not too large photon energies for unbuckled
graphene (see Table 4.1) in Fig. 4.5b. In contrast to the in-plane component of the
optical conductivity, only above iw ~ 10 eV the out-of-plane component has a sig-
nificant magnitude. Especially interesting are the local-field effects (LFEs) [27] due
to the superlattice arrangement, which further reduce the out-of-plane component in
the lower-energy range. While the in-plane component is practically independent of
L and LFEs, local-field effects due to the superlattice arrangement play an impor-
tant role in o35, (w). In general, Fig. 4.5 shows that the in-plane component is more
important.

4.2.4 Optical Properties of Atomically Thin Films

For grazing incidence both components of the optical conductivity tensor &op(w)
of silicene and related honeycomb sheets made by other group-IV elements play
a role. The details however depend on the description of the boundary conditions
for the electromagnetic field and the limit d — O or the use of finite thicknesses
d. They are discussed in a recent paper [34] where also the different approaches
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Fig. 4.5 Real parts of the (a) 8 ; ; ; ; ; ; ; ; ;
(a) in-plane and (b)
out-of-plane components of
the optical conductivity of
graphene within the
independent-particle picture
without (4.1) (black solid
line) and with (not explicitly
described) local-field effects
(red dashed line). The optical
conductivity is given in units
of the dc conductivity | .
oo = €oc and T with —
ooma = €2 /(4h) with the 0 ol

parameter « as the 30 40 0
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based on electromagnetic boundary conditions [35] with an infinitely atomically
thin but conducting overlayer [1, 10] or the use of the transfer-matrix method [36]
but different descriptions of a group-IV sheet [11-13] are presented.

Here, we focus on the simple case of normal incidence, in which only the in-plane
optical conductivity O'QD((.U) (4.8) or the corresponding component egD(w) 4.4) of
the dielectric tensor of the sheet with an effective thickness d plays a role. We only
study a three-layer system: vacuum, silicene or other group-IV sheet, and a dielectric
characterized by a real refraction index n (see Fig. 4.6). The Fresnel formulas can
be easily derived applying the electromagnetic boundary conditions. For reflectance
R, transmittance T, and absorbance A one finds [1, 10]
| —
l+n+0

4n
N 4n+6
A=1—-R-T,

T (4.10)
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Fig. 4.6 Light propagation
in a three-layer system
consisting of a 2D sheet
characterized by U'QD (w) or
EQD (w) as well as vacuum
and a dielectric as substrate
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with a dimensionless, normalized in-plane conductivity

light R
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In the case of freestanding silicene or other sheet crystals the refraction index n
in (4.10) has to be replaced by n = 1. One obtains

2

~

9

5/2
- '1+&/2
1
1L 46/22
_ Rec N
T +6/22

~ 1 — Re?, 4.12)

Rea,

where also the results linearized in the optical response of the sheet are given. In the
limit of vanishing reflectance of the sheet the absorbance is directly related to the
in-plane optical conductivity

1
AW) ~ —Reoly W) ~ Zdimely () ~ < Limel, (). 4.13)
goC c c

Hence A(w) can be calculated through e!L (w) at any level of theory (independent
particle, independent quasi-particle, with or without local fields, with or without
excitonic effects) without any a priori knowledge of the sheet thickness d.
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4.3 Spectra of Silicene, Germanene, and Stanene

4.3.1 Influence of Many-Body Effects

In expression (4.1) of the dielectric tensor of the sheet superlattices, excitonic effects
[27] are not taken into account. In 3D systems we know that the Coulomb interactions
between excited (quasi)electrons and (quasi)holes, i.e., the excitonic effects, may
remarkably determine the optical properties [27], especially near the absorption edge.
The excitonic effects in structures with reduced dimensionality are significantly more
influenced by two factors, (i) the quantum confinement effects [37], and (ii) the
less efficient electronic screening [38]. In the case of silicene and related materials
there is an additional difficulty. These 2D crystals are zero-gap semiconductors.
Nevertheless, to treat numerically excitonic effects we follow the standard procedure
[27] also for the 2D sheets graphene, silicene, and germanene [39, 40] as done for
the corresponding hydrogenated sheet crystals graphane, silicane, and germanane. In
detail, it is described as a two-step procedure [41]: (i) The QP bands are calculated
within the Hedin GW approximation on top of the Kohn-Sham results [27]. (ii)
The matrix elements of the screened Coulomb attraction between (quasi)electrons
and (quasi)holes and the unscreened electron-hole exchange are computed using
the corresponding wave functions. The Bethe-Salpeter equation (BSE) is solved to
obtain eigenvectors and eigenvalues of the two-particle problem that modify the
dielectric function (4.1) [27]. Technically the GW calculations are performed as
a one-shot approach, applying a 50 x 50 x 1 (90 x 90 x 1) k-point mesh for the
screened (exchange) part of the self-energy and the plasmon-pole approximation
for the screening dynamics. The Coulomb interaction between the sheets of the
superlattice is cut. In the BSE, 50 x 50 x 1 k points, four filled valence and five
empty conduction bands are included. The EXC code [42] is used.

As a result the real part of the 2D optical conductivity O'gD (w) is presented in
Fig. 4.7a for silicene in an energy range 0.5 eV < hw < 6 eV. It shows a two-peak
structure independent of the approximation of the many-body effects. In the imagi-
nary part (Fig. 4.7a) the peak positions appear as zeros in the energy denominators,
similar to those in (4.1). According to the interband structure and the JDOS in Fig. 4.4,
the first peak is mainly due the lowest optical transitions near the M points of the
BZ. They represent 2D saddle points in the JDOS. The second peak consists of
contributions of several minima in the interband structure at I' and M. Adding the
quasiparticle corrections the IQPA spectrum is blueshifted by about 0.5 eV (lower
peak) or 0.9 eV (upper peak), while its lineshape nearly remains the same. The exci-
tonic effects are ruled by the (screened) electron-hole attraction. The electron-hole
exchange or optical local-field effects are negligible for the in-plane component of
the optical conductivity (see discussion of Fig. 4.5). As a consequence, the excitonic
effects lead to strong redshifts compensating (upper peak) or even slightly overcom-
pensating (lower peak) the blueshift of the peaks due to QP effects. Qualitatively,
the resulting BSE spectrum is very similar to the IPA spectrum due to many-body
effects almost compensating each other. For that reason, the majority of the spec-
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Fig. 4.7 Real part (a) and imaginary part (b) of the in-plane optical conductivity for silicene within
three different approaches to the many-body effects: IPA (4.1) using the DFT-GGA electronic
structure (black line), IQPA including quasiparticle GW corrections (red line), and BSE including
quasiparticle and excitonic effects (green line). The optical conductivity O—QD (w) is given in units of
the dc conductivity g = egc and ma with opmar = e? /(4h) with the parameter « as the Sommerfeld
finestructure constant

tra discussed in the following are computed within the IPA using eigenvalues and
eigenfunctions of the Kohn-Sham equation or the generalized Kohn-Sham equation.

The low-energy part of ReagD (w) for hw < 0.5 eV is not shown in Fig. 4.7 for
two reasons. (i) There is a technical reason. The optical spectra for vanishing photon
energies iw — 0 require a more dense k-point sampling around the K and K’ points
of the BZ because of the linear bands (see Figs. 4.2 and 4.4) resulting in the pole
~ 1/w (see Fig. 4.3). Non-converged calculations lead to wrong absorption spectra
in the low-energy region (see e.g. Fig. 3 in [39]). (ii) However, there is also a physical
reason. For systems with exciton binding energies larger than the fundamental gap
(which is zero here) one expects an instability of the electronic system against the
formation of charge or spin density waves or the formation of an excitonic insulator
[43, 44]. A close formal similarity between the excitonic insulating state and the
superconducting state has been predicted. However, physical properties of the two
states are different, in particular, there is no Meissner effect in an excitonic insulator.
Graphene seems to be a prototypical system because of its character as zero-gap
semiconductor (also including SOC, see Table 4.1). Indeed, there are several papers
on the excitonic insulator phase in graphene (see e.g. [45, 46]) but also in other
materials. Nevertheless, neither the ab-initio studies [37, 40] nor the experimental
investigations [2—4, 30] of the optical absorption of graphene discuss the excitonic
insulator state.
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Fig. 4.8 In-plane optical conductivity in units of the dc conductivity o9 = eoc and wo of (a)
graphene, (b) silicene, (c) germanene, and (d) stanene. Real part: black line, imaginary part: red
line [1]

4.3.2 General Frequency Dependence

The optical spectra resulting from converged calculations within the IPA based on
the general DFT with the HSE06 hybrid functional are shown in Fig. 4.8. Both real
and imaginary part of the in-plane optical conductivity are displayed for silicene but
also germanene and stanene in units of the dc conductivity o9 = €gc and ma with
oorer = €2 /(4h) with the parameter « as the Sommerfeld finestructure constant. For
comparison, also the spectra of graphene are given. The spectra show general fea-
tures of those of damped harmonic oscillators with two (graphene, silicene) or three
(germanene, stanene) oscillators in the studied frequency range. Apart from vari-
ations due to the SOC-induced small gap (see Table 4.1) the ReogD(w) /(oomax)
spectra tend to 1 for w — 0, while the curves for ImagD(w) /(ogma) vanish in
the long-wavelength limit. For large frequencies w — oo all spectra tend to zero.
For arbitrary frequencies, even in a wide energy range up to 20 eV (graphene), or
10 eV (silicene, germanene, stanene) the most important intensity variations can
be interpreted by van Hove singularities in the 2D interband structure or JDOS in
Fig. 4.4 [23, 26].
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The peak positions in Fig. 4.8 are influenced by the chosen XC functional. Com-
pared to the results obtained within the DFT-GGA approach the peaks and energy
zeros are blueshifted. The blueshift of the first absorption peak in ReagD (w) amounts
to 1.0eV (graphene), 0.4 eV (silicene, germanene), and 0.3 eV (stanene). The lowest-
energy oscillators have been discussed in the literature. The first peak in ReagD (w)
of graphene near fiw = 5.0 eV (in DFT-HSE) is a consequence of 2D saddle points
in the 7* — 7 interband structure in Fig. 4.4 located at the three M points at the
BZ boundary belonging to one BZ. This peak has been clearly identified in optical
absorption spectra A(w)/ma = Reag pWw)/(oomar) (4.4) with a maximum position
at hiw = 4.62 eV [4]. It should have a Fano lineshape, which we, however, cannot
confirm since no electron-hole coupling effects are taken into account. The corre-
sponding peak near fiw = 2.0 eV for silicene in DFT-HSEOQ6 (Fig. 4.8) appears near
hw = 1.5 eV in DFT-GGA (Fig. 4.7) and also exhibits a strong asymmetry. For
germanene and stanene this peak slightly below fuww = 2.0 corresponds to the same
type of van Hove singularities (see Fig. 4.4). The energetically lower lying o* — o
transition at I' gives rise to minimum but is already hardly visible in the JDOS in
Fig. 4.4 because of the extremely small effective interband mass. The higher peaks
near 14/16 eV (C), 5 eV (Si), 4.0/4.7 (eV) (Ge), and 3.1/4.0 eV (Sn) are related to
o — o™ transitions mainly at the I" point of the 2D BZ. These peaks are basically also
related to van Hove singularities in the interband structure (not shown for graphene in
Fig. 4.4). For graphene flat, i.e., dispersionless interband contributions appear along
the high-symmetry lines I' K, I'M, and M K, which give significant features in the
JDOS.

Interestingly, the two main spectral features in the real part of the in-plane con-
ductivity of pristine graphene agree well with the 7 and 7 + ¢ plasmon peaks found
in experimental and theoretical energy loss spectra at loss energies of 4.7 and 14.6
eV [47, 48]. These findings are in rough agreement with the spectral variation of
the in-plane optical conductivity in Fig. 4.8a. Imag pw) =0 near w =5 and 16
eV is a consequence of Reel . (w) ~ 1 for large L for the superlattice arrangement

of graphene sheets. As a consequence, it nearly holds Imeg . (w) ~ —Im(1/ eg L (W)).
That means that the spectral behavior of the optical absorption spectrum and the
energy loss function show similarities for the 2D crystals.

4.3.3 Low-Frequency Absorbance

In the low-frequency limit the approximation (4.13) can be applied to describe the
optical absorbance A(w). The results for the four group-IV honeycomb crystals are
displayed in Fig. 4.9 in units of ma. One clearly sees that in the limit fiw — 0
the absorbance approaches to a constant A(w — 0) = wa with « the Sommerfeld
constant. This happens independent of the group-IV element, i.e., the sheet buckling
and the relation of s p2 and sp3 bonding [23, 49]. In other words, the IR absorbance
tends, in these systems, to a universal value. Only for larger frequencies the material
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dependence becomes obvious as a result of the interband structure presented in
Fig. 4.4, whose lowest van Hove singularities are visible for stanene, germanene,
and silicene. The reason is the honeycomb symmetry which guarantees that the
mainly contributing interband transition near the K and K’ points and the Fermi
level are dominated by m — 7* transitions. For graphene the result A(0) = 7« is
known from measurements [1, 2].

The spectra in Fig. 4.9 have been computed within the usual Fermi-liquid approx-
imation (4.1) taking into account the complete band structure and optical interband
transition matrix elements. For the lowest interband transitions |[vk) — |ck) with k
near K or K’ and fiw — 0 the corresponding matrix elements (4.4) and interband
transitions are illustrated in Fig. 4.10. All quantities have been expressed in units
defined by the Fermi velocity vy given in Table 4.1. With this normalization the
relevant interband transition energies and strengths are rather similar for the four
2D sheets, graphene, silicene, germanene, and stanene. The linear variation of the
bands near K and K’ is obvious from the very beginning because of the appearance
of Dirac cones in the band structure (see Fig. 4.2). Interestingly, the square of the
in-plane optical transition matrix element is exactly given by (mvy)? at K and K.

These numerical results allow an analytical investigation of the absorbance for
w — 0. Combining expressions (4.1), (4.3), (4.8), and (4.13) it holds for w — 0 [23]

AWw) = %/ﬁ@k) Z |<cAk|pj|vAk)|25(2th|Ak| —hw)  (4.14)

Jj=x.y

with AKk the variation of the Bloch wave vector near a K or K’ point in the BZ. For
Ak = 01in the optical transition matrix elements in (4.14) and the result in Fig. 4.10a
the integral can be analytically performed. One finds
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Fig. 4.10 (a) Transition matrix elements of the pure 7 — 7* transitions along high-symmetry
lines in the BZ for graphene (black solid line), silicene (red dashed line), germanene (blue dotted
line), and stanene (green dot-dashed line). The longitudinal representation of the matrix elements
(4.3) has been used in the numerical calculations. (b) For illustration, the 7w and 7* bands that are
involved in the optical transitions are also shown. The transitions are indicated by vertical arrows
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in agreement with the numerical calculations (see Fig. 4.9) and measurements, at
least for graphene [2, 3].



4 Optical Properties of Silicene and Related Materials ... 89

(b)
30

— 25
— 20
— 15
— 10

— 0.5

0.0 1 l 1 l 1 l 1 l 1

_—
(2)
N
—_
Q
~

«
W
=]

hy
(=)

- 30 VL
| - 2.0\ — 4
— 205 15 B
10

o 0.5 -
002 004 006 0.08- 0.10 0.12 B

ool L v 11 ool L v 11
o 1 2 3 4 s o 1 2 3 4 s

Photon energy hw (eV) Photon energy hw (eV)

bhed
=)

20

10

Absorbance A(w)/m

Fig. 4.11 Optical absorbance in units of w« as a function of the photon energy for (a) graphene,
(b) silicene, (c) germanene, and (d) stanene without (black solid lines) and with (red solid lines)
spin-orbit coupling. The insets in (¢) and (d) depict the region around their respective fundamental
absorption edges

4.3.4 Influence of Spin-Orbit Interaction

The optical absorbance, more strictly speaking the real part of the in-plane opti-
cal conductivity (see expression (4.13)), as calculated within the independent-
quasiparticle approximation and SOC, is displayed in Fig. 4.11. The quasiparticle
corrections are computed in an approximate way by means of the non-local hybrid
functional HSEO06 [26].

In a wide frequency range the optical absorbance in Fig. 4.11 taking into account
SOC shows a very good overall agreement with the spectrum obtained without SOC.
A detailed analysis, however, reveals remarkable modifications close to the SOC-
induced fundamental absorption edge related to the gap E, given in Table 4.1. For
hw < E, the absorption vanishes, while for Aw > E, the absorbance is significantly
increased for hw — E . This behavior is particularly pronounced for germanene
(Fig. 4.11c) and stanene (Fig. 4.11d). Already for silicene (Fig. 4.11b) the SOC
effects are hardly visible. Within the numerical accuracy the absorbance is increased
by afactor of two at hw = E, due to SOC (see Fig. 4.12 for germanene). The spectral
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Fig. 4.12 A normalized optical matrix element of germanene without (black solid line) and with
(red dashed line) spin-orbit interaction between the highest occupied and lowest occupied Bloch
bands in the vicinity of K. At K, without SOC, the normalized optical matrix element approaches
the ideal value 1

variation for hw ~ E , mainly represents the appearance of massive Dirac quasipar-
ticles near the conduction band minimum and valence band maximum separated by
E,. In the vicinity of K and K’ their dispersion relation is approximately given by

(k) = £[(E/2)* + (th)z(Ak)z]% (4.16)

with the 2D wave vector variation AKk. Consequently, the effective mass of the Dirac
particles is given by my,, = E,/(2v}).

The frequency variation above the absorption edge is also influenced by the SOC-
modified optical transition matrix element. Instead of (mv)? as used in expression
(4.14) it holds (mvp)? {1 +1/ [1 + 2h2(Ak)2/(m*Eg)]}. Consequently we derive
for the low-frequency absorbance in the presence of SOC [26]

2
Aw) = ma [1 + (%) ] O (hw — E,), (4.17)

which approaches to the value (4.15) for vanishing SOC. Interestingly for £, <
hw < interband critical points the value A(w) =~ wa is recovered.
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Fig. 4.13 Frequency dependence of the optical properties R (black line), T — 1 (green line), and
A (red line) for the four honeycomb crystals (a) graphene, (b) silicene, (¢) germanene, and (d)
stanene. Normal incidence and hence in-plane light polarization are assumed

4.3.5 Reflection, Transmission, and Absorption: Global
Spectra

We investigate the optical properties of freestanding group-IV honeycomb crystals
in air for normal incidence. It holds n = 1 in relations (4.10). The resulting expres-
sions show how the frequency-dependent optical conductivity OQD (w) describes the
optical properties of an isolated single sheet of silicene and related materials. The cor-
responding reflection, transmission, and absorption spectra are displayed in Fig. 4.13.
According to the monatomic character of the sheet crystals the transmission 7 (w) is
only weakly influenced by an isolated sheet as indicated also in expression (4.12).
The optical properties in Fig. 4.13 exhibit several common features independent of
the group-1V material. The reflectance of all layers is extremely small. It may only be
measurable in the frequency region of the resonances discussed in Fig. 4.8 for the real
part of the optical conductivity. As a consequence the absorbance and the real part of
the normalized optical conductivity agree rather well [1]. Deviations only appear for
photon energies corresponding to the discussed resonances. The absorbance A(w)
and the deviation [1 — 7 (w)] from 100% transmittivity of a group-IV layer exhibit
similar lineshapes and magnitudes. The strength of the absorbance is remarkable for
one-atom-thick layers. This holds especially for the photon energies in the resonance
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regions. The absorbance approaches extremely large values up to 0.24 (graphene,
silicene) or 0.15 (germanene, stanene) in these frequency regions. The values are by
more than one order of magnitude larger than the value wa = 0.023 for vanishing
frequencies. The major influence of the group-IV element concerns the lineshape,
essentially the number and position of the optical resonances. They however agree
widely with the findings for ReoQD(w) discussed in Fig. 4.8.

4.4 Influence of Multiple Layers

4.4.1 Graphene Bilayer

The above results suggest the possibility of manipulation of optical properties by
deposition of not only one silicene or, in general, a group-I'V honeycomb crystal, but
of two or more sheets. For hydrogenated bilayer silicene the resulting exceptional
optoelectronic properties have been recently predicted [50]. Even bilayer silicene has
been studied on top of a Ag(111) substrate [51]. Here, we first illustrate the influence
of further sheets by investigating bilayer graphene as a model system for the other
2D group-1V crystals such as silicene. Its electronic structure is known (see e.g. [40,
52]). Its optical properties have been studied by infrared spectroscopy [53].

We have optimized the atomic geometry of Bernal-stacked bilayer graphene
including van der Waals interaction in the XC functional of the DFT (see [54]).
In contrast to the too large layer distance of 4.4 A within the DFT-GGA approach
[17, 18], we find an interlayer spacing of 3.54 A not too far from the experimental
value 3.35 A [55], which is close to the c-lattice constant 3.34 A of graphite. The
band structure has been computed within the DFT-GGA. It is displayed in Fig. 4.14.
It shows strong qualitative similarities with the band structures given in Fig. 4.2. The
main effect of the bilayer is the doubling of the number of atoms in the unit cell
and band splittings due to the weak interaction between the two honeycomb layers.
Most important for the infrared optical properties is the modification of the Dirac
cones near the K point. Bilayer graphene is still a zero-gap semiconductor formed
by one conduction band-valence band pair. The linear variation of the bands near K
is however destroyed. The second conduction band-valence band pair is split away
from zero energy by an energy of 50 meV which expresses the interlayer coupling.
The ‘split’ bands are due to a bonding and antibonding combination of p, orbitals.

The resulting real part of the in-plane optical conductivity is plotted in Fig. 4.15.
Only the DFT-GGA result, i.e., the spectrum in independent-particle approxima-
tion without SOC is presented in agreement with the discussion of Fig. 4.7a. For
comparison, the spectrum of two non-interacting graphene layers is shown. Three
important features are visible: (i) The bilayer graphene almost keeps the intensity of
the optical absorption due to two non-interacting graphene sheets (a fact that is also
experimentally observed [2]). (ii) The high-energy peak related to a saddle-point
van Hove singularity at M points shows a vanishing blueshift with respect to its
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Fig. 4.15 The real part of the in-plane optical conductivity of bilayer graphene in independent-
particle approximation (black line). For comparison, the curve (red line) of two non-interacting
graphene layers is displayed, too. The spectra are normalized by dc conductivity £gc and the value
ma of the low-frequency absorbance

position in single-layer graphene near 4 eV (in DFT-GGA). Excitonic effects only
partly cancel the corresponding quasiparticle shifts (see [40]). (iii) The interband
transition between the second highest valence band and second lowest conduction
band at K generates a new feature in the joint DOS and, hence, in the absorbance in
Fig. 4.15 somewhat below 0.5 eV. This is in complete agreement with transmission
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Fig. 4.16 Silicene bilayers with AA (a) and AB (b) stacking

measurements which exhibit a pronounced negative peak at iww = 0.40 eV [53] or a
positive structure at this energy in the absorbance [4].

4.4.2 Silicene Bilayers

Among the group-IV elements, silicon is the element next to carbon, which has been
the dominant material of semiconductor technology. Until now there are indications
for the existence of bilayer silicene on Ag(111) substrates (see [51]). For freestanding
silicene bilayers we therefore take the atomic geometry from a structural optimization
within the DFT-GGA for AA and AB stackings. The results are illustrated in Fig. 4.16.
The in-plane lattice constant ¢ = 3.86 A and the layer buckling A = 0.66 A are
practically independent of the layer stacking and similar to the values for a single layer
(see Table 4.1). Only the interlayer distance varies between 3.13 A (AA stacking)
and 3.19 A (AB stacking). Nevertheless, the AB stacking is energetically favorable
by 34 meV/atom over the AA stacking (see also [56]).

The electronic band structures in DFT-GGA quality are displayed in Fig. 4.17 for
AA- and AB-stacked bilayer silicene. They are distinctly different from the bilayer
graphene in Fig. 4.14 as far as dispersion of the bands at the K point and along
the K — I' direction are concerned. That occurs despite the fact that the shape of
the lateral 2D unit cell in Fig. 4.16 and the 2D BZ conserve that of the isolated
silicene sheet. This is especially astonishing because the 2D point-group symmetry
is also conserved. For AB-stacked bilayer silicene only one of the bands remains at
K. For AA stacking such band crossings occur away from the BZ boundary. As a
consequence bilayer silicene with AA stacking remains a zero-gap semiconductor,
whereas the AB stacking gives a metal. The main reason for differences is related
to the interaction of the orbitals which do not decay anymore into pure p, orbitals
at K as in the monolayer case. The modifications are due to the buckled structure
of bilayer silicene and strong interlayer covalent bonding between sheets compared
to bilayer graphene with unbuckled sheets and weak van der Waals interaction. The
results in general are very similar to other DFT-LDA findings [56].
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Fig. 4.17 Band structure of AA-stacked (a) and AB-stacked (b) bilayer silicene versus high-
symmetry lines in the hexagonal BZ. The Fermi level is set at 0 eV

The consequences of the electronic structures on the optical properties are
described by the real part of the in-plane optical conductivity in Fig. 4.18. Only inter-
band transitions (see (4.1)) are taken into account. The free-carrier-related intraband
contributions in the AB-stacking case are neglected. The comparison of the result-
ing bilayer spectra with that of an isolated silicene sheet in Fig. 4.18 shows strong
similarities in the higher-energy range of the ¢ — o™ transitions and considerable
variations in the low-energy range of m — 7* transitions. These observations are in
line with the findings for the band structures in Fig. 4.17. Most interesting is the fact
that the normalized spectrum of ReagD(w — 0) does not approach the value of 2
(in units of ogma). Rather, for w — 0 the absorbance vanishes for AA stacking but
increases for AB stacking. The low-energy peak in the monolayer spectrum that we
related to m — 7* transitions near the M point (see Fig. 4.4) is significantly modi-
fied in lineshape. The main spectral weight is shifted toward higher (lower) photon
energies for AA (AB) stacking of the two silicene layers.
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Fig. 4.18 Real part of the in-plane optical conductivity ReagD(w) of AA-stacked (a) and AB-
stacked (b) bilayer silicene (black lines). For comparison, the result for two non-interacting silicene
layers (red lines) is also displayed. The spectra are normalized to the dc conductivity egc and wa.
Therefore, the red curves approach the value 2 forw — 0

4.5 Summary and Conclusions

In summary, first-principles calculations have been performed to describe the optical
properties of silicene and the related materials germanene and stanene. For compar-
ison, also spectra have been computed for graphene. The isolated 2D sheet crystals
are described within a repeated arrangement of such sheets in superlattices with
sufficiently large lattice constant. We have demonstrated how (i) the optical conduc-
tivity or a dielectric function of a sheet crystal can be derived from the frequency-
dependent dielectric tensor of the superlattice and (ii) these quantities influence the
optical reflectivity, transmittivity and absorptivity of a layered system containing a
2D crystal. We have described the difficulties to include such an atomically thin layer
and the difficulties related to the out-of-plane component of the optical conductivity.

Three different approximations of the many-body effects have been studied. We
found that local-field effects play a minor role, especially those due to the atomic
arrangement in the sheets. Quasiparticle effects on top of the electronic structure
obtained in the Kohn-Sham framework and excitonic effects, the Coulomb attraction
between excited electrons and holes, tend to cancel each other. The quasiparticle
blueshift is widely compensated by the redshift due to the electron-hole attraction.
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Consequently, the independent-particle approximation seems to give a reasonable
first approach to the optical conductivity.

In general, for low frequencies the reflectivity vanishes and the absorbance is equal
to the real part of the in-plane optical conductivity. This absorbance of freestanding
sheet honeycomb crystals is mainly given by ma with « the Sommerfeld finestructure
constant, but modified for strong spin-orbit interaction. The result is independent of
the chemical element, the layer buckling, and the bond hybridization. For higher
photon energies the optical properties are ruled by interband transitions near critical
points. Amazingly, the reflection, transmission and absorption show drastic changes
near the resonances despite the atomically thin objects. These facts suggest the pos-
sibility to tailor optical properties of given substrates in a wide frequency range by
deposition of single or multiple layers of silicene or other group-IV sheet crystals.
The corresponding modifications have been illustrated for bilayer systems.

Acknowledgements O.P. acknowledges financial support from the EU HORIZON2020 (RISE
project CoOExAN GA644076).
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Chapter 5 ®)
Synthesis of Silicene i

Guy Le Lay, Dmytro Solonenko and Patrick Vogt

Abstract The key issue for the first proof-of-principle synthesis of the two-
dimensional Si allotrope, silicene, realized in 2012, was to find an appropriate sub-
strate. Here, we give a background for the initial choice of silver single crystals,
determined by decades of studies of the reverse system: silver deposited onto silicon
(111) templates. Next, clever serendipity lead to another platform: ZrB,; thin films
grown on Si(111). Clearly, non-metallic substrates would be preferred for many prac-
tical applications, they are currently searched for. A digest of this quest is presented
in this chapter.

5.1 Introduction

The possible existence of silicene as a standalone novel two-dimensional (2D) sil-
icon allotrope with a corrugated stage was already conjectured in 1994 in Density
Functional Theory (DFT) calculations by Kyozaburo Takeda and Kenji Shiraishi, ten
years before the advent of graphene [1]. Such silicene layers differ from graphene,
which is basically flat, have a~0.44 nm out-of-plane buckling between the A and
B sublattices. Their paper remained essentially unnoticed for many years, because
most scientists did not believe in the existence of silicene [2], and, hence, did not try
to synthesize it.

However, if a pristine free-standing single layer sheet of silicene has not been be
discovered, silicene could still be grown on some support, for instance, metallic or
semiconductor surface, as it was stressed by Nobel laureate Roald Hoffmann [3].
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Indeed, standalone silicene has not been realized until now, but epitaxial silicene has
been synthesized on few substrates, especially, since 2012, on silver (111) single
crystals [4], and on zirconium diboride (0001) thin films grown on silicon (111) [5].

This achievement has further triggered research on other silicene-like counterparts
of graphene. To date, germanene [6-8], stanene [9], hafnene [10] and borophene [11],
the 2D analogues for germanium, tin, hafnium and boron, have been synthesized
on diverse substrates. Obviously, the family of artificial elemental two-dimensional
materials, which have no layered equivalent crystal in nature, as in the cases of
graphene and phosphorene [12] is rapidly growing.

In this chapter, we will review the motivation for the silver track as well as for
the unexpected ZrB, films, and highlight some relevant aspects of silicene synthesis
and its characterization.

5.2 The Silver Track

The Ag on Si(111) couple has been—and still is—the most prototypical metal-
semiconductor system for several decades, especially in the context of the Schottky
barrier problem. The study of the Ag/Si(111) system was already pioneered in the
seventies [13] and has become the reference example of the Stranski-Krastanov
(or layer-plus-islands) growth mode. Here, three dimensional (3D) Ag crystallites
develop on top a 2D Ag ad-layer forming the well-known Si(111),/3 x ,/3R(30°)-
Ag reconstruction (in short Si(111),/3-Ag) [14], interpreted in terms of the so-
called Honeycomb-Chained-Triangle (HCT) model at room temperature (RT) [15].
Figure 5.1 illustrates this growth by the Low Energy Electron Microscopy (LEEM)
image and Low Energy Electron Diffraction (LEED) patterns [16].

At variance with most of metal/semiconductor systems, which are reactive and
present a strong intermixing, the interface between silver atoms and Si(111) is unre-

Ag 2D layer ﬁ

Fig. 5.1 Illustration of the Stranski-Krastanov growth mode for the prototypical Ag on Si(111)
metal/semiconductor system (adapted from Fig. 5.1 of [17]). a Bright field LEEM image taken at
14.4 eV (10 pm field of view). b and ¢ local area LEED patterns taken at 33.2 eV obtained at circles
A and B (1.3 pm in diameters) in the LEEM image
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Fig. 5.2 STM images of atom-thin nanoribbons obtained upon deposition of Si onto an Ag(110)
surface and forming a highly ordered 2 x 5 grating (adapted from Fig. 5.2 of [22]). Left, 15 x 15 nm?
image acquired at 7 =80 K, V ==0.05 V, I =200 nA; Right, 6.5 x 6.5 nm? image acquired at T

=5K,V =240.05V,1=200nA

active and atomically abrupt. This specific aspect was motivation for trying to grow
silicene on Ag(111) single crystals, with the guess of avoiding any detrimental inter-
face reactions.

Clearly, nothing was guaranteed, especially, since it was known that germanium
deposited onto Ag(111) forms a Ag,Ge surface alloy with a coverage of 1/3 mono-
layer (ML) already at RT [17]. A more favorable situation was found for Ag(110) tem-
plates, where germanium forms self-assembled germanium nano-clusters [18]. Sili-
con forms on the same template unique, massively parallel, one-atom-thin nanorib-
bons (or stripes) with a “magic” width of just 16 A, perfectly aligned along the [1-10]
direction, and organized, at completion, in a grating with a pitch of just 20 A [19-21],
as shown in Fig. 5.2.

Then, upon depositing Si (by sublimation of a piece of silicon wafer) in ultra-high
vacuum on the Ag(111) surface held at~220 °C, a Si superstructure was discovered
with a4 x 4 periodicity with respect to primitive Ag(111) 1 x 1 in LEED patterns and
STM images. The superstructure was found to exhibit a perfect 2D growth wetting
the Ag surface up until the full coverage is reached (Fig. 5.3). A structure known now
as the “flower pattern” [4], the unique building block, paved the way for silicene, but
does not resemble with what was naively expected for a honeycomb graphene-like
Si sheet.

It was an inspiration, supported by DFT calculations and complimentary angle-
resolved photoelectron spectroscopy (ARPES) results, showing a linear electronic
dispersion, which helped to unveil the hidden underlying honeycomb arrangement
of a 3 x 3 reconstructed silicene monolayer. Up to now, epitaxial silicene turns out
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Fig. 5.3 a Sketch of the 2D growth of epitaxial silicene on Ag(111). b Si 2p/Ag 4d area ratio as
a function of Si deposition time suggesting the layer-by-layer, linear, silicene growth on the Ag
surface (adapted from [4]). The slope allows the determination of the silicene growth rate for the
given conditions

Fig. 5.4 The archetype structure of epitaxial monolayer silicene on Ag(111) (adapted from figures
in [23]). a Filled states STM image (10 nm in width, tunnel current 0.55 nA, sample bias —520 mV)
showing the “flower pattern”, which results from protruding Si atoms within the 3 x 3 reconstructed
silicene monolayer (the 3 x 3 supercell and the primitive 1 x 1 cell are indicated in yellow and in
black, respectively). Inset: perspective view of the atomic model of the 3 x 3 reconstructed silicene
monolayer. b An artistic rendering of the 3 x 3 reconstructed silicene monolayer on Ag(111) by
courtesy of Prof. Thierry Angot from Aix-Marseille University

to be always reconstructed on metallic substrates, because of the interaction and
because silicene is compliant: the inherent buckling gives a great flexibility of the
bond angles, favoring an adaptation in a coincidence lattice [22], as illustrated in
Fig. 5.4.
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Fig. 5.5 Instability of an illusory 3 x 3 silicene sheet in coincidence with a 2,/3 x 2,/3 Ag(111)
supercell (adapted from [26]). a Top and side view of the starting model of the hypothetical 3 x
3/24/3 x 2/3 phase for the DFT calculations. b Relaxation result showing the instability of the
hypothetical phase. Blue balls: Si atoms, grey balls: Ag atoms

5.3 Ag(111) Mimicking a Honeycomb Lattice

The naive expectation of a simple honeycomb appearance of silicene in STM imaging
can be specious. It turns out that the bare Ag(111) surface can be reversed in contrast
during STM imaging, which mimics a honeycomb lattice [23]. This effectled in 2010
to the conclusion that a silicene sheet was synthesized on the basis of the STM images
only [24]. The unit cell of that structure in this case was claimed to be of just~3.29
A, with a tiny corrugation of only 0.2 A, in strong contrast to the values calculated
for free-standing silicene, 3.83 A and 0.44 A, respectively [25]. Similar discrepancy
was found in a value of the Si-Si distance of 0.19 nm for the newly found structure
as compared to that of free-standing sheet: 0.22 nm. Indeed, this result was rapidly
questioned by several experimental groups, discussed in [26]. 2D crystallography
considerations and DFT calculations as well as the lack to reproduce this structure
have eventually confirmed the impossibility of the formation of the claimed silicene
lattice with the small~3.29 A parameter on Ag(111) [26], as illustrated in Fig. 5.5.

5.4 Growth Mode and Structure Formation of Si
on the Ag(111) Surface

Lee et al. have studied and compiled a number of different structures observed in STM
upon depositing diverse amounts of Si onto the bare Ag(111) surface held at various
temperatures [27]. Only few of them occupy significant areas and can be reliably
examined. To date, only the archetype 3 x 3 structure, matching a 4 x4 Ag(111)
supercell (or S1/A1 phase in Figs. 5.6 and 5.7) and showing a “flower pattern” in
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Fig. 5.6 Various supercells using a free silicene lattice (labelled S) and a Ag(111) surface lattice
(labelled A), as listed in -and adapted from [27]. Blue honeycombs represent standalone silicene
lattices. In (a) a; and a, indicate primitive translation vectors; blue and red circles represent the
lower (D) and upper (U) basis atoms, respectively. In (b) by and b, are primitive vectors for the
silver (111) lattice in dash gray. c—f show that a silicene-based supercell (solid rhombus) can match
a corresponding Ag-based one (dashed rhombus) when the silicene lattice in blue suitably rotates
wrt the fixed lattice (represented by dashed arrows) of the Ag(111) substrate

STM, has passed crucial diffraction tests. Reflection high energy positron diffraction
[28] or dynamical LEED analysis [29] could confirm its honeycomb lattice and show
that this structure can cover up to 95% of the substrate’s surface.

Another silicene phase, generally co-existing with the 3 x 3(S1/A1), the “/7 x
71/13 x /13" according to notations in [30] (S2/A2 in Figs. 5.6 and 5.7), can be
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present in 4 symmetry equivalent domains on the surface, as illustrated in the STM
topograph in Fig. 5.8a. DFT calculations support an assignment of this structure to
silicene [31]. Yet, the in-plane lattice parameter in this 4-domain phase turns out to
be slightly expanded, while the nominal surface coverage ratio would be 14/13 =
1.08, which is a bit lower than that of the archetypical phase with reference value
18/16=1.125 (Fig. 5.7).

Another Si structure, indicated by S2/A’2 in Figs. 5.5 and 5.6, obtained at high
preparation temperatures (>250 °C) can form in extended areas, although with a
highly defective appearance in STM imaging (see Fig. 5.8b). It is often referred
to as (24/3 x 24/3)R30° structure with regard to the Ag(111) lattice LEED, but
should be better re-named as “2./3 x 2,/3”, since a real 2,/3 x 2,/3 periodicity is
not really respected [32]. Its assignment to a similar epitaxial silicene sheet as the
3 x 3 is questionable and strongly debated [33]. As a matter of fact, this structure
is essentially linked to a fating of the 2D layer and finally a de-wetting process
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Fig. 5.8 Other extended structures. a STM image showing the four expected S2/A2 domains in
addition to the archetype S1/Al silicene structure on Ag(111); adapted from Fig. 5.4 of [30].
b STM image of the “2./3 x 2,/3” superstructure wrt Ag(111) recorded at 77 K (15 x 15 nm?,
Ubpias =95.3 mV, I =0.2 nA). The aperiodic circles indicate very local honeycomb arrangements
corresponding to the simulated STM image (in inset, after Fig. 5.2e of [31]) of an ideally /7 x /7
reconstructed silicene sheet on a perfect 2,/3 x 2,/3R(30°) Ag(111) supercell

[34]. All these structures are stable under UHV conditions, once prepared, and can
survive several weeks or possibly longer. Under ambient conditions, i.e. in air, the
2D Si layers are not stable and will be destroyed by oxidation or contamination
processes. Nevertheless, it is a time lapse long enough to measure the characteristics
of field effect transistors (FETs) operating at RT, fabricated with a single layer silicene
channel [35].

5.5 Multilayer Silicene

Continuing the growth beyond the first 3 x 3 layer in direct contact with the substrate,
one obtains multilayers, which grow as successive terraces [36] (Fig. 5.9). All those
terraces show an unique /3 x /3 superstructure with respect to the primitive silicene
cell, where protruding Si atoms arrange into honeycombs as seen in the STM images
(Fig. 5.10a, b).

These multilayers exhibit a linear electronic dispersion in ARPES measurements
depicted in Fig. 5.10c, a prerequisite to host Dirac fermions. The crossing point of
the bands is found at~0.3 eV below the Fermi level, which can be explained by a
charge transfer from the silver substrate into the Si-multilayers, resulting in a partial
filling of the m* upper cone [37].

Such electronic structure is not expected for a bulk-like Si arrangement and,
therefore, supported the interpretation of these multi-layer stacks as “multi-layer
silicene”. Similarly, to graphite, multi-layer silicene would consist of silicene mono-
layers weakly interacting with each other by van der Waals forces. While the first
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Fig. 5.9 a Sketches of the layer-plus-island growth of the /3 x /3 structure on top of epitax-
ial silicene/Ag(111). b The stereographic STM topograph (Upias =—1.1 V, It =1.73 nA), after
deposition of approximately 5 MLs of Si onto the first Si layer (adapted from [37])
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Fig. 5.10 Growth of multilayers. a Three well-ordered successive terraces showing the unique
/3 % 4/3 reconstruction are seen in STM imaging at~1.5 ML additional coverage of Si onto the
3 x 3 initial monolayer (Filled states: Upjas = —1.1 V, I; =0.54 nA; adapted from Fig. 5.2 in [27]). b
Zoom-in at the /3 x /3 structure of the terraces (9 nm x 9 nm; filled states: 0.16 nA, —560 mV; the
/3 x /3 supercell is indicated in blue; adapted from Fig. 5.4 of [23]). ¢ Evidence of Dirac fermions
in those multilayers: a Dirac cone with 7t and 1t* states, is recorded in synchrotron radiation ARPES
at the center of the Brillouin zone due to the band folding associated with the reconstruction (the
Dirac point is situated at~0.3 eV below the Fermi level EF; adapted from Fig. 5.4 of [23])

silicene wetting layer is reconstructed due to the interaction to the silver substrate,
the next layers should barely experience the influence of the substrate. Such scenario
implies that the upper layers should acquire properties similar to a free-standing Si
sheet, seemingly in agreement with the electronic dispersions at the K points of /3 x

/3 layers.
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However, the observation of the “multi-layer silicene” could also be explained
considering other systems, such as Ag surface reconstruction on top of the bulk Si
surface [38]. This fact as well as missing appropriate structural model of multi-layer
silicene, explaining all experimental observations, casts doubt on this concept.

It is thus important to point out the characteristics expected for a layered silicene
structure in order to identify it. One of the most important properties is the weak
inter-layer interaction, which implies that the single Si layers should show properties
closer to quasi-free-standing silicene if compared to epitaxial silicene on a substrate
material. Similarly to graphene and graphite, the electronic band structure might still
be perturbed by the presence of other layers but the atomic arrangement within the
layer should show a low buckling and a clear indication of a sp?/sp® hybridization.
In order to probe these structural properties X-ray diffraction has been carried out,
showing conflicting results. The diffraction results of De Padova et al. give indication
for a weak inter-layer interaction due to an absent contraction between the layers in
the out-of-plane direction and support the interpretation as a silicene multi-layer
[39]. On the other hand Curcella et al. find that the difference in the lattice constants
stems from the built-in strain within bulk Si lattice, contradicting the formation of
silcene multi-layers [38].

At the same time, the structural properties also alter the vibrational signature, as
can be probed by Raman spectroscopy, vastly used to study graphene-based systems
[40] as well as other layered materials such as transition metal dichalcogenides [41].
However, the Raman studies carried out so far for the Si multi-layer system, report a
phonon mode at 523 cm~! [39, 42], amode very close to the L(T)O mode of bulk Si at
520 cm™! [43]. Furthermore, this observation differs significantly from the A-modes
(at 175 and 216 cm~') and the E-mode (514 cm™') observed for epitaxial silicene on
Ag(111) [44] (a detailed discussion is found in Chap. 7). For a silicene multi-layer
structure one would expect that the vibrational signatures gets closer to the one of
free-standing silicene with an A-mode at 180 cm~' and an E-mode at 580 cm™!
[25], which is obviously not the case. Yet, the Raman results do not unambiguously
support the interpretation as a silicene multi-layer.

Alternative model to explain the atomic structure of the Si multi-layer include
bulk-like Si crystallites with a (,/3 x 4/3)R30° Si surface reconstruction [45] or a Ag-
terminated bulk Si surface showing the well-known Honeycomb-Chained-Triangle
(HCT) model, proposed for the formation of the Ag terminated (/3 x /3)R30°
reconstruction formed on Si (111) [46]. Another possible explanation is the formation
of silicene dumbbell double-layers [47]. In its free-standing form such dumbbell
structure is energetically stable and is discussed in detail in Chap. 8.

However, so far, a clear assignment of the 4/3 x /3 superstructurre to “multi-layer
silicene” emains questionable.
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Fig. 5.11 a Scheme of the (a) __silioelzne
silicene formation on the T § monolayer
7:B,(0001) thin film as a LA 12rE2(0001)

result of the interdiffused Si Si(111 Si(111

atom surface segregation. - T~900°C o
STM images of the
segregated./3 x /3 silicene
layer on the (2 x
2)-reconstructed ZrB,(0001)
surface at different length
scales. b 20 nm x 9.5 nm; the
white lines point the
directions of offsets between
successive domains. ¢

4.2 nm x 2 nm. The
honeycomb mesh and the

(2 % 2) unit cell are signaled
by green and blue solid lines,
respectively. Adapted from
Fig. 5.1 of [41]

5.6 Silicene Segregated on ZrB; Thin Films

Another substrate, on which the formation of epitaxial silicene has been observed,
is a ZrB,(0001) metallic thin film of about 15-30 nm in thickness, grown in situ on
a Si(111) substrate. Initially these layers were planned to be used as intermediate
platforms for the growth of other electronic materials. However, Fleurence et al.
noticed a Si segregation to the surface of ZrB, at elevated temperatures [5]. A com-
prehensive characterization of the segregated layer, including STM measurements
and synchrotron radiation photoemission studies as well as the support from DFT
calculations demonstrated the formation of a 2D Si top-layer. The authors could show
that the observed striped structure shown in Fig. 5.11 represents an epitaxial /3 x
/3 reconstructed epitaxial silicene sheet, matching a 2 x 2 ZrB,(0001) supercell.

Although the article of Fleurence et al. [5] appeared slightly later than the report
on the formation of epitaxial silicene on Ag(111) [4], the simultaneity of these studies
is worth stressing, especially in view of the very different procedures to produce a
silicene sheet.

On-going work on the silicene ZrB, system has been reported in a review [48],
and recent results show that a single-domain epitaxial silicene sheet can be formed,
an important step forward [49].



110 G. Le Lay

—
o
S
w £ o
[= (=] [=
o =} o

N
(=]
(=]

Intensity (cps)

o
(=]

Loss Energy (meV)

Fig. 5.12 Top vignette: illustration of the growth of silicene on the iridium (111) surface (adapted
from [44]). Bottom vignette: Specular High Resolution Electron Energy Loss Spectroscopy (E, =
9 eV) of the silicene layer formed on ZrC(111) (in red) and calculated Partial Density Of States of
the vertical vibrations of silicene at the I” point (in black), broadened with a Gaussian of 1 meV
width to simulate the experimental spectrum and arbitrarily magnified for comparison (adapted
from Fig. 5.8 of [44])

5.7 Synthesis of Silicene on Other Metallic Substrates

In this section we will briefly summarize results on the synthesis of silicene single
layers on other metallic substrates.

A /3 x /3 reconstructed buckled silicene sheet matching a /7 x /7 supercell of
the substrate was observed on an Ir(111) substrate by Meng et al., see Fig. 5.12a, and
identified through LEED and STM measurements, complemented by first-principles
calculations. These calculations could confirm the 2D continuity of the adlayer, where
each pair of silicon atoms shows a covalent interaction between them [50].

Similarly, Si deposition onto a ZrC(111) substrate results in a /3 x /3 silicene
monolayer coinciding with a 2 x 2 substrate periodicity, showing a thermal stabil-
ity up to approximately 1000 K, and a relative inertness to a gas adsorption [51].
Remarkably, the phonon dispersions, measured by high resolution electron energy
loss spectroscopy (HREELS), point to the existence of a covalently bonded Si—Si
network. Here, at least one protruding Si atom exists in the unit cell, a result also
confirmed by ab initio DFT calculations, predicting a distorted silicene structure.
Especially, the dipole-active spectrum measured in the specular HREELS condition
(Fig. 5.12b) agreed very well with the calculations, verifying the proposed structure.
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Nearly three decades ago, Margaritondo and co-workers [52], in the course of
examining the “other side” of the Schottky barrier formation process, presented the
first experimental study on ordered semiconductor overlayers on single-crystal metal
surfaces.

By exploring the local electronic structure using synchrotron radiation photoe-
mission and electron energy-loss spectra, the authors found Si overlayers formed
on the clean Al(111) surfaces at RT. The LEED pattern showed a 3 x 3 periodicity
for a Si coverage between 0.6 and 1 ML, which could reflect the formation of a sil-
icene ad-layer, similarly to the successful growth of germanene by Derivaz et al. [8].
Indeed, this suggestion requires further experimental and theoretical confirmation.

We close this section with what we think could be a very exciting possibility.
Since silicene, germanene and stanene are 2D materials suggested to be topological
insulators (TIs), we propose to fabricate with them superconductor/2D TI interfaces.
Superconducting proximity effects may lead to the appearance of Majorana fermions
that could be searched for in vortices by Scanning Tunneling Spectroscopy (STS)
measurements. Recently, Jia et al. reported the detection of a Majorana zero mode
with spin selective Andreev reflection in the vortex of a TI, the topological super-
conductor of the Bi, Te3/NbSe, hetero-structure [53].

5.8 Concluding Remarks

Overall, we have described the journey from 3D bulk silicon into the silicene flatlands.
This development has sometime been harsh and strewn with pitfalls, but yet rewarding
and ending up as a very exciting endeavor. Despite the success of paving the way
for a number of novel artificial elemental two-dimensional materials, which did not
exist in nature before, many gaps are to be filled in order to find the hidden patterns
behind their formation and discoveries of new members are yet to come.

After all, the starting phase of this research has passed but the Holy Grail quest
for the long-sought Majorana fermions continues, as an exciting scenario.
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Chapter 6 ®)
Si Nanoribbons: From 1D to 3D Chack or
Nanostructures

Paola De Padova, Bruno Olivieri, Claudio Quaresima and Carlo Ottaviani

Abstract In this chapter we give an overview on the theoretical and experi-
mental investigations of one-dimensional (1D), two-dimensional (2D) and three
-dimensional (3D) Si nanoribbons (SiNRs) formed on the anisotropic Ag(110) sub-
strate surface. We start by introducing briefly free-standing silicene, a silicon layer
with Si atoms arranged in honeycomb lattice, with hexagonal Si-rings as structural
units. These hexagonal Si units are subsequently discussed as possible candidates
to explain the atomic arrangement of the experimentally synthesized Si nanoribbons
on Ag(110). This interpretation is supported by properties such as the presence of
the 1D projection of the w and w* bands, forming the so-called “Dirac cones” at
the K points of the Brillouin zone, the spz-like nature of the Si valence orbitals, and
the strong resistance against oxidation. Besides these results, the atomic structure
as well as the origin of the electronic properties of these Si nanoribbons are still
controversially debated in the literature. We address this discussion in the last part
of the chapter before summarizing it.

6.1 Introduction

The sp* hybridization of silicon (Si) atoms leads to the common covalent Si—Si
bond formation in the diamond-like crystalline Si lattice. The sp® hybridization is
the energetically favourable configuration in comparison with the sp? or the mixed
sp>-sp® hybridization, found in a honeycomb structure. This is the reason for the
missing tendency of Si to form instead strong o(1) bonds to stabilize the sp? three-
fold coordination, characteristic for carbon atoms in graphene, the two-dimensional
(2D) one-atom-thin honeycomb structure of carbon [1]. Nevertheless, it is worth
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noting that the synthesis of layered silicon atoms in inorganic crystalline systems
dates far back in time. Indeed 2D-poly[1,3,5-trihydroxocyclohexasilane], or silox-
enes, a system composed by a backbone of two-dimensional Si nearly identical to
the corrugated (111) double layers in crystalline Si terminated on one side by H
and on the opposite side by OH groups [2—6], was prepared for the first time in the
late 1863 by Wohler [2]. Siloxene was synthesized from calcium disilicide, CaSi,,
which is the only known silicide already containing the described layered Si back-
bone structure, from which intact Si layers were produced, by topochemical removal
of calcium atoms in concentrated HCI at low temperatures [3]. Many years later,
Nakano et al. prepared silicon sheets, by using another method, i.e. the chemical
exfoliation of CaSi, [7]. Other examples of Si layered in inorganic crystalline sys-
tems are the alkaline-earth-metal silicides, consisting of flat Si sheets separated by
ions of alkaline-earth-metal [8, 9].

In the following, the structural and electronic properties of the Si nanoribbons
(SiNRs) are discussed, from a theoretical point of view in Sect. 6.2, in the framework
of silicene-like units and its experimental synthesis in 1D, 2D and 3D structures in
Sect. 6.3, by self-assembly of silicon on the anisotropic Ag(110) surface. At the end,
the current debate on the existence of silicene SiNRs has been reported.

6.2 Silicene Nanoribbons: From a Theoretical Point of View

The aromatic stage of corrugated 2D Si and Ge layers [10], as well as graphitic-like
silicon [11] were theoretically predicted, already some time ago. Silicene got the
name in 2007 by Guzmdén-Verri and Lew Yan Voon [12] as a single layer of silicon
atom packed into a honeycomb lattice. It was considered the counterpart of graphene,
mainly due to its calculated electronic properties, for flat [13] or low-buckled [14, 15]
two-dimensional honeycomb graphene-like lattices of free-standing Si. Similarly to
graphene, free-standing silicene exhibits Dirac cone-like features in the electronic
dispersion, where charge carriers behave like massless Dirac fermions due to its
and m* bands, around the K point, crossing at the Fermi level linearly [13, 14]. In
addition to these fundamental properties, bare and hydrogen passivated nanoribbons
of Si (SiNRs) showed remarkable similar electronic properties and magnetic char-
acteristics, size and orientation dependent (zigzag Si nanoribbons are ferromagnetic
(FM) with a FM state of 1.62 wg) [14, 15].

In the last few years, many other theoretical papers on free-standing silicene
nanoribbons, either in zigzag (ZSiNRs) or armchair (ASiNRs) configurations, have
been reported. ASiNRs were found to be metallic or semiconducting, depending
on their width, while ZSiNRs are antiferromagnetic semiconductors [16], which, in
addition, under a transverse electric field, become semi-metals, showing that they
have both rich electronic and magnetic properties. On the other hand, it was shown
that for hydrogen terminated zigzag and armchair SiNRs edges, the length of the Si—-H
bond is always 0.15 nm, but the edge Si—Si bonds are shorter than the inner ones with
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identical orientation, leading to a contraction of edge Si atoms [17]. This casts the
interesting result that in broader ZSiNRs, an edge state can appear at the Fermi level,
whereas it does not in all ASiNRs due to their dimer Si—Si edge [17]. In the same way,
the predicted electronic properties of hydrogenated silicene (called “silicane”) show
that an energy gap opens in silicene, making it a wide band-gap semiconductor [18]
(see also Sect. 6.3.2). This could be an important ingredient to tune the properties
of electronic and spintronic nano-devices. In fact, quite remarkably, a giant magne-
toresistance was predicted in ZSiNRs connected to two semi-infinite armchair-edged
silicene electrodes, through switch of the edge spins direction of ZSiNRs, with the
spin-efficiency sign-changeable by bias voltage [19].

Another intriguing issue is the effect of n-type and p-type doping on the SiNRs
lattice structure, the electronic structure, the phonon spectrum, and the electron-
phonon coupling, studied by first principle calculations [20]. Although the lattice is
found to be very sensitive to the carrier concentration, it was stable in a wide carrier
distribution [20]. ASiNRs [21], as well as ZSiNRs [22] substitutionally doped with
single and double N or B atoms located at various sites ranging from the edge to the
centre of the ribbon, have given that the doping is favourable at the edges of both
ribbons [21, 22], making the SiNRs act as a selective tool for chemical species. In
addition, N and B doping can strongly affect the electronic and magnetic properties
of ZSiNRs [22], demonstrating how easy it could be to manipulate their physical
properties by doping.

One of the most amazing properties of silicene NRs are their topological non-
trivial characteristics. Silicene NRs could be topological insulators, a new state of
quantum matter, characterized by a full insulating gap in the bulk and gapless, topo-
logically protected edges on the surface [23, 24]. For ZSiNRs studied using ab initio
simulating methods [24], novel structure properties affected by several factors, such
as spin orbit coupling (SOC), spin polarization, and extended topological defects,
were recently found [24]. The role of the SOC is very significant because it produces
spin-dependent energy gaps in the electronic structure [24]. In the same way, the
effect of many body correlation on spin and charge excitation in zigzag honeycomb
nanoribbons, modelled within the Hubbard Hamiltonian, lead to a reduced spin gap
and an increased charge gap, thus indicating the possibility of spin filtering applica-
tions [25]. Another opportunity to model the electronic and magnetic properties (for
both ZSiNRs and ASiNRs) is offered by hybrid system, such as silicane—silicene
nanoribbons [26]. Furthermore, first-principles calculation combined with quantum
scattering theory showed that ribbons of silicene are DNA selective, leading to poten-
tial cheap and portable sensing device for DNA sequencing [27].

The first calculations on low dimensional Si structure supported by a substrate,
which was appropriately included into the calculation scheme, were performed on
Si nanoribbons epitaxially grown on the anisotropic Ag(110) surface [28], in order
to deduce their atomic structure. These DFT calculations, obtained within General
Gradient Approximation (GGA), provided a model basically constituted by an arched
honeycomb structure of Si atoms, with Si—Si bond length of 0.223 nm, anchored
along their length [1-10] on the Ag(110) surface, indicating a silicene-like structure,
mediated by the silver substrate [28].
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6.3 The Birth of SiNRs: 1D, 2D and 3D Silicene
Nano-structures on Ag(110)

So far, 1D isolated SiNRs, called hereafter i-SiNRs, 2D grating of Si nanoribbons
and 3D multilayer SiNRs were experimentally synthesised [29-38], through epitaxial
growth of Si on the oriented Ag(110) surface, used as a template.

6.3.1 Isolated SiNRs and Nanodots

The i-SiNRs with a width of typically 1.6 (or 0.8) nm were obtained at room tem-
perature (RT) by deposition of about 0.5 monolayer (ML) of silicon onto the clean
Ag(110) surface [29, 31, 33-38]. These 1D nano-objects have typically a length of
several ten nanometres and are aligned along the [-110] direction, parallel to each
other (see Fig. 6.1a). Their lengths can vary from small values like 1.5 nm to more
than 30 nm, with a maximum height of ~0.2 nm. For a short length of approximately
1.5 nm these structures are better described as nanodots.

LEED, E= 75 eV

\‘ 1#10)

1 4nm

Fig. 6.1 LEED patterns and STM images measured on isolated SiNRs. a and on ordered 5 x 2
SiNRs array. b The LEED patterns are measured at an energy of 75 eV. The STM image sizes
and tunnelling parameters are: a 7 x 7 nmz; VS=—18V;I=12nA;b7 x 7nm%; VS=—1.1 Vv,
I =1.0 nA. Adapted from Fig. 6.1 of [36]
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In both, real and reciprocal space, as probed by STM and LEED measurements,
SiNRs show a twofold periodicity along the Ag[-110] direction (i.e., twice the Ag
lattice constant, aag-110y)- In the perpendicular [001] direction no long-range order is
found, due to different separation gaps between adjacent SiNRs within the ensemble
of parallel Si ribbons [29, 38].

We note that one of the interesting properties of these SiNRs is the symmetry
breaking across their widths. This leads to two self-assembling chiral species, in
large left-handed and right-handed magnetic-like domains. Additionally, they show
astrong metallic character observed by high-resolution synchrotron-based photoelec-
tron spectroscopy measurements or by scanning tunnelling spectroscopy (STS) [31].

6.3.2 Two-Dimensional Array of SiNRs

Silicon nanoribbons grown on Ag(110) at about 520 K self-assemble by lateral
compaction of the 1D Si ribbons to form, on a macroscopic scale, a 2D array with
pitches of only 2 nm or 1.2 nm, for 1.6 or 0.8 nm wide SiNRs, respectively [30, 38].
These dense-SiNRs arrays display eithera5 x 2/5 x 4 periodicity in LEED patterns
for 1.6 nm wide SiNRs or a 3 x 2 periodicity for 0.8 wide SiNRs, depending on the
substrate temperature during growth. The fourfold (x4) periodicity is the one of the
inner protrusions within the SiNRs along the [1-10] Ag direction.

In Fig. 6.1a the LEED (a) patterns and filled-states STM images measured on
0.8 nm wide isolated SiNRs are displayed and in (b) for the ordered 5 x 2 array with
1.6 nm wide ribbons, adapted from [36]. A comparative structural and electronic
study of both, atomic and molecular hydrogen interaction with isolated versus ordered
silicon nanoribbons grown on Ag(110) at RT was carried out by Dévila et al. [36]. The
hydrogen absorption process and hydrogenation mechanism were found similar in
both cases, i.e. forisolated or 5 x 2/5 x 4 ordered SiNRs. Atomic hydrogen strongly
interacted with each silicon atom, whereas molecular hydrogen has to dissociate first,
activating an etching process of the SiNRs, which forms volatile SiHy species [36].

On both isolated SiNRs and a dense array of SiNRs electron reflection energy
loss spectroscopy at the Si K absorption edge (1.840 keV) show the presence of
threefold Si—Si o bonds [34]. This is confirmed by the very low reactivity to molecular
oxygen, which underlines the formation of less reactive sp>-like Si valence orbitals
in nanoribbons [34].

6.4 Oxidation of Isolated SiNRs on Ag(110)

The oxidation of i-SiNRs by exposure to oxygen under ultra-high vacuum (UHV)
conditions shows to be an interesting physical process [35]. Figure 6.2 displays a
14.3 x 14.3 nm? filled-states STM image, after a deposition of ~0.5 ML Si at RT
on the Ag(110) surface and exposure to a 30 Langmuir (1 L =1 x 107 Torr per
1s) dose of oxygen [35]. The high resolution STM image shows how the massively
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Fig. 6.2 14.3 x 14.3 nm? filled-states STM image (V = —1.8 V; I = 1.2 nA) of SiNRs exposed to
30 Lof O, (centre panel). The selected areas on STM image (black and red circles) denote where
I-V characteristics are measured: on clean (left panel) and oxidized (right panel) SiNRs. Adapted
from Fig. 6.4 of [35]

parallel SiNRs, all aligned along the [-110] direction of the Ag(110) surface, oxidize
starting from their ends, described as the so-called “burning match’ oxidation process
[35]. It can be observed that the ends that terminate the clean SiNRs are drastically
modified after oxygen exposure, showing some black voids or hollow sites (marked
by circled in Fig. 6.2), indicating the onset of the oxidation process. Only these ribbon
terminations are involved in the oxidation process at the beginning, whereas almost
the entire rest of the SINRs remain unchanged.

Atahigher oxygen exposure (300 L), the oxidation of the SiNRs proceeds progres-
sively from their ends along the ribbon, indicating an atomic structure modification
preferably developing along the 1D ribbons. This SiNRs oxidation acts like a burst-
ing-match process, where the terminating ends of the SiNRs can be considered as
the head of the match, which reacts with the oxygen atoms. It is noteworthy that
the terminating ends of the SiNRs act as the seeds of the starting oxidation process,
probably due to the localization of strongly reactive dangling bonds or defects at the
ends, which then propagates along the ribbons like a flame front.

To analyze the structure modification STS measurements were carried out on both
the clean and the oxidized parts of the SiNRs, separated by the interface between
them [35].

The left and the right panel in Fig. 6.2 display the corresponding I(V) spectra
measured for the clean and the oxidized regions of the SiNRs, respectively. On the
initially not oxidized part of the SiNRs, a metallic characteristic is found with rather
high currents in the nA range. On the other hand, the I(V) curve acquired on the
oxidized parts of the SiNRs shows a semiconducting behavior with much smaller
tunneling currents in the pA range, and a gap of about 0.35 V. This behavior is an



6 Si Nanoribbons: From 1D to 3D Nanostructures 121

indication for the formation of a transverse internal nano-junction between the clean
and the oxidized parts of the SiNRs.

We note that, in the case of the dense 2D arrays of SiNRs the oxidation process
starts only at high oxygen exposures, around 10* times higher if compared with the
dose where bulk Si surfaces oxidize. This demonstrates the strong resistance of the
dense SiNRs towards oxidation, underlining a sp? character of the Si—Si bonds.

6.5 Electronic Properties of 1D SiNRs and 2D Arrays
of SiNRs

The electronic properties of the described 1D and 2D SiNRs were studied by angle-
resolved photoemission spectroscopy (ARPES) [32, 38], allowing to identify states
corresponding to the one-dimensional projection of the m* (upper branch) and
(lower branch) bands, forming the Dirac cones at the K points of the BZ.

This interpretation is consistent with zigzag Si nanoribbons consisting of hexag-
onal silicene-like units aligned along the ribbon axis (i.e., the Ag[1-10] direction),
where 4 Ag-Ag nearest neighbour distances match 3 Si—Si 2nd neighbour distances.
Therefore, a k value of 1.09 A~! v corresponds to the X point of the Ag surface BZ,
whichleadstoal’ — K value for silicene given by (4 x 1)/(3 X /3 x dsi_s;), which
yields a nearest neighbour bond length of dg;_s; = 0.224 nm within the hexagons of the
honeycomb lattice [32, 38]. This is in excellent agreement with the real space values
reported above and the mean Si—Si distance dg;_g; of the honeycomb-like structure
from the DFT-GGA calculations [28].

6.6 Multilayer SiNRs

Besides the 1D SiNRs and their 2D arrays also stacked ribbons can form on the
Ag(110) surface. Figure 6.3a displays a filled-states STM image showing these mul-
tilayer SiNRs, which can be seen as 3D Si nanostructures, in the following termed as
3D SiNRs [39]. As in the case of 2D dense arrays of SiNRs the 3D SiNRs are grown
at a substrate temperature of ~470 K on the Ag(110) surface and are also all aligned
along the [1-10] direction of the Ag(110) surface. The 3D SiNRs have widths which
vary between 10 and 30 nm and heights between 2 and 5 nm and the lengths can
exceed more than several hundred nanometers [39]. The line marked L in Fig. 6.3a
shows for example a 3D SiNR with a length of approximately 500 nm. These thick
multilayer SiNRs are regular stacks of silicon layers with a pyramidal cross section.
All successive layers correspond to a step height of h ~ 0.29 nm.

It is interesting to note that, the entire Ag(110) surface is covered by a layer of
single atom-thin SiNRs in the regions between those multilayer SiNRs. This shows
that this layer, monolayer SiNRs acts as a template for the subsequent growth of the
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Fig. 6.3 a 400 x 400 nm? STM image (V = —0.6; I = 1 nA) of an ensemble of multilayer-thick
SiNRs on Ag(110), L marks a length of ~500 nm. b 30 x 20 nm? STM 3D view (V = 0.2; 1 = 0.1
nA). Adapted from Fig. 6.1 of [39]

3D multilayer SiNRs. The Si atoms in the top layer of the 3D SiNRS show s similar
arrangement with a5 x 4 unit cell as those within the atom-thin SiNRs located at their
bottom, indicated by the two ovals in Fig. 6.3b. This observation is also supported
by LEED and RHEED measurements, which show a very clear 5 x 4 pattern [39].

Figure 6.4 displays ARPES measurements of the electronic dispersion from the
3D multilayer 5 x 4 SiNRs recorded along their lengths, i.e. along the Ag[1-10]
direction. Two types of linearly dispersing bands can be seen, one with a A-like
shape (bottom) and one with a V-like shape crossing the Fermi level (top). These
bands are separated by a small gap of about 0.14 eV around 0.72 eV below Eg. These
bands are located in an electronic gap of the Ag(110) surface and centred at k;, value
of 1.087 A~' i.e., exactly at the X point of the 1D Brillouin zone for atom-thin SiNRs.
The bands correspond to the 1D projection of t* (upper band) and 1t (lower band)
bands, similar to the Dirac cones in multilayer silicene [39].

It could be argued that the observed bands result from the layer of atom-thin
SiNRs between the 3D multilayer ribbons. However, for the latter a gap of ~0.56 eV,
centred at 0.62 eV below E was found, which clearly differs from the results shown
in Fig. 6.4. The upward shift and the closing of the gap of the 3D multilayer ribbons
with respect to the array of atom-thin SiNRs is attributed to the increasing separation
of the Si layers from the Ag(110) substrate and thus a lowering of the interaction
with the substrate.
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Fig. 6.4 ARPES intensities 3D SiNRs
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6.7 Discussion

The results shown above demonstrate that the SiNRS formed epitaxially on the
Ag(110) surface show properties that clearly differ from the properties of diamond-
like bulk Si. The Si atoms in the SiNRS have a sp>-like hybridization character, are
less chemically reactive, and show two linear m* and m electronic bands, similar to
a Dirac cone. This motivated the suggestion of an atomic structure model for these
ribbons, based on silicene-like hexagonal Si-rings. However, this explanation of the
SiNRs by a silicene-like structure has also been questioned in the literature based on
other results.

Recently, it has been suggested that the SiNRs growth on Ag(110) induce a recon-
struction of the Ag(110) surface underneath the ribbons, associated with a missing
row in the Ag layer [40]. In this case Ag atoms are released from the surface, induced
by the growth of Si nanoribbons. Hence, the SiNRs are explained by a Si induced
reconstruction of the Ag(110) surface, challenging the structural interpretation of the
SiNRs within the framework of silicene. However, this model does not explain the
sp?-like hybridization of the Si atoms or the linear electronic bands.

In situ Raman spectroscopy results obtained on the 2D array of SiNRs grown on
Ag(110) show four vibrational modes at 459, 440, 266, and 220 cm~! [41]. These
modes differ from the calculated phonon modes of free-standing silicene layers
obtained by first-principles calculations, which demonstrate an intense (G-like) peak
at 575 cm~! [42] and also from the L(T)O mode of bulk Si at 520 cm~'. However,
the comparison with 2D silicene is problematic because the anisotropic structure of
the ribbons would certainly alter the vibrational properties. Additionally the SiNRs
interact with the Ag(110) substrate which can also modify the vibrational signature
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(see also Chap. 7). Therefore, the experimental Raman results do not exclude the
explanation of the SiNRs as silicene-like structures, unambiguously.

Furthermore, silicon-induced faceting at the Ag(110) surface was investigated by
STM, LEED and DFT calculations upon silicon deposition at temperatures above
460 K (up to 550 K) [43]. This temperature was high enough to allow Ag atoms to
migrate or Si atom to diffuse into the Ag substrate. Two different kinds of nanos-
tructures were described to be formed by these processes such as nanodikes and
nanotrenches, protruded from or engraved on the Ag(110) substrate, respectively.
Nanodikes and nanotrenches were found to be the result of silver faceting stabilized
by Si atoms. It has been suggested, that these nanostructures could explain the for-
mation of the 3D multilayer-thick SiNRs shown in Fig. 6.3 [43]. However, it is worth
noting that the 3D SiNRs (in Fig. 6.3) are not in agreement with the configuration of
the nanodikes because their lateral compaction (width separation between NRs) and
depth between the NRs are not consistent with their height, if considered caused by
Ag atoms.

The optical properties of Si nanoribbons grown on Ag(110) at 450 K at com-
pletion of the first Si overlayer were determined by in situ differential reflectance
spectroscopy [44]. Here, it is found that the optical response appears to be quite
different from what is expected for a layer of silicene but very similar to the dielec-
tric function of amorphous silicon. This is in clear contradiction to the well-attested
well-ordered 5 x 2 /5 x 4 periodicity of SiNRs [29, 30, 38].

Very recently, another honeycomb-based armchair model, different to the one
discussed before, was proposed for the atomic structure of both 1D and 2D Silicene
nanoribbons [45, 46]. The atomic structure of these structures was determined by
first principles calculations for both 1.0 and 2.0 nm wide SiNRs, as shown in Fig. 6.5
(adapted from Fig. 6.2 of [45]). In panel (a) the calculated partial density of states is
shown, demonstrate quite similar electronic properties for both structures. Panel (b)
shows side view top view for the two structures. The light blue balls are the topmost
Ag atoms and the dark blue balls are the underlying Ag atoms. Red balls indicate
upper buckled Si atoms, which can be probed by STM and the yellow balls the other
Si atoms. In panel (c) the simulated (black and white) STM images are compared to
the experimental (colour) STM images at different bias voltages.

The two different structures in panel (b) were found to show the best agreement
with the experimental STM images. Interestingly, for both structures the central part
of the nanoribbons is composed of perfect honeycomb units, extending along the
[1-10] direction of Ag. The edges of both structures have armchair configurations,
which are reconstructed. However, the good agreement of the STM images is not
enough evidence for an unambiguous proof that these models explain the experimen-
tally observed SiNRs. Furthermore, these models do not explain the experimentally
observed electronic structures reported above. On the other hand, these electronic
properties are strictly compatible with a zigzag honeycomb arrangement along the
[-110] Ag(110) direction for isolated SiNRs, the dense 2D array of SiNRs and 3D
SiNRs [39].

Finally, it was also suggested that an atomic structure model where Ag atoms are
included in the Si nanoribbons could explain the experimentally observed ribbon on
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Fig. 6.5 Panel a Calculated partial density of states of the relaxed SiNRs without Ag(110) for 1.0 nm
and 2.0 nm wide SiNRs, respectively. Panel b Left: top and side view of the relaxed structural model
of 1.0 nm wide SiNRs on top of Ag(110); Panel b Right: top and side view of the relaxed structural
model of 2.0 nm wide SiNRs on top of Ag(110). Light blue balls: topmost Ag atoms; dark blue
balls: underlying Ag atoms; red balls: upper buckled silicon atoms that can be probed by STM;
yellow balls: other silicon atoms. Panel ¢ Simulated (black and white) STM images compared with
the experimental (color) STM images at different bias voltages. Adapted from Fig. 6.2 of [45]
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the Ag surface. These results are based on a combination of STM results and total-
energy calculations within DFT [47]. An experimental proof for the incorporation
of Ag atoms in the ribbons is so far missing.

This discussion shows, that up today, several different models have been proposed
as alternative atomic model for the observed SiNRs, which differ from the silicene-
like arrangements [40, 41, 43—47]. However, any model for the SiNRs needs to
explain the experimental results, in particular the origin of Dirac-cone-like features
for these ribbons, apparent in ARPES measurements. We underline, that other DFT
calculations attribute the origin of these bands stem from the silver substrate and not
the SiNRs, as an effect of band folding induced by the Si overlayer periodicity [48].

A model, very different from the ones discussed so far, was proposed recently by
Cerdaet al. based on DFT calculations [49]. The authors propose a unique pentagonal
arrangement of the Si atoms within single- and double-strand SiNRs sitting along
a missing row reconstructed Ag(110) surface. The constitutive Si pentamers, could
reflect a one-dimensional form of pentasilicene, the analogue of the conjectured, but
not yet synthesized, 2D pentagraphene [50]. This structure model has been supported
by both synchrotron radiation SXRD and photoelectron diffraction measurements
[51, 52]. This gives hopes that the puzzling search for an atomic structure model of
these arrays of parallel SiNRs [29] might finally be solved, long time after they were
first reported.
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6.8 Summary

The content of this chapter deals with the silicon nanoribbons epitaxially grown on
Ag(110) starting from their discovery up to today. We have looked over the most
significant literature on these Si-based nanoribbons, including isolated (1D) SiNRs,
dense 2D arrays of SiNRs nd 3D SiNRs, in order to review the currently ongoing
debate, concerning the correct structure model for these ribbons. Particular attention
has been paid to the further prospects about the theoretical predicted potential of this
novel material system for smart devices, such as spintronic or DNA sensing devices.
Free-standing and supported Si nanoribbons were revised from a theoretical point
of view by including the precursor Si chemical exfoliated Si layer from the CaSi,
sample.

We emphasize that several atomic arrangements for these SiNRs were proposed,
but now a pentagonal moiety model that takes into account all the experimental
results appears to finally explain these Si nanoribbons.
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Chapter 7 ®
Properties of Monolayer Silicene e
on Ag(111)

Patrick Vogt

Abstract The expected properties of silicene and their theoretical background have
already been discussed in Chaps. 1-3 and the different ways to synthesize this new 2D
material in Chap. 5. It has already been mentioned that such a synthesis requires an
adequate substrate material to accommodate the formation of a one-atom-thin silicon
layer. Such a material is silver, in particular the Ag(111) surface plane. In this chapter
the formation and properties of silicene formed epitaxially on the Ag(111)(1 x 1)
surface are discussed. We will see that the properties of these silicene layers are
modified with respect to the ones of free-standing silicene, due to the interaction
with the substrate. For this reason we will refer to it as epitaxial silicene and look in
detail at its two-dimensional (2D) character. A more detailed look at the formation of
Si layers on Ag(111) shows that, depending on the specific preparation conditions,
several 2D Si phase can be formed. Differences and similarities of these structures
will be discussed. Furthermore, we will draw the intention on the chemical and
temperature stability of these epitaxial silicene layers and unveil the limits for the
silicene formation.

7.1 Introduction

The advent of graphene in 2004 can surely be seen as the foundation of the new
class of two-dimensional (2D) materials. This was achieved by peeling off single
graphene layers from a parent graphite crystal using a piece of sticky tape. In partic-
ular the unique electronic, optical, and mechanical properties of this first 2D material
member have been responsible for its tremendous impact in research. One of these
outstanding properties is the linear dispersion at the graphene K points, featuring
conical bands for electrons and holes which meet each other at the Fermi level and
form the so-called “Dirac cones”. As a consequence, the charge carriers behave
like massless particles, which allows very high predicted mobilities, important for
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graphene’s technological applicability. Accordingly, the crucial work of Andre Geim
and Konstantin Novoselov, that initiated this success, was awarded the Nobel Prize
in Physics in 2010.

Since this discovery researches have been trying to find or create other two-
dimensional materials with possibly similar properties. In particular the group-IV
elements of the periodic table, such as silicon, germanium and tin, have been seen
as good candidates to form also 2D-lattices besides their well-known 3D crystalline
allotropes. The 2D silicon equivalent of graphene was already mentioned in a theo-
retical study by Takeda and Shiraishi in 1994, around 10 years prior to the discovery
(or re-discovery) of graphene [1]. In 2007 the name “silicene” for such 2D Si sheets
was created by Guzman-Verri and Yan Voon in another theoretical publication [2].

The main message of these theoretical studies was that a one-atom-thin hexagonal
arrangement of Si atoms in a honeycomb structure is energetically stable, if it existed.
However, these theoretical investigations do not say if and in which way this 2D
material can be grown or synthesised. Moreover, its energetic stability does not
necessarily imply its real existence. A 3D equivalent to graphite has not been found
for silicon and purely 2D silicene layers cannot be generated by exfoliation methods
but have to be synthesized by means of more sophisticated methods. In Chap.5 it
is shown, that a promising concept to synthesize silicene is the deposition of Si on
a metal substrate, which does not interact with the Si atoms and form a silicide.
A metal that fulfils this requirement is silver, and it is shown in Chap.6 that Si
nanoribbons (SiNRs) can be grown on Ag(110) substrates [3—7]. Even though the
atomic structure of these Si nanoribbons has been discussed controversially for many
years, it was found hat the ribbons are composed of Si atoms only, in a more sp?-like
hybridized state, a prerequisite for the formation of a real 2D structure.' In order to
grow real two-dimensional silicene sheets, the Ag(111) surface seems to be better
suited compared to Ag(110) because it has a 6-fold symmetry that better facilitates
and supports the formation of a honeycomb Si ad-layer.

The successful growth of silicene was reported in 2012 using a Ag(111) single
crystal substrate [9—11], ZrB, [12], and later Ir(111) [13] templates. In contrast to
graphene, these silicene layers show a low buckling along the bonds of adjacent Si
atoms, i.e. a not fully planar structure. The reason for this buckling is the fact that
Si atoms energetically prefer an sp? rather than an sp? hybridisation. However, first
principles calculations based on density functional theory (DFT) demonstrated that
a low buckling does not influence the electronic properties of free-standing silicene
layers, preserving the linear electronic dispersion at the K points of the Brillouin-
zone [14, 15]. We will see below that the interaction with the Ag substrate has a
much stronger impact on the properties of the 2D layer.

In this chapter the formation and properties of silicene formed epitaxially on
the Ag(111)(1 x 1) surface are discussed. The chapter is focused on Ag(111) as a
substrate only, because it is by far the most used substrate material for the growth

In the meantime a model has been suggested, which is based on a pentagonal arrangement of
Si atoms in interconnected rings, forming the SiNRs along the missing rows of the reconstructed
Ag(110) surface [8].
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of silicene and it is the subject of most theoretical investigations. It will be shown
that the properties of these silicene layers on Ag(111) are modified with respect to
the ones of free-standing silicene, due to the interaction with the substrate. For this
reason we will refer to it as epitaxial silicene and look in detail at its two-dimensional
(2D) character. A more detailed analysis of the formation of Si layers on Ag(111)
shows that, depending on the specific preparation conditions, several silicene and
2D Si phases can be formed. Differences and similarities of these structures will
be discussed in terms of their symmetries and fundamental structural, electronic
and vibrational properties. Finally, we will draw the intention on the chemical and
temperature stability of these epitaxial silicene layers and unveil the limits for the
silicene formation.

7.2 [Expected Properties of Epitaxial Silicene

One of the main differences of a 2D form of silicon in comparison to diamond-like
bulk silicon is the different hybridisation state, changing form sp? to sp? or some
where in between, i.e. sp?/sp>-like. Determination of the Si atom hybridisation
therefore allows us to identify the formation of 2D epitaxial silicene on Ag(111).
The hybridisation can experimentally be determined by diffraction methods, such as
electron or X-ray diffraction, by analysing the geometric structure of the layer. This
yields the angles of the bonds between nearest-neighbour Si atoms which directly
allows the determination of the hybridisation. In the case of a sp® hybridisation 3s
and 1 p orbital form 4 fully equivalent sp> orbitals, equally distanced from each other
in a tetragonal configuration, which results in angles « between each two orbitals
of 109.5°. For an sp? configuration 2s and 1p orbital 3sp? hybrid orbitals, located
in the same plane with angles v of 120° between them. A hybridisation somewhere
between sp? and sp? can then be identified by an angle between 109.5° and 120°.
Besides diffraction methods also DFT calculations the verification of the bond angles
and thus the hybridisation, if the correct model for the layered structure is considered.

Besides the bond angle also the bond length between the Si atoms is an important
property of a 2D Si layer. This bond length was found to have a value of 0.225 nm or
0.226 nm for free-standing silicene, by Cahangirov et al. [14] and by Houssa et al.,
respectively, both as results of DFT calculations. These values are only approximately
5% smaller than the distance in bulk silicon (0.235 nm) and a bit larger than twice the
covalent radius of silicon of 0.22 nm. Si atoms with an sp? hybridisation are found in
Si=Si double bonds of disilenes (e.g. H,Si=SiH;), where the bond length has values
between 0.214 and 0.229nm [16, 17]. It is therefore reasonable to expect that the
Si-Si bond length in epitaxial silicene with an sp?/sp*® character of the Si atoms
should be found between 0.22 and 0.24 nm, i.e. somewhere between purely sp? or
sp> hybridized Si atoms.

Additional to these structural properties, a free-standing layer should also show
unique electronic properties, in particular a linear dispersion at the silicene K point. It
was demonstrated by Cahangirov et al. that free-standing silicene shows such a linear
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dispersion, even for the case of a low buckling within the layer [14]. It can be assumed
that these electronic properties should be preserved also for an epitaxial silicene layer
on a substrate material, if not significantly altered by the interaction between the two.
Structural modification of the 2D layer, charge transfer or the dielectric environment
might influence the electronic properties. We will see below that such an interaction
plays indeed a significant role for these properties of an epitaxial silicene sheet on
the Ag(111) surface.

Contrary to the electronic properties the vibrational properties are more robust and
should also show a two-dimensional character of the Si layer even if the interaction
with the substrate cannot be neglected. By forming a 2D layer the phonon properties
should fundamentally alter if compared to bulk Si. The optical phonon spectrum of
the latter is characterized by the well-known triple degenerate L(T)O mode at about
520cm™~" at the I" point [19]. In the 2D layer, this degeneracy is partly lifted since
for the out-of-plane transversal optical (TO) phonon (i.e. the motion of the atoms
would be perpendicular to the layer) the frequency should significantly shift towards
lower frequencies. Perpendicular to the plane the atoms have no bonding partners
which reduces the restoring force and thus lowers the frequency.? For the in-plane
modes the restoring force gets stronger because of the additional 7 bond, associated
with an sp? hybridisation. Hence, the triple degeneracy of the L(T)O mode is lifted
and an out-of-plane phonon mode can be distinguished. A similar behaviour is found
for graphene in comparison to 3D diamond [20].

These considerations show that a number of physical properties allow the identi-
fication the two-dimensional character of an epitaxial silicene layer. Of course, many
more effects or properties would settle the two-dimensionality, such as the topolog-
ical properties described in Chap. 2, but these properties are generally dependent to
the structural, electronic and vibrational properties. Hence, the investigation of the
latter gives already fundamental insight into the 2D character of epitaxial silicene.

7.3 Formation of 2D Si-Structures on Ag(111)

In Chap.5 the growth of Si on the Ag(111) surface is described in detail and it is
shown that it follows a 2D growth mode. To obtain nicely ordered 2D Si islands which
eventually from 2D layers with increasing deposition the Ag substrate should have
a well-defined surface structure. Well ordered Ag(111)(1 x 1) surfaces are usually
prepared by Ar™ ion-sputtering followed by annealing at a temperature around 550 °C
for approximately 30 min in order to “heal” the surface from roughness and defects
created by the sputtering. Then Si is deposited on the clean substrate surface by
evaporation from a heated Si-wafer as described in Chap.5. In Fig.7.1 the LEED

2In a simple linear chain model of harmonic oscillators the frequency w is given proportional to
D

> where D is the spring constant and m the mass.
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(a)

Fig. 7.1 The Ag(111)(1 x 1) surface. a LEED pattern recorded on the same surface. The circle
indicates the first order 1 x 1 diffraction spot, the unit cell is marked by the rhombus. b STM image
(Upias = —1.0V, I = 1.08 nA) of Ag(111)(1 x 1)

diffraction pattern (a) and the related STM image (b) of the Ag(111)(1 x 1) surface
are shown. The STM image shows a well-ordered atomic arrangement of this surface,
where the bright protrusions indicate the position of top layer Ag atoms. The sharp
intense spots of the 1 x 1 LEED pattern point to a good long-range order.

If Si is deposited of these ordered Ag(111) surfaces several different silicene
symmetries have been reported, which strongly depend on the preparation conditions,
and above all on the substrate temperature during the silicene formation [9-11, 21—
23]. Among those Si atomic layers, the best investigated superstructure has a (4 x 4)
symmetry with respect to the Ag(111) surface unit cell and refers to a 2D honeycomb
epitaxial silicene layer [9-11]. Various experimental techniques have been applied
to study this structure and substantiate its interpretation as silicene, such as scanning
tunnelling microscopy and spectroscopy (STM and STS), atomic force microscopy
(nc-AFM), electron and positron diffraction, photoemission spectroscopy and Raman
spectroscopy [9-11, 18, 21, 24-29].

Other 2D Si ad-layer have (v/13 x v/13)R £ 13.9° and (2/3 x 2+/3) symme-
tries with respect to the Ag(111)(1 x 1) surface. Not all of these 2D Si structures
are fully understood but recent in situ Raman and tip-enhanced Raman (TERS)
results demonstrate their similarities to the (4 x 4) phase [30, 31]. While, the
well-ordered (/13 x +/13)R =+ 13.9° Si reconstruction (existing in four differently
rotated domains) is described as rotated silicene with respect to the (4 x 4) recon-
struction, the (24/3 x 2+/3) structure shows some inherent disorder in STM images.
Additionally, the possible incorporation of Ag-atoms in these structure was suggested
[32, 33], a structure that would, of course, not be in agreement with the interpretation
as silicene.
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7.3.1 Temperature-Dependence of the Si Growth on Ag(111)

The substrate temperature during the Si deposition on the Ag(111) surface plays
a key role for the formation of the 2D Si-layer [9-11, 21-23]. If the deposition
temperatures is below approximately 180 °C Si does not form any ordered structures
on the Ag(111) template but only the formation of cluster-like Si structures. These
clusters do not show any internal order and have very irregular edges. In Fig.7.2a, a
filled states STM image is shown, measured after deposition of about 0.05 monolayer
(ML) of Si at room temperature (RT). The Ag(111) surface is atomically flat with
homogeneously distributed Si clusters. If the amount of Si on the surface increases to
0.1 ML the size and the number of the clusters increase too, but an additional regular
corrugation within the clusters is not observed by STM. This agrees also with LEED
observations in Fig.7.2c, showing no additional diffraction spots besides the ones
of the Ag(111)(1 x 1) reconstruction, even for the deposition of Si equivalent to a
complete ML. Raman spectra recorded after such Si deposition at room temperature
give rise to a broad phonon band centred around 480cm~! with a full width at
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Fig. 7.2 STM image (Upjas = —1.0 V, I = 1.08 nA) after deposition of a nominal 0.05 ML and
b nominal 0.10 ML of Si onto the Ag(111) surface at room temperature. ¢ LEED pattern of the
sample shown in (b). Only diffuse 1 x 1 spots of the Ag(111) surface can be seen (black circle).
d Raman spectra after deposition of 1 ML and 5 ML Si on Ag(111) at room temperature, showing
the signature of amorphous Si. e Raman spectra after deposition of 1 ML Si on Ag(111) at room
temperature and at 150°. Both show a very similar line shape, characteristic for a-Si (d and e
adopted from [18])
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half maximum (FWHM) of 78 cm™! accompanied by a weak shoulder at the lower
frequency side [18]. This line shape is similar to the one of amorphous silicon (a-Si)
which usually also shows less intense Raman modes around 150 and 300 cm™! [34—
36]. However, because of the low deposition rate the absence of these less intense
modes is expected. If the deposition of Si at RT is continued up to ~5 ML these
two modes slowly evolve and the Raman spectrum becomes identical to the one of
a-Si (Fig.7.2d). These results demonstrate that the cluster-like structures observed in
the STM image are associated with a-Si clusters. This picture does not change even
for higher deposition temperature up to approximately 150 °C, where the Raman
spectrum still shows the signature of a-Si (Fig.7.2e).

It was suggested that Si atoms impinging at RT on the Ag(111) surface can pen-
etrate the latter and exchange Ag atoms within the first atomic Ag layer. In this way
the Si atoms would act as seeds for the growth of recessed reconstructed Si-islands
including the formation of Si-Ag bonds [37]. According to [37] this process will pro-
ceed more rapidly as the size of the embedded islands increases. The LEED, STM
and Raman results contradict these assumptions and demonstrate that the RT depo-
sition only leads to the formation of a-Si clusters. In particular, the Raman results
give no indication for the formation of Si-Ag bonds at room temperature. Formation
of such bonds would also be associated with Raman modes at lower wavenumbers
around 90 cm~! [38], which is not observed (Fig.7.2d). These results underline the
assumption that Si atoms do not favour the intermixing with Ag atoms to form a sili-
cide, as discussed in Chap. 5. Hence, the Ag(111) surface represents an appropriate
substrate for the possible synthesis of silicene.

If the substrate temperature during the Si deposition is higher than 150°C
but does not exceed 300°C ordered 2D Si phases can form on the silver sur-
face. The STM images in Fig.7.3 show an overview of these different Si struc-
tures, depending on the growth temperature. At a substrate temperature around
180°C and a Si deposition of 0.1 ML the Ag terraces start to show some deco-
ration by locally ordered features (see Fig.7.3a). These features do first form at
the Ag step edges and then grow into the terraces if the Si deposition increases.
Nonetheless, any long-range order is still not observed. This drastically changes

Fig. 7.3 STM topographic images (Upjas = —1.0 V, I = 1.08 nA) of a 0.1 ML of Si deposited
onto Ag(111) at approximately 180 °C, 1 ML of Si deposited at 220 °C resulting in the formation
of epitaxial (3 x 3) silicene, ¢ 1 ML of Si deposited at 240 °C showing the formation of several 2D
Si phases, and d 1 ML of Si deposited at 280 °C with a clear “(24/3 x 2+/3)R30°” reconstruction
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for slightly higher deposition temperatures of approximately 220 °C. Now a regular
and well-ordered structure is observed in filled-states STM images (see Fig.7.3c),
after deposition of about 1.0 ML Si, covering the initial terraces of the Ag(111)
surface [9-11, 21-23]. We will discuss below that this structure has a (4 x 4)
periodicity in LEED images, with respect to the integer spots of Ag(111)(1 x 1),
and refers to an epitaxially grown silicene layer. It forms a (3 x 3) superstruc-
ture with respect to an ideal silicene honeycomb grid, coinciding with a (4 x 4)
super cell of the Ag(111)(1 x 1) surface. The structure is therefore often denoted
(3 x 3)/(4 x 4) in the literature but will be called (3 x 3) only, in the following.
The (3 x 3) structure is often accompanied by a second 2D Si phase which shows a
(\/ﬁ X «/1—3)R =4 13.9° periodicity in LEED images with respectto Ag(111)(1 x 1)
spots. Compared to an ideal silicene grid the (+/13 x +/13)R =+ 13.9° phase refers
to a super cell with a (+/7 x +/7)R % 19.1° periodicity and is therefore denoted as
(V7 x VTR £ 19.1°/(+/13 x +/13)R = 13.9°. For appropriate preparation temper-
atures around 220° the imbalance between both domains is very clear and can be
as low as 2% of the (ﬁ X ﬁ)R + 19.1°/(\/§ X «/1_3)R =4 13.9° phase, as deter-
mined by positron diffraction [25]. The relative distribution of both phases is tempera-
ture dependent and the amount of the (\/7 X ﬁ)R + 19.1°/(\/1_3 X \/1_3)R +13.9°
phase increases with increasing preparation temperatures.

The (v/7 x v/T)R £ 19.1°/(+/13 x +/13)R =+ 13.9° structure comprises four dif-
ferently structured domains, which can be distinguished clearly in STM. These four
domains refer to very similar underlying silicene-like honeycomb lattices rotated
by different rotation angles with respect to the Ag Ag[110] direction, respec-
tively [24]. Contrary to the (3 x 3)/(4 x 4) it is not possible to prepare any of the
(V7 x VTR £19.1°/(/13 x +/13)R £ 13.9° phases as a single dominant domain
but are always part of a multiple-phases layer.

For deposition temperatures between 220 and 250 °C the simultaneous occurrence
of multiple different Si-phases is observed by STM (Fig. 7.3c), such as the (3 x 3),
the (v/7 x v/7)R £ 19.1°/(v/13 x +/13)R + 13.9° and domains of a third 2D Si
configuration, the so-called “(2«/3 X 2«/3)”, are found. The related LEED pattern
shows a superposition of these three distinct periodicities, and slight domination of
single phases results from the exact preparation temperatures.

If the preparation temperature gets closer to ~250 °C the (24/3 x 3+/3) becomes
dominant and is finally observed as a single phase for deposition temperatures above
250 °C. The STM image of this phase in Fig. 7.3d shows a very characteristic Moiré-
like surface pattern, superimposing a smaller more detailed atomic arrangement [11,
39]. The origin of this Moiré-like pattern is the coexistence of atomically well ordered
areas and disordered areas within the layer, which is discussed below in more detail.
Because of the disordered areas it is not possible to describe the entire structure
unambiguously by an clear translational symmetry and a related super cell and will
be denoted as “(2\/5 X ﬁ)”, in accordance with LEED measurements.

For preparation temperatures around 300 °C the 2D growth mode of the Si ad-
layer changes into a 3D growth mode and 3D Si nano-particles are formed. Auger
electron spectroscopy (AES) measurements demonstrate a sudden change of the
Auger intensity ratio between the Si LVV and the Ag MNN Auger intensities at
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this temperature [39], where L(M) represents the core level hole, the first V(N) the
relaxing electron’s initial state, and the second V(N) the initial energy state of the
emitted electron. Thus, the Auger electron energy is characteristic for a specific
element and its emission intensity can be used to determine the relative composition
if more elements are present. If Si is deposited on Ag(111) the Si(LVV)/Ag(MNN)
ration increases linearly for substrate temperatures below 300 °C. Around 300 °C
this ratio suddenly drops in agreement with a de-wetting of the Si surface layer and
the formation of Si nano-crystals. This is also in agreement with low energy electron
microscopy (LEEM) measurements carried out in situ during the growth of Si on
Ag(111) which show that already existing 2D Si domains start to de-wet from the
surface and undergo a 2D to 3D phase transition [40]. Hence, the growth temperature
of 300 °C marks the formation limit for the meta-stable 2D Si layers on Ag(111). At
higher temperatures the formation of 3D Si crystals is energetically more favourable.

All of the mentioned 2D Si phases on Ag(111) can be prepared under the growth
conditions described, using any sub-ML deposition up to a complete ML. This means
that dominant (3 x 3)/(4 x 4) or “(24/3 x +/3)” phases are also observed for a depo-
sition of, for example, 0.5 ML of Si, leaving also plain Ag(111)(1 x 1) areas uncov-
ered. This is expected for a 2D growth mode and supports the interpretation of these
layers as real 2D structures.

In the following the different 2D Si-layers mentioned in the previous Sect.7.3.1
will be discussed in detail concerning their atomic structure and the related electronic,
optical and vibrational properties. This discussion unveils similarities and differences
of these Si phases.

7.4 Epitaxial (3 x 3) Silicene
7.4.1 Atomic Structure

After deposition of up to 1 ML Si onto the Ag(111) surface at a temperature of
approximately 220 °C the surface shows the characteristic (3 x 3)/(4 x 4) surface
periodicity in LEED (Fig.7.4a) [9]. This periodicity can already be observed for
rather low deposition amounts in the range of 1/10 of a ML but the pattern gets more
intense with higher amounts. This observation is in agreement with a 2D growth mode
where smaller islands start to evolve from nucleation seeds and grow larger with the
amount of Si, covering more and more of the substrate surface. This interpretation
is also supported by AES and XPS results discussed in Sect. 5.4, which also attest a
2D growth mode of Si on Ag(111) up to 1 ML at a growth temperature of 220 °C [9].
The STM image in Fig. 7.4c show the (3 x 3)/(4 x 4) Si ad-layer after a deposition
of slightly less than 1 ML. The image reveals a Si layer covering the surface terraces
up to the Ag step edge (top right corner). The terrace below still shows the uncovered
initial Ag(111) surface. A line scan crossing the mono-atomic Ag(111) step between
the two terraces (not shown) could be used to measure the height of the Si ad-layer.


http://dx.doi.org/10.1007/978-3-319-99964-7_5

wu 2’0 wuyo

L2 4
distance (nm

Fig. 7.4 2D Si layer after deposition of approximately 1ML of Si on Ag(111)(1 x 1) at a tem-
perature of 210°C. a (4 x 4) LEED pattern (27 eV), the circles indicate the (0, 1/4), (0, 1/2) and
(0, 3/4). b Filled states STM image of the 2D Si-layer (Upias = —1.0 V, I = 1.08 nA). Clearly
visible is the honeycomb-like Si ad-layer. In the top left corned the bare Ag surface is visible.
¢ High-resolution STM topograph (Upias = —1.3 V, I = 0.35 nA) of the Si ad-layer gives rise to a
“flower-like” pattern, composed of triangular structures, each consisting of three bright protrusions.
The inset shows a NC-AFM images, giving rise to a very similar pattern as observed by STM. d Line
profile along the direction indicated by the arrow in (b). The dark centres in the STM micrograph
are separated by 1.14 nm corresponding to a 4 times the Ag(111) lattice constant in agreement with
the LEED pattern in (a) (adopted from [9, 24, 41])

However, since the density of states of the Si ad-layer and the bare Ag(111) surface
can be expected to differ significantly the observed “height” of the single steps is
strongly influenced by electronic effects and depends crucially on the tunnelling
voltage Upias. It is therefore not possible to determine the exact step height from
the STM line profile. The line profile along the direction running through the dark
centres of the flower pattern (indicated by the black arrow and the dashed line) is
shown in Fig.7.4d. From the profile the distance between two neighbouring dark
centres can be determined and has an average value of 1.14nm, which corresponds
to four times the surface Ag(111) lattice constant and thus a 4 x 4 unit cell with
respect to Ag(111)(1 x 1), in very good agreement with the observed LEED pattern.

Atomically resolved STM images reveal a more complex pattern of the (3 x
3)/(4 x 4) Si ad-layer: It is composed of the aforementioned “flower-like” features,
composed of six triangular structures, each consisting of three bright protrusions.
These triangles are arranged hexagonally around dark centres which form a hexagonal
Bravais lattice. It is noticeable that the appearance of the (3 x 3)/(4 x 4) structure
does not change if STM images are recorded at other sample biases between —1.4 and
—0.01 V. This indicates that the STM image is probably dominated by the geometry
of the layer and not by electronic effects.

In general, the intensity observed in STM images (i.e. the value of the tunelling
current) depends exponentially on the distance between the STM tip and the probed
sample (i.e. geometric contrast) as well as the density of states (DOS) of both
(i.e. electronic contrast). Within the so-called Tersoff-Hamann approximation the
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Fig. 7.5 a Atomic structure model for the 2D Si ad-layer. Top: Filled states STM image (Upjas =
—0.2V, I =1.93nA) of the initial clean Ag(111)(1 x 1) surface. Middle: Filled states STM image
(Ubias = —1.4V, I = 0.29 nA) of the (4 x 4) Si-ad-layer. Bottom: Model of silicene on Ag(111),
Si atoms of the ball-and-stick model (right corner) sitting on top of Ag atoms are highlighted as
bigger balls. DFT results for the silicene on Ag(111) model shown in (a): b the fully relaxed atomic
geometries of the model in (a), ¢ simulated STM image for the structure shown in (b), detailed top
and side view of the hexagonal Si rings indicated in (b) by a dashed circle (top) and a full circle
(bottom) (adopted from [9])

STM tip consists of a mathematical point source of current and the density of states
at the tip is constant (pi,(E) = const.) [42, 43]. Here, the intensity depends on the
local density of states (LDOS), which is the DOS of the sample at the position of the
STM tip, revealing a signal that is based on the charge density on the sample only.
But the charge density does not necessarily correspond directly to the atomic struc-
ture, but for example, to inter-atomic bonds between surface atoms or to dangling
bonds. In the case of the (3 x 3)/(4 x 4) Si ad-layer non-contact AFM images with
an atomic resolution (Fig.7.4d) show, however, a very similar pattern as observed
by STM [24]. Within these AFM images a very similar “flower-like” pattern can
be observed which indeed shows the very same lateral dimensions, as observed by
STM. Since AFM images are dominated by geometric factors because of the different
interaction mechanism with the probed surface, the similarity of the STM and AFM
images underlines strongly that the images will have to be interpreted by geometry
and not by electronic effects.

Figure7.5 explains how the observed STM and AFM images of the (3 x 3)/
(4 x 4) structure can be explained by a single silicene-like 2D honeycomb Si sheet.
The top part of Fig.7.5 shows the bare Ag(111) surface and in the middle the 2D
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Si ad-layer can be seen. At the bottom part a simple ball-and-stick model of a 2D
Si honeycomb grid is shown. Within this model Si atoms form in-plane bonds to
neighbouring Si atoms only. This honeycomb grid is moved atop the underlying
Ag(111) surface, represented by the grey spheres, where each sphere represents a
top-layer Ag atom. Covalent chemical bonds between the Si atoms of the 2D layer
and the outermost Ag atoms of the Ag(111) substrate are not formed, i.e. the Si
layer preserves its 2D character. Now, one has to distinguish whether the top-layer
Si atoms within the honeycomb lattice are localized directly above an underlying
Ag atom of the Ag(111) substrate, or between two of these underlying Ag atoms. In
the first case it is assumed that the Si atom moves slightly out of the 2D Si-plane,
as a result of the interaction with the Ag(111) surface. In the second case the Si
ad-layer atoms moves slightly into the lattice plane. If the atoms that move out of
the plane are all indicated by big orange spheres (see Fig.7.5a) then these spheres
form exactly the pattern observed in STM and AFM images. This is illustrated in
Fig.7.5a by the orange spheres which extend into the measured STM image and
overlap with the bright protrusions that form the “flower-like” pattern. Note that
the unit cell forms a (3 x 3) superstructure with respect to the ideal hexagonal Si
honeycomb ring (Fig.7.5b). Therefore, the structure is referred to as (3 x 3) only.

Based on this atomic model the in-plane Si—Si distance can be determined from
the experimental STM image. From the line profile shown in Fig.7.4d the distance
D of adjacent centres was shown to have a value of 1.14nm. From D the Si-Si in
plane distance a can be calculated according to @ = D/(3+/3) and has a value of
0.22nm (£0.01 nm) [9]. This is a reasonable value if compared to other Si allotropes
where the Si atoms are differently hybridized as discussed in Sect.7.2. Compared to
the bond length in bulk silicon the bond shortening in epitaxial silicene is less than
in carbon compounds where a C—C bond shortening between diamond (0.154 nm)
and graphene (0.142nm) of approximately 8% is observed [44]. However, it is still
large enough to show a true sp?/sp>® hybridisation character of the Si atoms in the
silicene layer.

The energetic stability of the structure model in Fig.7.5 has been demonstrated
by ab initio calculations based on density functional theory (DFT). Different groups
have reported a negative value of the total energy of this model [9, 10, 45—47], and
an adhesion energy of —0.48 eV for each Si atom was reported in [9]. The formation
energy of the adsorbed layer depends in principle on the chemical potential pis; (1ag)
of the respective elements, but Pflugradt et al. showed that the (3 x 3) layer remains
stable even if pg; is reasonably varied, i.e. for a wide range of chemical potentials
[47].

The model of the (3 x 3) layer after full structural relaxations is shown in Fig. 7.5b
(top view) which fully supports the above made assumptions. The Si atoms of the
Si honeycomb layer which are located directly above underlying Ag atoms of the
Ag(111) substrate are slightly displaced normal to the layer away from the substrate,
while Si atoms which are located between two or more underlying Ag atoms move
closer to the substrate. This means that the Si atoms are located in two different sub-
lattices A and B of the (3 x 3) structure. The distance between the top (bottom) Si
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Table 7.1 Comparison of the structural values of (3 x 3) silicene from electron and positron
diffraction [25, 26] and DFT calculations [9]. Shown are the values of the buckling A, the distance
between the down silicene sub-lattice and the top Ag layer d, the angles « and ( from Fig. 7.5, the
Si—Si bond length

Method A (A) d (A) a©) 8©) Si-Si (nm) | Source
DFT 0.78 2.17 110 118 0.23 From [9]
RHEPD 0.83 2.14 112 119 - From [25]
LEED 0.74-0.77 |2.18 - - 0.23 From [26]

atoms and the average height of the first Ag layer is 0.292 4 0.002 nm and 0.217 &
0.003 nm, respectively.

The described displacement leads to the formation of the observed triangular struc-
tures in the top-layer, consisting of three Si atoms which are separated by 0.38 nm.
This distance agrees very well with the experimental STM observations which show
the same triangular structure and a separation of approximately 0.40nm. The char-
acteristic dark holes in the experimental STM images are explained by a ring of Si
atoms, all localised in a “down” position, which mark the corners of the (3 x 3)
simple hexagonal surface unit cell with respect to a single silicene hexagonal ring
(see Fig.7.5a). Each unit cell contains 18 Si atoms, of which 6 are outward displaced
in an “up” position and 12 are in a “down position”, meaning that up and down
positions are populated asymmetrically.

Following these calculations also the bond angles of the Si atoms can be deter-
mined, which give information on the hybridisation state of the respective atom. To
illustrate this Fig. 7.5d shows the two hexagonal Si rings marked in Fig. 7.5b by black
circles in more detail in top and side view. The circles refer to rings where either three
atoms are in a “top” and three in a “down” position (solid line) or all six atoms are
in a “down” position (dashed line), Fig. 7.5d top or bottom, respectively. In the first
case the top Si atoms have bond angles of ~110° («)) which are very close to an angle
of 109.5° for ideally sp3-hybridized Si atom. The down Si atoms have bond angles
between ~~112° and ~<118°, indicative for a sp>/sp? hybridisation. For the second
case all six atoms are purely sp>-hybridized with bond angles of ~120° (dashed
circle). These different bond angles of the Si atoms result from the displacement
of the Si atoms in z-direction caused by the interaction with the Ag(111) substrate.
However, most of the atoms are sp>/sp? hybridized which is the equilibrium state
in agreement with calculations for free-standing Si [14].

These structural values are also confirmed by different diffraction methods used to
study the (3 x 3) structure. In Table 7.1 the results for electron and positron diffrac-
tion experiments [25, 26] are compared to the DFT results from Fig.7.5. The value
A describes the buckling between top and bottom Si positions, d is the height dif-
ference the centre of the down sub-lattice of the (3 x 3) layer and the first Ag(111)
layer, a and ( refer to the angles also shown in Fig.7.5, and Si-Si is the bond
length between adjacent Si atoms. The table shows a very good agreement for the
angles and the distance d determined by DFT and reflection high-energy position
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diffraction (RHEPD), and also for the Si—Si distance from DFT and LEED results.
Only the buckling A from RHEPD is slightly larger than from DFT and LEED
results. Overall, there is a very good agreement between the DFT and the diffraction
results, supporting the honeycomb-based model of epitaxial silicene.

Based on the relaxed geometry, STM images can be simulated by calculating the
local electron density of states according to the Tersoff-Hamann approach [42, 43].
In Fig. 7.5c it can be seen that the simulated STM image exhibits the same structural
features as observed experimentally, i.e. a hexagonal arrangement of the triangular
structure around dark centres (adopted from [9]). By looking at the charge density
around top and bottom Si atoms (not shown here) it is found that these atoms are
electronically very similar. This means that the STM corrugation is mainly dominated
by geometrical aspects rather than electronic effect which is in good agreement with
the voltage-independence of the experimental STM images mentioned above. The
DFT-based calculations therefore clearly support the suggested structure model and
give evidence that the (3 x 3) 2D Si ad-layer refers to silicene.

Besides the symmetry reduction, caused by having 12 Si in the down and only 6 in
the up sub-lattice, the unit cell is highly symmetric. In Fig. 7.6 the Wigner-Seitz cell
of the epitaxial (3 x 3) silicene layer is shown. This unit cell has a six-fold rotation
axis, indicated by Ce and six mirror planes parallel to the rotation axis: three running
through the corners of the hexagonal unit cell and three through the centres of the
sides. Hence, the structure belongs to a Cg, symmetry point group [47] in contrast
to low-buckled free-standing silicene which belongs to Ds,;. The assignment of the
symmetry group will be important for the interpretation of polarization dependent
Raman measurements in Sect.7.4.3.

Since the (3 x 3) unit cell coincides with a (4 x 4) supercell of the Ag(111)
substrate surface (3 x 3) domains can also be shifted with respect to each other by
a Ag surface lattice constant. From the 2D growth mode it can be expected that
different silicene domains start to grow at different seeds on the substrate layer being
shifted with respect to each other. In Fig. 7.7 a filled states STM images shows such
two domains. The lattice in both domains is illustrated by the black grids and the
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Fig. 7.7 Filled states STM
image (Upjas = —1.1V,

I =0.92 nA) of two (3 x 3)
silicene domains, shifted
with respect to each other by
1/4 of the Ag lattice constant
(arrows)

white circles that indicate the dark centres of the (3 x 3) structure. If the relative
positions of these grids are compared it is found that they are indeed shifted with
respect to each other. At the boundary between the two domains the appearance
in STM varies from the typical flower-pattern. This structure is also referred to as
(B-silicene and indicates the domain boundary between two (3 x 3) domains, also
named a-silicene. An atomic structure model of the J phase was suggested by DFT
calculations and it was shown that the cohesive energy E. for the 3 phase is 4 meV
per Si atom lower than for the normal (3 x 3) structure, i.e. the a phase [48]. The /3
structure is therefore less energetically stable and found only in a very limited areas
between two (3 x 3) o domains, as in Fig.7.7.

Finally, it is important to note that the results described so far show a significant
influence of the substrate atomic structure on the geometry of the epitaxial silicene
layer. The 3 x 3 superstructure formation is solely a result of the interaction with the
substrate which also leads to a symmetry breaking by formation of two differently
populated sub-lattices. The next paragraph will show that this interaction has also an
influence on the electronic properties of epitaxial silicene, if compared to expectations
for the ideal free-standing form.

7.4.2 Electronic Properties

An important aspect of graphene-like 2D materials are the electronic properties, in
particular the electronic band structure. According to the theoretical calculations
free-standing silicene should have a linear dispersion at the K points of the BZ,
the so-called “Dirac cones”. An easy experimental access to measure the electronic
dispersion is angle-resolved photoemission spectroscopy (ARPES). In the case of
epitaxial (3 x 3) silicene on Ag(111) the K point of silicene is located at 3/4 of the
distance to the Ag K point, because of the (3 x 3)/(4 x 4) coincidence arrangement,
sketched in Fig.7.8c. The ARPES data recorded along the Ag I" — K direction are
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Fig. 7.8 ARPES measurements of epitaxial (3 x 3) silicene on Ag(111). a ARPES intensity map
for the clean Ag surface and b after formation of the (3 x 3) silicene ad-layer, measured along the
Ag T — K direction through the Si K point. ¢ Brillouin-zone (BZ) scheme of the 2D Si layer with
respect to the Ag(111)1 x 1 surface. d BZ of the (3 x 3) supercell of epitaxial silicene, showing
silicene K points at the BZ edge of the Ag(1 x 1) BZ ((a) and (b) adopted from [9])

shown in Fig. 7.8a for the clean initial Ag(111) surface and in (b) after formation of
the (3 x 3) silicene ad-layer (from [9]). The spectra are measured at an excitation
energy of 126 eV, i.e. at the Cooper minimum of Ag in order to suppress strong
Ag contributions and the ARPES data do not show obvious bands of the initial
surface. After the silicene formation a downward-dispersing conical linear band can
be identified, with an apex at the silicene K point close to the Fermi energy E . Such
bands were observed at different Si K/K points of the surface BZ but not on the initial
Ag(111)surface (Fig. 7.8a) [9]. This dispersion is partly similar to the one of graphene
which initiated the interpretation that this dispersion is related to a Dirac cone of
epitaxial silicene. However, there are also some differences which need to be taken
into account. The linear dispersion can be described by the expression E = hvgk,
where vy is the slope of the dispersion, the so-called Fermi velocity. For epitaxial
silicene vy can be determined from Fig. 7.8 and has a value of vy = 1.3 x 10° ms™!,
which is comparable to the one found for graphene and even higher [49]. This is
surprising, looking at the above discussed significant interaction with the substrate
material. Additionally, the linear part of the band exceeds over about 3 eV, a range
much larger than in the case of graphene. The possible existence of a small band gap
at Er is also suggested by the dispersion (indicated by the arrow) but was later shown
to not exist [50]. Free-standing silicene is expected to have a zero-gap, however, the
opening of the gap could result from an interaction with the Ag(111) substrate, an
effect already observed for graphene [51].
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Soon after these first measurements of the dispersion of epitaxial silicene, the
interpretation as a Dirac cone was disputed by theoretical DFT calculation. In none
of these calculations a linear dispersion could be preserved due to the interaction with
the substrate and breaking of the symmetry [48, 52-55]. But if the dispersion does
not result from the existence of charge carriers which mimic Dirac particles, another
explanation for the bands had to be given. Several such explanations were suggested,
among those, the possibility that the linear band is a Ag sp band, which could occur
at the silicene K points due to back-folding of the BZ [55]. However, in this case
the band would originate from bulk states which should disperse with k; . This is
experimentally disproved by showing that the observed dispersion does not change in
an an energy range of 126 & 5 eV or at a photon energy of 78 eV, clearly showing that
this state is localized at the interface [9]. It was later shown by Cahangirov et al. that
the linear dispersion result form hybridized electronic state through the interaction
between the silicene layer and the Ag substrate, localized at the interface [56]. This
interpretation does not lead to contradictions with the experimental observations and
details of these calculations are discussed in Sect. 8.2.

ARPES measurements in a wider range of k values also shows that the silicene-
Ag interaction leads to the formation of cone-like features at the 1. BZ-edge of
the Ag(111) surface (see Fig.7.8d). At points between the Ag M and the Ag K
points, coinciding with silicene K points, paired cones were measured by ARPES
and assigned to Dirac cones. These cones also result from the Ag-silicene interaction
[57].

The absence of linear cone-like bands at the silicene K points, as observed for
graphene, has initiated a discussion if epitaxial silicene can really be interpreted as a
2D graphene like material, and actually be called “silicene”. However, as explained
in Sect. 7.2 the electronic properties are easily altered by an interaction, an effect also
observed for graphene if the interaction with the substrate is not negligible [51]. In
the next section it will be shown that the vibrational properties are more robust and
fully confirm the 2D character of epitaxial silicene.

7.4.3 Vibrational Properties

Figure7.9a shows the Raman spectrum of the epitaxial (3 x 3) silicene phase
recorded in situ at room temperature, adopted from [18]. Three intense narrow Raman
modes are observed at 175, 216, and 514cm™"'. The full width at half maximum
(FWHM) of these modes has values of 15cm™', 20cm™!, and 16 cm™!, respec-
tively. In order to obtain this Raman spectrum the signature of amorphous Si (a-Si)
was subtracted from the as-measured data. The presence of the latter is associated
with the co-existence of smaller amounts of amorphous Si (a-Si) which nucleate
during the Si deposition on the Ag(111) substrate at surface defects and has broad
Raman bands at 350 and 480 cm™! [18]. This assumption is substantiated by the Si
deposition on the Ag(111) surface at room temperature and oxidation of the epitaxial
silicene (see also Sect. 7.6).
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Fig. 7.9 a Raman spectrum of epitaxial (3 x 3)/(4 x 4) silicene on Ag(111) showing phonon
modes at 175, 216, 410, and 514 cm~! (FWHM in brackets). b Related Raman selection rules for
parallel z(xx)z and crossed z(yx)z geometries (adopted from [18])

In addition to the intense phonon modes, a weak broad band around 410 cm!
can now be seen in the spectrum. This mode matches the spectral range, where a
second-order phonon band of the intense mode at 216 cm™! can be expected.

Modes with frequencies close to 514cm~! were also observed by ex situ and
low temperature in situ Raman measurements with Raman shifts of 516cm™' and
530 cm™!, respectively [58, 59]. To some extent, the significant blueshift of the
latter is probably caused by the much lower temperature (77 K) during the Raman
measurements. However a shift of approximately 16 cm ™! is too large to be solely
related to a thermal effect, as we will also see in Sect.7.4.4. The low temperature in
situ Raman measurements also found a mode close to 230 cm ™! which was interpretad
to be related to light scattering from domain boundaries [58]. In analogy to graphene
this mode was assigned to a “D band”. However, this is not in agreement with
polarization dependent Raman measurements, discussed below.

The nature of the observed modes is elucidated by Raman selection rules, mea-
sured in two polarization geometries: Z(xx)z and z(yx)z (Porto notation), i.e. parallel
and crossed polarisations, respectively. The x, i, and z axes represent the sample coor-
dinate system: the z axis is normal to the 2D layer, whereas x and y are the in-plane
axes (x aligned along the Ag[—110] direction). With this notation the orientation of
the layer with respect to the polarization vector of the laser light in the experiment
is expressed. Assuming e; and e to be the unit vectors of the polarisation of the
incoming and scattered light, respectively, the Raman scattering intensity / of the
phonon modes is proportional to
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I~lei-R-el (7.1)

where R is the Raman tensor. This tensor is a symmetric second rank tensor and
has the same symmetry as the corresponding phonon mode. Hence, (7.1) determines
whether a Raman-active phonon mode can be observed for a certain scattering geom-
etry in terms of the incoming and scattered polarisation. Such behaviour is governed
by different symmetries of the lattice vibrations associated with these modes. Thus
the Raman selection rules allow us to determine the symmetry of a phonon mode by
using different scattering geometries in the experiment.

The (3 x 3) structure of the epitaxial silicene layer belongs to the Cg, symmetry
point group [47], which possesses A(z), E;, and E, phonon symmetries. These
phonon symmetries are related to the Raman tensors:

a00 00c d —dO0
A(z)=10a0]; E;=|00c]|; E;=|—-d—-dO0 (7.2)
00b ccO 0 00

For the 2D layer ¢; and e, can be aligned along the (100) or the (010) direction
which gives, for example, the following selection rules for the A mode:

1 a00 [ 1 a00 0\
o)-{oao]-10]| =a* [{O])-|lOcO]-[1]] =0 (7.3)
0o/ \oos/ \o o/ \oon/ \o

This means that the A mode of epitaxial silicene can only be observed in parallel
configuration, but is forbidden in crossed configuration. In contrast, the £ mode is
allowed in both polarization configurations. The A modes are associated with out-
of-plane vibrational motions of the Si atoms, i.e. perpendicular to the 2D layer. An
vibrational mode with an A symmetry can therefore not exist in a 3D Si allotrope
such as diamond-like Si and is an unambiguous indication for the two dimensional
character of the silicene layer. This does not only account for silicene but for 2D
materials or layered materials in general, and is, for example observed for MoS,
[60], MoSe, and WSe;[61], and black phosphorous [62]. However, it is noteworthy
that in graphene the observation of an out-of-plane mode (having a B, symmetry)
by Raman spectroscopy is symmetry forbidden, but observed by high resolution
electron energy loss spectroscopy [63].

The measured polarization dependent Raman spectra of epitaxial (3 x 3) silicene
on Ag(111) are depicted in Fig.7.9b (adopted from [18]). The plot shows spectra
for crossed (z(yx)z, top) and parallel (z(xx)z, bottom) polarization geometries and
the single components are numerically fitted. The Raman mode at 514 cm™! and the
broad band at 410 cm~" are clearly seen in both polarization configurations, while
the two modes at 175 and 216 cm™! are only found in parallel geometry and entirely
disappear in crossed geometry. In connection with the expected Raman selection
rules for the Cg, point group shown in (7.3), these results unambiguously demonstrate
that the modes at 175 cm ™! and 216 cm~! have to be assigned to an A symmetry and
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are denoted as A' and AZ, respectively. The mode at 514 cm™! is observed in both
polarization configurations and is assigned to an E symmetry, while the Raman band
at 410 cm~! shows almost no polarization dependence expected for a second order
phonon band.

The measurements of the Raman selection rules demonstrates that the observed
modes of epitaxial silicene are attributed to £ and A symmetries. In particular the
strong dependence of the A modes on the polarization geometry underline their
relation to a well-ordered crystal structure of the 2D layer. This also shows that
an assignment of the A modes to disorder induced light scattering from domain
boundaries [58], similar to the “D band” in graphene, can be ruled out. Domain
boundaries break the long-range translational symmetry in the 2D crystal and a
strong polarization dependence of the Raman modes should not be observed. In fact,
a “D-type band” is not observed for epitaxial silicene in the entire spectral range
between 100 and 2000 cm ™.

As discussed above, the symmetries of the observed Raman modes are in good
agreement with theoretical expectations for free-standing silicene, according to
which three optical phonon branches should be observed at I": an out-of-plane ZO
mode and energetically degenerate TO and LO phonons [64—66]. On the other hand
the frequencies do not fully match the theoretical calculations. While the frequency
of the ZO branch is close to the experimentally observed A modes at I, the degen-
erate TO/LO branches should have frequencies of 562 cm~! [64], ~550 cm™! [65]
or ~556 cm™! [66], which obviously differs from the E mode of epitaxial silicene at
514 cm~!. This discrepancy is related to the interaction between the epitaxial silicene
layer and the Ag substrate. If such an interaction is accounted for within the DFT
calculations it is found that the interaction with the substrate alters the phonon dis-
persions [18]. The phonon dispersions of the epitaxial silicene become more flat than
the one of free-standing silicene due to the formation of the 3 x 3 super-structure
and the £ mode shifts to lower frequencies. In detail: degenerate modes are found
centred around 514 cm™!, belonging to the irreducible representation E, and two
normal modes that belong to the irreducible representation A are found at 173 cm™!
(A') and 204 cm™! (A?) [18]. We see that the frequencies of the degenerate LO/TO
modes at the I"-point is significantly lowered upon the superstructure formation, in
agreement with the experimental data in Fig.7.9.

The motion pattern of these three vibrational modes is shown by the corresponding
eigenvectors in Fig.7.10, in top and side view. It can be seen that in the case of the
E mode, the three protruding atoms in the left half of the (3 x 3) cell are moving
in a in-plane direction opposite to the surrounding atoms and the atoms in the right
half move opposite to the corresponding atoms in the left half of the (3 x 3) cell.
For the A! mode, the six protruding atoms forming the “flower pattern” and the six
atoms connected to them are moving downwards while the remaining six atoms move
upwards while for the A?> mode, the protruding six atoms move upwards while the
remaining twelve atoms move downwards. This shows that the E mode is dominated
by in-plane and both A modes by out-of-plane atomic displacements, in very good
agreement with the experimentally determined Raman selection rules.
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Fig. 7.10 Top and side views of the eigenvectors of the calculated phonon modes related to the
experimentally observed Raman active modes. 175, 216, 410, and 514 cm™! (adopted from [18])

In summary, it is found that the two A' and A% modes are clearly related to the
70 mode calculated for free-standing silicene. A modes do not exist in diamond-
like Si [67, 68] or other Si allotropes and are a conclusive indicator for the 2D
character of epitaxial silicene. The translational symmetry is broken perpendicular
to the 2D lattice plane of epitaxial silicene, lifting the phonon triple degeneracy at
the I point, in agreement with calculations for free-standing silicene [64—66] and
group theory analysis shows that free-standing silicene has Raman-active modes of
A and E symmetries, unlike bulk Si, which has only one zone-centre Raman mode of
F symmetry [69]. The presence of two A modes for epitaxial silicene on Ag(111) in
contrast to only one A mode theoretically found for free-standing silicene, is related
to the much bigger unit cell of the (3 x 3) superstructure containing more atoms.
This means that there are also more atoms r in the basis, allowing for more phonon
modes, since the number of possible phonon modes is equal to 3r.

We see that the 2D vibrational properties of (3 x 3) epitaxial silicene are indeed
more robust than the electronic properties against the interaction with the substrate
material. This make in situ Raman spectroscopy an ideal tool to investigate not only
the two-dimensional properties by possibly also the modification by functionalisation
or chemical modifications through organic and inorganic adsorbates.

7.4.4 Temperature Dependence of the Vibrational Modes

The 2D character of epitaxial silicene on Ag(111) has also an influence on its temper-
ature dependent properties. Measuring the phonon bands as a function of temperature
also allows to get some more inside into the electron-phonon coupling (EPC) in these
2D layers.

Figure7.11a shows a series of Raman spectra measured at different annealing
temperatures of the epitaxial (3 x 3) silicene layer between room temperature and
500°C. We can see that the annealing has no significant influence on the overall
line shape of the Raman spectra for temperatures below ~300 °C. For this temper-
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Fig. 7.11 a Series of Raman spectra of (3 x 3) silicene on Ag(111) measured with increasing
temperatures between room temperature and 500 °C. Around 300 °C the spectral line shape changes
dramatically as a result of a phase transition. b Determination of the thermal coefficient y of the
E mode of epitaxial silicene and the L(T)O mode of the Si nano-crystallits, formed after the phase
transition. ¢ FWHM of the two A modes and the E mode of epitaxial silicene as a function of the
temperature (adopted from [18])

ature range the two A modes (A! and A') and the E mode are seen in all spec-
tra which show an equal increasing small shift towards lower wavenumbers with
increasing temperatures. The temperature shift of the phonon frequency results from
the anharmonic terms of the potential energy in the crystal lattice and is related to a
change of the repelling force constant between the oscillating atoms. The observed
shift is qualitatively quite similar to the ones of graphene [70], MoS, [71], or bulk
Si[19, 68].

The temperature related shift can be described by the so-called first-order thermal
coefficient x which is defined as the slope of the linear fit through the temperature
dependent frequency positions of a specific phonon mode. The thermal coefficient x
is represented by the equation: w(7T') = wy + X AT, where wy is the Raman frequency
at a reference temperature (e.g. room temperature or 0 K (by extrapolation)) and AT
is the temperature difference with respect to the reference temperature. For moderate
temperatures this relation is normally valid and a good approximation. Figure 7.11b
shows the temperature-dependent position of the E mode along with the a linear shift
(dashed line), giving a value for Xiiicene Of (—0.030 £ 0.003) K'em™

At a temperature of approximately 300 °C the line shape of the Raman spectra
start to change significantly. The modes related to epitaxial silicene (A', A! and E)
start to vanish and are fully gone for slightly higher temperatures while a dominating
new broad mode appears around 520 cm ™! with an asymmetric shoulder on the lower
energy side. The line shape of this new mode is characteristic for the L(T)O mode
of bulk-like Si nanoparticles around 520 cm~! with an asymmetric shoulder. This
shoulder is caused by the spatial phonon confinement in particles smaller than 7nm
[72] and the size distribution of these nanoparticles explains the broad line width. The
formation of nanoparticles indicates a structural phase transition at 300 °C where the
silicene layer transforms into these bulk-like Si particles. Such a phase transition is
supported by LEEM and AFM measurements which give evidence for a de-wetting
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process and a destruction of the Si ad-layer at temperatures above 300 °C [39, 40]. At
the same time a broad 2nd-order band (of the L(T)O mode) appears around 950 cm™!,
which is not the case for the epitaxial silicene layer [18]. The occurrence of this 2nd-
order band is thus indicating the formation of Si crystallites. The thermal coefficient
Xerystallites Of the L(T)O phonon of the Si nanocrystallites can be determined from its
temperature-dependent shift for temperatures between 300 and 500 °C (Fig.7.11b).
Xerystallites has a value of (—0.019 4 0.003) K~!ecm~! which is clearly different from
the thermal coefficient of the £ mode of epitaxial silicene but comparable with values
reported for diamond-like bulk Si [19, 68, 73] which also supports the interpretation
of the described phase transition.

The results underline that the thermal coefficient of the Raman modes of epitaxial
silicene on Ag(111) markedly differs from the one of bulk-like Si or bulk-like Si
crystallites. A rather similar behaviour is found by comparing x of graphene (2D)
and diamond (3D), where values of —0.016 K™ em™! and —0.012K'cm™! are
reported, respectively [70, 74]. Hence, in both cases one finds the same trend for the
thermal coefficient if changing from their 3D forms (diamond/silicon) to their 2D
forms (graphene/epitaxial silicene on Ag(111)).

7.4.5 Electron-Phonon Coupling

Crystals with an inherent metallicity usually show a significant interaction between
the electrons and their lattice vibrations, which is mainly related to the high con-
centration of the free charge carriers within the lattice. Due to same reasons, such
effect is expected for elemental 2D materials as well. Indeed, it was shown that
graphene exhibits a significant electron-phonon coupling (EPC), by temperature
dependent Raman spectroscopy [75]. It turned out that a defect-free graphene layer
yields a rather broad G band. Such broadening is usually an indication for disor-
der, which reduces the phonon lifetime that is inversely proportional to the peak
width (FWHM). If disorder can be neglected the phonon mode linewidth results
from a temperature-independent part related to the electron-phonon interaction and
a temperature-dependent contribution from the phonon-phonon interaction [75]. If
the contribution from the electron-phonon interaction strongly dominates the FWHM
is largely temperature-independent. Temperature-dependent Raman measurements
could show that the width of the G mode of such a graphene layer remains invariably
large, even at high temperatures.This suggests that the contribution from phonon-
phonon interaction (phonon scattering) to the peak broadening is small in comparison
to a contribution from the electron-phonon interaction (electron scattering).

In order to examine the EPC in epitaxial (3 x 3) silicene, the FWHM of the three
characteristic Raman modes was measured at different sample temperatures between
room temperature and 300 °C [18]. These results are illustrated in Fig. 7.11c and show
a constant FWHM for the E and the A! Raman modes of epitaxial silicene up to
the phase transition temperature of 300 °C, with values of 16cm™" and 15cm™!,
respectively. Only the A% mode starts to broaden for temperatures exceeding 250 °C,
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which might be related to the beginning formation of Si crystallites and creation
of local disorder [40]. For temperatures below 250 °C A? has a constant FWHM of
approximately 20 cm~!. After the phase transition at ~300 °C and the appearance of
Si nano-crystallites the L(T)O mode has a FWHM of around 6 cm ™' and broadens
with increasing temperatures as expected for bulk-like Si, in consistency with data
reported previously [68].

These results are similar to the afore mentioned results for graphene, but caused
by a different origin of the metallicity. DFT calculations show that in a free-standing
(3 x 3) silicene layer (which is obtained in the calculations by removing the Ag and
keeping the atomic arrangement within the silicene) that the bands become parabolic
with a band-gap opening of a 0.3 eV [56]. This shows that the metallicity stems from
charge transfer from the Ag substrate and the hybridized states at the silicene/Ag
interface [56] (see also Sect.8.2). The observed EPC should therefore depend on
the silicene-substrate interaction, or in other words on the choice of the substrate
material, and might be observed in future experiments.

7.5 Other 2D Si Phases on Ag(111)

7.5.1 The Si-(/13 x 4/13) Phase

The (v/7 x /TR £ 19.1°/(+/13 x ~/13)R =% 13.9° phase (in short (+/13 x /13))
forms for substrate temperatures during Si deposition between 220 °C and approx-
imately 250 °C. It always coexists with the (3 x 3)/(4x4) and the “(24/3 x 24/3)
R30°” superstructure and forms usually relatively small domains in the range of a
few nanometres (see Fig.7.3c). For this reason the number of different experimental
results concerning this structure is limited, as most experimental techniques do not
allow to probe domains of such small size. In this “multi-phase” regime, the observed
spectroscopic data result from superimposed data of the single domains. Local
probes such as STM show that the (v/7 x v/7)R & 19.1°/(+/13 x v/13)R + 13.9°
subsidiary phase can be found in four different domains [24]. These domains are
explained by four different rotation angles relative to the Ag[110] direction of an
initial honeycomb lattice similar to the (3 x 3) phase but slightly expanded. In STM
imaging these phases have a very different appearance with respect to each other
and the (3 x 3). This is reasonable, because the (3 x 3) structure results from the
displacement of Si atoms depending on the underlying position of the substrate’s Ag
atoms. By changing the rotation angles such displacements will also change, causing
a different atomic arrangement in the top layer. It can be expected, that the physical
properties of the (v/13 x +/13) phase do not differ significantly from the ones of
(3 x 3) epitaxial silicene. This expectation is supported by recent in situ Raman and
TERS measurements [30, 31].
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7.5.2 The Si “(2+/3 x 24/3)” Phase on Ag(111)

The “(2\/5 X 2\/5)” phase starts to form for temperatures between 220 and 250 °C
and becomes the only phase observed for temperatures above 250 °C. In contrast to
the before mentioned 2D Si layers the “(2+/3 x 2+/3)” phase shows a fundamental
difference. Whereas the (3 x 3) and the («/1_3 X «/1_3) show only statistically dis-
tributed defects or defects at domain boundaries, disorder is an intrinsic property of
the “(24/3 x 2+/3)” structure. Figure 7.12a shows a large scale STM image of this
structure formed at a deposition temperature of approximately 270 °C. It is seen that
the “(2+/3 x 2+/3)” phase shows a characteristic Moiré-like surface pattern superim-
posing a more detailed atomic structure. This Moiré-pattern has a periodicity length of
about 3.3 nm, but also values of 3.7 nm have been reported [76]. These layers are cov-
ering the entire surface terraces of the Ag substrate and give the impression of good
crystalline order. The LEED pattern of this surface (Fig.7.13a) shows resemblance
with a (24/3 x 24/3)R30° symmetry with respect to the Ag(111)(1 x 1) surface,
with some additional spot doublets. Figure7.13b shows the simulated diffraction
pattern of an ideal (2+/3 x 2+4/3)R30° symmetry where the arrows indicate exem-
plarily the same two spots observed experimentally. The notation of this structure is
based on these LEED observations.

When zooming into this structure by high-resolution STM one finds an atomic
arrangement which does not show a very good order [22, 39, 59, 77]. In Fig.7.12b
such an STM image is shown for a 6 x 6 nm area. Within the image some areas
show nicely ordered hexagonal honeycombs (marked by the arrows), but between
these areas the structure is disordered. This appearance is independent from the local
area on the surface and is intrinsic for the “(2+/3 x 24/3)” phase. Because of the

(a)

Fig. 7.12 STM images of the Si “(2+/3 x 2+/3)” phase after deposition of about 1 ML of Si on
Ag(111) at approximately 270 °C. In a a large-scale STM image shows the characteristic This
Moiré-like pattern of this phase, superimposing a more complex atomic structure. In b a high-
resolution STM image is depicted which showing ordered (black dashed circle) and disordered
areas (arrow) of the “(2+/3 x 2+/3)” phase. The ordered areas comprise hexagonal honeycomb
rings (white hexagon). ¢ Shows the same image as in (b) with an artificially enhanced contrast,
showing only the brighter ordered areas
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Fig.7.13 a LEED (b)
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disordered areas it not reasonable to assign any silicene superstructure symmetry to
this structure, and it is denoted with quotation marks, as “(2«/5 X \/5)”, in accor-
dance with the LEED pattern. The clear periodicity in LEED despite the obvious
disorder of this phase, is observed because only ordered structures contribute to the
diffraction pattern while disordered parts may only enhance the background signal.

In Fig.7.12c the same image as in (b) is shown, with an artificial enhancement
of the contrast. It is found that now only the ordered areas are seen, which show
the same distance between them as the periodicity of the Moiré-pattern. This pattern
originates from the ordered areas surrounded by less-ordered or disordered areas,
where only the ordered part appear brighter in filled states STM images, and hence
mimic a Moiré pattern. It has been suggested that strain relaxation of the undisturbed
2D honeycomb arrangement could cause the formation of the disordered areas [76].
Even though some structural patterns have been identified that are frequently found
in disordered areas the intrinsic disorder does not allow to identify a general structure
model of this phase since the translational symmetry is broken by the disorder. The
ordered areas an atomic model can be constructed when viewed independently, as
described in [76]. Angle-resolved photoemission spectroscopy measurements of this
superstructure from Wang et al. [78] showed that its electronic band structure is
mostly comprised of bands pointing to an sp* hybridisation of its Si atoms. This
agrees well with the intrinsic disorder, where Si atoms are likely sp> hybridized,
possible as a result of the relaxation.

When the substrate temperature further increases closer to 300 °C the disorder
also increases [39], indicating the beginning of the distortion of epitaxial silicene,
which leads to its destruction at 300 °C, caused by a dewetting process [40]. Claims
that the “(2+/3 x 24/3)” superstructure is stabilized by Ag atoms, either localised
on the top or within the 2D layer [32, 33], have not been supported experimentally.

Hence, the “(2+/3 x 2+/3)” phase can be seen as a distorted epitaxial silicene
layer with intrinsic disorder, also supported by recent Raman measurements [30].
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7.6 Stability of Silicene Layers on Ag(111)

An important question for the applicability of silicene layers, for example in elec-
tronic devices, is the stability under ambient conditions or with varying temperatures.

It was already shown in Sect. 7.4.4 that annealing of an initial (3 x 3) silicene layer
on Ag(111) leads to a phase transition into bulk-like sp? hybridized Si crystallites at
around 300 °C. An AFM image of such a surface is shown in the inset Fig. 7.14b where
the Si crystallites are nicely seen. The same is found if Si is deposited onto Ag(111)
at substrate temperatures exceeding 300 °C. In such a case only the characteristic
(1 x 1) pattern of the Ag 1 x 1 substrate surface occurs in LEED. The Raman spectra
after deposition of 1 ML of Si at 290 and 350 °C (shown in Fig. 7.14a), are dominated
by an narrow L(T)O diamond-like silicon band at 520 cm™! witha FWHM of 8 cm™!.

In addition, a second-order TO phonon mode at around 900 cm~! (not shown)
shows up and further supports the bulk-like nature of the structures formed now
[18]. The intensity of the L(T)O phonon mode gets higher for deposition at 350 °C,
demonstrating that the sizes of the crystallites enlarge with increasing deposition
temperatures.

This interpretation is further supported results by Auger electron spectroscopy
measurements [39] and low-energy electron microscopy observations [40], showing
the beginning of a de-wetting process of the Si layer from the Ag(111) surface around
300 °C. Thus a temperature of ~300 °C is the high temperature limit for formation
and thermal stability of 2D Si structures on Ag(111). A temperature of ~150°C is
its low temperature limit for the formation of silicene. For lower temperatures only
amorphous Si forms on the silver template. However, once a (3 x 3) epitaxial silicene

—r—r T

Raman intensity (a.u.)
Raman intensity

WI‘"::; l-ll K":.i?'l L il ] 1 L I-

200 300 400 500 200 300 400 500
Raman shift (cm™) Raman shift (cm™)

Fig.7.14 aRaman spectra of epitaxial (3 x 3)before (bottom) and after (top) oxidation. b Overview
Raman spectra after deposition of 1 ML of Si at 290 °C (bottom) and 350 °C on Ag(111). The inset
shows an AFM images of an initial (3 x 3) epitaxial silicene layer after annealing to 500 °C (adopted
from [18])
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layer has formed it is stable at low temperature and at least up to its preparation
temperature around 220 °C.

In order to test its stability in ambient conditions the Raman signature can be
utilized to detect structural changes. Figure7.14 shows Raman spectra before and
after exposure to air of an initial (3 x 3) epitaxial silicene layer. The plot shows
that the E and the two A Raman modes, characteristic for the pristine layer, fully
disappear for the oxidized layer. Only the broad band of amorphous Si (discussed in
Sect.7.3.1) is still present in the spectrum. The LEED pattern of the same layer does
not show any more the additional spots of the (3 x 3) super structure. The vanishing
of the Raman modes and the diffraction spots unambiguously demonstrates that the
epitaxial silicene layer is destroyed in air by forming SiO,. Hence, epitaxial silicene
is not stable in air or only for a very short time in the range of minutes. However,
this can be sufficiently long to demonstrate its potential for electronic devices, such
as a field effect transistor (see also Chap. 12).

For the transfer of epitaxial silicene layers through air they need to be chemically
passivated by a protective capping layer. Such capping methods are well established
and have be used long time for protecting semiconductor surface. In Chap. 12 it
will be discussed that an amorphous aluminium layer can protect the silicene from
oxidation.

7.7 Summary and Outlook

We have seen that a real two-dimensional Si layer can be synthesized on a Ag(111)
substrate by Si deposition at substrate temperature between approximately 200 and
300°C. These layers, in particular the (3 x 3) superstructure can be explain as an
epitaxial silicene layer, despite the deviation of some of its properties from the purely
theoretical free-standing silicene, a structure that might not exist. The influence of
the substrate material cannot be neglected and influences the structural electronic
and vibrational properties. Still, epitaxial silicene clearly shows 2D properties in its
phonon and electronic dispersions. It is metallic and many of its properties and modi-
fications by adsorption of inorganic and organic adsorbates have not been investigated
yet. Hence, it offers an interesting 2D platform that helps to evolve the applicability
of 2D materials.

The synthesis of epitaxial silicene has also initiated the search for other elemental
2D materials, and the synthesis of germanene [79] (2015) and stanene [80, 81] (2016)
have been reported in the meantime (germanene is also discussed in Chap. 13). These
materials show a significant spin-orbit interaction that enables fully new applications,
involving, QSH or topological non-trivial properties. The search for such materials
has just started, opening a new research area in the field of solid state physics.
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Chapter 8 ®)
Atomic and Electronic Structure Guca i
of Silicene on Ag: A Theoretical

Perspective

Seymur Cahangirov and Angel Rubio

The isolation of graphene sheets from its parent crystal graphites has given the kick
to experimental research on its prototypical 2D elemental cousin, silicene [1]. Unlike
graphene, silicene lacks a layered parent material from which it could be derived by
exfoliation. Hence, the efforts of making the silicene dream a reality were focused on
epitaxial growth of silicene on substrates. The first synthesis of epitaxial silicene on
silver (111) [27, 46] and zirconium diboride templates [16] and next on an iridium
(111) surface [31], has boosted research on other elemental group IV graphene-like
materials, namely, germanene and stanene [30, 48]. The boom is motivated by several
new possibilities envisaged for future electronics, typically because of the anticipated
very high mobilities for silicene and germanene [49], as well as potential optical
applications [30]. It is also fuelled by their predicted robust 2D topological insulator
characters [14, 28] and potential high temperature superconductor character [5, 50].
One of the most promising candidates as a substrate is Ag because from the studies
of the reverse system, where Ag atoms were deposited on silicon substrate, it was
known that Ag and silicon make sharp interfaces without making silicide compounds
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[24]. Indeed, studies on synthesiz and characterization of silicene is mainly focused
on using Ag(111) as substrates and hence we think it is important to understand this
particular system. In this Chapter, we present a theoretical perspective on the studies
investigating the atomic and electronic structure of silicene on Ag substrates.

8.1 The 3 x 3 Reconstruction

Silicene was synthesized for the first time on Ag(111) substrates [46]. Their STM
measurements revealed the “flower pattern” originating from protruding atoms of
3 x 3 reconstructed silicene matching the 4 x 4 supercell of the Ag(111) surface as
shown in Fig. 8.1. This structure was also confirmed by DFT calculations where the
geometry optimization starting from unreconstructed 3 x 3 supercell of silicene on
top of 4 x 4 supercell of Ag(111) slabs resulted in the reconstructed silicene that
reproduced the STM image observed in experiments. Note that, while bond lengths
vary from 2.34 to 2.39 A, the angle between the bonds spans a wide range starting
from 108°, which is less than the ideal sp? bond angle, up to 120°, which is the ideal
bond angle of sp? hybridization. Each of the three protrusions seen in STM image
make a group of Si atoms that belong to the same silicene sublattice. However, there
are two such groups in every 3 x 3 unitcell that belong to the different sublattices of
silicene. This becomes evident when H is deposited on 3 x 3 silicene which results
in a highly asymmetric STM image due to the fact that H atoms prefer to bind only
to one of the two sublattices. The atomic structure of 3 x 3 phase of silicene was
also confirmed by reflection high energy positron diffraction (RHEPD) as well as
low energy electron diffraction (LEED) experiments [17, 23].

The archetype single layer silicene, which is the 3 x 3 phase having a unique
orientation, results from a delicate balance between the impinging Si flux (yielding,
typically, completion in about 30 minutes), the surface diffusion of the deposited Si
atoms on the bare and silicene covered areas and the competing in-diffusion toward
the sub-surface. The growth is driven by these kinetic processes, which, actually,
gives a very narrow substrate temperature window of about 200-220°C [27, 46].
Here silicene forms a highly ordered structure, which can cover 95% of the crystal
surface [17], because of the exact correspondence between 3 silicene basis vectors
and 4 nearest neighbor Ag—Ag distances. The “flower pattern” observed both in STM
and non-contact AFM imaging results from the puckered Si atoms sitting nearly on
top of Ag atoms, giving a total corrugation of ~0.07 nm in the silicene sheet [36,
46].

Already from ~250°C a new 2D phase of silicene develops, co-existing with
domains of the 3 x 3/4 x 4 phase. Since control of the substrate temperature is not
easy in this temperature regime where most pyrometers are inoperative and where
thermocouples, depending on their locations, generally give improper values, in many
cases, mixed 3 x 3/4 x 4 and /7 x +/7/+/13 x +/13 domains are simultaneously
observed [27]. In the latter case, four rotated domains, imposed by symmetry are
present, since the +/7 x /7 silicene domains are rotated by #19.1° with respect
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Fig. 8.1 a Top view of 3 x 3 silicene matched with a 4 x 4 Ag(111) surface supercell. Only the
topmost atomic layer of Ag(111) is shown and represented by light blue balls. Red, yellow and
blue balls represent Si atoms that are positioned near the top, hollow and the bridge sites of the
Ag(111) surface. Red Si atoms that are positioned on top of Ag atoms protrude up. Yellow Si atoms
are mainly interacting with the Ag atoms that sit under the bonds connecting them. When the STM
resolution is not high enough, the three protruding red Si atoms are seen as a single dot represented
by transparent orange circles drawn around them. These circles form large hexagons that have 3 x 3
periodicity. b STM image and line profile scanning from 3 x 3 to +/3 x /3 silicene on Ag(111). ¢
STM image and line profile of /3 x /3 silicene on Ag(111). Adapted from [45]

to each of the two /13 x +/13 Ag super cells, which are themselves rotated by
+13.9° with respect to the main [-110] and alike directions of the Ag(111) surface.
These domains are buckled, differently fromthe 3 x 3/4 x 4 case and are accordingly
slightly expanded, while remaining commensurate, to accommodate a 4% reduction
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in Si coverage ratio (from 6g; = 1.125 for the 3 x 3/4 x 4 phase to fs; = 1.077 for
this new one), signaling a self-healing process of the silicene mesh, while some of
its atoms have disappeared below the surface. These four domains have been imaged
simultaneously on the same STM topograph [36]. Details of these structures are
discussed in Chap. 7.

8.2 The Nature of the Linear Bands

There is no doubt that the linear bands are one of the most intriguing features of
silicene (see Chap. 2). Indeed, angle resolved photoemission spectroscopy (ARPES)
measurements of the 3 x 3 silicene phase revealed a linear band starting 0.3 eV
below the Fermi level and extending all the way down to —3 eV with a slope of
~1.3 x 10° m/s [46]. This linear band was not detected when silicene was absent.
However the extension and slope of the linear band was too high to be attributed solely
to silicene. On the other hand, scanning tunneling spectroscopy (STS) measurement
performed under high magnetic field applied in perpendicular direction to the 3 x 3
silicene on Ag substrate have shown that the peaks corresponding to the Landau
levels corresponding to the presence of the Dirac fermions were absent while they
were present in the highly oriented pyrolitic graphite samples [26]. This experimental
result was supported by DFT calculations to conclude that Dirac fermions of ideal
silicene were destroyed due to the symmetry breaking and hybridization with the Ag
substrate. These results created a debate on the origin of the linear bands of silicene
on silver.

The 3 x 3 reconstruction of silicene forms due to the interaction with the Ag
substrate and breakes the symmetry needed to preserve the linearly crossing bands at
the Fermi level. This is clearly seen in the band structure of the 3 x 3 reconstructed
silicene isolated from the substrate presented in Fig. 8.2a. Here the band structure of
the 3 x 3 reconstructed silicene is unfolded into the Brillouin zone of the ideal 1 x 1
silicene. Upon reconstruction, the linearly crossing bands are destroyed and instead
there is a 0.3 eV gap at the K point. To interpret the ARPES experiments mentioned
above, Cahangirov et al. calculated the electronic structure of 3 x 3 silicene placed on
top of 11 layers of 4 x 4 Ag substrate [2]. Figure 8.2c shows the detailed band struc-
ture of the silicene/Ag system in the window where the experiments were performed
(see Fig. 8.2b). The blue curve corresponds to the bulk Ag sp-band that should not be
detected by ARPES which is sensitive to the surface states. Figure 8.2d and e show
the states that have significant contribution from surface Ag states when silicene is
absent and present, respectively. Here one can choose the threshold in such a way
that the linear band disappears when silicene is absent and appears when it is present
thereby mimicking the situation observed in ARPES experiments. This analysis sug-
gests that the linear bands are caused by hybridization between silicene and Ag. The
perpendicular momentum dependence of the electronic states was calculated by a
k-projection technique and was used to calculate the contribution of silicene and Ag
to the surface band created by hybridization [8]. This study provided further quan-
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Fig. 8.2 a Band structure of reconstructed 3 x 3 silicene (red dots) in the absence of Ag substrate
unfolded to 1 x 1 Brillouin zone of silicene. The dots radii correspond to the weight of the unfolded
state. The band structure of ideally buckled silicene is shown by green lines. b ARPES data around
the K point of 1 x 1 silicene in the absence (left panel) and presence (right panel) of silicene on
Ag(111) substrate (adapted from [46]). ¢ Band structure of 3 x 3 silicene a4 x 4 Ag(111) 11 layer
slab in the experimentally relevant range shown by the shaded region in (a). The states contributed
by 3 Ag layers in the middle of the slab represent the bulk Ag states and are shown by blue lines.
Orange lines are contributed by silicene and 3 Ag layers underneath. The black line represents the
experimentally observed linear band. d States contributed by 3 Ag layers underneath silicene in the
absence (left panel) and presence (right panel) of silicene. Adapted from [2]
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titative agreement with experiments while confirming the hybridized nature of the
experimentally observed linear bands. The surface band created by the hybridization
between silicene and Ag was detected and distinguished from the faintly visible Ag
sp-bands in the ARPES measurements [43]. There are many other investigations that
have reached to conclusion that the linear bands are due to hybridization between
silicene and Ag [18, 47].

The search for Dirac cones is not limited to the silicene on Ag substrates. ARPES
measurements performed on calcium disilicide (CaSi,) revealed a massless Dirac
cone located at 2 eV below the Fermi level [32]. CaSi, can be considered as buckled
silicene sandwiched between the planar atomic planes of Ca. The energy shift in the
electronic states of silicene is due to significant charge transfer between Si and Ca
atoms. First-principles calculations of the CaSi, structure revealed that there is, in
fact, also a momentum shift in the Dirac cone away from the highly symmetric K
point [13]. This is due to the symmetry breaking between the sublattice atoms of
silicene and consequent asymmetric interlayer hopping. The shift in the momentum
space is also accompanied with a small energy gap opening between the linearly
crossing bands.

The Ag substrate plays a crucial role in growth of silicene, as seen from the
previous section. This wouldn’t be possible if the interaction between silicene and
Ag was too weak. A first-principles study of the electronic charge density between
silicene and the Ag(111) substrate has concluded that bonds between Si and Ag
atoms don’t have covalent character [41]. However, hybridization with Ag seems to
interfere with the delicate electronic structure of silicene, as mentioned above. To
avoid this, one has to develop techniques to transfer silicene to less interacting and
insulating substrates. Tao et al. have taken an important step in this direction [42].
They first grew silicene on Ag and encapsulated it with alumina. Then they flipped
the system upside down and etched Ag on silicene, just leaving two Ag pads that
they used as metal contacts. In this way they have demonstrated that silicene can
operate as an ambipolar field-effect transistor at room temperature.

8.3 The +/3 x 4/3 Reconstruction

Another phase of silicene that is frequently observed to grow on Ag(111) substrate has
a +/3 x +/3 reconstruction with respect to silicene unitcell. Unlike the other phases
mentioned above, the +/3 x +/3 reconstructed phase of silicene is not matched by
any lattice vector of the Ag(111) substrate [7, 15, 45]. The V3 x /3 reconstructed
silicene was first reported by Feng et al. They measured the lattice constant to be
0.64 nm which is ~5% less compared to ideal silicene while the STM image was
composed of bright triangular spots arranged in a +/3 x +/3 honeycomb lattice (see
Fig. 8.1). They have also shown that the same STM image persists in the second
layer which hinted that the v/3 x /3 structure was intrinsic and not formed due to
the matching with Ag substrate. Later the /3 x +/3 reconstruction was also observed
in multilayer silicene grown on Ag(111) substrates [45]. The distance between con-
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secutive layers was measured to be around 3.0-3.1 A. The STM images presented in
Fig. 8.1 shows that the distance between neighboring 3 x 3 and +/3 x /3 silicene
is only 2 A.

Several models were proposed to describe the origin and the atomic structure of the
V3 x +/3reconstruction. One of them proposes that if monolayer silicene is squeezed
enough, then the /3 x +/3 honeycomb reconstruction becomes energetically more
favorable than the ideal 1 x 1 buckling [7]. However, this happens if the lattice
constant is squeezed down to ~6.3 A and also there is no physical reason for the
system to remain in this high energy state. Another model is based on the well
studied Si(111)-Ag~/3 x +/3 system [12, 39]. This model also produces a v/3 x /3
honeycomb pattern in STM measurements (see Fig. 8.6). In this case the bright spots
are originating from Ag atoms on top of Si(111). However, itis not clear how the 3 x 3
structure is transformed into +/3 x /3 structure with Ag atoms on top and also why
the lattice is compressed. Yet another model suggests that the /3 x +/3 honeycomb
STM image is a result of the atomic scale flip-flop motion at the surface of bilayer
Si(111) structure formed on top of the 3 x 3 structure [19]. Here the authors suggest
that there are three possible configurations and the system is alternating between
two of them. Since each state produces a trigonal STM pattern, the combination of
two of them should produce the expected honeycomb pattern. However, there is no
clear reason why the system should choose to alternate only between two states.
Furthermore, this model does not explain the 5% lattice contraction observed in
experiments [7, 15, 45].

The subsequent growth of /3 x /3 reconstructed silicene after formation of
3 x 3 silicene was studied by DFT calculations [4]. Here we summarize results
of that study. As Si atoms are deposited on Ag(111) surface they search for the
optimum structure that minimizes the energy. In the absence of the Ag substrate
this optimum structure is the cubic diamond structure that has a cohesive energy of
4.598 eV/atom according to DFT calculations. However, in the presence of the Ag
substrate a monolayer of silicene that has primarily 3 x 3 reconstruction is formed.
Here, the 3 x 3 supercell of silicene is matched with the 4 x 4 supercell of the
Ag(111) surface, as shown in the Fig. 8.1a. If we remove the Ag substrate and freeze
the Si atoms of the 3 x 3 reconstructed silicene to calculate its cohesive energy, it
turns out to be 3.850 eV/atom, which is 108 meV lower than the buckled freestanding
silicene. In fact, if we start from the freestanding 3 x 3 reconstructed silicene and
relax the structure, it goes to the buckled structure, meaning that it is not even a local
energy minimum in the absence of the Ag substrate. However, the cohesive energy
of 3 x 3 structure surpasses that of the cubic diamond structure when it is placed on
the Ag(111) surface. This strong interaction between silicene and the Ag substrate
explains the growth of monolayer silicene instead of clustering of Si atoms into bulk
structures.

The model proposed by Cahangirov et al. to explain the growth of the +/3 x
/3 structure is based on the so called dumbbell structures. This peculiar structure
emerges when a Si adatom is adsorbed on already formed silicene. As seen in Fig. 8.3,
the Si adatom first attaches to dangling bonds of silicene and then forms bridge bonds
with two-second neighbor Si atoms of silicene thereby increasing the coordination
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Fig. 8.3 Formation of the dumbbell building block units starting from freestanding silicene

number of these Si atoms from three to four. In search for tetrahedral orientation,
these four bonds then force the atoms to move towards the directions shown in the
middle panel of Fig. 8.3. As a result, the new Si adatom sits 1.38 A above the top
site of silicene while at the same time pushing down the Si atom just below it by
the same amount. These two atoms are connected to other Si atoms by three bonds
that are almost perpendicular to each other. The resulting geometry is called the
dumbbell structure [4, 22, 34]. The dumbbell formation is an exothermic process
and occurs spontaneously without need to overcome any kind of barrier. In the case
of a C atom adsorbed on graphene, the dumbbell structure does not form because it
is energetically less favorable compared to the configuration in which the C adatom
is attached to the bridge site of graphene [35].

Calculations show that when a single dumbbell unit is placed in an n X n unit
cell the cohesive energy per Si atom is maximized when n = +/3 and decreases
monotonically for n > 2 [4]. We refer to the structure having a single dumbbell
unit in the +/3 x +/3 unit cell as trigonal dumbbell silicene (TDS) due to the trigonal
lattice formed by dumbbell atoms, as shown in Fig. 8.4a [4, 22]. As seen in Table 8.1,
TDS is energetically more favorable than freestanding silicene [22, 34]. Interestingly,
the cohesive energy per Si atom is further increased when another dumbbell unit is
created in the v/3 x +/3 unit cell of TDS. We refer to this new structure as honeycomb
dumbbell silicene (HDS) due to the honeycomb structure formed by two dumbbell
units in the ~/3 x +/3 unit cell (see Fig. 8.4b).

The atomic structure of HDS is crucial to understand the +/3 x /3 reconstruction
that emerges when silicene is epitaxially grown on Ag(111) substrates since it is in
excellent agreement with contracted lattice constant and STM image measured in
experiments [4, 7, 15, 45]. Adding another dumbbell unit in the /3 x /3 unit cell of
HDS resultsin a 1 x 1 structure composed of dumbbell atoms connected by sixfold
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Fig. 8.4 Atomic structure of a+/3 x +/3 trigonal dumbbell silicene (TDS), b +/3 x +/3 honeycomb
dumbbell silicene (HDS), ¢ 1 x 1 full dumbbell silicene (FDS) and d 2 x 2 large honeycomb
dumbbell silicene (LHDS). The unit cells are delineated by solid black lines. Atoms having different
environment are represented by balls having different colors

Table 8.1 Cohesive energy and /3 x /3 lattice constant of buckled silicene compared with that
of dumbbell structures

Silicene TDS LHDS HDS FDS
Cohesive 3.958 4.013 4.161 4.018 3.973
energy
(eV/atom)
V3x/3 6.69 6.52 6.43 6.38 6.23
lattice
constant (A)

coordinated Si atoms (see Fig. 8.4c). The cohesive energy of this structure, that we
refer to as full dumbbell silicene (FDS), is less than that of TDS and HDS.

We should emphasize that it is the interplay between two competing effects that
makes HDS the most favorable /3 x /3 structure. While formation of new dumb-
bells and thus new bonds increases the cohesive energy, the increase in the coordina-
tion number beyond four decreases it. As seen in Fig. 8.4, the coordination number
of yellow atoms in the TDS structure is four while in HDS it is five. Apparently, the
formation of a new dumbbell and hence new bonds compensates the energy required
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Table 8.2 Cohesive energies per Si atom and per unit area are given for the 3 x 3 reconstructed
silicene, TDS, LHDS, and HDS structures on the Ag(111) surface

3x3 TDS LHDS HDS
Cohesive energy |4.877 4.663 4.483 4.471
per atom
(eV/atom)
Cohesive energy |0.759 0.887 0.938 1.014
per area (eV/Az)

to form the peculiar fivefold coordination. However, it fails to compensate the sixfold
coordination of Si atoms forming the middle atomic layer of FDS. This arguments
led us to investigate another dumbbell structure that has even larger cohesive energy
per atom compared to HDS. This structure has two dumbbell units arranged in a
honeycomb lattice in a 2 x 2 unit cell. Here the packing of dumbbell units is dense
compared to TDS but sparse compared to HDS. In this structure, the honeycomb lat-
tice formed by dumbbell units is larger compared to the one formed in HDS, hence
we refer to this structure as large honeycomb dumbbell silicene (LHDS). As seen in
Fig. 8.4d, the maximum coordination of Si atoms in the LHDS is four. Since there
are more dumbbell units in LHDS compared to TDS and no hypervalent Si atoms
as in HDS, the cohesive energy per atom of freestanding LHDS is higher than both
TDS and HDS.

Unlike the 3 x 3 silicene that matches the 4 x 4 Ag(111) supercell, the dumbbell
structures cannot be matched because their lattice constant is squeezed as the density
of dumbbell units is increased as seen in Table 8.1. To include the effect of Ag, the 4 x
4 Ag(111) slab composed of five layers is first squeezed to match the lattice of the 3 x
3 supercell of the dumbbell structures and then the system is optimized by keeping
the Ag atoms fixed. Then the energy of the squeezed Ag substrate in the absence
of Si atoms is calculated. The energy difference between these two systems gives
the cohesive energies of the dumbbell structures. As seen in Table 8.2, the cohesive
energy per Si atom is maximized in the 3 x 3 silicene while the cohesive energy per
area is maximized for the +/3 x \/3 HDS structure. According to the model, when
Si atoms are first deposited on Ag(111) substrate, they form the 3 x 3 reconstructed
silicene that has the highest cohesive energy per Si atom, as seen in Table 8.2. At first,
the dumbbell units that spontaneously form on 3 x 3 silicene diffuse and annihilate
at the edges and contribute to the growth of even larger 3 x 3 regions. Once 3 x 3
silicene reaches sufficiently large area, the dumbbell units compete to form the most
energetic structure in a given area covered by 3 x 3 silicene. To achieve the highest
cohesive energy per area, the dumbbell units arrange themselves to form the /3 x /3
HDS structure.

The schematic sketch of this growth model is presented in Fig. 8.5a. This picture
is in accordance with experiments in which the /3 x /3 structure usually appears as
islands on top of the first 3 x 3 silicene layer. As seen in Fig. 8.5b, d, the model also
excellently reproduces the distance between +/3 x +/3 and 3 x 3 surfaces measured
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Fig. 8.5 a Growth sequence of the 3 x 3 reconstructed silicene and of the HDS structure on the
Ag(111) substrate. b Schematic depiction of the structural transformation from the 3 x 3 to the
/3 x /3 reconstruction from the side view. ¢ Tilted view of the atomic structures and calculated
STM images. Green lozenges represent the 3 x 3 supercell

to be ~2A [45]. Furthermore, as shown in Fig. 8.5c, e, the simulated STM image
of HDS has the same honeycomb pattern as the one obtained in experiments while
the /3 x /3 lattice constant of HDS that is calculated to be 6.38 A, excellently
matches the measured value thatis ~6.4 A [7, 15, 45]. Also, according to the model,
the +/3 x /3 silicene forms by morphing the 3 x 3 and +/7 x +/7 reconstructed
monolayers and this is in agreement with two experimental observation. First, in
experiments, the v/3 x /3 silicene appears after the 3 x 3 structure. Second, it was
demonstrated that the +/3 x +/3 structures can inherit the four domains originating
from the matching of the /7 x +/7 silicene with +/13 x +/13 Ag(111) supercell [37].
Finally, this model can also be extended to explain multilayers that have /3 x +/3
reconstruction as discussed below.

8.4 Multilayer Silicene

When Si deposition is prolonged beyond the formation of the first layer 3 x 3/4 x 4
or /7 x +/7//13 x /13 phases and in the same conditions, growth of multi-layer
silicene, which possesses a unique V3 x +/3R(30°) (in short /3 x +/3) structure is
obtained. Such films grow in successive terraces, each showing this unique recon-
struction. If growth occurs on the prototype 3 x 3/4 x 4 phase, one gets a single orien-
tation of these terraces. Instead, if growth occurs on the initial ﬁ X ﬁ/ \/E X \/ﬁ
first layer silicene phase, rotated terraces are obtained; the rotation angles are directly
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related to those of the first layer domains [37]. In angle-resolved photoemission
(ARPES) measurements, these films possess a Dirac cone at the centre of the Bril-
louin zone due to back folding of the /3 x /3 silicene superstructure with a Fermi
velocity about half that of the free standing graphene [9, 11]. Vogt et al. have stud-
ied terraces with up to five layers of ~/3 x +/3 silicene. They have shown that the
height difference between adjacent terraces is ~3.1 A [45]. Using in situ a four
probe scanning tunneling microscope, a sheet resistance analogous to that of thin
films of graphite in nano-grains was determined. De Padova et al. took this even fur-
ther and synthesized few tens monolayers of silicene with v/3 x /3 reconstruction.
Remarkably, these multilayer silicene films survive after exposure in ambient air
for a day at least, because just the very top layers are oxidized; the film underneath
remains intact, as directly revealed via a graphite-like Raman signature [10]. Feng
et al. have investigated bilayers of /3 x /3 silicene [15]. They have measured the
quasi-particle interference of electrons in the first layer due to the scattering from
the islands formed by the second layer grown on top [7]. A linear dispersion with
high Fermi velocity was derived from these interference patterns.

Although multilayer silicene was grown in many experiments mentioned above
its atomic structure has been a subject of debate. The experiments report a 5% con-
tracted +/3 x +/3 structure that has a honeycomb appearance in STM imaging with
a~3.1 A distance between its layers. However, there is still no structural model that
explains all these observations. Here we discuss the proposed models and point out
their shortcomings.

The interlayer separation of multilayer silicene is very close but measurably dif-
ferent from that of Si(111). This inspired models of multilayer silicene that has bulk
silicon-like interior with a modified surface structure. One such model is based on
the Si(111)-Ag+/3 x +/3 system. The various surfaces obtained by the deposition
of Ag on Si(111) substrate were studied intensively in the 1980s [12, 25, 29, 44].
One of the most favorable surfaces that were observed in experiments was the so
called honeycomb-chain trimer (HCT) structure [44]. As seen in Fig. 8.6, the HCT
model has a +/3 x +/3 honeycomb STM pattern that resembles the one observed
in multilayer silicene experiments. Furthermore, the interlayer separation is close
to the one obtained in experiments since the bulk region is basically Si(111). The
HCT structure makes transition to the so-called inequivalent triangle (IET) struc-
ture at low temperatures. This transition could explain the spontaneous symmetry
breaking observed in /3 x /3 silicene at low temperatures [6, 39]. Finally, it was
argued that the slope of the linear portion of the S; band formed by the Si(111)-
Ag~/3 x +/3 surface is comparable to that of the linear bands observed in /3 x /3
silicene experiments [7, 38, 39]. However, the HCT model does not account for the
contraction of the lattice constant observed in experiments. Another model inspired
by the bulk silicon structure is the tristable Si(111) bilayer grown on Ag substrate
[19]. Here the flip-flop motion that is suggested to give rise to the honeycomb STM
topographs is not supported by convincing arguments. Also it does not explain the
lattice contraction and can not be extended to multilayers.

Here we present a possible growth model of multilayer silicene that produces
structures which are in a good agreement with experiments in certain respects [3].
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Fig. 8.6 a Ball and stick representation of the honeycomb-chain trimer (HCT) model [44]. The
top and side views are presented in the top and bottom panels, respectively. The yellow balls are
Si atoms sitting in almost ideal positions of the Si(111) substrate. The topmost layer of Si atoms
and the layer below them are represented by the red and the blue balls, respectively. The Ag atoms
represented by the light blue balls form the topmost atomic layer of the system by attaching to
Si atoms (red balls) below them. b Schematic and calculated STM image of HCT structure are
presented in top and bottom panels, respectively. The bright triangular spots that are observed in
the STM image are represented by green triangles superimposed on the top view of the ball and
stick model

This model can inspire new calculations that might eventually solve the mistery
of multilayer silicene. A realistic growth simulation is really hard to do because
one needs to take into account many experimental parameters. It is especially hard
to run a molecular dynamics simulation long enough for the atoms to explore the
whole energy landscape. Instead, we present structural relaxations accompanied with
educated guesses.

A silicene monolayer is first placed on top of the already formed HDS structure,
as seen in Fig. 8.7a. Upon relaxation of this system, one of the dumbbell atoms in
HDS transfers to the silicene layer forming a dumbbell unit there. As a result, HDS
loses one dumbbell unit and becomes TDS, while silicene sheet gains one dumbbell
unit and also becomes TDS. The two TDS layers become connected to each other by
covalent bonds. However, the number and strength of these vertical covalent bonds
are less compared to the ones formed between two (111) planes of cubic diamond
silicon (cdSi).

If we continue depositing Si atoms onto the bilayer TDS system, the TDS layer
on top will first transform to HDS. This HDS layer will follow the same faith as
the original HDS structure, transforming itself to TDS by donating one dumbbell
to create another TDS on top, which in turn will transform to yet another HDS
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Silicene + HDS —>» TDS+TIDS
J

Silicene

Fig. 8.7 A possible growth mechanism of multilayer silicene or silicites. When silicene is put on
top of HDS, one of the dumbbell atoms transfer to the silicene layer, as shown by dashed black
arrow. As a result, two TDS layers are formed, that connect to each other through covalent bonding
between atoms shown by green arrows

layer. This process will continue producing multiple TDS layers connected to each
other with an HDS layer on the very top. This is in agreement with experiments
that continue to see the /3 x +/3 honeycomb pattern in the STM measurements
performed on multilayer silicene. It is possible to stack TDS layers in eclipsed or
staggered fashion, as shown in Fig. 8.8a. The resulting bulk structures are named
eclipsed (eLDS) and staggered (sLDS) layered dumbbel silicite, accordingly. All
atoms in both eLDS and sLDS structure are fourfold coordinated. However, the
covalent bonds significantly deviate from the ideal tetrahedral bonding angle of 109°.
In the eLDS structure the TDS layers are just shifted by one third of their 2D unitcell
vectors and stacked on top of each other. As shown in Fig. 8.8a, stacking follows
ABCABC... and so on. It cannot be ABABAB... because in that case blue atoms
would be connected to dumbbell atoms from both sides, which would unfavorably
increase their coordination from four to five. The stacking of the sLDS structure is
similar, but the layers are staggered with respect to each other. This is represented
by a bar on top of the staggered layers.

Both eLDS and sLDS are open structures similar to the structure of cubic silicon.
In fact, the mass densities of eLDS (2.10 g/cm?) and sLDS (2.11 g/cm?) are smaller
than that of cdSi (2.28 g/cm?®). The inplane lattice constant of LDS structures is
6.47 A which is in agreement with experiments. Note that, this is the only model
that accounts for inplane lattice contraction of multilayer silicene. The interlayer
distance in both eLDS and sLDS structures are around 4.3 A. This is in contrast
to experiments that find the interlayer distance to be 3.1 A. Further work needs to
be done to resolve this disagreement between theory and experiment. Due to the
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(a) eLDS sLDS
eclipsed 4

Tilted View

Side View

Fig. 8.8 a The double unit cell of eclipsed layered dumbbell silicite (eLDS) including N = 7 Si
atoms per unit cell and single unit cell of staggered layered dumbbell silicite (sLDS) including
N = 14 Si atoms per unit cell. b Side view showing the ABCABC... stacking of eLDS and the
ABCABCA... stacking of sLDS. The bond lengths are given in Angstrém [3]

covalent bonds connecting LDS layers, the interlayer interaction is not like the weak
van der Waals interaction found in graphite or MoS,. However, these covalent bonds
are sparse compared to those found between Si(111) layers in cubic silicon. The
calculated cohesive energies are 4.42 eV and 4.43 eV per atom for eLDS and sLDS,
respectively which is very close to that of cdSi (4.60 eV).

The electronic structures of eLDS and sLDS phases have indirect band gaps, which
are wider than that of cdSi, as shown in Fig. 8.9a. The calculated indirect (direct)
band gaps of eLDS and sLDS are 0.98 (1.43) eV and 1.26 (1.65) eV, respectively.
The indirect band gap of cdSi is 0.62 eV at the DFT-PBE level while it is increased
to 1.12 eV upon including many-body self-energy corrections at the GoW level
[21, 40]. With GyW|, correction the indirect band gap of eLDS increased to 1.52 eV.
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Fig. 8.9 a Energy band structure of eLDS and sLDS. Zero of energy is set to the the Fermi level.
Bands of eLDS folded by doubling the unit cell along a3 are shown by red lines. b Normalized
densities of states (DOS) of eLDS, sLDS and cdSi. The isosurfaces of the total charge density shown
by inset confirm the layered nature

Indirect (direct) band gaps of eLDS and sLDS calculated by HSE06 hybrid functional
are 1.92 eV (2.37 eV) and 1.88 eV (2.26 eV), respectively.

Owing to the different Brillouin zones it is difficult to directly compare the band
structures of LDS and cdSi. Therefore the effects of the layered character on the elec-
tronic structure are sought in the normalized densities of states (DOS). Figure 8.9b
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Fig. 8.10 The calculated Kohn-Sham and GoWo RPA optical absorption spectra for eLDS and
cdSi

shows the normalized DOSs of eLDS, sLDS and cdSi. Except for some peak shifts,
the DOSs of silicites are similar. Owing to the fourfold coordination of Si atoms
in all structures, the overall features of DOSs of LDS structures appear to be remi-
niscent of that of cdSi. This confirms the fact that the overall features of the bands
of cdSi can be obtained within the first nearest neighbor coupling [20]. The total
charge density, |Wr|? presented by inset, depicts that electrons are mainly confined
to TDS layers. This is another clear manifestation of the layered character of eLDS
and sLDS phases. On the other hand, significant differences are distinguished in the
details of the electronic energy structures due to deviations from tetrahedral coordi-
nation: (i) Indirect band gaps relatively larger than that of cdSi can offer promising
applications in micro and nanoelectronics. (ii) Sharp peaks E3 and E4 near the edges
of the valence and conduction bands, originate from the states, which are confined
to TDS layers and can add critical functionalities in optoelectronic properties. (iii)
A gap opens near the bottom of the valence band at ~ — 11 eV; its edge states are
also confined to TDS layers.

The in-plane and out of plane static dielectric responses also reflect the layered
nature of silicite. As a matter of fact, the calculated in-plane dielectric constant
of eLDS (sLDS) is g = 12.52 (12.85), while its out of plane dielectric constant is
€1 = 11.69 (11.56). Those values are contrasted with the uniform dielectric constant,
€ = 12.19 of c¢dSi. In Fig. 8.10 we present the optical absorption spectra of eLDS and
cdSi calculated at the RPA level using the Kohn-Sham wave functions and GoW,
corrected eigenvalues. The frequency dependent dielectric matrix takes different
values in the in-plane and out of the plane directions of eLDS while for cdSi it is
isotropic. One can see that the optical absorption of eLDS is significantly enhanced
in the visible range compared to cdSi which makes it a potential candidate material
for photovoltaic applications. This enhancement is still present when we rigidly shift
the absorption spectra by the amount we get from GyW, corrections [33].
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In closing, we would like to stress that, although LDS structures fail to explain the
interlayer distance or metallicity of multilayer silicene, they are novel and interesting
allotropes of silicon inspired by experiments. We believe that the search for a modified
version of LDS model that might fully explain the multilayer silicene experiments
is worth pursuing.
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Chapter 9 ®)
Silicene on Ag(111) at Low Temperatures oo

Peng Cheng, Lan Chen and Kehui Wu

Abstract Following the successful preparation of silicene, the focusing issue is
whether silicene indeed exhibits the exotic electronic properties predicted theoret-
ically. To study the electronic structure of silicene, angle resolved photoelectron
emission spectroscopy and scanning tunneling microscopy/spectroscopy are the two
major experimental techniques. The development of cryogenic STM allows the inves-
tigation of physical phenomena that occur only at low temperatures or are best seen
at low temperature, such as superconductivity, a quantum Hall effect, metal-insulator
transition and charge density waves. However, itis equally important that low temper-
ature environment provides a stable and well-regulated platform and greatly improves
the performance of STM. In this chapter, we give an overview on the recent progress
of silicene on Ag(111) at low temperatures by utilizing cryogenic STM.

9.1 Introduction

Silicene, a single sheet of silicon atoms arranged in a honeycomb lattice, has attracted
tremendous attention during the past few years. It is a new two-dimensional silicon
allotrope, different from any silicon structure previously found in nature. The theo-
retical investigation on silicene actually dates back to year 1994, when Takeda and
Shiraishi explored the silicon analogue of graphite and proposed that silicon can exist
in a two-dimensional sheet [1]. In contrast to graphene where the A and B sublattices
are in exactly the same plane, they pointed out the two sublattices in silicene are rel-
atively shifted in the direction perpendicular to the atomic plane, forming a so-called
low buckled structure. However, this work was before the discovery of graphene
and not paid too much attention. Following the boom of graphene research, silicene
has received renewed interest. In 2007, silicene as a silicon version of graphene was
named by Guzmdn-Verri and Lew Yan Voon, who developed a unified tight-binding
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(TB) Hamiltonian for Si-based nanostructures and showed that silicene is a zero-
gap semiconductor [2]. In 2009, silicene with a buckled geometry was confirmed to
be dynamically stable by Cahangirov et al. [3]. Moreover, theoretical calculations
show that silicene has graphene-like electronic band structure, supporting charge
carriers behaving as massless Dirac fermions. Compared with graphene, silicene
has a larger spin-orbit coupling strength, which may lead to a larger energy gap at
the Dirac point and favor a detectable quantum spin Hall effect (QSHE) [4]. The
breakthrough in experimental research on silicene took place in year 2012, when
several groups reported in parallel the successful preparation of a silicene sheet.
Among them Fleurence et al. reported the formation of silicene on ZrB, substrate
[5], whereas other groups, including Vogt et al. [6], Lin et al. [7], and our group [8,
9], reported the growth of silicene on Ag (111).

Ag(111) is currently the most often used substrate for growing silicene films.
Depending on the Si coverage and substrate temperature, silicene can form a variety
of superstructures on Ag(111) surface, including 4 x 4, V13 x \/E, 23 x 24/3
(with respect to Ag(111) surface lattice) and finally to a V3 x +/3 (with respect to
silicene 1 x 1) [6-9] (see also Chap. 7). The origination of silicene reconstructions
is the low-buckled structure of silicene. Although silicene has a honeycomb lattices
like graphene, the silicon atoms are not exactly located on the same plane, but instead
forming a buckled structure. In free standing silicene, the Si atoms in sublattice A is
upper buckled whereas those in B are lower buckled, forming a 1 x 1 structure. Once
the silicene sheet adsorbs on Ag(111) surface, the interaction between silicene and
substrate results in rearrangement of the buckling degree, forming a variety of super-
structures corresponding to different buckling patterns. It should be note that overall
the honeycomb lattice of silicene is still preserved regardless the different patterns.

Following the successful preparation of silicene, the focusing issue is then whether
silicene indeed exhibits the exotic electronic properties predicted theoretically. To
study the electronic structure of silicene, angle resolved photoelectron emission spec-
troscopy (ARPES) and scanning tunneling microscopy/spectroscopy (STM/STS)
were two major experimental techniques.

STM is a surface sensitive technique based on the concept of quantum tunneling
[10-13]. The atomically resolved structure of a surface can be obtained by monitoring
the tunneling current in an STM. Besides its unprecedented capability to study sur-
face topography, information on electronic structure at a given location of a sample
can also be obtained by STS. The scanning tunneling spectroscopy (STS) measures
the energy resolved local density of state (LDOS) on surface with subatomic reso-
lution. This capability is due to the exponential dependence of the tunneling current
on the tip-sample separation and the proportionality of the differential conduction to
the LDOS of the sample at the center of tip apex. STM with high energy resolution is
needed to study effects determined by small energy scale. The smearing of electron
occupation at Fermi level for both STM tip and sample limits the energy resolution.
The thermal broadenings of peaks in d//dV are 3.5kgT [14], where kg and T are the
Boltzmann constant and temperature, respectively. The development of cryogenic
STM allows the investigation of physical phenomena that occur only at low temper-
atures or are best seen at low temperature, such as superconductivity, quantum Hall
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effect, metal-insulator transition and charge density waves. However, it is equally
important that low temperature environment provides a stable and well-regulated
platform and greatly improves the performance of STM.

The cryogenic STM with high performance has been widely used in the charac-
terization of metals, semiconductors and superconductors. Applying it to study of
silicene, many intriguing properties have recently been unveiled. For silicene, the low
temperature environment brings into new physical phenomena, and the low temper-
ature behavious reveal more fascinating properties. For examples, on the v/3 x /3
silicene phases STS reveals pronounced quasiparticle interference patterns and linear
dispersion was derived [9], together with the intriguing observation of suppressed
backscattering [15], low temperature phase transition [16], and a superconducting-
like energy gap [17]. These results demonstrated that silicene is a promising playing
ground for exotic electronic properties as well as potential applications.

In this chapter, we give an overview on the recent progress of silicene on Ag(111)
at low temperatures by utilizing cryogenic STM.

9.2 Electronic Structure of the 4 x 4 Phase by STS

At relatively low substrate temperature, the first perfectly ordered phase observed
in experiments is silicene 4 x 4 phase [6-8] (see also Chap. 7). As displayed in
Fig. 9.1b, the STM image of 4 x 4 phase exhibits triangular half unit cells (HUC)
each consisting of three bright spots, which is quite similar to the well-known Si(111)
—5 x 5 surface structure.

The 4 x 4 structure can be understood by the so called “magic mismatch” between
the lattice constant of Ag (aag = 2.88 A) and Si (as; = 3.84 A),i.e., 4 xan, = 3xas;
within 0.5% of error.! Since both the Ag(111) surface and silicene are hexagonal lat-
tices, a commensurate 4 x 4 superstructure can be constructed by simply overlapping
a low-buckled, freestanding silicene 1 x 1 lattice on top of a Ag(111) —1 x 1 lattice
in the same orientation. Such a magic commensuration results in minimal interface
strain and thus stabilizes the silicene structure. Once the silicene —1 x 1 sheetis placed
on the Ag(111) substrate, the buckling configuration will spontaneously rearrange
to lower the surface energy. As a consequence, there will be six upper-buckled Si
atoms per unit cell, while the other twelve Si atoms are all lower-buckled. Moreover,
the three upper-buckled Si atoms in one HUC do not belong to the same sublattice
with the three upper-buckled Si atoms in the other HUC, as illustrated in Fig. 9.1c.
This is in contrast to the case of freestanding silicene where all upper-buckled (or
lower-buckled) Si atoms constitute a sublattice. That the protrusions observed in
STM correspond to upper-buckled Si atoms that are indeed geometrically higher can
be further confirmed by atomic force microscopy (AFM) measurements [18].

INote that the 4 x 4 silicene phase is therefore also referred to as a 3 x 3 superstructure, e.g. in
Chap. 5, 7 and 8.
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Fig. 9.1 a STM image of large area of silicene (sample bias voltage V, =—0.70 V and tunneling
current I; =0.19 nA. The image size is 35 x 35 nm?). b High resolution STM image of the 4 x
4 silicene (Vs =0.50 V and I; =0.30 nA, 3.65 x 3.65 nm?). The unit cell is shown by the white
rhombus. ¢ The geometric structures of the 4 x 4 silicene. d The STS spectra of silicene for various
magnetic fields perpendicular to the sample surface, B,. € The STS spectra of HOPG for various
B,. The purple triangles and green circles show the peaks originating from the LLs of massless and
massive Dirac fermions, respectively. The n =0 LL is marked by the yellow bar and the n =1 LL
of massive Dirac fermions is not clearly resolved in 3 T due to low magnetic field. Reproduced with
permission from Phys. Rev. Lett. 110, 076801 (2013)

After the successful sample preparation of 4 x 4 phase, Vogt et al. reported,
together with their silicene structure, possible existence of the Dirac cone and linear
dispersion in the 4 x 4 phase of silicene from ARPES measurements [6] (see also
Sect. 7.4.2). Later, Avila et al. revisited the electronic structures of the silicene 4 x 4
phase and further confirmed that the linear dispersion comes from silicene rather
than Ag substrate [19].

However, there is still a fierce debate about whether the Dirac cone of monolayer
silicene can be preserved on Ag(111) surface [20-27]. The key issue is that, once a
monolayer silicene sheet is placed on aclean Ag(111) substrate, the strong interaction
between the silicene film and the Ag substrate may significantly influence the surface
electronic band structure. Combining STS measure and DFT calculations of 4 x 4
phase, Lin et al. proposed that silicene on the Ag(111) surface would no longer be a
2D Dirac fermion system due to substrate-induced symmetry breaking [20].
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Measuring the Landau levels (LLs) of the 4 x 4 phase under a magnetic field
by using STS is the most direct way to judge whether the sample acquires the
Dirac fermion. In normal metals and two-dimensional electron gases, Landau lev-
els are equally spaced. While for Dirac fermions, Landau levels consist of a
field-independent state at the Dirac point and a sequence of levels with square-
root dependence in both field and index, instead of the usual linear dependence. The
cyclotron frequency (w¢ ) of the Dirac fermion is given by we = ~/2vp /€, and the nth
LL appears at E, = hwc+/n, where vy is the Fermi velocity, and ¢ is the magnetic
length (¢ = \/A/eB.). The energy E, is measured relative to the Dirac point.

STS was proved to be a powerful tool to study the Landau quantization under
magnetic fields [28-31]. Figures 9.1d, e show the evolution of the STS spectra taken
for the 4 x 4 silicene and highly-oriented pyrolytic graphite (HOPG) with an increase
in the magnetic field perpendicular to the sample, B,. From B, = 0 to 7 T, the
spectrum of the 4 x 4 silicene does not change essentially, and characteristic structures
attributed to the Landau quantization are not found. Even in the wide range (—0.5
to +0.5V) spectra, no significant change can be found. In contrast, LLs appear in
the HOPG, and their energy positions shift with B,. The spectral evolution of the
HOPG is reasonably rationalized by a combination of massless and massive Dirac
fermions. Thus, they conclude that the electrons in the 4 x 4 silicene lose both their
two dimensionality and linear dispersion that are requisite for the Dirac fermion.

The size effects and the structural inhomogeneity can be ruled out while consid-
ering the absence of the LLs. To explain the absence of the LLs of 4 x 4 phase, they
investigated the electronic structure of silicene by DFT calculations and obtained the
evolution of the band structure from freestanding lightly-buckled silicene, freestand-
ing distorted silicene to the 4 x 4 phase silicene. The electronic states associated with
Siin the 4 x 4 phase are strongly hybridized with the substrate states and demonstrat-
ing the lack of Dirac fermions in a single layer honeycomb lattice due to significant
symmetry breaking.

9.3 The +/3 x +/3 Phase

As substrate temperature reaches 500 K, silicene islands with (\/3 X \/§)R30° period-
icity (with respect to silicene —1 x 1 lattice) are observed on the surface [9] (see also
Sect. 8.3). The STM image in Fig. 9.4a shows an island of silicene (v/3 x +/3)R30°
phase across the step edges of the underlying Ag(111) surface without losing con-
tinuity. The high-resolution image (Fig. 9.4b) displays the honeycomb structure of
silicene terrace. The lattice period of the honeycomb structure is about 0.64 nm,
corresponding to a (+/3 x +/3)R30° honeycomb superstructure with respect to the
1 x 1 lattice.

To explain the atomic structure of (/3 x +/3)R30° phase, we should mention the
characteristic phase transition at low temperature (Fig. 9.4d), which will be described
in Sect. 9.3.2 in detail [16]. When the silicene sample on substrate is cooled to liquid
helium temperature (5 K), the silicene film is phase separated into triangular domains
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with the two symmetric configurations divided by narrow domain boundaries. The
(+/3 x +/3)R30° superstructure can then be explained by the double symmetric
(+/3 x +/3)R30° reconstruction structures with dynamic flip-flop motion at high
temperature. If ignoring the substrate, these two (v/3 x +/3)R30° superstructures
have identical geometry and share the same central substrate atom for each hexagon
unit. In every (v/3 x +/3)R30° unit cell, only one Si atom is buckled upward, whereas
the rest five Si atoms have nearly identical lower height, resulting in a rhombic (v/3 x
V/3)R30° superstructure. The two types of thombic (v/3 x +/3)R30° superstructures
coincide well with the two mirror-symmetric phases observed in the low temperature
experiments. At higher temperature, the flip-flop motion between the two phases
leads to an averaged, symmetric (v/3 x +/3)R30° phase.

The electronic structure of (+/3 x +/3)R30° phase has also been investigated by
STS and many intriguing phenomenon were observed, including the pronounced
quasiparticle interference patterns [9, 15], low temperature phase transition [16],
and an superconducting-like energy gap [17].

9.3.1 Dirac Fermions Evidenced by Quasi-particle
Interference in the /3 x /3 Phase

In contrast to the controversy about the electronic states of silicene 4 x 4 phase,
low-temperature electronic state measurements by STS conducted by Chen et al.
have revealed that the v/3 x +/3 phase exhibits a metallic surface state which can
host Dirac fermions [9].

Scanning tunneling spectroscopy (STS) records differential tunneling conduc-
tance, d1/dV, as a measure of the local density of states at the tunneling energy.
On a metallic surface, When disorders are introduced into the sample, the change
in potential leads to the elastic electron scattering of the incident wave with a wave
vector k; into ky = k; + g, with k; and ky being on the same constant-energy con-
tour (CEC). The quantum interference between the initial and final states results in a
standing wave pattern whose spatial period is given by A = 27/|¢|, which are often
referred to as the “Friedel oscillations”. The phenomena can be observed by STM
as modulations of the differential tunneling conductance. When the STM images
of standing waves are Fourier transformed, the scattering wave vector g becomes
visible in the reciprocal space. This way, it simultaneously provides real-space and
momentum-space information. STS has become a powerful tool to probe the surface
state characteristics such as symmetry and dispersion [32, 33].

Similar as graphene, the Dirac cone of silicene are located at K points in the 2D
Brillouin zone [3, 4]. The constant energy contours in reciprocal space are small
circles centered at the K points (Fig. 9.2g). Quasiparticles can be scattered within
the small circles (intravalley scattering) or between circles (intervalley scattering),
resulting in standing waves (quasiparticle interference patterns) observed in d1/dV
maps [34-36]. Interference patterns with short-wavelength are observed in STM
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images of silicene, consistent with an intervalley scattering. The patterns exhibit
closed packed protrusions (shown in Fig. 9.2b, c) in areas near the step edge and
point defect, in contrast to the honeycomb structure observed in terrace of silicene
island. The wave vectors of intervalley scattering are close in length to the wave
vectors Kj(), which have a length of 1/ V/3 in reciprocal space, corresponding to
a (v/3 x +/3)R30° periodicity in real space. The QPI pattern originating from the
scattering center extends for a length of only a few nm.

The standing waves with long wavelength are observed near the edges of island of
second layer silicene in d1/dV maps shown in Fig. 9.2e, f. The wavelength changes
as a function of tip bias voltage. As the bias increases from —0.4 to —1.1V, the wave-
length decreases correspondingly from 2.8 to 1.6 nm. The wavelike quasi-partical
interference (QPI) patterns are attributed to the intra-valley scattering (Fig. 9.2g).
The wave vector g; of intravalley scattering connects points within a single constant-
energy circle and determines the observed long wavelength interference pattern.
Since g; equals to the diameter of the constant energy contour of Dirac cone, the
energy-momentum dispersion can be deduced from the E (k) curves in Fig. 9.2h,
where 2k = ¢. The fitting curve give the linear dispersion, with Fermi velocity
vp = (1.240.1) x 10°m/s. The k = 0 energy intercept gives the Dirac energy,
Er — Ep = 0.52 £0.02eV, consistent with the position of the DP in the d1/dV
spectra. The linear E ~ k dispersion proves the existence of the Dirac cone in elec-
tronic band structures of silicene. The surprising large Fermi velocity, comparable
with that of graphene [34, 37], suggests the prospective applications comparable
with those that have been proposed or realized in graphene. The observation of QPI
patterns, consistent with analysis based on the theoretical band structure of silicene,
is additional proof that the underlying atomic structure of the film is graphene-like,
with only some buckling that does not change the basic electronic structure of the
film.

A linear dispersion near Fermi level is far from a complete description of the
Dirac fermion state. In Dirac systems such as graphene or three dimensional (3D)
topological insulators, existence of quasiparticle chirality is even more important.
In graphene, chirality is introduced to project the pseudospin in the direction of the
momentum [38]. Due to the quasiparticle chirality, the backscattering of quasiparticle
within a valley (same K point, intravalley) or between two valleys (K and K’ points,
intervalley) (Fig. 9.2g) should be strongly suppressed because the backscattering will
reverse the chirality of the quasiparticle. As a consequence, the behaviors of decay
of standing waves from a straight step edge for Dirac fermion systems are different
from conventional 2D electron gas. For 2D electron gas, the decay factor of standing
waves is —0.5 [32], while in graphene or the surface of a topological insulator, the
chirality of quasiparticles results in suppression of backscattering and a faster decay.
A decay factor of @« = —1.5 had been reported for graphene [36], and o« = —1.5
and —1 had been reported for 3D topological insulators [39, 40]. Suppression of
backscattering can be regarded as fingerprints of Dirac systems with quasiparticle
chirality.
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Fig.9.2 a STM image (V, =—1.1 V) of a 50 x 45 nm? area of silicene +/3 x +/3 island. b, ¢
Enlarged STM images of the areas marked by the white squares in (a), respectively. The white
and red circles represent the normal honeycomb structure and hexagonal closed packed patterns
induced by intervalley scattering of quasiparticles, respectively. d The STM image (V; =—1.0 V)
of 40 x 40 nm? of one monolayer silicene +/3 x /3 phase containing an island of second layer. e
and f dI/dV maps of the same area as (d) taken at V; =—1.0 V and V;, =—0.8 V, respectively. g
Schematic of the 2D Brillouin zone [blue (thin gray) lines], constant energy contours [blue (gray)
rings] at K points, and the two types of scattering vectors: q; [intravalley, short red (dark gray)
arrow] and qy [intervalley, long red (dark gray) arrow]. h Energy dispersion as a function of k
for silicene /3 x +/3 phase determined from the wavelength of standing waves in dl/dV maps.
Reproduced with permission from Phys. Rev. Lett. 109, 056804 (2012)

The decaying behavior of QPI patterns from the step edges of a /3 x /3 silicene
film was reported by Feng etal. [15]. The d 1 /d V intensity as a function of the distance
from the armchair and zigzag step edges at various energies are shown in Fig. 9.3a—f.
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The data were fitted using an exponential decaying equation 3p(x) o cos(2kx + ©)x®
[32], which is generally applicable for Friedel oscillations of LDOS in a surface state
band, where k is the wave vector of the standing wave, ¢ is a phase shift associated
with the scattering potential, and « is the decay factor. The best fitting parameter of
a = —1.5 for armchair edge (I'-K direction), and o = —1.0 for zigzag edge (I'-M
direction) were obtained. The observation of strong decay of LDOS oscillation in
silicene suggests that the quasiparticle in silicene is chiral, otherwise, the decay of
QPI from a step edge should obey a power law with a decay factor of 0.5, as that in
conventional 2D electron gas systems. The faster decay of LDOS oscillation should
be due to scattering of electrons between states with nonparallel or even antiparallel
pseudospins. In topological insulator of Bi,Tes, the decay factors are —1.5 in I'-K
direction and —1.0 in I'-M direction, which dramatically coincides with the silicene.
It was also noticed that in multilayer silicene, similar and persistent QPI patterns and
decaying behavior have been observed on terraces with different thickness, indicating
that the observed QPI is indeed originating from the metallic surface state instead of
from the bulk or substrate.

Furthermore, other properties of Dirac cone of silicene can be revealed by the
standing waves scattering from point defects. Feng et al. [15] deposited 0.001 mono-
layer (defined as single layer of silicene with lattice constant 0.38 nm) hydrogen
atoms on silicene, which are adsorbed on top of Si atoms to form Si-H bonds. The
hybridization of Si atoms is thus changed from sp? to sp® [41], which will change
the local potential and create a scattering center. After hydrogen adsorption, the typ-
ical dI/dV map shows significant QPI patterns, as shown in Fig. 9.3g. A striking
aspect of the map is that the waves around point defects exhibit a hexagonal rather
than circular shape. This unique feature can be revealed more clearly by fast Fourier
transformation (FFT) of d1/dV maps into k space (Fig. 9.3h). A hexagon is found in
the center with the edges in I'-K direction and vertices in I'-M direction. In graphene,
the CEC of Dirac cone at K and K’ points in BZ at low energy is isotropic and circu-
lar, but it is trigonally warped at higher energies [42]. The orientation of warping is
different for K and K” points. It is thus easy to assume that similar trigonal warping
may exist in the Dirac cone of silicene. However, the trigonally warped CECs cannot
explain the hexagonal shape of LDOS oscillations observed in both real space and
k space for silicene. To better understand the Dirac cone warping in silicene, the
electronic band structure of silicene was explored by using first principle calcula-
tions. Due to the formation of the (\/§ X \/§)R30° superstructure of silicene, the K
and K’ points in the Brillouin zone of (1 x 1) phase are folded onto the I" point of
(+/3 x +/3)R30° phase. As a consequence, the six Dirac cones with different orien-
tations of warping at K and K’ points of (1 x 1) phase are folded onto the I" point of
(\/§ X \/§)R30° phase and give rise to one Dirac cone, which should be hexagonally
warped (Fig. 9.31).

Therefore, the scattering wave vector g varies along the opposite edges, and
will result in a hexagon with edges toward I'-K direction and vertices toward
I'-M direction (for BZ of 1 x 1 structure) in k-space maps. On the other hand, the
backscattering should be suppressed due to the states with antiparallel pseudospins,
which will give QPI with faster decay rate. Additionally, occurrence of the intraval-
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Fig. 9.3 a-f LDOS on monolayer silicene as function of distance from the step edges of silicene
/3 x +/3 phase at different energies. The data were acquired near armchair edge (a—c) and zigzag
edge (d-f). Grey dots: experimental values; red lines: fits to the data. g dI/dV map (V, =—0.9 V)
of surface of hydrogenated silicene showing standing wave patterns induced by hydrogen sites. h
Fourier transform of (g). A hexagon of 1 x 1 Brillouin zone is superimposed. i Constant energy
contour of Dirac cone of silicene /3 x /3 phase obtained from DFT calcultions. Reproduced with
permission from ACS Nano 7, 9049 (2013)

ley backscattering requires a pseudospin-flip process induced by strong scattering
potentials such as the point defects and step edges. For weaker scattering poten-
tial such as substrate step beneath the continuous silicene sheets, no QPI patterns
had been observed in experiment, which can be viewed as a result of protection by
quasiparticle chirality.

The emergence of the QPI patterns resulting from both intervalley and intravalley
scattering proves that quasiparticles in silicene behave as massless Dirac fermions.
For comparison, although other monolayer silicene phases are also expected to be
metallic, QPI patterns have never been observed on their surfaces. Moreover, these
results unambiguously reveal that the Dirac cone in silicene is hexagonally warped,
and with chirality.
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9.3.2 Dynamic Phase Transition of the /3 x +/3 Phase

As we mentioned before, the (v/3 x +/3)R30° phase was found to undergo a phase
transition to two types of mirror-symmetric boundary-separated rhombic phases
at temperatures below 40 K. The monolayer silicene film on Ag(111) exhibits a
honeycomb structure with a period of 0.64 nm (Fig. 9.4b), corresponding to the
(\/§ X \/§)R30° superstructure with respect to the silicene 1 x 1 lattice, for sample
temperature at 77 K or up to room temperature [9]. The (+/3 x +/3)R30° struc-
ture can be confirmed by the low energy electron diffraction (LEED) pattern and
four predominant orientations of silicene with reference to the [ITO] direction of
Ag(111): 0°, 10°, and 30° were found. More intriguingly, when the sample is cooled
to liquid helium temperature (5 K), a dramatic structural phase transition occurs,
which is characterized by the appearance of atomic chains forming interconnected
triangles. A close inspection reveals that these are boundaries separating two sym-
metric domains, as shown in Fig. 9.4d. At 77 K, the two neighboring protrusions
in each honeycomb unit cell are equally bright. While upon the phase transition,
one of them becomes much brighter than the other, showing an apparently rhom-
bic superstructure (Fig. 9.4e). As there are two possible configurations, the surface
is phase separated into triangular domains with either one of the two symmetric
configurations, separated by narrow domain boundaries where the neighbor protru-
sions are identically bright. Temperature-dependent experiments show that the phase
transition takes place at about 40 K.

The phase transition can be described by a “super-buckling model”. It has been
known that free-standing silicene maintains a non-planar, so called low-buckled
(LB) geometry. When silicene is adsorbed on Ag(111) surface, it further adopts two
mirror symmetric (v/3 x +/3)R30° rhombic super-buckled structures, as illustrated
in Fig. 9.4c, f. The low transition barrier between these two phases enables dynamic
flip-flop motion at high temperature, resulting in the (v/3 x +/3)R30° honeycomb
structure observed by STM.

Further, Chen et al. performed STS measurements on the (+/3 x +/3)R30° phase
silicene at 5 K [16]. The typical d1/dV curves over wide energy range (from —1.5
to +1.5 V) taken at 5 K reveal similar electronic structures with at 77 K. Besides
the pronounced peak at 0.9 V, there is a small dip located at about 0.5 V, which is
attributed to the position of DP of silicene. The similar electronic structures of the
two phases confirm that their basic structures are identical (Fig. 9.5a).

The d1/dV curve over a narrow energy range around Fermi energy (Er) (from
120 to 120 mV) is substantially different at 5 K, as shown in Fig. 9.5b. The spectra
obtained on silicene shows a characteristic gap about 70 meV centered exactly at Ep
and two significant shoulder peaks at both sides, while the spectra taken on Ag(111)
do not exhibit any gap signature at Er. Thus, the gap is not induced by the Ag(111)
substrate or STM tip. Also, the STS spectra are measured on different locations of the
silicene surface and the gap exhibits high spatial homogeneity. It is possible that the
gap may be a superconducting one and the two shoulders are coherence peaks. The
observed superconductivity was further explored by varying the sample temperature.
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Fig. 94 a The STM topography image of a large area (65x65 nm?) consisting of
a sheet of silicene on Ag(l11) crossing two substrate steps. Reproduced with per-
mission from Phys. Rev. Lett. 109, 056804 (2012). b High-resolution STM image
(Vi =1.0 V) of the surface of silicene V3 x /3 phase taken at 77 K. The honeycomb struc-
ture is clearly observed. d STM image (V{ =—2.0 V) of silicene V3 x /3 phase taken at 5 K. e
The filtered high-resolution STM image with high contrast (V, =0.1 V) of silicene /3 x +/3 phase
taken at 5 K. ¢ and f Models of two energy-degenerated /3 reconstructed structures of silicene
sheet on Ag(111). Color code: Blue, yellow, and red spheres denote Ag atoms, Si atoms in lower
layer, and Si atoms in higher layer, respectively. The red triangles denote the units of /3 silicene
structures. b—f reproduced with permission from Phys. Rev. Lett. 110, 085504 (2013)

A sequence of d1/dV curves measured over the same monolayer silicene island at
different temperatures (Fig. 9.5c) shows that the coherence peaks can be clearly
observed up to 28 K. When the temperature is increased to 33 K, the superconduct-
ing gap is still observable, but the two coherence peaks start to disappear, indicating
the superconducting critical temperature of silicene is about 35—40 K. Additionally,
when the tip approaches the surface, the tunneling conductance in the middle of the
gap region is lifted (Fig. 9.5d), consistent with expected Andreev reflection in this
superconductor-metal junction [43]. This provides another evidence of superconduc-
tivity in silicene. Another finding is the emergence of a smaller gap about 30 meV
around Ey when the tip gets close to the surface, which implies that silicene on
Ag(111) surface may be a two-band superconductor, similar as MgB, [44]. Another
possibility is that the smaller gap may be results from the proximity effect. However,
these features still need further confirmation.
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Fig. 9.5 a dl/dV curves of silicene /3 x +/3 phase with large energy range taken at 77 K and
5 K. b dl/dV curves of silicene +/3 x +/3 phase and Ag(111) with narrow energy range taken at
5 K. ¢ Temperature dependence of dI/dV curves at same silicene film. d dI/dV curves of silicene
/3 x +/3 phase taken at different tunneling resistance of tunneling junction between tip and surface.
Reproduced with permission from Appl. Phys. Lett. 102, 081602 (2013)

The triangular domain boundaries can also serve as quasiparticle scattering cen-
ters to result in pronounced standing wave patterns in STS maps, exhibiting strong
QPI patterns because of intravalley scattering in a single Dirac cone. From the bias
dependent wavelength of the standing waves, the quasiparticle energy-momentum
dispersion relation E (k) was deduced and a linearly energy-momentum dispersion
relation was found, with Fermi velocity vz = (0.97 £ 0.02) x 10°m/s. The k = 0
energy intercept gives the Dirac energy, Er — Ep = 0.50 & 0.02 eV, in consistency
with the position of DP in d1/dV spectra very well. The electronic structure of sil-
icene is similar to each other for the low temperature and high temperature phases,
except for a slightly smaller Fermi velocity for the phase at 5 K than that at 77 K.
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The dynamic (+/3 x +/3)R30° phase of silicene on Ag(111) is energetically stable
and contains linear dispersion in the electronic bands. Therefore, it must share the
same nontrivial topological properties as the freestanding, low buckled silicene. The
stronger buckling of the (v/3 x +/3)R30° superstructure than that of the freestanding
1 x 1 phase may result in stronger SOC, which will help to realize the QSHE [4]
and the QAHE [45]. Moreover, understanding the structure of silicene on metal
surfaces will build a base for investigating other important physical phenomena such
as superconductivity.

9.3.3 Multilayer Silicene on Ag(111)

“Multilayer silicene” films, with increasing thickness more than 30 layers, were
successfully fabricated on Ag(111) by Chen et al. [46]. As we mentioned before,
monolayer silicene film grown on Ag(111) surface exhibits a variety of different
structural phases such as 4 x 4, V13 x x/1_3, VT x /T , 23 x24/3 (with respect to
Ag(111) surface lattice) and V3 x /3 (with respect to silicene 1 x 1). In contrast,
“multilayer silicene” films only exhibit ~/3 x +/3 honeycomb superstructure (see
also Sects. 5.5 and 8.4). The identical +/3 x +/3 honeycomb superstructure strikingly
persists on the surface up to the maximum thickness that have ever been obtained.
The line profile shows that the apparent height of the first +/3 x /3 layer varies
significantly from 0 to 0.48 nm with bias, whereas the height of second /3 x +/3
layer, 0.31 nm, is almost constant. This can be explained by the fact that the local
density of states (LDOS) is different on the V3x/3 layer surface and the Ag(111).
On the other hand, the almost constant height for thicker ~/3 x /3 layers indicates
the same LDOS for different v/3 x +/3 layers. The atomically resolved STM images
(Fig. 9.6a) near the step edges revealed the ABC stacking sequence of Si layers
for all different layer thickness (Fig. 9.6b). In addition, the layer distance, 0.31 nm,
coincides with the layer distance in bulk Si(111) layers. Both the above two facts
point to a conclusion that the so-called “multilayer silicene” is actually a bulk-like
Si(111) film, but with /3 x /3 honeycomb reconstruction on its surface.

Typical d1/dV curves obtained on surfaces with different thickness, as shown
in Fig. 9.6d, reveal similar features: a pronounced peak at positive bias 0.9-1.1 V
and a DOS onset at negative bias 0.7-0.9 V. While the film thickness increases, the
positions of the peak and LDOS onset both shift slightly to the right. The differen-
tial conductance (d1/dV) maps show obviously standing waves corresponding to
quasiparticle interference (QPI) patterns. Such QPI patterns can be observed on Si
films of all different thicknesses, even above 30 ML. This indicates that the metallic
surface state is delocalized, and it should originate from the ﬁ X ﬁ superstructure
on the surface, and not from the Ag(111) substrate. There are two types of step edges:
zigzag and armchair. The d1/dV map (shown in Fig. 9.6e) taken at same area as
Fig. 9.6¢ shows QPI patterns near both step edges. The energy-momentum dispersion
relation E (k) curves deduced from standing waves near armchair and zigzag step
edges correspond to dispersions at I'-K and I"'-M directions of Brillouin zone (BZ),
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Fig. 9.6 a The STM image (V, =1.2V,1 =100 pA, 25 x 25 nm?) of Si film with three continuous
terraces. b The side and top view of the atomic model of Si film with /3 x /3 reconstruction.
¢ STM image (Vi =—0.4 V, I =100 pA, 45 x 45 nm?) obtained on top of Si film of 20 ML,
containing an island with both armchair and zigzag step edges. Inset: the atomic model of /3 x +/3
superstructure of Si. d dI/dV curves obtained on surface of Si films with different thickness. The
curves are vertically shifted for clarity. e dI/dV map (V; =—0.4 V, I =200 pA, 45 x 45 nm?) of
the same area as (c) showing obvious standing wave. f E(k) curves (armchair edge) obtained on
surface of Si films with different thickness on Ag(111) surface. Reproduced with permission from
Sci. Rep. 5, 13590 (2015)

respectively. Figure 9.6f shows the curves along I'-K for films with thickness of 4,
8, 12 and 31 ML. All the curves exhibit linear energy-momentum dispersion with
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the same slopes, but are right shifted with increasing thickness, which coincides well
with the right shift of peak position in d1/dV curves shown in Fig. 9.6d.

In addition, Chen et al. reported that the silicene film can be peeled off by the
STM tip, exposing the surface of the underneath layer. The high resolution STM
image shows the atomic structures of the underneath layer to be +/3 x /3 phase,
identical to the top layer. This phenomenon clarifies the existing debates that whether
the +/3 x /3 structure (on both 2-ML and multilayer silicene film surfaces) is a pure
silicone structure, or it is simply the well-known Si( 111)(\/§ X «/§)—Ag structure
that was conventionally observed in a single crystal Si(111) surface with 1 ML Ag
adatoms, as suggested by Shirai et al. [47] As we know, the Si(111)(v/3 x +/3)-Ag
structure consists of only one layer of Ag atoms on top of pure Si(111) substrate,
and it forms at temperature above 700 K. Supposing that the +/3 x /3 structure
comes from Si(11 1)(\/3 X ﬁ)-Ag, when the top layer was removed, we should not
observe the reconstruction on the underneath layer, which is a pure silicon surface.
Therefore, (v/3 x ~/3)R30° reconstruction is not the Si(111)(+~/3 x +/3)-Ag, but is
an intrinsic structure of pure Si.

9.4 Conclusions

After the experimental synthesis of silicene sheet on Ag(111) in 2012, there have been
many significant achievements in this field. In this brief review, we summarized some
basic properties of silicene which have been established by utilizing cryogenic STM,
combining with theoretical calculations. However, the research of silicene is still at
its early stage. Theoretical works proposed various intriguing properties of silicene,
including QSHE, QAHE and unconventional properties tuned by external electric and
magnetic fields. These predictions put forward great challenges to material synthesis
and experimental measurements and there will be much work to do to realize the
potential application of this dramatic system.
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Chapter 10 ®)
Synthesis of Silicene on Alternative e
Substrates

M. Houssa, E. Scalise, V. V. Afanas’ev and A. Stesmans

Abstract Silicene has so far been successfully grown on metallic substrates, like
Ag(111),ZrB,(0001) and Ir(111) surfaces. However, the characterization of its elec-
tronic structure is hampered by the metallic substrate. In addition, potential appli-
cations of silicene in nanoelectronic devices will require its growth/integration with
semiconducting or insulating substrates. In this chapter, we review recent theoretical
works about the interaction of silicene with several non-metallic templates, distin-
guishing between the weak van der Waals like interaction of silicene with e.g. AIN or
layered metal (di)chalcogenides, and the stronger covalent bonding between silicene
and e.g. ZnS surfaces. Recent experimental results on the possible growth of silicene
on MoS; are also highlighted and compared to the theoretical predictions.

10.1 Introduction

Very recently, the formation of silicene was reported on various metallic surfaces,
like (111)Ag surfaces [1-6], (0001)ZrB, surfaces [7, 8] and (111)Ir [9] surfaces.
The electronic properties of the silicene layer on (111)Ag was investigated using
angle-resolved photoemission spectroscopy. These measurements revealed the pres-
ence of a linear dispersion in the band structure of silicene (so called Dirac cones)
with a Fermi velocity of about 1.3 x 10° m/s, as theoretically predicted for free-
standing silicene. A recent breakthrough paved the way to the possible realization of
silicene-based field effect transistors operating at room temperature [10], presenting
ambipolar current-voltage characteristics, as expected for a gapless semiconductor.
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The possible existence of silicene was so far reported on these metallic substrates.
However, the characterization of the electronic and electrical properties of silicene
on metallic substrates is very challenging, since these properties are then largely
dominated by the metal. The growth of silicene on semiconducting or insulating
substrates is required for their firm identification and complete characterization. In
addition, potential applications of this novel 2D material in nanoelectronic devices
will also require its growth and integration on non-metallic substrates.

We review here recent theoretical results, based on density-functional theory
(DFT) calculations, pertaining to the interaction of silicene with non-metallic sur-
faces. We first discuss the weak (van der Waals) interaction of silicene with e.g.
AIN and layered dichalcogenide substrates. On these templates, silicene is predicted
to be either metallic or semi-metallic (with preserved Dirac cones at the k-points),
depending on its buckling. Recent experimental results on the possible growth of
silicene on MoS; are discussed and compared to the theoretical predictions.

We next discuss the covalent bonding of silicene on e.g. (0001)ZnS surfaces. The
charge transfer occurring at the silicene/(0001) ZnS interface leads to the opening of
an indirect energy band gap in silicene. Very interestingly, it is found that the nature
(indirect or direct) and magnitude of its energy band gap can be controlled by an
external electric field, a results potentially very interesting for field-effect devices.

10.2 Silicene/Substrate Interaction: Weak van der Waals
Bonding

Layered semiconducting materials, with strong intra-layer covalent bonding and
weak inter-layer van der Waals bonding, are expected to interact weakly with sil-
icene, potentially preserving its peculiar electronic properties [11-19]. We discuss
here the weak interaction of silicene with two different type of layered materials,
namely graphite-like AIN [11, 12] and semiconducting transition metal dichalco-
genides [13-16].

AIN is and insulator (energy band gap of about 6.5 eV [20]) which crystallizes in
the wurtzite phase, with in-plane lattice parameters a = b = 3.11 A and out-of-plane
lattice parameter ¢ = 4.98 A [21]. Very interestingly, the polar (0001) AIN surface is
predicted to evolve to a more stable graphite-like structure [11, 22], with the Al and
N atoms adopting a sp>-hydridization, as shown in Fig. 10.1. The graphite-like form
of AIN is insulating, with a computed energy band-gap of about 4.6 eV, and is more
stable than the (0001) AIN polar surface by about 0.27 eV/atom [11]. This predicted
structural and electronic “phase transition” in AIN is consistent with first-principles
calculations on ultra-thin wurtzite films [22]. The driving force for the planariza-
tion and sp>-hybridization of the AIN layers is the suppression of the strong dipole
between the bottom and the top surface of the film, which are terminated either by
anions or cations; this transition depends on the electronegativity difference between
the anions and cations as well as the energy gap of the material, leading to a thick-
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(a) Before relaxation (b) After relaxation

Fig. 10.1 Atomic configuration of a (0001) AIN slab model, a in wurtzite form (before structural
relaxation) and b in graphite-like form (after relaxation). Light gray and dark gray spheres represent
Al and N atoms, respectively

ness dependence of this transition [22]. The graphite-like form of AIN is predicted
to be more stable than the (0001) wurtzite structure up to 24 layers, correspond-
ing to a layer thickness of about 2.6 nm. Very interestingly, the possible growth of
graphite-like AIN on Ag (111) surfaces has been recently observed experimentally
[23].

The possibility of inserting a silicene “flake” (i.e. a silicene ribbon terminated by
H atoms) in-between a graphite-like AIN lattice was then considered [11, 12]. In
this configuration, the top AIN layer could serve as an efficient barrier against the
diffusion of chemical species towards the silicene surface. The starting configuration
corresponds to acompressively strained flat silicene ribbon inserted between two AIN
layers, as shown in Fig. 10.2. During the energy relaxation, the Si—Si bond length
increases and reaches its free-standing value of about 2.2 A. After relaxation, the
silicene layer is buckled, with a buckling distance of about 0.21 A, which is lower than
its predicted free-standing buckling distance (about 0.44 A). In this configuration,
the silicene layer weakly interacts with the AIN layers via van der Waals forces,
the computation of the partial (Mulliken) atomic charges on the Si, Al, and N atoms
indicating no net charge transfer between Si and the Al or N atoms. However, the weak
interaction between the Si p, orbitals and the out-of-plane dipole formed between the
Aland N atoms from the bottom and top AIN layers, respectively, is likely responsible
for the reduced silicene buckling, as compared to its free-standing configuration. In
this van der Waals like AIN/silicene/AIN heterostructure, silicene is predicted to be
a gapless semiconductor, as shown in Fig. 10.3, due to the preserved sp>-sp® mixed
hybridization of the Si atoms.

Van der Waals interactions play also a crucial role for the family of materials
known as (layered) transition metal chalcogenides, having MoS; as the most noted
representative. These materials are composed by metal-chalcogenide layers, having
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Fig. 10.2 Relaxed atomic configuration of a AIN/silicene/AIN (van der Waals) heterostructure
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ahexagonal structure similar to silicene, which are kept together by the van der Waals
interactions. Ionic-covalent bonds between the transition metal and the chalcogenide
elements ensure the in-plane stability of the layers. Because of their layered structure,
transition metal chalcogenide bulk crystals can be exfoliated in order to obtain few-
layers thin flakes or even monolayers, with “ideal” surfaces having no dangling
bonds. Thus, transition metal chalcogenides are perfect substrates for other (2D)
layered materials, such as graphene, and optimal candidate as template for silicene.

MoS; is an indirect band-gap semiconductor (gap = 1.2 eV [24]) and its hexagonal
structure has an in-plane lattice parameter of 3.16 A [24] (about 18.3% smaller than
the lattice parameter of free standing silicene). Single layer MoS, is a direct-gap
semiconductor with a band-gap of about 1.9 eV [25-27]. Suspended mono-layer
MoS; has also been realized [28, 29] and its properties have been investigated both
experimentally [25-27] and theoretically [30-32].
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We placed flat silicene layers on bulk MoS, in order to study their interactions.
First, the flat silicene was squeezed in order to match the lattice of MoS, and then
different possible arrangements of the silicon atoms on the MoS, surface were con-
sidered, as discussed in more details in [14]. The bulk MoS, substrate was modeled
by using 4 MoS, layers, with the two bottom layers “frozen” at their bulk position.
A supercell with about 15 A vacuum layer was used for the DFT simulations. After
energy relaxation, the silicene layer placed on MoS; turned out to be buckled, with
the Si top and bottom atoms showing a vertical distance of about 1.9 A (cf. Fig. 10.4).
The energy difference between the various arrangements of silicene on MoS; is about
3 meV/atom, indicating a degeneracy of the different configurations and hence very
weak (van der Waals) interactions between silicene and MoS,. The adhesion energy
of the silicene layer on MoS,, estimated as the difference between the energy of
the silicene/MoS, system and the sum of the energies of the isolated silicene layer
and MoS, substrate, was calculated to be about 200 meV per unit cell. This is a
value very close to the reported interlayer binding energy in bulk-layered materials,
like graphite [33], thus confirming the vdW nature of the Si/MoS, interaction. The
silicon/MoS, interlayer distance was predicted to be about 3.5 A (cf. Fig. 10.4), a
value comparable to the typical inter-layer distance in vdW-bonded layered materi-
als, like MoS,, h-BN or graphite [33]. Both the Si buckling distance and the Si-MoS;
distance are in very good agreement with experimental STM results (see Fig. 10.5),
where the step profile between a Si domain and the MoS; substrate amounts to 3
A and exhibits a feature at about 2 A consistently with the highly buckled silicene
arrangement (see the picture in Fig. 10.4c). Details about the experiments can be
found in [3]. Although further experimental investigations are necessary to corrob-
orate the growth of silicene on MoS,, the relatively good agreement between the
experimental measurements on Si nanosheets with local hexagonal symmetry [16]
and the computed structural properties of silicene on MoS; is a further confirmation
of the weak interaction of silicene with MoS,.

The calculated buckling distance of the silicene layer on MoS, is very close to
that obtained from the simulated highly buckled (HB) freestanding silicene structure
[34], which contrary to the low buckled and flat layers, is predicted to be metallic.
The calculated band structures and local density of states (LDOS) for silicene on
bulk MoS, also indicate a metallic character, as shown in Fig. 10.6. Particularly, the
LDOS shows that the density of states of the MoS, substrate still preserve a gap
very close to that of the bare MoS,, while all the electronic states close to the Fermi
level are due to the contribution of Si atoms, confirming that almost no hybridization
between Si and Mo/S atomic orbitals is induced.

We next investigated the possibility of inserting a silicene layer in between two
MoS; layers, forming a sandwich configuration. In this configuration, the top MoS,
layer could serve as a capping layer against the diffusion of chemical species towards
the silicene surface, similar to the case of AIN mentioned above. Also in this case,
the starting configuration was a flat silicene layer inserted in between the two MoS,
layers. Interestingly, an out-of plane buckling of the silicene layer was also observed
after relaxation, with a Si—Si buckling distance very close to that calculated for
the silicene layer on bulk MoS, (1.9 A). The calculated interlayer Si/MoS, dis-
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Fig. 10.4 Relaxed atomic configuration of silicene on bulk MoS (in a and ¢ the top and side view
is shown, respectively). In b the top view of a different configuration is also shown [14]. Blue,
yellow and green spheres are Si, S and Mo atoms, respectively

tance, in the range of 3-3.5 A, confirmed that vdW interactions between the silicene
and the MoS, layers are preserved also in the sandwich configuration. The relaxed
MoS,/silicene/MoS, structure was predicted to be metallic, similarly to the case of
silicene on MoS;.

Finally, we studied the case of a silicene layer on a single layer MoS, and no
marked differences with respect to the case of silicene on bulk MoS, were found,
both from the structural and electronic point of view.

Bond buckling can dramatically alter the electronic properties of the silicene layer
because of its impact on the Si—Si bonds. The high buckling of the silicene layer on
MoS; essentially originates from the lattice mismatch between the silicene layer (in
its free standing low buckled form) and the MoS, (about 18% of lattice mismatch).
In order to possibly obtain a silicene layer with lower buckling, we investigated other
substrates than MoS,, with very similar structural properties but larger in-plane lattice
parameter, namely MoSe, and MoTe,. Similarly to MoS,, bulk MoSe, and MoTe,
are indirect bandgap materials, with a gap of about 1.1 and 1.0 eV, respectively [35,
36]. The unit cell of the hexagonal structure of MoSe, and MoTe; has an in-plane
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Fig. 10.5 a Higher resolution STM image of a partially Si-covered MoS, surface [16]. The left
side and the right side of the image correspond to a portion of bare MoS; and a Si covered region,
respectively. A line profile taken across the two terraces, measuring the amplitude of the step, is
shown in (b). In ¢ the magnified topography after (fast Fourier transform) filtering evidences the
hexagonal surface. A simulated STM image of silicene on MoS2 is shown as (top) inset. A line
profile following the black arrow drawn in the STM image is plotted in the bottom inset
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Fig. 10.6 Band structures and local density of states of the Silicene/MoS; structure [14]

lattice parameter of about 3.3 and 3.5 A, respectively, i.e. about 15% and 9% smaller
than free standing silicene.

Like in the MoS; case, we started with different initial atomic configurations,
which after energy relaxation showed almost the same total energy, typically within
10 meV/atom. For all the studied configurations, the flat silicene layer, both on MoSe;
and MoTe,, buckled after the atomic relaxation, with a buckling distance of about
1 A on MoSe, and 0.7 A on MoTe;; this latter value is very close to the buckling
estimated for the 3 x 3 silicene layeron Ag (111) [1]. Very interestingly, its calculated
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E(eV)-ep

Fig. 10.7 Electronic band structure of the silicene layer on bulk MoTe; (a), monolayer MoTe; (b)
and MoSe; (¢) [14]

electronic band structure (see Fig. 10.7a) revealed that silicene on bulk MoTe, is a
gapless-semiconductor, due to the typical sp>-like hydridization of the Si atoms
in low-buckled silicene [37]. Contrary, the calculations of silicene on a monolayer
MoTe; or placed in between two MoTe, layers revealed that silicene presents a higher
buckling (~0.77 10\) compared to the case of bulk MoTe; substrate, due to the stronger
interaction of the silicene layer with the MoTe, monolayer. This was confirmed by
the adhesion energy of silicene in the two systems, which is about 5% higher for
silicene on monolayer MoTe; than silicene on bulk MoTe,. Consequently, silicene
on a MoTe, monolayer or in between two MoTe, layers is metallic, as shown in
Fig. 10.7b, though with preserved Dirac cones at the K points. Similarly, the study
of silicene on bulk MoSe; as well as on MoSe, monolayer or in-between two MoSe,
layers revealed that these systems are metallic (see Fig. 10.7¢), due to the substantial
higher buckling of silicene on MoSe, with respect to silicene on MoTe,.

10.3 Silicene/Substrate Interaction: Covalent Bonding

The formation of covalent bonds between silicene and an underlying substrate can
result in the partial or complete sp> hybridization of the Si atoms, and consequently,
in the opening of an energy gap in its electronic structure-like e.g. in silicene func-
tionalized by the adsorption of ad-atoms [38—43]; we discuss here the covalent bond-
ing between silicene and ZnS surfaces [44, 45], as a typical example of a stronger
interaction (compared to the weak van der Waals bonding) between silicene and a
non-metallic substrate.

ZnS crystallizes in the Wurtzite phase [21, 46] and is a semiconductor, with a
direct energy band-gap of about 3.8 eV. Interestingly, its in-plane lattice constant
(3.81 A) is very close to the computed one of free-standing silicene, (about 3.9 A),
ZnS thus appearing as an ideal non-metallic template for the growth of silicene.
A (0001) polar ZnS surface is considered here as a possible template for silicene
[44]. A slab model with 8 atomic layers (64 atoms) and with a 15 A vacuum layer
was used for the DFT simulations. Displacements of the top and bottom ZnS layers
was observed during atomic relaxation, resulting in a surface reconstruction very
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(a) Top
Intermediate

AT A,

Fig. 10.8 Side view (a) and top view (b) of the relaxed silicene/(0001) ZnS slab model. Yellow,
gray and blue spheres are S, Zn and Si atoms, respectively

similar to the one of the non-polar (1010) ZnS surface [47, 48], as discussed in more
details in [44, 49]. The reconstructed (0001) ZnS surface is semiconducting, with a
computed energy gap of about 2.5 eV, and is predicted to be more stable than the
non-reconstructed polar surface for layers up to about 6.6 nm [49]. Note that the polar
(non-reconstructed) ZnS surface is metallic, due to the pining of the Fermi level by
the anion surface states, like in ZnO [50, 51]. On such a polar surface, silicene is also
predicted to be metallic [52].

To study the interaction of silicene with the reconstructed (0001) ZnS surface, a
flat silicene layer was placed on top of the surface, followed by atomic relaxation.
Different possible arrangements of the Si atoms on the (0001) ZnS surface were con-
sidered, as discussed in more details in [31]. The most energetically stable structure is
presented in Fig. 10.8, and corresponds to a hexagonal arrangements of the Si atoms
placed at intermediate positions between top and hollow sites of the ZnS hexagons.
Two Si-S bonds and two Si—Zn bonds are formed, with a charge transfer essentially
involving the 3p, orbitals of the Si atoms and the 4 s states of Zn and 3p states of S,
the bonded Si atoms thus adopting an sp*-like character. Four other Si atoms are not
bonded to the ZnS surface, two of these atoms lying at about 2.64 A from the surface
(marked “intermediate” on Fig. 10.8) and two other atoms lying at about 3.33 A from
surface (marked “top” on Fig. 10.8). The charge transfer at the silicene/(0001) ZnS
interface leads to an excess of negative (Mulliken) charge of about 0.18 Iel on the
top Si atoms, with respect to the intermediate Si atoms, resulting in the formation of
a dipole at this interface. The average Si-Si distance (2.30 A) is very similar to the
one of free-standing silicene.

The silicene/(0001)ZnS interface is predicted to be semiconducting, with a com-
puted indirect energy band gap of about 0.7 eV, as shown in Fig. 10.9. The energy
gap opening in silicene is due to the charge transfer and partial sp® hybridization
of the Si atoms bonded to the Zn or S atoms on the surface. The effect of an out-
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of-plane electric field on the energy band structure of the system is also illustrated
in Fig. 10.9 (dashed lines). A periodic zigzag potential was applied in the direction
perpendicular to silicene/(0001) ZnS interfaces to study the effect of an out-of-plane
electric field on the electronic properties of this system [44]. The electric field has
a substantial effect on the conduction band near the I" point, leading to a transition
from an indirect (I" to Y point) to direct (at I" point) energy band gap in silicene,
for an electric field of about 0.5 V/A, as indicated in Fig. 10.10. The electric-field
dependence of the energy band gap of the silicene layer is related to the modulation
of the electric dipole at the silicene/ZnS interface [45].

10.4 Concluding Remarks

The recent progress on the growth and characterization of silicene on different sub-
strates, are very encouraging. However, so far, silicene has been successfully grown
on metallic surfaces. Its possible integration in future nanoelectronic devices will
require its growth on non-metallic substrates. In this chapter, we have reviewed
recent theoretical works on the interaction between silicene and non-metallic sur-
faces. The weak van der Waals interaction between silicene and e.g. transition metal
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Fig. 10.10 Computed direct (filled circles) and indirect (filled squares) energy band gaps of the
silicene/(0001) ZnS slab model, as a function of the external electric field applied to the system

dichalcogenides can potentially preserves the electronic properties of free-standing
silicene, which is predicted to be a gapless semiconductor, like graphene. Very
recently, encouraging results have been reported on the possible growth of silicene
on MoS,. However, DFT simulations indicate that silicene on MoS; is highly buck-
led and metallic. Low buckled silicene, with preserved Dirac cones, is predicted
to be grown on e.g. MoTe,, a prediction which still needs experimental confirma-
tion. These results could pave the way to so-called silicene-based van der Waals
heterostructures for high performances and low-power nanoelectronic applications.

On the other hand, the covalent bonding of silicene on e.g. ZnS surfaces leads to the
opening of an energy gap in its electronic structure. Very interestingly, the magnitude
and nature (direct or indirect) of this energy gap is predicted to be controlled by an
out-of-plane electric field. This theoretical prediction is potentially very interesting
for silicene-based logic devices.

Acknowledgements This work has been financially supported by the European Project 2D-
NANOLATTICES, within the Future and Emerging Technologies (FET) program of the Euro-
pean Commission, under the FET-grant number 270749, as well as the KU Leuven Research
Funds, project GOA/13/011. We are grateful to A. Molle (MDM Laboratory), A. Dimoulas (NCSR
Demokritos), G. Pourtois (imec), B. van den Broek and K. Iordanidou, (KU Leuven) for their
valuable contributions to this work and for stimulating discussions.



208 M. Houssa et al.

References

1. P. Vogt, P. De Padova, C. Quaresima, J. Avila, E. Frantzeskakis, M.C. Asensio, A. Resta, B.
Ealet, G. Le Lay, Phys. Rev. Lett. 108, 155501 (2012)

2. B. Feng, Z. Ding, S. Meng, Y. Yao, X. He, P. Cheng, L. Chen, K. Wu, Nano Lett. 12, 3507
(2012)

3. D. Chiappe, C. Grazianetti, G. Tallarida, M. Fanciulli, A. Molle, Adv. Mat. 24, 5088 (2012)

4. H.Enriquez, S. Vizzini, A. Kara, B. Lalmi, H. Oughaddou, J. Phys, Condens. Matter 24,314211
(2012)

5. D. Tsoutsou, E. Xenogiannopoulou, E. Golias, P. Tsipas, A. Dimoulas, Appl. Phys. Lett. 103,
231604 (2013)

6. P.Moras, T.O. Mentes, P.M. Sheverdyaeva, A. Locatelli, C. Carbone, J. Phys.: Condens. Matter
26, 185001 (2014)

7. A. Fleurence, R. Friedlein, T. Ozaki, H. Kawai, Y. Wang, Y. Takamura, Phys. Rev. Lett. 108,
245501 (2012)

8. C.C.Lee, A. Fleurence, Y. Yamada-Takamura, T. Ozaki, R. Friedlein, Phys. Rev. B 90, 075422
(2014)

9. L.Meng, Y. Wang, L. Zhang, S. Du, R. Wu, L. Li, Y. Zhang, G. Li, H. Zhou, W.A. Hofer, M.J.
Gao, Nano Lett. 13, 685 (2013)

10. L. Tao, E. Cinquanta, D. Chiappe, C. Grazianetti, M. Fanciulli, M. Dubey, A. Molle, D. Akin-
wande, Nat. Nanotech. 10, 227 (2015)

11. M. Houssa, G. Pourtois, V.V. Afanas’ev, A. Stesmans, Appl. Phys. Lett. 97, 112106 (2010)

12. M. Houssa, G. Pourtois, M.M. Heyns, V.V. Afanas’ev, A. Stesmans, J. Electrochem. Soc. 158,
H107 (2011)

13. Y. Ding, Y. Wang, Appl. Phys. Lett. 103, 043114 (2013)

14. E.Scalise, M. Houssa, E. Cinquanta, C. Grazianetti, B. van den Broek, G. Pourtois, A. Stesmans,
M. Fanciulli, A. Molle, 2D Mater. 1, 011010 (2014)

15. L.Y. Li, M.W. Zhao, J. Phys. Chem. C 118, 19129 (2014)

16. D. Chiappe, E. Scalise, E. Cinquanta, C. Grazianetti, B. van den Broek, M. Fanciulli, M.
Houssa, A. Molle, Adv. Mater. 26, 2096 (2014)

17. 1.J. Zhu, U. Schwingenschlogl, A.C.S. Appl, Mat. Interf. 6, 11675 (2014)

18. L. Linyang, W. Xiaopeng, Z. Xiaoyang, Z. Mingwen, Phys. Lett. A 377, 2628 (2013)

19. S. Kokott, P. Pflugradt, L. Matthes, F. Bechstedt, J. Phys.: Condens. Matter 26, 185002 (2014)

20. M. Badylevich, S. Shamuilia, V.V. Afanas’ev, A. Stesmans, Y.G. Fedorenko, C. Zhao, J. Appl.
Phys. 104, 093713 (2008)

21. Y.-N. Xu, W.Y. Ching, Phys. Rev. B 48, 4335 (1993)

22. C.L. Freeman, F. Claeyssens, N.L. Allan, J.H. Harding, Phys. Rev. Lett. 96, 066102 (2006)

23. P. Tsipas, S. Kassavetis, D. Tsoutsou, E. Xenogiannopoulou, E. Golias, S.A. Giamini, C.
Grazianetti, D. Chiappe, A. Molle, M. Fanciulli, A. Dimoulas, Appl. Phys. Lett. 103, 251605
(2013)

24. K.K. Kam, B. Parkinson, J. Chem. Phys. 86, 463 (1982)

25. K.F. Mak, C. Lee, J. Hone, J. Shan, T.F. Heinx, Phys. Rev. Lett. 105, 136805 (2010)

26. A. Splendiani, L. Sun, Y. Zhang, T. Li, J. Kim, C.Y. Chim, G. Galli, F. Wang, Nano Lett. 10,
1271 (2010)

27. S.W. Han, H. Kwon, S.K. Kim, S. Ryu, W.S. Yun, D.H. Kim, J.H. Hwang, J.-S. Kang, J. Baik,
H.J. Shin, S.C. Hong, Phys. Rev. B 84, 045409 (2011)

28. J.N. Coleman, M. Lotya, A. O’Neill, S.D. Bergin, P.J. King, U. Khan, K. Young, A. Gaucher, S.
De, R.J. Smith, I. V. Shvets, S.K. Arora, G. Stanton, H.-Y. Kim, K. Lee, G.T. Kim, T. Duesberg,
G.S. Hallam, J.J. Boland, J.J. Wang, J.F. Donegan, J.C. Grunlan, G. Moriarty, A. Shmeliov,
R.J. Nicholls, J.M. Perkins, E.M. Grieveson, K. Theuwissen, D.W. McComb, P.D. Nellist, V.
Nicolosi, Science 331, 568 (2011)

29. K.S. Novoselov, D. Jiang, F. Schedin, T.J. Booth, V.V. Khotkevich, S.V. Morozovand, A.K.
Geim, PNAS 102, 10451 (2005)



30.
3L
32.
33.

34.

35.
36.
37.
38.
39.

40.

41.
42.

43.
44,

45.

46.
47.
48.
49.
50.

51.
52.

Synthesis of Silicene on Alternative Substrates 209

S. Lebegue, O. Eriksson, Phys. Rev. B 79, 115409 (2009)

T. Li, G. Galli, J. Phys. Chem. C 111, 16192 (2007)

C. Ataca, H. Sahin, E. Akturk, S. Ciraci, J. Phys. Chem. C 115, 3934 (2011)

D.C. Langreth, M. Dion, H. Rydberg, E. Schroeder, P. Hyldgaard, B.I. Lundqvis, Int. J. Quant.
Chem. 101, 599-610 (2005)

S. Cahangirov, M. Topsakal, E. Akturk, H. Sahin, S. Ciraci, Phys. Rev. Lett. 102,
236804(1)-236804(4) (2009)

J.A. Wilsonand, A.D. Yoffe, Adv. Phys. 18, 193-335 (1969)

T. Boker et al., Phys. Rev. B 64, 235305(1)-235305(11) (2001)

E. Cinquanta et al., J. Phys. Chem. C 117, 16719 (2013)

L.C.Lew Yan Voon, E. Sandberg, R.S. Aga, A.A. Farajian, Appl. Phys. Lett. 97, 163114 (2010)
M. Houssa, E. Scalise, K. Sankaran, G. Pourtois, V.V. Afanas’ev, A. Stesmans, Appl. Phys.
Lett. 98, 223107 (2011)

R. Quhe, R. Fei, Q. Liu, J. Zheng, H. Li, C. Xu, Z. Ni, Y. Wang, D. Yu, Z. Gao, J. Lu, Sci. Rep.
2,853 (2012)

Y. Ding, Y. Wang, Appl. Phys. Lett. 100, 083102 (2012)

B. van den Broek, M. Houssa, E. Scalise, G. Pourtois, V.V. Afanas’ev, A. Stesmans, Appl. Surf.
Sci. 291, 104 (2014)

T.P. Kaloni, N. Singh, U. Schwingenschlogl, Phys. Rev. B 89, 035409 (2014)

M. Houssa, B. van den Broek, E. Scalise, G. Pourtois, V.V. Afanas’ev, A. Stesmans, Phys.
Chem. Chem. Phys. 15, 3702 (2013)

S.S.Li, C.W. Zhang, S.S. Yan, S.J. Hu, W.X. Ji, P.J. Wang, P. Li, J. Phys.: Condens. Matter 26,
395003 (2014)

M.J. Weber (ed.), Handbook of Laser Science and Technology (CRC Press, Cleveland, 1986)
J.E. Northrup, J. Neugebauer, Phys. Rev. B 53, R10477 (1996)

A. Filippetti, V. Fiorentini, G. Cappellini, A. Bosin, Phys. Rev. B 59, 8026 (1999)

X. Zhang, H. Zhang, T. He, M. Zhao, J. Appl. Phys. 108, 064317 (2010)

A. Wander, F. Schedin, P. Steadman, A. Norris, R. McGrath, T.S. Turner, G. Thornton, N.M.
Harrison, Phys. Rev. Lett. 86, 3811 (2001)

B. Meyer, D. Marx, Phys. Rev. B 67, 035403 (2003)

M. Houssa, B. van den Broek, E. Scalise, G. Pourtois, V.V. Afanas’ev, A. Stesmans, ECS Trans.
53,51 (2013)



Chapter 11 ®)
Surface Functionalization of Silicene Geda

Jijun Zhao and Kehui Wu

Abstract For two-dimensional (2D) materials, an attractive feature is that all the
atoms of the materials are exposed on the surface. Thus tuning the structure and
properties by surface treatments becomes straightforward. Similar as graphene, the
nearly zero-gap character of silicene hinders its applications in electronic and opto-
electronic devices. In the case of graphene, functionalization through hydrogenation,
halogenation, oxidation, have been widely explored in order to modify the electronic
structure of graphene. However, the stable aromatic m-bond network of graphene
makes it very inert and difficult to bond with foreign atoms. For example, hydro-
gen atoms on graphene usually form clusters instead of an ordered structure. In
contrast, silicene possesses hybrid sp?-sp® bonding, which is more readily to be
modified or functionalized. Since the early stage of silicene research, theoretical
investigations on the hydrogenation, halogenation, and oxidation of silicene have
been widely reported in literature. Recently, increasing experimental successes have
been achieved on functionalization of silicene. It is now imperative to review the
progresses in the fast-growing field. In this chapter, we will discuss hydrogenation,
halogenation oxidization individually. In each section, we first describe those theo-
retical predictions and then illustrate recent experimental successes. Finally, we will
give some overview and outlook of this field.

11.1 Introduction

For two-dimensional (2D) materials, an attractive feature is that all the atoms of the
materials are exposed on the surface. Thus tuning the structure and properties by
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surface treatments becomes straightforward. Similar as graphene, the nearly zero-
gap character of silicene hinders its applications in electronic and optoelectronic
devices. In the case of graphene, functionalization through hydrogenation, halo-
genation, oxidation, have been widely explored in order to modify the electronic
structure of graphene. However, the stable aromatic m-bond network of graphene
makes it very inert and difficult to bond with foreign atoms. For example, hydro-
gen atoms on graphene usually form clusters instead of an ordered structure [1].
In contrast, silicene possesses hybrid sp?-sp® bonding, which is more readily to be
modified or functionalized. Since the early stage of silicene research, theoretical
investigations on the hydrogenation, halogenation, and oxidation of silicene have
been widely reported in literature. Recently, increasing experimental successes have
been achieved on functionalization of silicene. It is now imperative to review the
progresses in the fast-growing field. In this chapter, we will discuss hydrogenation,
halogenation oxidization individually. In each section, we first describe those theo-
retical predictions and then illustrate recent experimental successes. Finally, we will
give some overview and outlook of this field.

11.2 Hydrogenation

Hydrogenation can convert sp? hybridized silicon atom into sp? state and provide a
straightforward way to open the band gap of silicene [2, 3]. There are two major con-
figurations of fully hydrogenated silicene (namely, silicane): chair and boat, which are
presented in Fig. 11.1 and have been confirmed to be stable, just like that of graphane
[4, 5]. In the chair configuration, neighboring hydrogen atoms sit alternatively above
and below the basal plane. The boat one has alternative paired hydrogen atoms, or
hydrogen dimers. From density functional theory (DFT) calculations, the chair con-
figuration is more stable than the boat one by 25 meV/atom [2] or 30 meV/atom
[6]. After full hydrogenation, the bucking height of silicene sheet increases from
0.44 to 0.72 A [2], indicating that the sp> hybridization is moderately enhanced. The
calculated formation energy of silicane with chair configuration is only 0.032 eV
per atom with respect to bulk silicon solid with H, gas, which is much smaller than
that of monolayer silicene (0.779 eV per atom) [7]. The dynamical stabilities of the
chair and boat configurations of silicane sheets have been verified by first-principles
phonon dispersion calculations [3, 8—10]. From DFT calculation, the energy barrier
for dissociative adsorption of a H, molecule on silicene sheet is 1.75 eV [11], which
means that the H, molecule does not dissociate spontaneously on the silicene surface.

In previous theoretical calculations, the electronic structures of silicane have been
extensively investigated with various methods, including DFT with different treat-
ments of exchange-correlation interactions [2, 3, 6, 10, 12—14], various tight binding
(TB) models [8, 15, 16], as well as many-body Green’s function approach within the
GW approximation. The theoretical values of band gaps are summarized in Table 11.1
and the representative band structures from LDA calculations are shown in Fig. 11.2.
Silicane with chair configuration is an indirect semiconductor (Fig. 11.2a), while the
boat one is a direct semiconductor (Fig. 11.2b). According to more accurate HSE and
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(a) chair (b) boat

Fig. 11.1 Top view (upper) and side view (lower) of silicane in a chair and b boat configurations.
The yellow balls represent Si atoms and the white balls represent H atoms

Table 11.1 Band gaps (eV) of two-side and one-side hydrogenated silicene with different config-
urations (shown in Figs. 11.1 and 11.3) from the theoretical calculations using different methods
(GGA denotes either PW91 or PBE)

Method Two-side hydrogenation One-side hydrogenation
Chair Boat Chair Boat Zigzag
TB 2.2[15],2.31 | 1.93 [16]
[16]
LDA 2.012,3] 1.6 [3]
GGA 2.11[312], 1.6 [6] 0.84 [6],0.95 |0.53 [6] 0[6]
2.19 [10], [12],0.94 [17]
2.36 [6], 2.37
[14]
HSEO06 40(3],351 |[33[3],241 |1.79[6],1.74 |1.14[6] 0[6]
[6] [6] [17]
GW 3.8 [3] 2.9 (3]

GW calculations, the band gaps of chair-like (boat-like) silicane are in the range of
3.5~4.0(2.4~3.3)eV. Forthe chair-like silicane, the effective masses for electron and
hole carriers are 0.04 mgy and 0.076 my (my is the electron mass), respectively [16].
The intrinsic mechanical properties of silicane have been investigated by Peng and
De using first-principles calculations [9]. Compared to silicene, silicane has lower
in-plane stiffness (53.8 N/m) and lower Poisson ratio (0.24); in other words, full
hydrogenation of the silicene moderately reduces its intrinsic strength and Poisson
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Fig. 11.2 Energy band structures, calculated using LDA functional, for a chair silicane, b boat
silicane. The reference (zero) energy level corresponds to the top of the valence band. Reproduced
with permission from [3]. Copyright 2016, American Institute of Physics

ratio. Due to the increased buckling roughness of 59% by hydrogenation, the ultimate
strains increase by 29%, 33%, and 24% under armchair, zigzag, and biaxial deforma-
tions, respectively. Meanwhile, hydrogenation has little effect on the ultimate tensile
strengths of silicene layer.

In addition to silicane with two-side hydrogenation, one-side semihydrogenated
silicene have also been investigated by many first-principles calculations [6, 12, 17,
18]. Again, its dynamical stability has been confirmed by the fact that no imagi-
nary phonon branch occurs in the phonon dispersions curve. As shown in Fig. 11.3,
there are three most possible configurations of half-hydrogenated silicene: (a) zigzag
conformer with the H atoms absorbed on silicon zigzag chains alternately, (b) boat
conformer with the H atoms distributed in pairs, (c) chair conformer with the H
atoms sitting alternately on only one side of the sheet. According to the DFT calcu-
lation [6], the zigzag conformer is more stable than the boat and chair conformers by
33 and 180 meV/atom, respectively. The computed band gaps of half-hydrogenated
silicene with various configurations are summarized in Table 11.1. Both chair-like
and boat-like semihydrogenated silicene sheets are semiconductors with direct band
gaps [6, 12, 17, 18]. Using HSE06 method, the band gaps of 1.79 eV (chair) and
1.14 eV (boat) [6] are only about half of the fully hydrogenated silicene with the
same configuration.

One unique feature of the one-side semihydrogenated silicene is the ferromag-
netism in the chair-like conformer, in which every unsaturated Si atom carries a
magnetic moment of 1 pug. In contrast, the most stable zigzag configuration is metal-
lic and non-magnetic. The different magnetic orderings in half-hydrogenated silicene
conformers originate from coupling of the p, orbitals of the unsaturated Si atoms. In
short, hydrogenation paves a novel way to tailor the electronic and magnetic proper-
ties of silicene and shows great potentials for future nanoelectronics and spintronics.

Starting from silicane with substantial band gap, silicane can be further doped and
functionalized. Doping by boron or phosphorus atoms in the chair-like silicane with
dopant concentration between 1.4 and 12.5% was theoretically explored by Pi et al.
[19]. By substitutional B- or P- doping, silicane is transformed from an indirect-gap
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£

(a) zigzag (b) boat (¢) chair

Fig. 11.3 Top view (upper) and side view (lower) of the atomic structures for: a zigzag semihy-
drogenated silicene; b boat-like semihydrogenated silicene; ¢ chair-like semihydrogenated silicene.
The yellow balls and white balls represent Si and H atoms, respectively. The black lines show the
unit cell

semiconductor into a direct semiconductor, and the band gap reduces with increasing
dopant concentration. More interestingly, doping can reduce the effective mass of
holes and electrons and thus enhance the carrier mobility in silicane.

Using first-principles calculations, it was shown that the substitutional doping by
N and B impurities is an effective approach to functionalize silicane and convert the
pristine silicane into n-type and p-type semiconductor, respectively [20]. Addition-
ally, it was further demonstrated that chemical functionalization of various elements
(N, P, S, Li, Na, K, Mg and Ca) can enhance the photocatalytic water-splitting activity
of silicane for the hydrogen evolution reaction and oxygen evolution reaction [21].

Beyond monolayer silicene, hydrogenation on the bilayer and few-layer sil-
icene sheets have also been theoretically explored by DFT calculations [22-24].
For instance, Liu et al. [23] demonstrated that the electronic and optical properties
of hydrogenated few-layer silicene sheets strongly rely on the thickness and stacking
modes. The formation energy increases with decreasing number of layers owing to
the higher surface/volume ratio. Because of the quantum confinement effect, there
is an increased trend of band gap with the reduction of layer thickness, leading to a
blue shift of optical absorption edge in the hydrogenated few-layer silicene.

Although theoretical studies on silicene hydrogenation are extensive, only a few
experimental works on hydrogenation of silicene have been reported so far. Com-
pared with free-standing silicene that is used as a model system for hydrogenation,
experimentally available silicene is always prepared on certain kind of substrates.
Thus two important substrate effects have to be considered. Firstly, the hydrogen
atoms can only adsorb on one side of the silicene surface unless they are able to
penetrate through the silicene film and go into the interface. Currently, there is no
evidence of such behavior, thus one-side hydrogenation model is more realistic for
comparison with the experimental results. Secondly, the interaction between silicene
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and the substrate can often result in complex superstructures, such as the 4 x 4,
13 x /13R19°, and 2./3 x 2./3 superstructures formed by monolayer silicene
on Ag(111). These superstructures are due to the rearrangement of the buckling
pattern of Si atoms in the low-buckled silicene network. Since the theoretical cal-
culation indicated that hydrogenation can substantially increase the bucking height
of silicene sheet [2], the buckling pattern may also be affected by hydrogenation.
However, so far, theoretical studies have not yet include consideration of the initial
buckling configuration of silicene on substrates.

As the most well studied system, monolayer silicene on Ag(111) substrate is a
good model system for the investigation of silicene hydrogenation. Depending on
the preparation condition, several monolayer silicene phases can form on Ag(111)
surface, such as 4 x 4, (/13 x /13)R13.9°, 2,/3 x 2./3 reconstructions with
respect to the Ag(111)-1 x 1 lattice [25-37], and (/3 X /3)R30° with respect
to silicene-1 x 1 lattice [26, 30]. Of these phases the 4 x 4 is the simplest and
most well understood one, in which a 3 x 3-Si supercell is placed commensu-
rately with a 4 x 4-Ag supercell.! The hydrogenation of monolayer silicene with
Si(3 x 3)/Ag(4 x 4) phase on Ag(111) has been studied by Wu’s group [38]. By
introducing atomic hydrogen to the UHV chamber and exposing the 4 x 4 phase to
a saturated hydrogen dose at room temperature, a perfectly ordered structure with
the same 4 x 4 periodicity was observed in scanning tunneling microscopy (STM)
images, as displayed in Fig. 11.4a for a large area image. The distance between the
nearest bright spots is about 3.8 A, corresponding to the lattice constant of silicene-
1 x 1.

Intuitively, adsorption of H atoms on upper-buckled Si atoms only changes its
degree of buckling slightly. The resulting STM pattern after hydrogenation should
resemble that of the clean 4 x 4 surface of silicene. However, high resolution image
of the hydrogenated structure in Fig. 11.4b manifests two inequivalent HUCs: one
with six bright spots, the other with only one bright spot in the middle. This is
different from the 4 x 4 silicene, but reminiscent of the rarely observed B-4 x 4
phase (correspondingly, the normal 4 x 4 phase is referred to as a-4 x 4) [39].
This observation can be understood considering the fact that the p-4 x 4 phase
prefers to stay in the strained area of a pure silicene sheet. Because the adsorption
of H atoms will increase the degree of buckling of Si atoms and thus increases the
strain, the B phase can turn to be more stable as compared with the o phase after
hydrogenation. As shown in Fig. 11.5, the perfect agreement between theoretical
model and experimental STM images also supports that both the a-4 x 4 and -4 x
4 are pure silicon structures. Moreover, the fully half-hydrogenated silicene sheet can
be completely restored to its original state by annealing the sample to about 450 K.
The adsorption-desorption cycle can be repeated many times without degradation of
the silicene film if the ultrahigh vacuum system is clean enough.

Monolayer silicene with the 2,/3 x 2./3 phase on Ag(111) was also hydro-
genated by applying the same hydrogenation procedures and studied by STM [40].

Note that the 4 x 4 silicene phase is therefore also referred to as a 3 x 3 superstructure, e.g. in
Chaps. 5,7 and 8
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8x8 nm*

Fig. 11.4 a A large area STM image of hydrogenated a-4 x 4 silicene surface showing an ordered
4 x4 structure. b Zoom-in STM image of hydrogenated a-4 x 4 phase. The white rhombus marks an
apparent unit cell of the structure. There are six bright protrusions in one HUC and one protrusion
in the other HUC. ¢ STM image showing the comparison between the position of apparent UCs of
clean and hydrogenated a-4 x 4. The red and white rhombuses correspond to clean a-4 x 4 UC
and the hydrogenated a-4 x 4 UC, respectively. A translation of the white UC (dot line) does not
match with the red one. d The clean a-4 x 4 surface is fully recovered after annealing the surface
at 450 K. Reproduced with permission from [38]. Copyright 2016, American Physical Society

As displayed in Fig. 11.6, at a saturation H dosage the 2,/3 x 2./3 silicene has been
converted to an ordered structure consisting of hexagonal close packed (HCP) spots.
The HCP spots has a lattice period of about 3.8 A, identical to the lattice constant
of silicene-1 x 1. Such a resulting structure can be understood by a half-silicane
model where the Si atoms in one of the Si sublattice are all terminated by H atoms,
and become upper-buckled, whereas another sublattice is lower-buckled in contact
with the Ag(111) substrate. The lower buckled Si sublattice has no H atoms attached
to it as it is not accessible by H atoms from the surface. The clean silicene 2,/3 x
2./3 phase is a partially disordered phase, where perfect 2,/3 x 2,/3 only exist in
small Moiré-like domains, and the areas between the ordered 2,/3 x 2,/3 domains
appear to be quite disordered and defective. However, the formation of a complete,
single domain 1 x 1 half-silicane surface after hydrogenation indicates that although
the 2,/3 x 2,/3 phase appears defective, it is essentially composed of a continuous
honeycomb lattice of Si, while the disorder is related to the buckling pattern.
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Fig. 11.5 aand b are the structural model and the simulated STM image of hydrogen-terminated o-
4 x 4 and B-4 x 4 model, respectively. ¢ and d are the structural model and the simulated STM image
of hydrogen-terminated -4 x 4 and -4 x 4 models, respectively. In ¢ the white and red rhombuses
corresponding to the positions of apparent UCs of a-4 x 4 and -4 x 4 phases, respectively, which
are shifted relatively. Note that in a and c, the lateral position of Si atoms are fixed unchanged and
only the buckling configuration has changed, resulting in the change of the position of apparent
Ucs. Reproduced with permission from [38]. Copyright 2016, American Physical Society

Another obvious feature of the hydrogenated 2./3 x 2./3 surface is the hole,
or vacancy sites corresponding to missing single H atoms, as shown in Fig. 11.6.
Detailed analysis shows that most of the hole sites are arranged in a periodic /7 x
/7 pattern with respect to silicene-1 x 1, as shown by the white rhombus in Fig. 11.6.
Notably, the /7 x /7 periodicity with respect to silicene-1 x 1 is identical to a
(24/3 x 2,/3)R30° periodicity with respect to Ag(111)-1 x 1. So that these holes is
a result of the commensuration between the silicene lattice and the Ag(111) lattice.
Besides the ordered monoatomic holes, there are another two types of holes shown
in Fig. 11.6. The second type is formed by two holes sitting side by side, and the third
type consists of a bright spot at the center surrounded by three holes. The above three
types of holes are referred to as mono, double and triple holes, respectively. Note
that the triple hole site is very similar as the darker half- unit cell in the hydrogenated
silicene 4 x 4 phase. The formation mechanism of these hole sites was discussed
with DFT calculations [40].
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Fig. 11.6 Full hydrogenation of the silicene (2,/3 x 24/3)R30 phase on Ag(111). (a) STM image
of the fully hydrogenated silicene (2,/3 x 2,/3)R30 phase. The inset is the result of FFT of (a),
showing six spots corresponding to silicene-1 x 1 lattice. (b) High-resolution STM image (of the
hydrogenated (2,/3 x 2./3)R30 phase. The white rhombus marks the periodically ordered hole
sites with /7 x /7 structure with respect to the silicene 1 x 1 lattice, which agrees well with the
/7T x /7 spots observed in the inset of (a). (¢c) STM image of the hydrogenated silicene (2,/3 x
2./3)R30 phase shows three domains (marked by I, ILand III). The domain boundaries are labeled
by white dotted lines. The small white and red dots correspond to the lattice of the bright spots in
II and III domains, respectively. One lattice is exactly located in the hollow site of the other lattice

The resulting half-silicane structure corresponds to one of the Si sublattice termi-
nated by H atoms. This implies that there should be a same possibility for the two
different Si sublattices to be hydrogenated. As a result, the hydrogenated silicene-
(24/3 x 24/3)R30° will separate into different domains, where either the A sub-
lattice or B sublattice hydrogenated. Indeed, the STM image of Fig. 11.6¢ shows a
hydrogenated silicene surface that appears at a first sight to have well-ordered single
domain. But by careful inspection one notices that there are three domains, separated
by two domain boundaries that are labeled by white dotted lines. The positions of
bright spots in neighboring domains (both HCP lattices) indicate that one HCP lattice
is exactly located in the hollow site of the other HCP lattice, which is exactly what
we expect from the above sublattice-hydrogenation picture: A and B sublattices are
located in the hollow sites of each other.

Similar hydrogenation result was also obtained by Wang et al. [41] in the same
2./3 x 2./3 phase on Ag(111) surface. In their experiment, the angle resolved photo-
electron emission spectroscopy (ARPES) data were obtained from the hydrogenated
silicene, as shown in Fig. 11.7. Apart from the dispersive Ag sp band from the
Ag(111) substrate, there are two additional bands S1 and S2, which can be assigned
to half-silicane. These bands are in good agreement with the calculated bands of
free-standing half-silicane. And a clear indication of the gap opening is confirmed.

The hydrogenation of silicene is interesting not only for modifying the structure
and electronic properties, but also helps to clarify some fundamental issues related
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Fig. 11.7 a SBZsof (1 x 1) Ag(111) (blue), (24/3 x 2./3) reconstruction (black), and two (1x 1)
half-silicane SBZs rotated by +10.9°(green). b ARPES data from half-silicane obtained at a photon
energy of 26eV along I — MAg and " — KAg ofthe Ag (1 x 1) SBZ. S1 and S2 are two dispersive
bands which originate from half-silicane. The label Ag-sp indicates Ag bulk emission and U-sp
points at dispersive features due to umklapp scattering of the Ag-sp emission by (24/3 x 2./3)
reciprocal lattice vectors. ¢ Top and side views of a half-silicane model with hydrogen adsorbed
on one of the two hexagonal sublattices of free-standing silicene. The green diamond represents
the (1 x 1) silicane unit cell, and blue and pink balls represent Si and H atoms, respectively. The
bond length between Si and H atoms is 1.52 A°, and the —z of the two Si sublattices is 0.68 A°. d
Calculated band structure of the half-silicane model in (¢). The dashed line indicates the binding
energy limit of the ARPES measurement

with silicene. Recently, the nature of silicene monolayer on Ag(111) has been ques-
tioned by some researchers as being actually a Ag—Si alloy phase. Prevot et al. [42]
explored in situ STM measurement during the growth of silicene films. They found
that the morphology of Ag(111) surface suffers a significant change during growth,
which may correspond to strong Ag mass transport. Hence, they suggested that Ag
atoms should be incorporated into the resulting silicene film to form Ag-Si alloy.
However, mass transport is not a direct proof of the incorporation of Ag in silicene
film. The fact that the hydrogen adsorption phenomena can be nicely explained by
existing silicene model supports the pure silicene model without Ag—Si alloying.
Moreover, the local 1 x 1 structure of half-silicane is so compact that it is hard to
insert Ag atoms into it. Therefore, there is no alloy model which can explain these
existing STM observations, supporting the silicene monolayers on Ag(111) are pure
Si sheets instead of Si—Ag alloy phases.
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Fig. 11.8 Energy band (a) F-silicene (b) Cl-silicene
structures for a F-silicene, b T
Cl-silicene, ¢ Br-silicene and
d I-silicene. The Fermi level
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11.3 Halogenation

Chemisorption of halogen elements is another effective way to open a band gap
in silicene. Similar to silicane, the chair configuration is more stable than the
boat configuration for X-silicene (X=F, Cl, Br and I). The band structures of the
chair-like X-silicene systems are presented in Fig. 11.8. Using sX-LDA methods, all
X-silicene are direct semiconductors with band gaps of 1.469 eV, 1.979 eV, 1.950 eV
and 1.194 eV for F, Cl, Br and I, respectively [43]. The variation trend of E, can be
ascribed to the competition of Si—Si and Si—X bond strengths.

Among X-silicene, the F-silicene with chair configuration has been intensively
studied by first-principles calculations. The theoretically predicted band gaps fall in a
rather wide range, i.e., 0.70 eV (PBE) [10], 1.2 eV (MO6L) [44], 1.469 eV (sX-LDA)
[43], 1.6 eV (HSE) [44], 2.33 eV (GW,) [10]. Moreover, a new configuration for
F-silicene, so called Z-line (Fig. 11.9), is nearly energetically degenerate with the
chair configuration [10]. In this conformer, F atoms are adsorbed along zigzag lines
alternatively on both sides of silicene; in other words, it has the buckling alternated
by the zigzag lines, losing the symmetry of pristine silicene. As shown in Fig. 11.9,
the Z-line configuration of F-silicene is also a direct semiconductor with band gap
of 0.82 eV at PBE level or 2.64 eV at GW, level, which is slightly larger than that
of the chair conformer by ~15%.
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Fig. 11.9 a Atomic structure and b band structure of F-silicene in Z-line configuration. The yellow
balls and light blue balls represent Si and F atoms, respectively. Reproduced with permission from
[10] Copyright 2016, American Institute of Physics

In addition to full halogenation, Wang et al. [45] explored half-fluorinated silicene
sheets using spin-polarized DFT calculations. They considered the zigzag, chair,
and boat configurations and found that they are all dynamically stable from the
phonon dispersion curves. Similar to the case of half-hydrogenated silicene, the
zigzag configuration is the most stable conformer. Half-fluorinated silicene with
zigzag and boat configurations are direct semiconductors with band gaps of 0.411
and 0.824 eV (HSEO03), respectively. Indeed, partial fluorination provides an effective
way to tune electronic structure (especially band gap) in silicene-based materials.
Combining first-principles calculations with the cluster expansion approach, Huang
et al. [46] predicted that the band gaps of homogenous SiF, alloys with two-side
functionalization could be continually modulated from 0 to 1.59 eV. On the other
hand, the chair-like half-halogenated silicene shows antiferromagnetic behavior, with
each unsaturated Si atom carrying a magnetic moment of 0.84 g for F, 0.24 g for
Cl, and 0.11 pp for Br, respectively [18].

On the experimental side, the chlorination of monolayer silicene on Ag(111),
with initial surface reconstructions including 4 x 4, (/13 x 4/13)R13.9°, (2/3 x
2./3)R30° phases, has been systematically studied by Li et al. using STM [47]. At
low coverage, chlorine atoms tend to adsorb on the upper-buckled Si atoms without
changing the buckling configuration of the silicene lattice, whereas at high coverage
the buckling configuration will change, and new ordered structures as well as ordered
defect patterns form, similar as the hydrogenation of silicene.

For the 4 x 4 silicene phase, increasing Cl atoms to a saturation dosage, the 4 x 4-
a silicene will transform to two types of superstructures, as illustrated in Fig. 11.10.
The first structure is similar to the fully hydrogenated silicene 4 x 4: six bright
spots in one HUC and one bright spot in another HUC [38]. Similar as hydrogenated
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Fig. 11.10 STM images of (a)
chlorinated silicene 4 x 4

surface and corresponding
structure models. a and b
correspond to the same
structure, but the orientation
of the triangular HUCs is
flipped. ¢ and d show two

1 x 1 structures
corresponding to two
different upper buckled
sublattices

silicene 4 x 4 model, the chlorinated silicene structure also consists of six upper
buckled Si atoms in one HUC and one Si in another HUC, all of them terminated by
Cl atoms. In another word, it is a silicene 4 x 4-f with all upper-buckled Si atoms
terminated by Cl atoms. It is noted that the areas in Fig. 11.10a and b correspond
to the same structure, but the orientation of the triangular HUCs is flipped. This is
because when the transformation from 4 x 4-a to the inequivalent 4 x 4-f occurs,
there will be two possible configurations, which are mirror symmetric with respect
to each other, as in areas 10(a) and 10(b).

In areas in Fig. 11.10c and d, one observes local triangular domains consisting of
close packed protrusions in a 1 x 1 periodicity. The observation of 1 x 1 structure
indicates that the pristine silicene-1 x 1 lattice is recovered by CI adsorption, with all
the upper buckled Si atoms terminated by Cl atoms, as illustrated in the right panels
of Fig. 11.10c and d. Because during the transformation from 4 x 4-ato 1 x 1, the
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system can chose either one of the two sublattices as the upper-buckled sublattlice,
there will be also two mirror symmetric 1 x 1 domains. This is indeed observed
in the experiment, as shown in Fig. 11.10d. The two triangular 1 x 1 domains are
relatively shifted by half of the lattice constant of silicene 1 x 1, which is the lateral
shift between the two sublattices.

The fully chlorinated silicene-,/13 x /13 phase is displayed in Fig. 11.11. Two
characteristic features can be revealed. Firstly, the majority of the surface has been
transformed into a close packed 1 x 1 structure. Secondly, many dark defect sites
occur on the surface. Interestingly, most defects are arranged in a periodic /7 x /7
patterns (with respect to silicene-1 x 1). It is noted that the /7 x /7 periodicity
with respect to silicene 1 x 1 coincides with the /13 x /13 periodicity of the
Ag(111) substrate, indicating the defect pattern is a result of the registration of the
film lattice to the substrate lattice. Most defects appear as single dark site, which we
call as monomer defect. There are also two-atom and three-atom defects, referred to
as dimer and trimer defects. In particular, the trimer defects are quite popular on the
surface, and they can be locally arranged in a compact /7 x /7 periodic pattern,
as shown in Fig. 11.6e. The structure and formation mechanism of these periodic
defect sites can be understood based on analysis of the overlapping geometry of the
silicene and Ag(111) lattices [47].

The chlorination of (2,/3 x 2./3)R30° gives a similar ordered silicene-1 x 1
structure as the hydrogenation of the silicene-(2,/3 x 2,/3)R30° phase, which also
results in an ordered silicene-1 x 1. [40] The production of pristine silicene-1 x 1
lattice by hydrogenation and chlorination prove that the original (2,/3 x 2,/3)R30°
phase consists of a complete silicene honeycomb lattice. The apparent defective area
in the original silicene-(2,/3 x 2./3)R30° surface is caused by the disorder in the
buckling configuration.

Itis also notable that although the chlorination of silicene-/13 x 4/13 and 2,/3 x
2./3 both result in 1 x 1 structures, the chlorinated 2,/3 x 2./3 surface appears
significantly more defective as compared with the /13 x /13 case. The reason
can be understood as the adsorption of a Cl atom on top of an upper buckled Si
atom will pull the Si atom further outward, and thus increases its degree of buckling,
similar as the adsorption of H on silicene [2]. As a result, both H and Cl adsorption
will increase the compressive stress in the silicene film. On the other hand, the lattice
mismatch between silicene and the Ag(111) substrate is different for different silicene
phases. In the 2,/3 x 2./3 phase, the silicene lattice is compressed, while in both
4 x 4 and /13 x 4/13 phase, the silicene-1 x 1 lattice is expanded by Ag(111)
substrate (the mismatch between lattice parameters: silicene-/7 x /7/Ag(111)-
2/3 x 24/3 =~ 1.02, silicene-/7 x /T/Ag(111)- /13 x /13~ 0.98, silicene-3 x
3/Ag(111)-4 x 4~0.997). This means that the adsorption of Clon 4 x 4 and /13 x
/13 phase is preferable because it helps to compensate the tensile stress and restore
the silicene-1 x 1 lattice. In contrast, adsorption of Cl on silicene-2,/3 x 2./3
would result in further compression of the silicene-1 x 1 lattice, and thus making it
more unstable. This may be the reason why chlorinated 2,/3 x 2./3 phase is more
defective than chlorinated 4 x 4 and /13 x /13 phases.
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Fig. 11.11 Fully chlorinated silicene-,/13 x /13 phase. a Typical STM image of /13 x /13
phase after fully chlorinated (tip bias 0.2 V, tunneling current 50 pA). The inset is the FFT of the
image showing both 1 x 1 and /7 x /7 patterns (with respect to silicene-1 x 1). b—e Enlarged
STM images of areas I-IV in (a). f Model of the silicene-1 x 1 structure in (b), with black circles
corresponding to possible defect sites. g Structure model of trimer defects arranged in a /7 x /7
pattern (with respect to the silicene-1 x 1). The white rhombuses in (f, g) represent unit cell of
/13 x /13 phase
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11.4 Oxidization

Owing to its high chemical activity, adsorption of oxygen adatoms and molecules
can be used to probe and modulate local electronic states in silicene. Oxidation of
silicene into silicene oxide is thus one of the major steps towards functionalization
of silicene. Meanwhile, chemical stability exposed in air is a critical concern to the
device applications of silicene. To address all these issues, the oxidation of silicene
has been extensively studied both experimentally and theoretically.

On the theoretical side, the stability of freestanding silicene sheets under oxygen
environment was explored by Liu et al. [48, 49]. According to their first-principles
calculations, an O, molecule can be easily chemisorbed on pristine silicene by dis-
sociating into two O atoms without any energy barrier. Such dissociation reaction is
an exothermic process with reaction heat of about 4.046~5.355 eV per O,, while
the dissociated O atoms form strong Si—O bonds with silicon atoms. Compared with
pristine silicene, fully hydrogenated silicene is more stable upon oxidization due to
the existence of two energy barriers of 0.268 and 0.249 eV.

Morishita and Spencer [50] further investigated the microscopic mechanism of
the reaction of O, with 4x4 silicene on a Ag(111) substrate using ab initio molec-
ular dynamics (AIMD) simulations. They found barrierless oxygen chemisorption
pathways around the outer Si atoms of the silicene overlayer. Therefore oxygen can
easily react with a Si atom to form Si—O-Si configuration. In the case of high oxy-
gen dose that involves multiple O, molecules in the oxidation process, a synergistic
effect between the molecular dissociation and subsequent structural rearrangements
is found to accelerate the oxidation process and to enhance self-organized formation
of sp*-like tetrahedral Si—O configurations. These theoretical results help explain
the inconsistent experimental observations of the oxidation of silicene on Ag(111)
substrate, where different flux (or pressure) and temperature of oxygen gas could
induce distinct oxidation processes.

Similar to its graphene counterpart, oxidization is also an effective way of tuning
band gap of silicene in a wide range. Intuitively, the local electronic structure can
be modulated from zero-gap state to semiconducting state by varying the oxygen
level and changing the adsorption site of oxygen adatoms on silicene. In this regard,
Pi et al. [51] investigated the structures, thermodynamic stability, and electronic
properties of silicene oxides by incorporating atomic oxygen (O) and hydroxyl (OH)
onto silicene lattice in many possible bonding configurations. It was found that the
oxidation of silicene in the oxygen atmosphere most likely leads to the formation
of the single-side over-bridging configuration, while boat-like OH and umbrella-like
OH configurations are likely produced when OH is the oxidizing agent. If both O
and OH exist, fully oxidized silicene may be readily produced. Depending on the
specific bonding configuration and concentration of O and OH, the partially and fully
oxidized silicene could be metallic, semimetallic, semiconducting and insulating.

In a pioneering experimental study, De Padova et al. [52] investigated the room
temperature oxidation of Si nanoribbons (SiNRs) synthesized on Ag(110) surface by
high-resolution Si 2p core level photoemission spectroscopy and low-energy electron
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Fig. 11.12 Normal emission
(¢ =0°) Si 2p core levels for
a grating of silicene NRs
after increasing oxygen
exposures. The LEED
patterns (E, =57 eV) were
collected on the bare grating
and after the oxygen
exposition of 100 L.
Reproduced with permission
from [52]. Copyright 2016,
IOP Publishing 1L0,;
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diffraction. As shown in Fig. 11.12, the Si spectra are practically unaffected up to an
exposure of 100 Langmuir (L), where the region between 1.0 and 4.5 eV below the
Si 2p core level is completely free of oxidation states. The oxidation process occurs
only at high oxygen exposures up to 1000 L, typically higher than that on Si(111)
7 x 7 surface by four orders of magnitude, suggesting the strong resistance of SiNRs
towards oxidation.

Oxidation of epitaxial silicene sheets (with domains of 4 x 4 and /13 x /13
superstructures) fabricated on an Ag(111) substrate was also investigated by moni-
toring the Si 2p XPS photoemission line [53]. In an ultrahigh vacuum environment
up to 1000 L of oxygen dose, silicene sheets were found to be chemically stable, but
undergo oxidation upon exposure to ambient air. For device applications of silicene,
the oxidation might be prevented by encapsulations of the silicene layer with an
ultrathin Al or aluminum oxide (Al,O3) of a few nm thickness. However, Friedlein
et al. [54] deposited Al atoms onto epitaxial silicene on thin ZrB,(0001) films grown
on Si(111) and found that the aluminum oxide overlayers on silicene do not prevent
but promote the oxidation of silicene instead. Under oxygen exposure up to a dose
of 4500 L, the bare silicene is hardly affected, whereas aluminum oxide covered
silicene becomes partially oxidized because of the dissociative chemisorption of O,
molecules by Al atoms.

In addition to monolayer silicene, De Padova [55] demonstrated that thick epitaxial
multilayer silicene films with a /3 x./3R(30°) surface structure show only mild
surface oxidation after 24 h exposure to ambient air in a combined experimental
study using Auger electron spectroscopy, X-ray diffraction and Raman spectroscopy.
Comparison of AES spectra shows that even after 24 h in air, the 43 MLs silicene
film remains largely intact, being oxidized only at its top layers. Moreover, the
characteristic G band at 523.26 cm~! and the broad D band between 430 and 500 cm ™!
were observed in the ex situ Raman spectrum of multilayer silicene film in air, which
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locate at the same positions for the Al,O3 capped multilayer silicene and can be also
related to the in situ Raman feature of bilayer silicene on Ag(111) [56].

A series of studies of the oxidation processes on monolayer silicene in differ-
ent phases have been reported by Du and co-workers [56-58]. In their studies, the
correlation between buckled silicene surface and oxygen adatoms has been identi-
fied by using a low-temperature STM and in situ Raman spectroscopy, while the
electronic structures of oxidized silicene have been revealed by ARPES as well as
XPS. The formation of the Si—O bonds on surface of silicene was investigated under
well-controlled oxidation conditions with various oxygen doses.

The STM images of oxidized silicene in 4 x 4, 2,/3 x 2,/3, and /13 x /13
structures are presented in Fig. 11.13. It can be found that the initial oxygen absorption
behavior on silicene monolayers in different phases is dominated by their buckling
structures, that is, Si—O bonds dominate the /13 x /13 and 2,/3 x 2./3 phases
and Si—O-Si is the major oxidation form on 4 x 4 phase during the initial oxidation
stage. In the /13 x /13 and 2,/3 x 2.,/3 phases, oxygen adatoms occupy the
top sites. During oxidation of 4 x 4 phase, the oxygen adatoms prefer to reside
at the bridge sites. Note that the silicene oxides are distinct to silicon oxide. With
increment of oxygen dose, silicene monolayers are eventually fully oxidized owing
to the mixed sp*/sp® hybridization. The binding energy between epitaxial silicene
layer and Ag(111) surface is weaker than the binding energy for Si—O. Therefore,
the oxygen adatoms prefer to bond firstly with Si atoms in silicene sheet instead
of Ag atoms in the metal substrate. Due to the characteristic sp® hybridization of
Si, energetically stable Si—~O—-Si bonds are expected for all phases when silicene is
exposed to high oxygen dose, e.g., 600 L. Interestingly, silicene monolayer crumples
during oxidation and results in some “silicene free” areas. This observation suggests
that, by taking this advantage, silicene oxide layer could be possibly detached from
Ag(111) substrate and become quasi freestanding, which was demonstrated in a
recent study of oxidization of bilayer silicene by the same group.

The electronic structures of oxidized silicene have been characterized by STS
and ARPES, and further studied by DFT calculations. The ARPES results are dis-
played in Fig. 11.14. Before oxidation, the saddle-shape metallic hybrid surface band
(HSB) was observed in epitaxial monolayer silicene, which can be attributed to the
hybridization of Si and Ag orbitals that resembles the m-band dispersion in graphene.
The saddle point of the surface state is about 0.15 eV below the Fermi level. ARPES
investigation also reveals that the metallic HSB is decayed upon oxidation in silicene
with an oxygen dose of 600 L. Meanwhile, the well-defined Shockley surface state
and Ag-sp bands revive in the oxidized silicene/Ag(111) sample. An asymmetric
band with the highest energy level of about —0.6 eV is also observed in ARPES
features, suggesting formation of an energy gap due to oxidation.

In the same sample, STS measurements were performed on areas of Ag(111)
surface and silicene oxide. An energy gap of 1.2 eV is opened on silicene oxide,
whereas bare Ag(111) surface shows a typical metallic characteristics. Therefore,
the asymmetric state can be attributed to the valence band originated from silicene
oxide. These results coincide with the STM observations that amorphous silicon
oxide covers most area of the Ag(111) surface. Note that Shockley surface state in
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Fig. 11.13 STM images of oxidized siliceneina4 x 4,b2./3 x 2,/3,and ¢ 4/13 x /13 structures
(scanning area 4 x 4 nm?2, Viias =—0.2 V, I=4 nA). The oxygen adatoms prefer to reside on top-
layer Si atoms in the initial oxidation. d Line profiles of oxygen adatoms on silicene corresponding
to the lines in the STM images in (a), (b), and (c), respectively. e-g DFT simulations (top and
side views) of atomic structures for oxygen adatoms on Ag(111) supported silicene monolayers in
different superstructures: e 4 x 4, f 2,/3 x 2,/3, g /13 x 4/13. The black rhombuses in the top
views represent the unit cell. Red: oxygen; yellow: silicon; blue: silver. Reproduced with permission
from [57]. Copyright 2016, American Chemical Society

metal surface is extremely surface sensitive that can reflect modifications of surface
atomic and electronic properties. In the ARPES result, revived Shockley surface state
in oxidized sample shows that oxygen would preferentially react with Si instead of
Ag, in the case of low oxygen dose. Consequently, Si—O bonds easily replace the
Ag-Si bonds.

Very recently, Du and co-workers [59] reported a quasi-free-standing silicene
layer that has been successfully obtained through oxidization of bilayer silicene on
the Ag(111) surface. Both STM images and DFT calculations show that the oxygen
atoms prefer to intercalate into the underlayer of silicene instead of adsorb on top
silicene layer, resulting in isolation of the top layer of silicene from the substrate. As
a consequence of much less interaction with the substrate, the top layer of silicene
exhibits the signature of a 1 x 1 honeycomb lattice and hosts massless Dirac fermions
as evidenced by ARPES measurement and confirmed by DFT calculations. The
oxidized silicon buffer layer is expected to serve as an ideal dielectric layer for electric
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Fig. 11.14 Energy versus k dispersion measured by ARPES for a clean Ag(111) surface, b 4 x
4 silicene grown on Ag(111), and ¢ oxidized silicene on Ag(111), respectively. SSS in (a) and (b)
denotes the Shockley surface state. HSB in (b) denotes the hybrid surface band. d Schematic of
BZ for 4 x 4 silicene grown on Ag(111): blue and orange honeycomb structures correspond to
Ag(111) and 4 x 4 silicene, respectively. Reproduced with permission from [58]. Copyright 2016,
Macmillan Publishers Limited

gating in electronic devices, paving a new way toward silicene-based nanoelectronic
and spintronic devices.

11.5 Conclusion and Perspective

Compared with the hydrophobic and chemically inert surface of graphene, silicene
sheets exhibit higher chemical activities, resulting in easy tunability of their physical,
chemical and electronic properties via chemical functionalization. Secondly, as native
silicene surface is sensitive to exposure to air, any future application of silicene in
nanodevices should inevitably involve a protection layer, or a sandwich structure with
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the silicene layer in the center. Thus studying the interaction between silicene and
other materials or adsorbates is a fundamental issue and desires more investigations,
both theoretically and experimentally.
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Chapter 12 ®)
Encapsulated Silicene Field-Effect e
Transistors

Li Tao, Eugenio Cinquanta, Carlo Grazianetti, Alessandro Molle
and Deji Akinwande

Abstract Besides theoretical studies, experimental investigations on silicene began
with the synthesis of silicene on ceramic or metallic catalyst substrates such as ZrB,,
Ir and Ag. Among various reported methods, the epitaxial growth of silicene sheet
atop Ag(111) has received increasing attention and a derivative approach of using
evaporated Ag(111) film as catalyst on a cleavable substrate will be specifically
discussed in this Chapter for the ease of following device studies. Despite these
research progresses in silicene synthesis, there is a lack of experimental investigation
onsilicene devices. One of the most key challenges is the material preservation during
device fabrication and measurement process. This chapter will summarize recent
understanding and progress in air-stability of silicene and viable device fabrication
choices, to enable the debut of the first silicene field-effect transistor. A survey will be
conducted on experimental probing of electrical properties of silicene via scanning
tunneling microscopy, angle-resolved photoemission spectroscopy, and experimental
transport measurement on field-effect transistors. These results not only provide
experimental feedback to existing theoretical studies, but also encourages further
interest in novel device concepts and prospects of silicene and other emerging 2D
materials like germanene, stanene and phosphorene.

12.1 Introduction

Since the pioneering work on graphene [1, 2], research on graphene-like two-
dimensional (2D) crystalline materials has evolved to an emerging field crossing
fundamental science and practical engineering [3, 4]. Owing to their distinct prop-
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Fig. 12.1 Buckled honeycomb lattice structure of silicene

erties arising from the specific 2D physical character and chemical composition, 2D
materials hold great promise for future nanoelectronics, spintronics, straintronics,
optoelectronics, sensors, and energy related applications [4-7]. Besides the recent
upsurge in studies on hexagonal boron nitride, transition metal dichalcogenides
(TMDs) and metal oxides [3-5, 8], there is very limited experimental research on
group IV elemental graphene analogues such as silicene and germanene. Free Stand-
ing (FS)-silicene, a 2D crystal, is composed of silicon atoms arranged in a buckled
honeycomb lattice (Fig. 12.1) that had been predicted [9, 10] even before the 2004
reports on graphene [1, 2]. The theoretical calculations based on tight binding [11,
12] (TB) or density functional theory (DFT) [13-15], have predicted a semicon-
ductor Dirac band structure for FS-silicene (quasi-2D silicon) similar to graphene.
Regardless of the similar orbital configurations for group-IV elements, sp® rather
than sp? hybridization is more favorable for silicon in contrast to carbon [16] thus
inducing vertical distortions in the silicene lattice [ 19]. The buckled nature of silicene
due to sp? hybridization leads to a greater interface interaction (than graphene) that
can result in a sizeable band-gap (e.g. attaching hydrogen to form silicane) and offer
desirable electronic and optoelectronic properties [15, 17]. As aresult, monolayer FS-
silicene is expected to be a promising 2D material for electronic devices or sensors.
Due to its buckled physical structure and relatively stronger spin-orbit coupling, the-
oretical calculations also suggest FS-silicene should afford novel phenomena such
as quantum spin Hall effect [18], piezo-magnetism [19], giant magnetoresistance
[20], enhanced optical absorption [21] and strain-related thermal conductivity [22]
distinguished from the commonly studied prototypical 2D material, graphene.
Besides theoretical studies, experimental investigations on silicene began with
the synthesis of silicene on ceramic or metallic catalyst substrates such as ZrB, [23],
Ir [24] and Ag [25-29] as introduced in Chap. 5. Among various reported methods,
the epitaxial growth of silicene sheet atop Ag(111) [30-32] has received increasing
attention and a derivative approach of using evaporated Ag(111) film as catalyst on
a cleavable mica [17, 33, 34] substrate will be specifically discussed in Sect. 12.2 for
the ease of following device studies. Despite these research progresses in silicene
synthesis, there is a lack of experimental investigation on silicene devices. One of the
most key challenges is the material preservation during device fabrication and mea-
surement process. Section 12.3 will summarize recent understanding and progress
in air-stability of silicene and viable device fabrication choices, to enable the debut
of the first silicene field-effect transistor. Consequently, in Sect. 12.4, a survey will
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be conducted on experimental probing of electrical properties of silicene via scan-
ning tunneling microscopy (STM) [31, 33, 35, 36], angle-resolved photoemission
spectroscopy (ARPES) [32, 35], and experimental transport measurement on field-
effect transistors (FETs) [37]. These results not only provide experimental feedback
to existing theoretical studies, but also encourages further interest in novel device
concepts and prospects of silicene and other emerging 2D materials like germanene
[38], stanene [39] and phosphorene [6, 40]. In addition, the allotropic affinity of
silicene with crystal bulk silicon suggests a more direct integration path with ubig-
uitous semiconductor technology unlike other 2D crystals that are historically not
mainstream microelectronic materials.

12.2 Epitaxy of Silicene on Cleavable Ag (111)/Mica
Substrate

In 2005 and 2007, Lendri et al. reported self-aligned silicon quantum wires on
Ag(110) [25] and silicon nanostructures on Ag(001) [26]. These works employed a
ultra-high vacuum (UHV) synthesis approach highly similar to the epitaxial growth
of silicene, which was proposed to exist by few theoretical studies several years later
in 2007-2009 [11, 13]. Le Lay group grew graphene-like silicon nanoribbons on
Ag(110), indicating a possible formation of silicene for the first time in 2010 [28]
(see also Chap. 6). Two years later, several groups (e.g. Vogt et al. [32], Lin et al.
[31], Feng et al. [30] and Chiappe et al. [33]) demonstrated the epitaxial synthesis of
silicene on single crystal Ag(111) (Chap. 7). This opens the road for practical device
study as Ag(111) holds great promise to obtain a continuous silicene sheet instead
of nanoscale wires or ribbons previously shown on Ag(110). As a result, there had
been increasing investigations (e.g. Acun et al. [41], Moras et al. [42], and Mannix
et al. [43].) on the technical details of silicene growth on Ag(111) that enable more
thorough understanding and control of this process.

A most recent progress was made to epitaxially grow silicene on 300-nm thick
Ag(111) film on mica substrate instead of single crystal Ag(111) bulk, allowing
a mechanical cleaving way to transfer silicene for device fabrication [37]. Such a
silicene synthesis was performed in a UHV chamber (base pressure 10~1°-10~!!
mbar) system equipped with three interconnected chambers for sample process-
ing, chemical analysis and in-situ STM characterization. Several cycles of Ar*
ion sputtering (1 keV) was first performed on Ag(111) to reveal a clean sur-
face, and subsequent annealing at 530 °C for 30 min was introduced. Silicene
sheet was deposited on processed Ag(111) surface from a heated crucible in the
built-in evaporator at a temperature between 250-270 °C with a rate of 2-6 x
10~2 monolayer/min. Silicene growth on Ag(111)/mica substrate was monitored
by a real-time reflection high-energy electron diffraction (RHEED) at 30 keV
and in-situ STM with a typical tip voltage of —1.4 V and tunneling current of
0.5 nA. Figure 12.2a shows a RHEED pattern of pristine (1 x 1) Ag(111) surface after
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Fig. 12.2 In-situ materials characterization of silicene synthesis. Real-time reflection high-energy
electron diffraction (RHEED) on a, Ag(111), and b, silicene on Ag(111) (the azimuth is along
the [11-2] Ag surface direction and the emergence of extra-streaks in the RHEED pattern in panel
b results from the silicene epitaxy). In-situ scanning tunnelling microscopy (STM) shows three
main Si over layers: ¢, (4 x 4), d, (/13 x 4/13), and e, (2,/3 x 2,/3) superstructures. The STM
images are 10 x 10 nm? and were acquired with a sample bias of —1.4 V and tunnelling current of
0.5 nA

Ar* plasma cleaning and annealing. After the growth of monolayer 2D silicon on
Ag(111), anew set of sub-streaks in Fig. 12.2b appeared in between aforementioned
main streaks, resulting from silicene crystalline grown on Ag(111). Depending on
whether silicon atoms are sequentially sitting in between or on top of Ag atoms,
characteristic patterns of silicene domains with respect to the Ag unit cell include
(4 x4), (/13 x 4/13) and (2,/3 x 2,/3) that have been well-distinguished by STM
[31, 33, 35] as seen in Fig. 12.2¢, d. This epitaxial growth leads to a variety of coex-
isting silicene domains with different periodic order whose amount depends on the
deposition temperature[33, 41, 42]. For instance, a uniform 2,/3 x 2,/3 superstruc-
ture (Fig. 12.2e) can be obtained with increased deposition temperature at 270 °C
in a recent report by Carlo et al. [44]. This outcome is in consistent with a recent
report by Moras et al. [42], who exhaustively accounts for the multiphase character
of the silicene monolayer by systematically measuring the amount of each silicene
phase as a function of the growth temperature. Above certain temperature, Acun et al.
[41] reported instability of silicene grown on Ag(111) (for a detailed discussion see
Chap. 7).
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Although the scope of this chapter will still be focused on the monolayer silicene
in the following content, the synthesis of few layer or multilayer silicene on Ag(111)
is also a topic of great interests (see also Sects. 5.5 and 8.4). Mannix et al. [43]
provided a thorough discussion on the epitaxy of silicene on Ag(111), and identified
a /7 x /7 superstructure (referred to the Si periodicity and equivalent to 2,/3 x
2./3 and /13 x /13 superstructures referred to the Ag(111) periodicity) in the
monolayer regime and /3 x /3 reconstruction in the bilayer or multilayer regime.
It should be noted that a scientific debate is currently emerging on what is the correct
crystallographic nature of the /3 x /3 phase (e.g. whether it is graphite-like as
suggested by De Padova et al. [45] or diamond Si(111)-like as proposed by Mannix
et al. [43] and Shirai et al. [46]).

12.3 Air-Stability of Silicene Post Synthesis and During
Transfer

12.3.1 AlL,O3 Capping of Silicene

Despite the progress in epitaxy of large area silicene on Ag(111), there was a key
challenge to keep silicene intact post synthesis as it exhibited a destructive reactivity
once under ambient condition. Alessandro et al., investigated such degradation of
silicene with O dosing in UHV environment and upon exposure to air [34]. Based on
their X-ray photoelectron spectroscopy (XPS) monitoring of the Si 2p photoemission
line, epitaxial silicene grown on Ag(111) stays chemically stable upon O exposure
up to 1000 L (1 L=1sat 1 x 1076 Torr) but it undergoes a progressive oxidation
in air. In consistent with low reactivity of silicene nanoribbons [29], XPS observes
a scarce oxidation degree of silicene sheet on Ag(111) in UHV environment that
can be presumably related to slow oxidation pathways via crystal defects or phase
boundaries mentioned in 12.1. Nevertheless, an instant change of silicene compo-
sition (with XPS indicating Si—O bond) occurred once exposed to air. To address
this air-stability issue, Alessandro et al., developed a non-reactive capping proce-
dure [34] via the in-situ co-deposition of Al and O, to form an Al,O3 layer post
silicene synthesis. In contrary to uncapped epitaxial silicene on Ag(111) suffering
from degradation immediately after air exposure, Al,O3 capping adopted silicene
samples remain intact as seen in the detailed ex situ Raman characterization below.

Raman spectroscopy was employed to verify the integrity of silicene on Ag(111)
after removal from the UHV synthesis environment. Raman spectra of differently-
oriented silicene superstructures are dominated by the presence of a sharp and intense
peak in the 515-522 cm ™! range, induced by the symmetric stretching of Si—Si atoms
in planar hexagons (E; vibrational modes) [17, 47]. In addition, the different buck-
ling amount and distribution is the carrier of the A, vibrational modes (breathing-like
modes), which in turns give rise to the asymmetric shoulder in the 450-500 cm™!
range unlike bulk Si (Fig. 12.3). More in details, the spectrum of the 4 x 4 superstruc-
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Fig. 12.3 Raman characterization on a silicene compared to amorphous silicon (a-Si) and bulk
silicon; b decomposition of a measured Raman spectrum agrees with theoretical computation of
Ezg and A1z modes (centred at 517, 508 and 496 cm~!) representing a mixed-phase silicene. Raman
spectroscopy serves as a good cross-reference to STM for distinguishing silicene from a-Si phase

ture is characterized by a remarkable intensity for the asymmetric shoulder, reflecting
the high degree of intrinsic disorder due to the large amount of buckled atoms (30%)
present in its unit cell (see also Sect. 7.4.3). On the other hand, the spectrum of the
2./3 x 24/3 is dominated by Es; modes at 522 cm~!, while the Ajg ones just bears
a negligible intensity, reflecting the planarity of this silicene superstructure [17]. By
comparing Raman spectra of the different superstructures as a function the excita-
tion energy, resonant and non-resonant behaviors can be respectively associated with
the 4 x 4 and the 2./3 x 2,/3 superstructure of Ag-supported silicene, which hint at
different electronic band structures [17, 48]. This can be potentially used as a bench-
mark to assess the influence of the substrate or to recognize different superstructures
in the vibrational properties of silicene.

The Al,O3 capping procedure, as part of the encapsulation design in following
Sect. 12.4.1, can be generally applied to any silicene configuration, irrespective of the
support substrate, and it leads to the fabrication of atomically sharp and chemically
intact silicene. This approach makes epitaxial silicene accessible to a broad number
of ex situ diagnostic and potentially suitable to gated device configurations.

12.3.2 Ag-Si Interaction

With Al,O; capping layer as an effective protection for epitaxial silicene on Ag(111)
catalyst, the next question along the line for device studies is: could synthesized sil-
icene be easily transferred to insulating substrates for device studies? Tao et al. [37]
revealed that it is unfeasible for silicene to go through the conventional polymer coat-
ing/protective layer lift-off transfer employed for graphene and other 2D materials
[49, 50], because even Al,O3 capped silicene degrades (oxidizes) readily as the Ag
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Fig. 12.4 Raman monitor on the air-stability of Ag-supported silicene. a Raman spectra of (2,/3 x
2,/3) silicene as grown (solid curve) and after wet transfer (dash curve). Inset shows silicene film
on SiOy/Si substrate by wet transfer. b, ¢ Raman scans on (4/13 x 4/13) and (4 x 4) mixed-phase
silicene and (24/3 x 24/3) silicene before (solid curve) and after 2-month storage (dash curve) in
30-mbar rough vacuum at room temperature. d Raman signatures of (2,/3 x 2,/3) silicene as grown
(solid curve) and 7 days after our encapsulated delamination transfer (dash curve)

interface is removed by wet etching (Fig. 12.4a). To verify that the removal of Ag(111)
film is the major cause for the degradation of Al,O3 capped silicene, they monitored
the ex situ Raman characteristics of Al,O3 capped silicene on Ag(111)/mica stored
in a rough vacuum (30 mbar) at room temperature. The Raman signatures of silicene
remain intact, indicating chemical stability when supported by the Ag(111) film, over
two months (Fig. 12.4b, ¢). Inspired by this observation, a new method was conceived
for silicene transfer to overcome the stability challenge associated with suspended
silicene. The key innovation is to preserve silicene/Ag(111) interface after separation
from the growth substrate (mica) followed by the integration onto a device substrate,
the details of which will be discussed in the following Sect. 12.4. As a proof-of-
principle for this idea, Raman spectra of capped silicene/Ag(111) taken 7 days after
the transfer (Fig. 12.4d) shows the same signatures as the freshly grown sample.
Another merit of this observation on the stability of Ag-supported silicene is that it
provided an original evidence from experiments supporting DFT calculations on that
p-d hybridization between Ag and Si preserves the stability of silicene grown on Ag
(111) [51] and such interaction could substantially affect the material properties of
silicene [52, 53]. Details of Ag—Si interaction are covered in Chap. 7 and Sect. 8.2.
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Besides the substrate coupling effect, the intrinsic structure of silicene also plays
an important role in the stability of silicene. Silicene with mostly (4 x 4) superstruc-
ture experienced more rapid degradation than samples composed of (2,/3 x 2,/3)
superstructure. Considering the difference in the amount of buckled atoms 30% for
(4 x 4) versus 14% for (2.4/3 x 24/3) [17], one can deduce that the stability of sil-
icene also depends on the sp? to sp> ratio: the larger the sp> composition, the higher
the chemical reactivity; the larger the sp> composition, the more stable it is. The
inevitable presence of sp® component in silicene eventually drives the degradation
of working device within a couple of minutes when exposed to the air after mea-
surement. The instability of Ag-remove silicene will be illustrated in the following
Sect. 12.4.2, and it agrees with the spontaneous structural transition [54] and local
reconstruction [55] of silicene expected by recent fundamental studies. It is warranted
to improve silicene stability for reliable devices with future research on Si—Ag inter-
face, intrinsic structure (i.e. number of layers and phase) of silicene and immediate
capping upon device fabrication.

12.4 Silicene Devices: Fabrication, Measurement
and Electronic Properties

Ever since the successful synthesis of silicene, there is always a booming interest in
understanding the electronic properties that will have a tremendous impact on the
development of potential nanoelectronics. Strong efforts had been made to theoretical
studies and there are several recent experimental probing of material structure or
electronic properties of silicene using in-situ STM [31, 33, 35, 36] or ARPES [32,
35] referring to related content in Sects. 6.5 and 7.4. For example, Chiappe et al. [33]
measured bell-shape current-voltage (bias through STM tip) response of silicene
on Ag(111) and Vogt et al. [32] and De Padova et al. [35] observed ARPES data
possibly due to the existence of Dirac cone. Nevertheless, ex situ measurement of a
practical device is of great importance to provide experimental evidences to guide the
understanding of the electronic band structure of silicene. This section will introduce
the most recent progress on the debut of silicene transistors [37] that hold great
promise for potentially practical applications.

12.4.1 Silicene Encapsulated Delamination and Native Ag
Electrodes (SEDNE) Process

Recall the Sects. 12.3.1 and 12.3.2 of this chapter, air-stability is the key issue to build
practical silicene devices. Towards overcoming this issue, it is essential to preserve
pristine silicene by keeping the Ag—Si interface on one side and having the Al,O3
protection layer on the other side. In this light, Tao et al. [37] devised a synthesis-
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Fig. 12.5 Silicene encapsulated delamination with native electrode (SEDNE) process that includes
the following key steps: epitaxial growth of silicene on crystallized Ag(111) thin film, in-situ Al,O3
capping, encapsulated delamination transfer of silicene, and native contact electrodes formation to
enable back-gated silicene transistors

transfer-fabrication process denoted as Silicene Encapsulated Delamination with
Native Electrodes (SEDNE). A schematic illustration of the SEDNE process is shown
in Fig. 12.5, which includes the following key innovations: (i) epitaxial silicene
synthesis on deposited Ag(111) thin film instead of expensive single crystal bulk Ag,
(ii) encapsulated delamination transfer of silicene sandwiched between Al,O3; and
native Ag thin films that affords the recycle of mica substrate and (iii) reuse of the
native Ag(111) film to stabilize silicene and serve as contact electrodes.

The process flow of SEDNE runs as following steps below. Starting from epitax-
ial silicene on Ag(111)film/mica, a blade (or a tape) initiated a gap at the edge of
the sample in between the Ag and mica interface, peeling off the Al,Os/silicene/Ag
film stack. This encapsulated silicene in between Al,O3 and Ag was then placed on
a device substrate (e.g. 90-nm thick SiO; on p** Si) with the Al,O3 layer facing
downward in contact with the SiO, layer. Silicene channel as well as source/drain
electrodes (in native Ag catalyst film) were patterned via e-beam lithography fol-
lowed by etching to enable back-gate transistor devices. To prevent a rapid degra-
dation/oxidation of silicene observed in commonly used Ag etchant like nitric acid,
a potassium iodide and iodine based etchant was developed in-house. This gains a
short but sufficient time window for capturing the charge transportation behaviour in
Ag-free silicene. The microscopic image in Fig. 12.6a shows a representative back-
gated silicene transistor device with contact lines formed in the original Ag layer on
2./3 x 2,/3silicene. On the dashed box area, zoom-in AFM scan (Fig. 12.6b) reveals
the Ag source and drain pads at both ends of the silicene channel (false color for
enhanced contrast). Electrical characterization were subsequently performed using
the highly-doped silicon substrate as the back-gate as depicted in Sect. 12.4.2.

SEDNE process provides an effective platform that can be generally applied to a
broad spectrum of air-sensitive 2D materials, for instance its Group IV and V cousins
such as but not limited to germanene, stanene and phosphorene. In the rest of this
chapter, electronic properties of silicene will be discussed in detail from experimental
measurement of FETs made via SEDNE process.
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Fig. 12.6 a scanning electron microscope (dash line in inset denotes the silicene channel) and b
Three dimensional rendering of atomic force microscope image on a silicene field-effect transistor
device close to the dash line region in a, including the channel (false-coloured for visual guide)
and source/drain contacts defined in native Ag film. V,, V, and V are the gate, source and drain
voltages respectively in electrical measurements

12.4.2 Electrical Characterization of Silicene Field-Effect
Transistors

Tao et al. [37] conducted electrostatic transfer and output measurements of back-
gated silicene transistors on a probe station/analyser using V,; =20 mV with V,
swept from —2 to 2 V under ambient conditions. In brief, the electrical measure-
ments on silicene transistors reveal transport behaviors similar to graphene. A linear
output (Fig. 12.7a) is typically observed from the FET characteristic (drain current I
versus drain-source bias V,; for a fixed gate bias V, =0). As a compelling evidence
of Dirac-like band structure, Fig. 12.7b shows ambipolar transfer behavior with gate
overdrive voltage (Vy — Vpirc) from device #1 (Fig. 12.7a) that has a mixed phase
silicene. Vpjxc is defined as the voltage value where maximum resistance (or min-
imum current) occurs [56]. In addition, a representative V-shape of drain current
versus gate voltage from device #2 on the same mixed phased silicene is shown in
Fig. 12.7c, which also exhibits quasi-symmetric bell shape resistance profile with
gate modulation (maximum to minimum current Iyjax/Ivn) of about one order of
magnitude.

Using a well-accepted diffusive model [56, 57] for graphene FETs, the total device
resistance R is:

N N
R = Reontact + Rehannel = Reontact + —1 = Reontact + — (121)

¢ epy/n? +n2,

where Rcpanner 18 the contact resistance, Rejanner 18 the channel resistance, N, equals
to the ratio of channel length divided by width, C is the gate dielectric capacitance,
is the field-effect mobility, n is the residual carrier concentration (charged impurities
at Vpirae) and ng is the carrier concentration resulting from the difference between
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Fig. 12.7 Room-temperature electrical characterization of silicene transistor devices. a Low-field
linear /4 versus V4 response at V, =0 and b resistance (R) versus override voltage (V; — Vpijrac)
of silicene device #1. Measured transfer characteristics (dots) are in good agreement with a widely-
used ambipolar diffusive transport model (line), which yields extracted low-field hole and electron
carrier mobilities of 129 and 58 cm?/V-s respectively. ¢ The I versus Vg curve of silicene device
#2 displays ambipolar electron-hole symmetry with extracted hole and electron mobilities at 99
and 86 cm?/V-s, respectively. Both Device #1 and #2 are from mix-phase silicene with similar
residual carrier density at~3-7 x 10° cm~2. d R versus (V gvVDirac) on silicene device #3 (2,/3 x
2./3 silicene). The extracted low-field carrier mobilities are 33 and 36 cm?/V-s for electrons and
holes respectively with residual carrier concentration at 8-9 x 10° cm~2. All three devices exhibited
a gate modulation over one order of magnitude with typical channel length of 1.8 wm and width of
230 nm and fixed V4 =20 mV for all the measurements

Vs and Vpyp,e defined below in (12.2) with vg Fermi velocity value for silicene is
estimated as 1.3 x 10% m/s:

e hvrp./mTng (12.2)

Vé — Wirae = =ng +
C e

Applying (12.1) to transport measurement data in (Fig. 12.7b, d), field-effective
mobilities of hole and electron are extracted as 129 and 58 cm?/V-s respectively with
residual carrier concentration at the Dirac point of 2.6-7.2 x 10° cm~2 for device
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Fig. 12.8 Air-stability of silicene transistor: a Raman spectroscopy and b electrical measurement
of the Ag-free mixed-phase silicene channel observable immediately after Ag removal. The silicene
channel exposed on the top-side to ambient conditions degrades in about 2 min

#1. On device #2, extracted mobilities for hole and electron are 99 and 86 cm?/V-s
respectively with residual carrier concentration at the Dirac point of 3.5-7.6 x 10°
cm~2. Device #3 with (2,/3 x 2,/3) silicene exhibited similar ambipolar behaviour
and more symmetric bell shape resistance profile (Fig. 12.7d) compared to devices
#1 and #2 mixed-phase silicene described in the main text. Particularly, an Injax/Inin
of ~11 and extracted field-effect mobility ~35 cm?/V-s, with residual carrier concen-
tration at the Dirac point of 8-9 x 10° cm~2. This observation on device #3, together
with device #1 and #2, supports the predicted Dirac electronic structure of silicene.
The lower mobility with respect to devices #1 and #2 can be due to a more pronounced
tendency for the (2,/3 x 2,/3) superstructure to show defects and clustering due to
the higher formation temperature and dewetting, therein conferring a relatively lower
degree of long range structural order. In statistics, mobility values measured from
different devices are of the order 100 cm?/V-s, which is within the estimated range
of 10-1000 cm?/V-s for supported silicene in theoretical predictions [58-60)].

It’s worth to note that the silicene FET became unstable once Ag is removed from
silicene for the same reason explained in previous Sect. 12.3.2. Real-time Raman
observation reveals that the Ag-free silicene in device #2 still exhibits ambipolar
transport in~40 s, and then degrades afterwards within~2 min when exposed to air
after Agremoval (Fig. 12.8). This additional observation agrees with the spontaneous
structural transitions [54] and local reconstruction [55] of silicene suggested in recent
fundamental studies. Further experimental studies are essential for ensuring long-
term device stability for practical applications under ambient operation. Promising
research avenues include controlling the intrinsic structure (i.e. phase and the number
of layers) of silicene, and immediate thin film capping of post-fabrication silicene
devices.

To rule out the possibility of channel current from Ag residue that might remain
during etching to form contact pads, a control group of devices (with thin Ag residue
and without silicene) was made under the same conditions and showed three orders
higher metallic output with no ambipolar behavior or leakage (Fig. 12.9). Once fully
degraded or oxidized, silicene device exhibits open circuit. As a result, one can
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Fig. 12.9 Electrical characterization of control group devices with 1-2 nm residual Ag. a Smooth
drain current (/) versus voltage (V) curve showing linear metallic behaviour with a resistance
of ~570 2. b 14-V ¢ curve showing no ambipolar feature, negligible gate control and negligible gate
leakage current (/)

conclude that the observed ambipolar character is indeed a nature of silicene channel
(Table 12.1). Although there have been theoretical calculations [15, 36, 52, 53, 59,
60] on electrical behavior of silicene transistors, this is the first experimental evidence
that clarifies the electronic transport behavior of the silicene FETs in the following
aspects. First, the transport measurement of silicene devices provided a clear evidence
of the existence of Dirac-cone in Ag-removed silicene similar to graphene. There was
no experimental observation of ambipolar charge transport in prior reports on Ag-
supported silicene [52], although it has been commonly expected in many theoretical
studies [11, 12,59, 61]. Despite there is the wide consensus in recognizing the metallic
nature of Ag-supported epitaxial silicene [62—65], the observed ambipolar behavior
in the silicene FETs is conversely consistent with a graphene-like electronic transport
which resembles the expected response of an Ag-removed silicene.

Second, the mobility values obtained on silicene transistors are significantly
lower than graphene counterparts given the same device configuration. This pro-
vides experimental evidence revealing an increased role of out-of-plane acoustic
phonons in electron transport in silicene as predicted by the theory [59]. This arises
because of the buckled geometry of silicene lattice, unlike planar graphene, leading
to enhanced electron-phonon interaction from out-of-plane acoustic phonons that
reduce the mobility of charge carriers in silicene lattice. Consequently, the Fermi
velocity and mobility values of silicene would be significantly lower than graphene.
Third, the electrical results support theoretical calculations [12, 14, 15] on that sil-
icene experiences sp? behavior like graphene, whereas the bond length and angle
preserve an sp>-like structure [17]. However, it must be kept in mind that mobility
degradation can also stem from structural imperfection or disorder (e.g. point and line
defects, clustering) which are intrinsic of the silicene epitaxy and can be nonetheless
minimized by post-deposition thermal treatments. Moreover, it should be mentioned
that the presence of different silicene phases in the channel gives rise to domains and
then grain boundaries whose importance as scattering mechanism was thoroughly
recognized in the case of polycrystalline graphene [66].
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Table 12.1 Comparison of silicene transistors with 4 control group devices
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The buckled structure in silicene allows additional modification on conductivity
and mobility from intrinsic material structure in contrast to pure sp> bonded graphene.
Moreover, a sizable band gap that can be created by a vertical electrical field [58, 67,
68] in a single monolayer silicene (in contrast to graphene that requires a bilayer),
adsorption of hydrogen (resulting in the so-called silicane [69]) or doping with foreign
atoms [15]. The tunable band gap of silicene holds great promise to enable digital
switching transistors. In this respect, further optimization of the silicene atomic
structure is demanded in order to boost the carrier mobility which in turn can be
limited by linear or point defects in the pristine silicene lattice. The experimental
study on the proof-of-principle silicene FET also suggests that future research on
interface engineering, such as high-k thin dielectric also serving as a capping layer
[34] and contact resistance between silicene and different metals, would be essential
for advancing device performance.

12.4.3 Fundamental Physics Revealed by Prelim Electrical
Measurements

A long time debate on the electronic structure of silicene is that: does it really have
a band gap and how large it is if so? The debut of silicene FET devices brought in
experimental data, limited though, to shed some light on this, and a general approach
is to link the experimentally extracted residual carrier density values together with
estimated Fermi velocity of silicene back into the density of states function. Tao
et al. [37] followed this approach with their experimental data and further estimated
a rather small band gap of silicene as a Dirac semiconductor as depicted below.

The residual carrier density (n,) is the total electron and hole density at the Dirac
point. n, of a Dirac semiconductor is given by the sum of the populated states, adapted
from Chap. 3, (3.44) in [70]

Em(u
n,=2 | g(E)F(E,Ep)dE (12.3)
A2

where A is the small band gap within an order of magnitude of thermal energy. The
factor of two accounts for the contribution of electrons and holes, and E ,,,, represents
the maximum relevant energy. g(E) and F(E, E ) are the energy (E) dependent density
of states and Fermi-Dirac population function respectively. g(E) = 87 /(hvp) 2 E,
and F(E,Er) = 1/(1+e"((E — Er)/KT)), where h is Planck’s constant, K is
Boltzmann’s constant, T is temperature, and vr is the Fermi velocity. At the equilib-
rium Dirac point, Er = 0 eV and the residual carrier density is due to thermal acti-
vation, assuming negligible impurity doping, which is the case for silicene devices
reported by Tao et al. [37]. In addition, without loss of accuracy, the upper limit
of (12.3) can be taken to infinity because of the rapid decline of the Fermi-Dirac
exponential tail at high energies. Equation (12.3) then reduces to:
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For the case of graphene with zero band gap, (12.4) simplifies to ng =
(4(kT)*n3)/(3(hvr)?), a quantity that depends only on a single material param-
eter, v, and amounts to a constant ~1.5 x 10! cm~2 at 20 °C room temperature [70].
Here, the substantially lower residual carrier density indicates a small band gap is
present. Solving (12.4) for experimental g ~8 x 10° cm™2 yields A ~0.21 eV within
the range of band gap opening (0.0-0.4 eV) predicted by Pflugradt et al. [71]. The
Fermi velocity of silicene was taken from recent measurement to be vg ~1.3 x 108
cm/s [32]. The value of A calculated here must be considered a rough estimate par-
ticularly because of the assumption that the Dirac dispersion is largely preserved.
While this is supported by recent density DFT [71] and ARPES [32] of silicene,
specific studies are needed to understand the silicene—dielectric surface interaction,
the nature, value and dependence of silicene’s electronic structure and band gap on
temperature, substrates, and external fields. Most importantly, these studies are now
in principle feasible based on the SEDNE concept described in this chapter that can
enable the realization of experimental silicene devices.

12.5 Summary and Outlook

This chapter reviewed the epitaxial synthesis of silicene (2D silicon) on Ag(111)/mica
with in-situ and ex situ characterizations showing silicene signature with multi-phase
character. Raman spectroscopy and analysis of characteristic modes elucidated the
material property and stability of silicene, which are largely affected by the Al,O3
capping layer on top and Ag(111) catalyst film under the silicene. SEDNE process,
affords intact silicene while transferring onto device substrate and reuse of mica sub-
strates for silicene growth. Such a synthesis-transfer-fabrication integrated platform
enabled the debut of silicene transistor device, demonstrating the first direct exper-
imental proof to support theoretical predictions on the Dirac-cone with extracted
mobility values within reasonable range of theoretical calculations. Most impor-
tantly, the first proof-of-concept device opens promising future for a silicene based
nanotechnology and various applications such as bandgap engineering, optoelec-
tronics, ferroelectric devices and quantum spin Hall insulator with a briefly outlook
below.

Although free-standing silicene is regarded as gapless like graphene and ger-
manene [72, 73], its buckled structure unlike flat graphene allows more tunable
bandgap (at a small extent) either by external electric field of surface/interface mod-
ification. This potentially existing small bandgap due to the buckled structure in
silicene with controlled crystal structure enables the study on opto-electronic prop-
erties of silicene that could pave the way for photocurrent generation with buckled
2D materials [74]. A recent TB study proposes that a thermal field could enhance
the effect of the electric field to open a band gap, making silicene a better candidate
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for room temperature electronic applications [75]. Recent studies indicated that the
interface engineer of ferroelectric tunnel junctions [76] can result in enhanced tun-
neling electroresistance, e.g. with graphene electrode [77], silicene as an analogue
to graphene holds great promise in improving such ferroelectric devices for next
generation non-volatile memory and logic devices. The research experience with sil-
icene can be relevantly extended to other elemental 2D materials such as the recently
reported germanene [38, 78] (see Chap. 13).
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Abstract Soon after the discovery of graphene, the first two-dimensional mate-
rial, many other two-dimensional materials have been developed. Due to their s2 p>
type of electronic structure the elements of the ‘carbon’ column of the periodic
system i.e. silicon, germanium and tin have received a lot of attention as potential
two-dimensional materials. The silicon, germanium and tin analogues of graphene
are coined silicene, germanene and tinene or stanene, respectively, and share many
properties with graphene. There are, however, also a few distinct differences with
graphene. Here we will give a brief update on the current status of germanene.
We briefly review the various routes to synthesize germanene and elaborate on its
structural and electronic properties as well as its potential for application in future
electronic devices.

13.1 Introduction

The discovery of graphene, a single layer of sp? hybridized carbon atoms arranged
in a honeycomb registry, has resulted in a myriad of intriguing and exciting scientific
breakthroughs. In addition, it initiated a complete new research field in materials
science that deals with materials that are two-dimensional in nature, rather than three-
dimensional [1, 2]. The fact that a single sheet of atoms is stable was already a great
surprise, since the Mermin and Wagner theorem [3] states that a two-dimensional
crystal is instable because of a lack of long-range order at any nonzero temperature.
Later work revealed that the origin of the stability of graphene lies in the anharmonic
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coupling between in-plane and out-of-plane phonon modes, an effect that was not
taken into account in the Mermin and Wagner theory.

Graphene is a semimetal, i.e. the material is gapless, but the density of states
vanishes at the Fermi level. It should be noted here, however, that the spin-orbit
coupling in graphene opens up a tiny spin-orbit gap, which is so small that it is not
detectable at any temperature larger than about 0.3 K. The energy bands near the K
and K’ points of the Brillouin zone, the so-called Dirac points, have a linear, cone-
like shape. The electronic states of graphene near these Dirac cones are described by
linear dispersion relations:

E = hvpk, (13.1)

where k is measured with respect to the K and K’ points of the Brillouin zone and
vr is the Fermi velocity. The Fermi velocity can be calculated using vy = %\/g 7t
where a is the lattice constant of the honeycomb lattice and ¢ the nearest-neighbour
hopping energy. Due to these linear energy bands the group velocity of the electrons
is energy independent. The behaviour of these massless electrons are described by
the Dirac equation, i.e. the relativistic variant of the Schrédinger equation. This Dirac
equation is given by:

. 0 d—id,\ (W) _ (W
(5, 0 ) ()= (B). s

where W ,(r) refer to the amplitudes of the wave functions on the two triangular
sublattices.

The discovery of graphene has triggered many scientists to search for other two-
dimensional ‘Dirac’ materials. The most appealing candidates can be found in the
‘carbon’ column of the periodic system, i.e. silicon, germanium and tin. These ele-
ments have an electronic configuration that is very similar to carbon and are therefore
also expected to exhibit sp? hybridization. And indeed, recent experimental efforts
have revealed that the silicon, germanium and tin counterparts of graphene can be
synthesized. Following the graphene nomenclature these two-dimensional materials
are referred to as silicene, germanene and tinene or stanene, respectively. In 2010
this research field got an enormous boost by the successful experimental realization
of silicene nanoribbons on Ag(110) surfaces by the Le Lay group [4, 5]. A few years
later the same group managed to grow a silicene sheet on a Ag(111) surface [6].

Soon after the rise of silicene, several groups started to synthesis germanene. Ger-
manene shares many interesting properties with its silicon counterpart. The atoms
of both two-dimensional materials are arranged in a buckled honeycomb registry.
The buckled honeycomb lattices of silicene and germanene are composed of two
vertically displaced triangular sublattices (see Fig. 13.1). Despite this buckling, tight
binding and density functional theory calculations have demonstrated that the Dirac
properties of free-standing silicene and germanene are preserved. Near the K and K’
points of the surface Brillouin zone the energy bands are linear in k. In the vicinity
of these k-points the electrons behave as massless relativistic particles. The spin-
orbit gap in germanene (~24meV) is predicted to be substantially larger than in
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Top View Side View

Fig.13.1 Schematic model of germanene’s buckled honeycomb lattice. Left: top view. Right: side
view

graphene (<0.05meV) and silicene (~1.55 meV) and therefore germanene is an
ideal candidate to exhibit the quantum spin Hall effect at experimentally accessible
temperatures [7-9]. Furthermore, as a result of the buckled lattice of silicene and
germanene it is much easier to open a band gap in these materials than in graphene,
making these materials ideal candidates for the realization of field-effect based elec-
tronic devices. Despite these advantages, silicene and germanene also suffer from
a number of severe disadvantages. Firstly, in contrast to graphene, germanene and
silicene are not stable at ambient conditions. Secondly, germanene and silicene do
not occur in nature and therefore these materials have to be synthesized.

In this chapter we will attempt to give an update on the current status of germanene.
The various routes to synthesize germanene are briefly reviewed. Subsequently, the
structural and electronic properties of the grown germanene sheets are elucidated.
In the second part of this chapter we briefly touch upon a few possibilities for future
experiments on germanene sheets, such as the quantum spin Hall effect, topological
phase transitions and the opening of a band gap.

13.2 Germanene

13.2.1 First-Principles Calculations

In 1994 Takeda and Shiraishi [10] found that the lowest energy configuration of a
single sheet of silicon and germanium atoms is a buckled honeycomb lattice. The
silicon and germanium atoms are not perfectly sp? hybridized, but exhibit a mixed
sp?/sp> type of hybridization. The calculations of Takeda and Shiraishi revealed that
these ‘graphite-like’ allotropes of silicon and germanium are semimetals. Despite the
fact that Takeda and Shiraishi did not explicitly discuss the exact k-dependence of
the electronic states near the Fermi level, it is obvious from their calculations that
the energy bands are linear in k near the K and K’ points of the surface Brillouin
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zone. More than a decade later Guzman-Verri and Lew Yan Voon [11] performed tight
binding calculations of silicene, and showed that silicene has Dirac cones at the K and
K’ points of the Brillouin zone. The buckling of silicene does not affect these Dirac
cones and thus free-standing silicene is in principle a two-dimensional Dirac material.
In 2009 Cahangirov et al. [12] showed that also free-standing germanene is a two-
dimensional Dirac material. Interestingly, Cahangirov et al. [12] found two possible
configurations for germanene. A low-buckled and high-buckled configuration. A
more in depth theoretical analysis revealed that the phonon modes of the low-buckled
configuration are real, whereas the high-buckled configuration has imaginary phonon
modes in a large fraction of the Brillouin zone and hence this configuration has to
be discarded. The electronic band structure of free-standing germanene, as obtained
from density functional theory calculations, is shown in Fig. 13.2 (data taken from
[13]). Interestingly, fully planar germanene is not semi-metallic, but metallic [13].
Graphene, silicene, germanene and stanene are predicted to belong to a new class
of the so-called Z, topological insulators that exhibits time-reversal symmetry. These
materials are characterized by an interior that has a (spin-orbit) band gap, whereas
the edges have spin-polarized topologically protected metallic states. In Sect. 13.3.2.
we will elaborate on the intriguing properties of these Z, topological insulators.

13.2.2 Synthesis

The first successful synthesis of germanane, i.e. hydrogen terminated germanene,
was reported in 2013 by Bianco et al. [14]. Germanane is a very appealing material
because it has a direct band gap of about 1.5 eV and the predicted effective masses are
very small resulting in high carrier mobilities. Bianco et al. [14] produced germanane
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sheets using topochemical deintercalation of CaGe,. The germanane crystallites are
thermally stable, do not oxidize and single layer germanane sheets can be obtained
via exfoliation.

One year later three experimental papers on the synthesis of germanene were
published, followed by two more papers in 2015 and 2016, respectively. In the first
paper Li et al. [15] deposited germanium on a Pt(111) surface. The authors found
a+/19 x /19 reconstruction, which they interpreted as a buckled germanene layer.
This interpretation has, however, recently been questioned by Svec et al. [16], who
suggested that the /19 x +/19 reconstructed layer on Pt(111) is not germanene,
but rather a surface alloy consisting of Ge;Pt tetramers. A few months after the
first report on the synthesis of germanene a second paper appeared by Dévila et
al. [17]. In this article germanium was deposited on a Au(111) substrate. Ddvila et
al. [17] found a ~/7 x +/7 reconstructed adlayer that they ascribed to germanene.
These authors based their assignment on results obtained by a large arsenal of exper-
imental techniques, including scanning tunneling microscopy, low energy electron
diffraction and core level spectroscopy as well as density functional theory calcu-
lations. Shortly after the appearance of the Davila et al. article another germanene
article was published by Bampoulis et al. [18]. Bampoulis et al. deposited Pt on a
Ge(110) substrate and subsequently annealed the substrate to a temperature of about
1100 K, i.e. just above the eutectic temperature of the PtGe alloy. Using low energy
electron microscopy these authors showed that at temperatures exceeding 1040 K
liquid-like droplets are formed on the Ge(110) surface. These liquid-like droplets
are actually eutectic Pty ,Geq 7 droplets. Upon cooling down, the eutectic phase
undergoes spinodal decomposition into a pure Ge and a Ge, Pt phase. The surplus Ge
segregates to the surface of the solidifying Ge,Pt droplets and forms a buckled hon-
eycomb structure, which the authors interpreted as germanene. Scanning tunneling
microscopy experiments revealed a nearest neighbor distance between the Ge atoms
of 2.5 4+ 0.1 A and a buckling of 0.2 A. In 2015 a paper was published by Derivaz
et al. [19] on the growth of a germanium layer on an Al(111) surface. The authors
interpreted the 3 x 3 reconstructed layer as germanene. The 3 x 3 reconstructed layer
covers the whole Al(111) surface and has domain sizes as large as 100 nm. In all
the above mentioned cases [15, 17, 19] only reconstructed germanene superlattices
were resolved in the scanning tunneling microscopy images. Only Bampoulis et al.
[18] managed to atomically resolve the buckled honeycomb unit cell of germanene.
In Fig. 13.3 a scanning tunneling microscopy image of this buckled honeycomb lat-
tice is shown. The individual germanium atoms as well as the honeycomb unit cell
of germanene are well-resolved. The measured nearest-neighbor distance between
the germanium atoms of 2.5 + 0.1 A agrees well with the theoretical predictions
for free-standing germanene [12]. The buckling of 20 pm is, however, smaller than
the 65 pm buckling predicted for free-standing germanene [12, 13]. In a follow-up
study Zhang et al. [20] showed that the density of states of these germanene sheets
has a V-shape, which is one of the hallmarks of a two-dimensional Dirac system.
Unfortunately, the density of states does not completely vanish at the Dirac point.
Early 2016 D4vila and Le Lay [21] reported the growth of a few monolayers of ger-
manene on a Au(111) substrate. The germanene sheet has a 3v/3 x 3+/3 periodicity.
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Fig. 13.3 a Scanning
tunneling microscopy image
recorded at a sample bias of
0.5 V and a tunnel current of
0.2 nA (data obtained from
[18]). The image size is 4.5
nm X 4.5 nm. The nearest
neighbor distance between
the Ge atoms is 2.5 £ 0.1 A
and the buckling is 0.2 A

A reconstructed 3+/3 x 3+/3 germanene unit cell coincides with an 8 x 8 unit cell
of the underlying Au(111) substrate. High-resolution angle resolved photoemission
spectroscopy measurements revealed that this few layer thick germanene possesses
Dirac cones. As pointed out by the authors it is essential to have a stack of a few lay-
ers of germanene. The predicted unique Dirac character of free-standing germanene
can only be preserved if the interaction with the underlying substrate is sufficiently
weak. It is evident that the germanene-germanene Van der Waals interaction is much
weaker than the germanene-Au(111) interaction.

So far, all the germanene sheets were synthesized on metallic substrates [15,
17-21]. Metallic substrates are usually detrimental for the two-dimensional Dirac
nature of the germanene sheets, because germanene’s relevant electronic states near
the Fermi level can hybridize with the electronic states of the underlying metallic
substrate. In 2016 the first successful synthesis of germanene on molybdenum disul-
fide, a band gap material, was reported by Zhang et al. [22]. Using scanning tunneling
spectroscopy these authors found that the density of states exhibits a V-shape, which
is reminiscent of a two-dimensional Dirac system (see Fig. 13.4). Unfortunately, the
density of states did not completely vanish at the Fermi level. Density functional the-
ory calculations revealed that this metallic character is due to two electronic states
that originate from two parabolic bands that cross the Fermi level at the I" point
of the surface Brillouin zone. In another, closely related, density functional theory
study Amlaki et al. [23] showed that the topological insulator character of germanene
remains intact upon the interaction with molybdenum disulfide.
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Fig. 13.4 Differential
conductivities of a
germanene layer synthesized
on a molybdenum disulfide
substrate (solid line) and a
bare molybdenum disulfide
(dashed line). The spectra
are recorded at room
temperature with the same
scanning tunneling
microscopy tip. The
setpoints are —1.4 V and 0.6
nA (data taken from [22])
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13.3 Future Experiments

In this section we briefly touch upon a few tantalizing experiments that can be per-
formed once germanene is successfully synthesized on a band gap material. The first
two experiments deal with the anomalous quantum Hall effect and the quantum spin
Hall effect, respectively. In the last example we elaborate on the various possibilities
to open a band gap in germanene. The realization of a band gap that exceeds about
0.3-0.4eV is very interesting from a technological point of view since it opens the
door to germanene-based field-effect devices.

13.3.1 Anomalous Quantum Hall Effect

Germanene and silicene are predicted to be two-dimensional Dirac materials. The
most prominent difference between a two-dimensional Dirac material and a two-
dimensional electron gas is the dispersion relation. In the case of a two-dimensional
electron gas the energy dispersion relation is quadratic in k, whereas the energy
dispersion relation is linear in k for a two-dimensional Dirac material. The disper-
sion relation of the energy bands below the Fermi level can be measured with angle
resolved photoemission spectroscopy and therefore this technique seems to be the
technique of choice if one wants to distinguish a two-dimensional electron gas from a
two-dimensional Dirac system. There are, however, a few caveats. Firstly, the obser-
vation of only a part of the dispersion curve is not always sufficient to discriminate
between a linear and a quadratic dispersion relation because the difference between
both dispersion relations can be quite small. Secondly, it is usually quite difficult
to distinguish substrate-related and germanene-related bands, since both bands are
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Fig. 13.5 Landau levels for
a 2D electron gas (left) and a
2D Dirac system (right)
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susceptible to hybridization effects. Alternatively, the energy dispersion relation can
be measured by scanning tunneling spectroscopy using the quasi particle interfer-
ence method. Although this technique provides information on the energy dispersion
relation below as well as above the Fermi level, this technique suffers from the same
aforementioned problems as angle-resolved photoemission spectroscopy. It should
be noted here that attempts to measure quasi particle interference patterns near the
step edges of germanene have failed [24]. To date, the exact origin of the absence of
these quasi particle interference patterns for germanene remains unclear.

The most conclusive and straightforward way to discriminate between a two-
dimensional electron gas and a two-dimensional Dirac system is a measurement of
the energy spectrum of the Landau levels upon the application of an external magnetic
field, i.e. the quantum Hall effect. In the case of a conventional two-dimensional
electron gas the Landau levels are equidistantly spaced, whereas the Landau levels

of a two-dimensional Dirac system are proportional to ,/ Bz (n + % + %) Here n =
0,1,2,... is the quantum number and B, the magnetic field [25](see Fig.13.5).
The :i:% term is related to the chirality of the Dirac electrons. The electrons are
chiral because their direction of motion is tied to the direction of the (pseudo)spin.
This chirality is a direct consequence of the symmetry of the honeycomb lattice.
In contrast to a two-dimensional electron system, a two-dimensional Dirac system
exhibits a state at the Fermi level, i.e. at zero energy (n = 0 and the minus sign in
the equation). The existence of a zero-energy Landau level leads to an anomalous
quantum Hall effect with a half-integer quantization of the Hall conductivity, rather
than an integer quantization.
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13.3.2 Quantum Spin Hall Effect

In 2005 Kane and Mele [26, 27] proposed that graphene is a Z, topological insulator.
The spin-orbit coupling in graphene results in the opening of a tiny gap at the Dirac
points. Kane and Mele [26, 27] predicted that graphene exhibits a novel quantum
state of matter, which is referred to as the quantum spin Hall phase. The quantum spin
Hall phase is a time reversal invariant electronic state that is characterized by a band
gap in the bulk of the material and spin-polarized topologically protected edge states.
The quantum spin Hall effect should not be confused with the conventional integer
quantum Hall effect. In the latter case an external magnetic field is required for the
occurrence of the edge states. The quantum spin Hall effect, however, does not require
an external magnetic field. The spin-orbit coupling results in an internal magnetic
field that couples to the spin of the electrons. The spin-up electrons spin around in a
clock-wise fashion, whereas the spin-down electrons around in a counter-clock-wise
fashion or vice versa. This asymmetry will result into two spin-polarized conduction
channels at the edges of the material that propagate in opposite directions, the so-
called gapless and topologically protected helical edge modes. The quantum spin
Hall phase is characterized by a vanishing charge Hall conductance and a quantized
spin Hall conductance of f—;.

Unfortunately the spin-orbit gap in graphene is so small (<0.05 meV) that veri-
fication of the quantum spin Hall phase requires extremely low temperatures. Ger-
manene, which is predicted to belong to the same class of topological insulators,
exhibits a substantially larger spin-orbit gap and therefore it is much easier to detect
the quantum spin Hall effect. There are various ways to prove the existence of the
quantum spin Hall effect in germanene. The most straightforward way is to mea-
sure the electronic band structure in the vicinity of the Fermi level using scanning
tunnelling spectroscopy. Scanning tunnelling spectroscopy provides the spatial and
energy resolution that are required to separate the gapped from gapless regions. This
experiment does, however, not unambiguously prove the existence of the quantum
spin Hall phase. The most conclusive experiment is to directly measure the trans-
port along the edges of the topological insulator. The charge transport along the
edges, preferably step edges, of a two-dimensional material can be measured with
a four-probe scanning tunnelling microscope. In order to interpret these transport
measurements properly, the separation between the probes should be smaller than
the elastic mean free path of the charge carriers. For a charge carrier mobility of
the order of 100000 cm? V~! 57! the elastic mean free path is about 1 pm. Expres-
sions for the four-terminal and two-terminal conductance can be derived within
the framework of a straightforward Landauer-Biittiker analysis. By applying this
Landauer-Biittiker analysis one finds for the four-terminal and two-terminal conduc-

262 4 262

tance G423 = ‘%43 = % and G414 = ‘1/_14 =35 respectively [28].
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Fig. 13.6 Schematic diagram of the band structure of germanene near the K and K’ points of
the surface Brillouin zone. From left to right: without spin-orbit gap, with spin-orbit gap, applied
electric field smaller than the critical value, applied electric field equal to the critical value and
applied electric field larger than the critical value

13.3.3 Topological Phase Transitions and Band Gap
Engineering

As discussed above free-standing germanene is in principle a two-dimensional topo-
logical insulator. The spin-orbit coupling in germanene leads to the opening of a
small band gap at the K and K’ points of the surface Brillouin zone. This gap can
be opened further by transferring charge from one triangular sublattice to the other
triangular sublattice (see Fig. 13.6). This transfer of charge is much easier to realize
in germanene than in graphene, because germanene is buckled, whereas graphene is
fully planar.

The band gap at the Dirac points of the Brillouin zone of germanene due to the
application of an electric field £ = eV in a direction normal to the germanene sheet
is given by:

Eq (k) = i\/(vﬂﬂc)2 + (Aso + %SUeV)Z (13.3)

where 0 = %1 refers to the spin and § = +1 to the K and K’ points, respectively.
Ao denotes the spin-orbit coupling. From (13.3) it is immediately clear that there
are two branches of solutions, one with a band gap |Agsp + %S eV| and another with
a band gap |Agso — %é eV|. At the critical field, i.e. Agp = %eV, the smaller gap
closes, whereas the other gap opens further (see Fig. 13.6 for a simple schematic dia-
gram). Beyond this critical field the small gap reopens again resulting in a transition
from a topological insulator to a semimetal and finally to a normal band insulator
[29-33]. As suggested by Ezawa [34] the application of an inhomogeneous electric
field, for instance by using a scanning tunnelling microscopy tip, would allow the
creation and manipulation of topologically protected edge modes in the interior of
the material rather than at its edges.

One of the major drawbacks of graphene is that it has no band gap. The absence
of a band gap disqualifies graphene as the key ingredient of a field-effect transistor
(FET), for which a band gap of at least 300400 meV is required in order to realize
acceptable on-off current ratios at room temperature. The opening of such a band
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gap in graphene by interaction with a substrate or adsorbed molecules has proven
to be ineffective and the band gap opening by chemical modification of graphene
seriously degrades its charge carrier mobility. Graphene electronics must therefore
be based on transistors with radically new designs, such as the ‘vertical geometry’
tunneling transistor, which operates through tunneling of electrons between two
graphene layers [35].

In this paragraph we have elaborated on the opening of a band gap by the appli-
cation of an external electric field in germanene. There are, however, several other
routes to open a band gap in germanene: (1) by the interaction with a substrate, (2) the
adsorption or intercalation of atoms or molecules at one side of the germanene sheet
[36], (3) one can try to modify the electronic structure of germanene by applying an
external strain [37] and (4) by applying simultaneously an external strain and an elec-
tric field [38]. All these methods have in common that they try to exploit the broken
symmetry of the germanene honeycomb lattice by inducing charge at one sublattice
or shifting charge from one sublattice to the other. The interaction of germanene
with a substrate or the selective adsorption or intercalation of atoms/molecules at
one side of the germanene can significantly affect germanene’s electronic properties
[39] such as the electronic states near the Fermi level and the carrier mobilities. For
field-effect applications the degradation of the carrier mobilities is, however, one of
the most severe threats [40, 41]. As a final remark we like to stress that germanene
is, in contrast to graphene, not stable at ambient conditions and therefore germanene
needs to be protected against oxidation. Capping or encapsulating should preferably
be done with a band gap material that has a weak Van der Waals interaction with
the germanene layer. Suitable candidates are for instance hexagonal boron nitride,
molybdenum disulfide and tungsten diselenide.

13.4 Conclusions and Outlook

It is evident that the research field of germanene is still in its infancy. The study
of germanene has just begun, its promises have not yet been materialized, and the
extent of its potential for new devices and physics remains largely unexplored. So
far, germanene has only been synthesized on substrates and it remains to be seen
if one ever succeeds in creating free-standing germanene. The coupling with a sub-
strate will in general result in a degradation of the ‘graphene-like’ properties of
germanene. Bearing this in mind we first have to unambiguously demonstrate that
germanene synthesized on a substrate is indeed a two-dimensional Dirac material.
The anomalous quantum Hall effect is in this respect probably the most decisive test
experiment. Once the two-dimensional Dirac nature of germanene has been con-
firmed the next logical step is to figure out whether germanene has a spin-orbit gap
and how large this gap is. For a sufficient large spin-orbit gap (larger than a few meV)
it will be extremely valuable to verify if germanene possesses indeed the predicted
spin-polarized topologically protected edge states.
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From atechnological point of view, there are also a few requirements that should be
met before it makes sense to consider the realization of germanene based field-effect
devices. In order to realize germanene based field-effect devices the following two
requirements should be met: the band gap should be larger than about 300—400 meV
in order to realize a sufficiently large on/off ratio and germanene’s charge carrier
mobilities should be sufficient high (>1000 cm? V~! s7!). There are several ways
to open a gap in germanene such as the application of an electric field, adsorption or
intercalation of atoms or molecules at one side of the material, coupling to a substrate
and the application of an external strain.

Acknowledgements PB and AA thank the Nederlandse Organisatie voor Wetenschappelijk Onder-
zoek for financial support. LZ and QY thank the China Scholarship Council for financial support
and RB and HIWZ thank the stichting voor Fundamenteel Onderzoek der Materie for financial
support.

References

1. K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, Y. Zhang, S.V. Dubonos, I.V. Grigorieva,
A.A. Firsov, Science 306, 666 (2004)

2. A.K. Geim, K.S. Novoselov, Nat. Mat. 6, 183 (2007)

3. N.D. Mermin, Phys. Rev. 176, 250 (1968)

4. B. Aufray, A. Kara, S. Vizzini, H. Oughaddou, C. Léandri, B. Ealet, G. Le Lay, Appl. Phys.
Lett. 96, 183102 (2010)

5. P. De Padova, C. Quaresima, C. Ottaviani, PM. Sheverdyaeva, P. Moras, C. Carbonne, D.
Topwal, B. OLivieri, A. Kara, H. Oughaddou, B. Aufray and G. Le Lay. Appl. Phys. Lett. 96,
261905 (2010)

6. P. Vogt, P. De Padova, C. Quaresima, J. Avila, E. Frantzeskakis, M.C. Asensio, A. Resta, B.
Ealet, G.L. Lay, Phys. Rev. Lett. 108, 155501 (2012)

7. C.-C. Liu, H. Jiang, Y. Yao, Phys. Rev. B 84, 195430 (2011)

8. Y. Yao, E. Ye, X.-L. Qi, S.-C. Zhang, Z. Zhang, Phys. Rev. B. 75, 041401 (2007)

9. C.-C. Liu, W. Feng, Y. Yao, Phys. Rev. Lett. 107, 076802 (2011)

10. K. Takeda, K. Shiraishi, Phys. Rev. B 50, 14916 (1994)

11. G.G. Guzman-Verri, L.C. Lew Yan Voon, Phys. Rev. B 76, 075131 (2007)

12. S. Cahangirov, M. Topsakal, E. Aktiirk, H. Sahin, S. Ciraci, Phys. Rev. Lett. 102, 236804 (2009)

13. A. Acun, L. Zhang, P. Bampoulis, M. Farmanbar, M. Lingenfelder, A. van Houselt, A.N.
Rudenko, G. Brocks, B. Poelsema, M.1. Katsnelson, H.J.W. Zandvliet, J. Phys. Condens. Matter
27, 443002 (2015)

14. E. Bianco, S. Butler, S. Jiang, O.D. Restrepo, W. Windl, J.E. Golberger, ACS Nano 7, 4414
(2013)

15. L. Li, S.-Z. Lu, J. Pan, Z. Qin. Y.-Q. Wang, Y. Wang, G. Cao, S. Du, H.-J. Gao, Adv. Mater.
26, 4820 (2014)

16. M. Svec, P. Hapala, M. Ondracek, P. Merino, M. Blanco-Rey, P. Mutombo, M. Vondracek, Y.
Polyak, V. Chab, J.A. Martin, Gago, P. Jelinek, Phys. Rev. B 89, 201412(R) (2014)

17. ML.E. Davila, L. Xian, S. Cahangirov, A. Rubio, G. Le Lay, New J. Phys. 16, 095002 (2014)

18. P. Bampoulis, L. Zhang, A. Safaei, R. van Gastel, B. Poelsema, H.J.W. Zandvliet, J. Phys.
Condens. Matter 26, 442001 (2014)

19. M. Derivaz, D. Dentel, R. Stephan, M.-C. Hanf, A. Mehdaoui, P. Sonnet, C. Pirri, Nano Lett.
15, 2510 (2015)



20.

21.
22.

23.
24.

25.

26.
217.
28.

29.
30.
31.
32.

34.
3s.

36.
37.
38.
39.
40.
41.

Germanene: Silicene’s Twin Sister 267

L. Zhang, P. Bampoulis, A. van Houselt, H.J.W. Zandvliet, Appl. Phys. Lett. 107, 111605
(2015)

M.E. Davila, G. Le Lay, Sci. Rep. 6, 20714 (2016)

L. Zhang, P. Bampoulis, A.N. Rudenko, Q. Yao, A. van Houselt, B. Poelsema, M.1. Katsnelson,
H.J.W. Zandvliet, Phys. Rev. Lett. 116 (2016)

T. Amlaki, M. Bokdam, P.J. Kelly, Phys. Rev. Lett. 116 (2016)

C.J. Walhout, A. Acun, L. Zhang, M. Ezawa, H.J.W. Zandvliet, J. Phys. Condens. Matter 28,
284006 (2016)

ML.I. Katsnelson, Graphene: Carbon in Two Dimensions (Cambridge University Press, Cam-
bridge, 2012)

C.L. Kane, E.J. Mele, Phys. Rev. Lett. 95, 146802 (2005)

C.L. Kane, E.J. Mele, Phys. Rev. Lett. 95, 226801 (2005)

M. Konig, S. Wiedmann, C. Briine, A. Roth, H. Buhmann, L.W. Molenkamp, X.-L. Qi, S.-C.
Zhang, Science 318, 766 (2007)

M. Ezawa, New J. Phys. 16, 065015 (2012)

M. Ezawa, Eur. Phys. J. B 86, 139 (2013)

M. Ezawa, Phys. Rev. Lett. 109, 055502 (2012)

M. Ezawa, Phys. Rev. Lett. 110, 026603 (2013)

N.D. Drummond, V. Zélyomi, V.I. Fal’ko, Phys. Rev. B 85, 075423 (2012)

M. Ezawa, New J. Phys. 14, 033003 (2012)

L. Britnell, R.V. Gorbachev, R. Jalil, B.D. Belle, F. Schedin, A. Mishchenko, T. Georgiou, M.I.
Katsnelson, L. Eaves, S.V. Morozov, N.M.R. Peres, J. Leist, A.K. Geim, K.S. Novoselov, L.A.
Ponomarenko, Science 335, 947 (2012)

T.P. Kaloni, G. Schreckenbach, M.S. Freund, J. Phys. Chem. C 118, 25200 (2014)

T.P. Kaloni, U. Schwingenschlogl, Chem. Phys. Lett. 583, 137 (2013)

J.A. Yan, S.-P. Gao, R. Stein, G. Coard, Phys. Rev. B 91, 245401 (2015)

P. Zhou, L.Z. Sun, Sci. Rep. 6, 27830 (2016)

H.J.W. Zandvliet, Nano Today 9, 691 (2014)

L. Tao, E. Cinquanta, D. Chiappe, C. Grazianetti, M. Fanciulli, M. Dubey, A. Molle, D. Akin-
wande, Nat. Nanotechnol. 10, 227 (2015)



Index

Symbols
4x4, 216
V7 x JINT3 x 13, 104

A

AA stacking, 94

ABC stacking, 192

Ab initio, 140

Ab initio Molecular Dynamics (AIMD), 226
Absorption, 77

AB stacking, 94

Acoustic branches, 37
Adhesion energy, 140, 201
Ag, 130, 236

Ag(110), 130

Ag(111), 100, 130, 197
(111)Ag, 197

Ag(111)(1 x 1), 130

Ag lattice constant, 119

Ag MNN, 136

Ag-Si alloy, 220

Ag sp band, 162, 145, 219
AIN, 198

Air-stability, 236, 239, 242
Alkaline-earth-metal silicides, 116
Allotropes, 130

Al,O3, 24, 243

Al,O3 capped, 228

Al Oj; capping, 239

o-4x4, 216

a-silicene, 143

Aluminum oxide (Al,O3), 227
Ambient conditions, 156, 244
Ambipolar behavior, 246
Ambipolar current-voltage characteristics, 197

© Springer Nature Switzerland AG 2018

Ambipolar transfer behavior, 244

Amorphous aluminium, 156

Amorphous silicon (a-Si), 135

Amorphous silicon oxide, 229

Amphiphilic character, 12

Andreev reflection, 111, 190

Angle Resolved Photoelectron Emission
Spectroscopy (ARPES), 101, 180, 219

Angle-Resolved Photoemission Spectroscopy
(ARPES), 121, 237

Anharmonic terms, 150

Anisotropic honeycomb lattice, 65

Annealing, 132, 237

Anthracene, 15

Antiferromagnetic exchange magnetization, 49

Antiferromagnetic manganese
chalcogenophosphates, 49

Antiferromagnetic semiconductors, 116

Ar™ ion-sputtering, 132, 237

Armchair and zigzag step edges, 186

Armchair (ASiNRs), 116

Aromaticity, 1

A symmetry, 147

Atomic force microscopy, 133

Auger electron spectroscopy, 136

B

Back folding, 170
Back-gate transistor, 243
Backscattering, 185
Ball-and-stick model, 140
Ballistic transport, 59
Band gap, 144

Band gap tuning, 13
Band insulator, 38, 39

269

P. Vogt and G. Le Lay (eds.), Silicene, NanoScience and Technology,

https://doi.org/10.1007/978-3-319-99964-7



270

Basis set superposition error, 12

Beard-beard edges, 66
Benzene, 2

Bernal-stacked bilayer graphene, 92

Berry connection, 50
Berry curvature, 50
B-4x4, 216

p-silicene, 143
Bethe-Salpeter equation, 83
Bi2T63, 187

Bilayer graphene, 92
Bilayer Si(111), 165
Bilayer silicene, 94, 228
Black phosphorous, 147
Bloch functions, 77
Bloch wave vector, 87
Boat configuration, 29, 212
Boat-like conformer, 14
Boltzmann constant, 180
Bond angles, 16

Bond length, 131

Bond shortening, 140
Boron, 100

Boron nitride, 25
Borophene, 100
Boundary conditions, 81
Br, 221

Bridge site, 166
Brillouin-zone, 130
Buckling, 75, 142, 216

Bulk-edge correspondence, 55

Bulk silicon, 131
Burning match, 120
BZ corners, 38

C

Calculations, 140

Capped silicene, 241
Capping layer, 201
Carbon compounds, 140
Carrier concentration, 244
CaSi, 164

Chair configuration, 212
Chair-like conformer, 14
II-VI chalcogenides, 25
Charge density, 139
Charge density waves, 181
Charge transfer, 164
Charge transport, 11
Chemical potential, 140
Chemical stability, 241
Chemisorb, 226

Chern number, 43, 50
Chiral, 119

Index

Chiral edges, 56

Chlorinated silicene, 223
Chlorination, 222

Cl, 221

Cluster, 134

Cluster expansion approach, 222
Cohesive energy, 166

Compressive stress, 224

Conduction band, 33

Cone-like bands, 145
Constant-Energy Contour (CEC), 184
Cooper minimum, 144

Core level photoemission spectroscopy, 227
Coulomb interactions, 83
Counterpoise correction, 12

Covalent bonding, 198

Covalent bonds, 204

Covalent chemical bonds, 140
Creation and annihilation operators, 30
Critical temperature, 190

Crystalline Si, 116

Cs,, 17

Cg, symmetry point group, 142
Cyclic molecules, 1

Cyclotron frequency, 183

D

Dangling bonds, 120, 166

D band, 146, 148, 228

1D Brillouin zone, 122

2D Brillouin zone, 75

2D-3D phase transition, 137

2D electron gas, 187

2D interband structure, 85

D5y, 142

D34 geometry, 7

D¢ geometry, 7

1,1-dimethyl SiCsHs, 2

1,1’-Disila-4,4’-biphenyl, 2

2D-lattices, 130

Degeneracies, 37

Delamination, 242

Dense-SiNRs arrays, 119

Density Functional Theory (DFT), 8, 25, 140,
198, 236

Density Functional Theory (DFT) calculations,
101, 131, 212

Density of States (DOS), 138, 175, 249

Deposition temperature, 238

DFT-GGA calculations, 121

DFT-PBE, 173

Diamond, 132

Diamond-like Si, 147

Diamond-like structure, 12



Index

Diamond silicon, 171

Dielectric function, 75

Dielectric tensor, 76, 80

Differential conductance (dI/dV), 192
Differential conduction, 180
Differential reflectance spectroscopy, 124
Differential tunneling conductance, 184
Dimer and trimer defects, 224

Dirac cone, 46, 129, 143, 242

Dirac Hamiltonian, 47

Dirac mass, 49, 57

Dirac particles, 145

Dirac point, 46, 183, 245

Dirac semiconductor, 249

Dirac-type dispersion, 27

Dirac-type electron, 24

Direct semiconductors, 221
Disilenes, 131

Disorder, 153, 240

Disordered areas, 154

Dissociation reaction, 226

Domain boundaries, 148

Doping, 214

Down spin, 58

Drain current Iy, 244

Drain pads, 243

Drain-source bias V,;, 244

3D SiNRs, 124

Dumbbell structure, 166

E

E-beam lithography, 243

Eclipsed (eLDS) and staggered (sLDS) layered
dumbbel silicite, 172

Edge state, 44, 117

Effective-medium theory, 78

Effect topological quantum transistor, 59

Ehrenreich-Cohen formula, 77

Electrical measurements, 244

Electric field, 37

Electron-hole coupling, 86

Electron-hole exchange, 83

Electron-Phonon Coupling (EPC), 149

Electron-phonon interaction, 151, 247

Embedded islands, 135

Encapsulation, 227, 240

Energy-momentum dispersion, 185

Energy relaxation, 201

Epitaxial growth, 236

Epitaxial silicene, 131, 239

E symmetry, 148

Exchange-correlation functional, 25, 26

Excitonic effects, 83, 93

Excitonic insulator, 84

271

Exfoliation, 130
Exothermic process, 166
External electric field, 34

F

F, 221

Fast Fourier transformation (FFT), 187
Fermi-Dirac population function, 249
Fermi level, 27, 129

Fermi-liquid approximation, 87

Fermi velocity, 26, 76, 144, 170, 185, 197, 245
Ferroelectric tunnel junctions, 251
Ferromagnetism, 214

Field effect, 197

Field-effect mobility, 244

Field-Effect Transistor (FET), 156, 164, 237
Filled states STM images, 142
Fingerprint, 17

First-principles, 25

First-principles calculations, 164

Flat bands, 68

Flip-flop motion, 165

Flower pattern, 101, 138, 160
Fluorination, 222

Force-constant approach, 28

Friedel oscillations, 184, 187
F-silicene, 221

F symmetry, 149

Full Dumbbell Silicene (FDS), 167
Full width at half maximum, 135
Functionalization, 212

G

Gapless semiconductor, 199
Gap opening, 164, 219

Gate dielectric capacitance, 244
Gate overdrive voltage, 244
Gauge potential, 50

G band, 228

Genuine Chern numbers, 54
Germanane, 83

Germanene, 43, 100, 237, 251
Germanium, 100

Giant magnetoresistance, 236
G mode, 151

Graphane, 14, 25, 83
Graphene, 8

Graphite, 173

Graphite-like AIN, 199
Gravimetric capacity, 14
Green function, 61

Growth, 100

GoWy, 175

GW approximation, 212



272

H

H,, 212

Hafnene, 100

Hafnium, 100

Haldane interaction, 49

Half-hydrogenated, 214

Half-silicane, 219

Halogenation, 221

Harmonic oscillators, 85

H-BN, 201

Hedin GW approximation, 83

Hellmann-Feynman theorem, 49

Herical edges, 56

Hexagonal boron nitride, 236

Hexagonal Brillouin zone, 24

Hexagonal Close Packed (HCP), 217

Hexasilabenzene, 2

Hexasilaprismane, 8

Hexasilicon ring, 11

High-buckled geometries, 75

High-k thin dielectric, 249

Highly Buckled (HB) freestanding silicene,
201

Highly-doped silicon, 243

Highly-Oriented Pyrolytic Graphite (HOPG),
162, 183

High resolution electron energy loss
spectroscopy, 147

Hole conductors, 12

HOMO, 8

HOMO-LUMO gap, 12

Honeycomb-Chained-Triangle (HCT) model,

100, 108
Honeycomb-Chain Trimer (HCT) structure,
170

Honeycomb Dumbbell Silicene (HDS), 166
Honeycomb structure, 130

Hoppings, 65

Hubbard Hamiltonian, 117

Hybrid functionals, 29

Hybrid orbitals, 131

Hydrogen, 32, 119

Hydrogenated graphene, 14
Hydrogenation, 15, 212

Hydroxyl (OH), 226

I

I, 221

Imaginary frequencies, 26

Imaginary phonon branch, 214

Independent-particle approximation, 77

Independent-quasiparticle approximation, 77,
89

Indirect-gap semiconductor, 37

Index

Inequivalent Triangle (IET) structure, 170
Infrared (IR) spectroscopy, 17, 92
Inner edges, 56

In-plane, 148

In-plane dielectric constant, 175
In-plane modes, 132

In situ, 137

In situ Raman spectroscopy, 123
Insulating, 227

Intravalley scattering, 184
Intrinsic disorder, 154
Tonic-covalent bonds, 200

Ir, 236

Ir(111), 110, 130

(11D)Ir, 197

Isolated SiNRs, 118

I(V) spectra, 120

J
Jackiw-Rebbi mode, 58

K

Ky, 122

Kane-Mele spin-orbit (SO) coupling, 24
Kirchhoff law, 59

Kohn-Sham eigenvalues, 75
Kohn-Sham equation, 75
Kohn-Sham wave functions, 175
k-point, 26

K points, 204

K points, 129, 143

K-projection technique, 164
Kubo formula, 49

L

Landauer formalism, 59

Landau levels, 162, 183

Landau quantization, 183

Langmuir, 119

Large Honeycomb Dumbbell Silicene (LHDS),
168

Layered materials, 200

Layered silicene, 108

Layer lift-off, 240

Leakage, 246

Linear bands, 162

Linear electronic dispersion, 106

Line profile, 140

Liquid helium temperature, 184

Local Density Approximation (LDA), 25, 26,
75

Local Density of State (LDOS), 139, 180, 201

Local electron density, 142

Local-field effects, 80



Index

Logic devices, 251

Lone-pair, 5

Low-bias conductance, 61

Low-buckled, 142

Low-buckled geometries, 75

Low Energy Electron Diffraction (LEED), 100,
132, 160

Low Energy Electron Microscopy (LEEM),
100, 137

Low-frequency limit, 86

L(T)O, 123

L(T)O mode, 132

LUMO, 8

M

Magnetic-like domains, 119
Magnetic moment, 222

Majorana fermions, 111
Many-body effects, 83

Many-body Green’s function approach, 212
Many-body self-energy corrections, 173
Massless Dirac fermions, 230
Massless particles, 129

Maxwell equations, 80
Mechanical cleaving, 237
Meissner effect, 84

Metal-insulator transition, 181
Metallic, 227

Metal oxides, 236

Mng, 190

Mica, 236, 237

Mirror planes, 142

Mixed sp? and sp> hybridisation, 24
Moiré-like, 217

Moiré-like pattern, 136
Moiré-pattern, 153
Momentum-space information, 184
Monomer defect, 224

MoS,, 147, 173, 198

MoSe,, 147, 202

MoTe,, 202

M point, 28

Multilayer silicene, 192, 227, 239
Multilayer SiNRs, 121
Multi-phase regime, 152

N

Nanodikes, 124
Nanoelectronics, 214, 236
Nano-junction, 121
Nano-particles, 136
Nanoribbon, 55, 101
Nanotrenches, 124
Naphthalene, 15

273

Nearest neighbor hopping, 32, 45
Nielsen-Ninomiya theorem, 46
Non-contact AFM, 139, 160
Non-metallic substrates, 198
Non-volatile memory, 251
N-type, 215

(o)

Occupied molecular orbitals, 8
OH groups, 116

Ohm law, 79

O, molecule , 226

Optical absorbance, 86

Optical absorption edge, 215
Optical conductivity, 79

Optical local-field effects, 83
Optical properties, 74
Optoelectronic properties, 175, 250
Optoelectronics, 236

2nd-order band, 151

Outer edge, 57

Out-of-plane acoustic phonons, 247
Out-of plane buckling, 201
Out-of-plane electric field, 206
Out-of-plane phonon mode, 132
Out-of-plane vibration, 147
Oxidation, 106, 145, 239
Oxidization, 226

Oxygen, 120

P

Pauli matrices, 38

Peeled off, 194

Pentagraphene, 125

Perdew—Burke—Ernzerhof (PBE), 25

23 x 243 phase, 216

Phase transition, 189

Phenanthrene, 15

Phonon band, 134

Phonon dispersion, 28, 37

Phonon-phonon interaction, 151

Phonon scattering, 151

Phonon symmetries, 147

Phosphorene, 65, 237

Photocatalytic water-splitting, 215

Photoemission spectroscopy, 133

Photovoltaic applications, 176

n-band , 6, 116, 228

m bond, 132

n-conjugated molecules, 1

Piezo-magnetism, 236

n-stacking interactions, 13

n* (upper branch) and n (lowerbranch)
bands, 121



274

Plane-wave basis set, 36

Plane-wave cutoff energy, 37

Point group, 6

Poisson ratio, 213

Polarizability, 16

Polarization dependent Raman measurements,
142

Polar surface, 205

Polyacenes, 12

Polycrystalline graphene, 247

Polymer coating, 240

Pontryagin number, 53

p. orbitals , 199

Porto notation, 146

Positron diffraction, 133

Probe station, 244

Projector-Augmented-Wave (PAW), 26

Projector-Augmented Wave (PAW) method,
74

Proximity effect, 190

Pseudo Jahn-Teller effects, 6

Pseudopotentials, 26

P-type, 215

Pyramidal cross section, 121

Q

QSH phase, 63

Quadratic bands, 36

Quantized conductance, 59

Quantum Anomalous Hall (QAH), 54

Quantum Anomalous Hall Effect (QAHE), 192

Quantum Anomalous Hall (QAH) insulator, 44

Quantum confinement effect, The, 215

Quantum Espresso code, 74

Quantum Hall effect, 181

Quantum Spin Hall (QSH), 44, 54, 156

Quantum Spin Hall Effect (QSHE), 192, 236

Quantum Spin-Valley Hall (QSVH) insulator,
54

Quantum tunneling, 180

Quantum Valley-Hall (QVH) insulator, 44

Quantum-well states, 36

Quartet state, 6

Quasi-flat band, 70

Quasi-free-standing, 108, 228

Quasi-free-standing silicene, 229

Quasi-Partical Interference (QPI), 185

Quasiparticle chirality, 185

Quasiparticle corrections, 76

Quasiparticle Interference (QPI), 192

Quasiparticles, 184

QVH phase, 63

Index

R

Raman-active phonon mode, 147

Raman intensities, 17

Raman selection rules, 146, 147

Raman shift, 146

Raman spectroscopy, 16, 133, 227, 239

Real part, 96

Reconstructed silicene, 101

Reflection, 77

Reflection High-Energy Electron Diffraction
(RHEED), 237

Reflection High Energy Positron Diffraction
(RHEPD), 104, 160

Reorganization Energy, 11

Rotation angles, 136

Rotation axis, 142

S

Saddle-point, 92

Saddle-point exciton, 74

Saddle-shape metallic hybrid surface band
(HSB), 228

s and p orbitals, 32

Scanning Tunneling Microscopy (STM), 133,
180, 237

Scanning Tunneling Spectroscopy (STS), 111,
162, 180

Scattering intensity, 146

Screening, 35

Second rank tensor, 147

Segregated layer, 109

Self-assembling, 119

Semiconducting, 227

Semiconducting state, 226

Semimetal, 37

Semimetallic, 48, 227

Sensors, 236

Shockley surface state, 228

Si ad-layer, 137

Si-Ag bonds, 135

Si allotropes, 149

Si crystallites, 152

o bond, 6, 119

SiHy, 119

Silaaromatic, 2

Silabenzene, 2

Silabenzvalene, 2

Silanaphthalene, 2

9-silaphenanthrene, 2

Silicane, 28, 83, 117, 212, 249

Silicene, 43

Silicene/Ag interface, 152



Index

Silicene cluster, 18

Silicene devices, 236

Silicene Encapsulated Delamination with
Native Electrodes (SEDNE), 243

Silicene transistors, 242

Silicide, 130

Silicon nanotubes, 14

Siloxenes, 116

Si LVV, 136

Si-multilayers, 106

Si nanoribbons (SiNRs), 16, 130, 227

Single- and double-strand SiNRs, 125

Single crystal Ag(111), 237

Single crystals, 100

Single-domain epitaxial silicene, 109

Single-shot GW, 29

Si0,, 156, 243

Si pentamers, 125

Si segregation, 109

Si-Si bond, 199

Si-Si distance, 103

Si-Si in plane distance, 140

Sizeable band-gap, 236

Slab model, 204

Slater—Koster approach, 30

SO coupling, 37

SO gap, 37

Sommerfeld constant, 86

Sommerfeld finestructure constant, 85

sp3, 12

sp? bonding, 75

sp? bonding, 75

sp*-Sp> bonding , 212

sp* graphite , 12

sp*-hybridization, 198

sp> hybridization , 228

spz—sp‘? hybridization , 115

sp* hybrid orbital, 5

sp? /sp*-like, 131

sp2 to sp3 ratio , 242

Spectral weight, 95

Specular HREELS, 110

Spin current, 56

Spin filter, 117

Spin gap, 117

Spin index, 47

Spin Orbit Coupling (SOC), 76, 117

Spin polarization, 117

Spin-polarized Quantum Anomalous Hall
(SQAH) insulators, 54

Spintronic devices, 230

Spintronics, 214, 236

275

Spin-valleytronics, 44

Stability, 156

Stacking, 94, 172

Standing waves, 185

Stanene, 43, 100, 237

Stokes theorem, 51

Straintronics, 236
Stranski-Krastanov, 100

Structural relaxations, 140
Sublattice-asymmetry, 24
Sublattice buckling, 24

Sublattice polarisation, 35
Sublattices, 48, 140

Sub-ML deposition, 137
Substrate-induced symmetry breaking, 182
Substrate interaction, 198
Super-buckling model, 189
Supercell, 11

Superconducting state, 84
Superconductivity, 180, 189
Superconductor-metal junction, 190
Superposition, 136

Supramolecular chemistry, 9
Surface alloy, 101
Surface-enhanced Raman scattering, 18
Symmetry breaking, 143, 170
Synthesize, 130

T

Terraces, 136

Tersoff-Hamann approximation, 138

Tetrahedral bonding, 172

Thermal coefficient, 150

Thermal conductivity, 236

Three dimensional (3D) topological insulators,
185

Tight Binding (TB), 1, 45, 236

Tight-binding Hamiltonian, 30, 46

Tin, 100

Tip-Enhanced Raman Scattering (TERS), 18

Topochemical removal, 116

Topological defects, 117

Topological distinct phases, 55

Topological edge, 55

Topological insulator, 24, 38, 39, 43, 111

Topological Kirchhoff law, 44, 58

Topologically protected, 59

Topological non-trivial characteristics, 117

Topological properties, 39

Topological stability, 59

Topological superconductors, 43

Total charge density, 175



276

Total device resistance, 244

Total-energy calculations, 125

Trans-bent structure, 6

Transfer-matrix method, 81

Transistors, 197

Transition Metal Dichalcogenides (TMDs),
25, 198, 236

Transmission, 77

Transmittivity, 91

Transport measurement, 237

Trichlorocyclotrisilane, 2

Trigonal Dumbbell Silicene (TDS), 166

Trigonal warping, 187

Triple degeneracy, 132

Tristable Si(111) bilayer, 170

Tunable band gap, 46

Tunnelling voltage, 138

Two-band superconductor, 190

Two-dimensional electron systems, 43

U

UHV chamber, 216

Ultra-High Vacuum (UHV), 119, 237
Ultra-thin wurtzite films, 198

Unified tight-binding (TB) Hamiltonian, 180
Unoccupied molecular orbitals, 8
Unsaturated organic molecules, 5

Up spin, 58

\%

Vacancy sites, 218

Valence band, 33

Valley index, 51

Van der Waals bonding, 198

Van der Waals forces, 106, 199

Van der Waals interaction, 92, 173

Van Hove singularities, 77

Vibrational properties, 132, 145, 240

Vibronic coupling, 7, 8

Vienna Ab initio Simulation Package (VASP),
8, 74

Index

V-like shape, 122
Volumetric capacity, 14

w

‘Wavenumber, 150
Wet etching, 241
Wetting layer, 107
Wigner-Seitz cell, 142
WSe,, 147

Waurtzite phase, 198

X

X point, 206

X-ray diffraction, 108, 131

X-ray Photoelectron Spectroscopy (XPS), 239
X-silicene, 221

Y
Y point, 206

V/

Zero-energy conductance, 64
Zero-gap, 144

Zero-gap semiconductor, 16, 92
Zero-gap state, 226

Zigzag (ZSiNRs), 116
Zigzag-beard edges, 66
Zigzag edges, 56

Zigzag silicene nanoribbon, 59
Zirconium diboride, 100

Zn0, 205

ZnS, 204

(0001)ZnS, 198

Zone-centre Raman mode, 149
ZrB,, 130, 236

ZrB,(0001), 109

(0001)ZrB,, 197

ZrC(111), 110



	Preface
	Elemental 2D Materials Beyond Graphene

	Contents
	Contributors
	1 A Vision on Organosilicon Chemistry and Silicene
	1.1 Aromatic Molecules and Silicon Substituted Cyclic Rings
	1.2 Chemical Bonding: Unsaturated Carbon Systems Versus Silicon Systems
	1.3 Effect of Buckling Distortions in Si6 Rings: The Psuedo Jahn-Teller (PJT) Effect
	1.4 Chemical Functionalization on Silicon Rings to Make Them Planar
	1.5 Electron and Hole Transport in Silicene
	1.6 Reactivity of Silicene Towards Hydrogen and Band Gap Tuning
	1.7 Tip Enhanced Raman Spectroscopy (TERS) as a Probe for the Buckling Distortion in Silicene
	References

	2 Density-Functional and Tight-Binding Theory of Silicene and Silicane
	2.1 Introduction
	2.2 First-Principles Theory of Silicene and Silicane
	2.2.1 Structure, Stability, and Electronic Band Structure  of Silicene
	2.2.2 Structure, Stability, and Electronic Band Structure  of Silicane

	2.3 Tight-Binding Description of Silicene and Silicane
	2.3.1 All-Valence Tight-Binding Model of Silicene
	2.3.2 All-Valence Tight-Binding Model of Silicane

	2.4 Silicene in a Transverse External Electric Field
	2.5 SO Coupling and Topological Phase Transition  in Silicene
	2.5.1 SO Induced Band Gap in Silicene
	2.5.2 Transition from Topological Insulator to Band Insulator State

	2.6 Summary
	References

	3 Electronic and Topological Properties  of Silicene, Germanene and Stanene
	3.1 Introduction
	3.2 Graphene and Silicene
	3.2.1 Graphene
	3.2.2 Silicene and Tunable Band Gap
	3.2.3 Generalized Dirac Mass Terms

	3.3 Berry Curvature and Chern Number
	3.3.1 TKNN Formula
	3.3.2 Berry Curvature in Centrosymmetric System
	3.3.3 Pontryagin Number
	3.3.4 Classification of Topological Insulators

	3.4 Topological Edges
	3.4.1 Bulk-Edge Correspondence
	3.4.2 Herical Edges and Chiral Edges
	3.4.3 Inner Edges
	3.4.4 Topological Kirchhoff Law

	3.5 Topological Quantum Field-Effect Transistor
	3.6 Impurity Effects to Topological Quantum Field-Effect Transistor
	3.6.1 QSH Phase
	3.6.2 QVH Phase

	3.7 Phosphorene and Anisotropic Honeycomb Lattice
	3.7.1 Band Structure of Anisotropic Honeycomb Nanoribbons
	3.7.2 Topological Origin of Flat Bands
	3.7.3 Wave Function and Energy Spectrum of Edge States

	References

	4 Optical Properties of Silicene  and Related Materials from First Principles
	4.1 Introduction
	4.2 Theoretical and Numerical Methods
	4.2.1 Atomic and Electronic Structure
	4.2.2 Frequency-Dependent Dielectric Function
	4.2.3 Dielectric Function and Optical Conductivity  of Individual Sheets
	4.2.4 Optical Properties of Atomically Thin Films

	4.3 Spectra of Silicene, Germanene, and Stanene
	4.3.1 Influence of Many-Body Effects
	4.3.2 General Frequency Dependence
	4.3.3 Low-Frequency Absorbance
	4.3.4 Influence of Spin-Orbit Interaction
	4.3.5 Reflection, Transmission, and Absorption: Global Spectra

	4.4 Influence of Multiple Layers
	4.4.1 Graphene Bilayer
	4.4.2 Silicene Bilayers

	4.5 Summary and Conclusions
	References

	5 Synthesis of Silicene
	5.1 Introduction
	5.2 The Silver Track
	5.3 Ag(111) Mimicking a Honeycomb Lattice
	5.4 Growth Mode and Structure Formation of Si on the Ag(111) Surface
	5.5 Multilayer Silicene
	5.6 Silicene Segregated on ZrB2 Thin Films
	5.7 Synthesis of Silicene on Other Metallic Substrates
	5.8 Concluding Remarks
	References

	6 Si Nanoribbons: From 1D to 3D Nanostructures
	6.1 Introduction
	6.2 Silicene Nanoribbons: From a Theoretical Point of View
	6.3 The Birth of SiNRs: 1D, 2D and 3D Silicene Nano-structures on Ag(110)
	6.3.1 Isolated SiNRs and Nanodots
	6.3.2 Two-Dimensional Array of SiNRs

	6.4 Oxidation of Isolated SiNRs on Ag(110)
	6.5 Electronic Properties of 1D SiNRs and 2D Arrays of SiNRs
	6.6 Multilayer SiNRs
	6.7 Discussion
	6.8 Summary
	References

	7 Properties of Monolayer Silicene  on Ag(111)
	7.1 Introduction
	7.2 Expected Properties of Epitaxial Silicene
	7.3 Formation of 2D Si-Structures on Ag(111)
	7.3.1 Temperature-Dependence of the Si Growth on Ag(111)

	7.4 Epitaxial (3times3) Silicene
	7.4.1 Atomic Structure
	7.4.2 Electronic Properties
	7.4.3 Vibrational Properties
	7.4.4 Temperature Dependence of the Vibrational Modes
	7.4.5 Electron-Phonon Coupling

	7.5 Other 2D Si Phases on Ag(111)
	7.5.1 The Si-(sqrt13timessqrt13) Phase
	7.5.2 The Si ``(2sqrt3times2sqrt3)'' Phase on Ag(111)

	7.6 Stability of Silicene Layers on Ag(111)
	7.7 Summary and Outlook
	References

	8 Atomic and Electronic Structure  of Silicene on Ag: A Theoretical Perspective
	8.1 The 3 times3 Reconstruction
	8.2 The Nature of the Linear Bands
	8.3 The sqrt3timessqrt3 Reconstruction
	8.4 Multilayer Silicene
	References

	9 Silicene on Ag(111) at Low Temperatures
	9.1 Introduction
	9.2 Electronic Structure of the 4 × 4 Phase by STS
	9.3 The  sqrt3 timessqrt3  Phase
	9.3.1 Dirac Fermions Evidenced by Quasi-particle Interference in the  sqrt3 timessqrt3  Phase
	9.3.2 Dynamic Phase Transition of the  sqrt3 timessqrt3  Phase
	9.3.3 Multilayer Silicene on Ag(111)

	9.4 Conclusions
	References

	10 Synthesis of Silicene on Alternative Substrates
	10.1 Introduction
	10.2 Silicene/Substrate Interaction: Weak van der Waals Bonding
	10.3 Silicene/Substrate Interaction: Covalent Bonding
	10.4 Concluding Remarks
	References

	11 Surface Functionalization of Silicene
	11.1 Introduction
	11.2 Hydrogenation
	11.3 Halogenation
	11.4 Oxidization
	11.5 Conclusion and Perspective
	References

	12 Encapsulated Silicene Field-Effect Transistors
	12.1 Introduction
	12.2 Epitaxy of Silicene on Cleavable Ag (111)/Mica Substrate
	12.3 Air-Stability of Silicene Post Synthesis and During Transfer
	12.3.1 Al2O3 Capping of Silicene
	12.3.2 Ag–Si Interaction

	12.4 Silicene Devices: Fabrication, Measurement and Electronic Properties
	12.4.1 Silicene Encapsulated Delamination and Native Ag Electrodes (SEDNE) Process
	12.4.2 Electrical Characterization of Silicene Field-Effect Transistors
	12.4.3 Fundamental Physics Revealed by Prelim Electrical Measurements

	12.5 Summary and Outlook
	References

	13 Germanene: Silicene's Twin Sister
	13.1 Introduction
	13.2 Germanene
	13.2.1 First-Principles Calculations
	13.2.2 Synthesis

	13.3 Future Experiments
	13.3.1 Anomalous Quantum Hall Effect
	13.3.2 Quantum Spin Hall Effect
	13.3.3 Topological Phase Transitions and Band Gap Engineering

	13.4 Conclusions and Outlook
	References

	Index



