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Preface

For the 14th time, the Evolutionary Biology Meeting at Marseilles (EBM) took place

in the two-thousand-year old city. The aim of this congress is to allow scientists

involved in the research in evolutionary biology and in the application of evolution-

ary biology concepts, from mathematics to epistemology, to meet, exchange, and

start interdisciplinary collaborations.

The organizers see the Marseille’s meeting as a scientific exchange platform and

a booster for the use of evolutionary based approaches not only in biology, but also

in other scientific areas.

The outputs of the meeting are proved by numerous collaborations initiated

during the meeting and achieved by several peer-reviewed articles published over

the past years.

This year, more than 100 presentations – talks, flash presentations and posters –

were selected by the committee. Those works really reflected the epistemological

positioning of the meeting. We have chosen one fifth of the most representative

ones to make this book.

The book will give the reader an overview of the state of the art in the

evolutionary biology field. As during the congress, this area of science will be

considered from an epistemological point of view. This work is the fourth that

we have published further to the EBM.We want to underline that the four books are

complementary and should be understood as tomes.

The 19 selected articles are organized according to the following categories:

1. Concepts in evolution

2. Evolution and biodiversity

3. Macroevolution

4. Genome evolution

We would like to thank the scientists who contributed to this book, the meeting

participants as well as our sponsors: the University of Provence, the CNRS, the

GDR BIM, the Conseil Général 13, the Municipality of Marseille and Genoscreen.

We also wish to thank the Springer’s Editions staff for its competences and help.
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Finally, we want to give thanks to the members of the Association pour l’Etude de

l’Evolution Biologique (AEEB) and the members of the Evolutionary Biology

Modeling Laboratory.

We sincerely want to thank the AEEB coordinator, Axelle Pontarotti, for the

remarkable coordination of the meeting. The scientific outputs of the meeting –

initiated international collaborations, scientific exchanges – are due, of course, to

the quality of the participants, but also to the Marseilles way of hosting of which

Axelle is an outstanding ambassador.

We wish to thank also our new coordinator, Marie-Hélène Rome, for her help

with the book.

Marseilles, France Gaëlle Pontarotti

May 2011 Association pour l’Etude de l’Evolution

Biologique (AEEB)

Pierre Pontarotti

Directeur de recherche CNRS

President of the AEEB
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Muséum national d’Histoire naturelle, Bâtiment de Géologie, Case Postale 48, 43
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Concepts



Chapter 1

Site-Specific Self-Catalyzed DNA Depurination,

the Basis of a Spontaneous Mutagenic

Mechanism of Wide Evolutionary Significance

Jacques R. Fresco, Olga Amosova, Peter Wei, Juan R. Alvarez-Dominguez,

Damian Glumcher, and Rafael Torres

Abstract This chapter focuses on the nature of site-specific self-catalyzed DNA

depurination as a spontaneous mechanism inherent in the chemical structure and

dynamics of DNA that has contributed to evolutionary change. It describes the

essential molecular features of the mechanism, the short consensus sequence

elements that form the catalytic intermediate, the basics of the reactions that lead

to the creation of apurinic sites, and the means by which those sites give rise to

substitution and short deletion mutations. The consensus sequences are widely

distributed in double-stranded genomes across the phyla at high frequency that

increases up the phylogenetic tree. In the human genome, they constitute >2 � 106

potential mutagenic sites, non-randomly scattered among very many genes, some

containing multiple sites. Examples are presented of genes in which the mutations

coincide with their self-depurination consensus sequences, the most striking being

those in the b-globin gene that are responsible for six anemias and two

b-thalassemias. Those of the olfactory receptor genes and the hypervariable regions

of the immunoglobulin genes are shown to have utilized the mechanism to evolve

their high degree of diversity and/or to develop their contemporaneous diversity for

their present function.

1.1 Introduction

Spontaneous mutations are among the primary engines of evolutionary change.

Until now, the major mode of their occurrence has been thought to be a conse-

quence of errors in DNA replication, resulting in substitution and frameshift

mutations. In reality, such mutational errors are not due to the enzymatic process

having gone awry. Rather, substitution mutations are the consequences of intrinsic

J.R. Fresco • O. Amosova • P. Wei • J.R. Alvarez-Dominguez • D. Glumcher • R. Torres

Department of Molecular Biology, Princeton University, Princeton, NJ 08544, USA

e-mail: jrfresco@princeton.edu
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chemical equilibria associated with the tautomers of the bases and the steric isomers

of the nucleotide precursors of DNA replication (Topal and Fresco 1976). Frame-

shift mutations, on the other hand, arise as a consequence of template or growing

strand DNA misfoldings resulting in sequences that misdirect the polymerase,

which is possible because of the flexibility of the nucleic acid backbone (Fresco

and Alberts 1960).

Recently, we discovered a very different source of spontaneous mutations that is

due to a self-catalyzed, site-specific DNA depurination mechanism inherent in a

DNA sequence element 14–16 base pairs long (Amosova et al. 2006). The mecha-

nism is mediated by this stem-loop-forming sequence that is widely present in all

the more than 100 double-stranded genomes we have examined from Archaea to

Homo sapiens, occurring within many lower forms with a frequency of every

~5,000 base pairs for self-depurination of G-residues, and gradually rising up the

phylogenetic tree to every ~3,000 base pairs for self-depurination of those pairs in

man, i.e., ~1.25 � 106 such sites.

Self-depurination has the potential to occur wherever the consensus sequences

specific for self-catalysis of depurination of G or of A residues (see below and

Fig. 1.1) are present, and so give rise to apurinic sites in the DNA backbone. Those

sites can, in turn, result in point mutations as a consequence of their highly error-

prone repair (Boiteux and Guillet 2004; Chakravarti et al. 2000; Korolev 2005;

Simonelli et al. 2005). On the one hand, such repair can cause a substitution

mutation. Alternatively, if the apurinic site gives rise to a backbone break by either

Fig. 1.1 Schematic diagrams of the stem-loop structure of the catalytic intermediates for site-

specific self-catalyzed depurination in DNA of the indicated G-residue (left) and A-residue

(right). In each case, the self-depurinating stem-loop is one side of a cruciform extruded from

duplex DNA. The complementary inverted repeat sequence forms the other stem-loop of the

cruciform that is, however, incapable of self-depurination. Certain sequence elements of the self-

depurinating stem-loops are required for self-depurination to occur: the residues shown for each

tetra-loop; particular complementary base pairs at the base of the loop, T•A or G•C on the left, and

T•A, G•C or A•T on the right. These should be followed by any sequence of four or more

additional complementary base pairs that can generally tolerate one mismatched pair (as shown

on the left) or a single extrahelical residue. Thus, the specificity for self-depurination lies in the

loop sequence and first base pair. The helical stem otherwise functions to maintain some strained

loop structure required for the self-catalysis, and by its stability, to extend the lifetime of the

intermediate and so enhance the kinetics of the self-catalysis

4 J.R. Fresco et al.



the action of the widely occurring enzyme apurinic endonuclease (Korolev 2005) or

by way of the well-known spontaneous b-elimination reaction (Lhomme et al.

1999; Sugiyama et al. 1994), the strand break site results in a frayed end accessible

to exonuclease attack, particularly if the first base pair after the break is A•T, and so

leads to a short deletion mutation.

In this report, some essential features of the underlying self-depurination mech-

anism are first described. We then proceed to issues of biological relevance,

including indications that the mechanism has played a role in the evolution of

some biological phenomena. Because the consensus sequence for self-depurination

of G-residues was discovered several years ago, and that for A-residues only very

recently, our data is much more extensive for the former. Nevertheless, it will

become apparent that both mechanisms are very similar, and appear to have played

comparable mutagenic roles in several biological processes, including those of

molecular evolution.

1.2 Essential Features of DNA Self-Catalyzed Depurination

Self-catalyzed depurination is a remarkably site-specific reaction that does not

involve the direct participation of either a protein enzyme or any multivalent cation

or cofactor, and can occur under essentially physiological conditions (Amosova

et al. 2006). As such, it represents the first natural deoxyribozyme activity discov-

ered. It is mediated by formation of two very similar stem-loop-forming consensus

sequences, which we have found to be present at rather high frequency in every

double-stranded DNA genome searched, from the lowest to the highest form.

Figure 1.1 shows schematically the stem-loop structure of two sequences that

are highly site-specific for self-catalyzed depurination of a G-residue (left) and an

A-residue (right). As the figure indicates, the self-depurination mechanism removes

the 50G-residue of the loop in the former case, and the A-residue toward the 50 end
in the latter one. In either case, the initial product of the catalytic event is an

apurinic site in the loop sequence. This chain backbone site is thereby labilized,

carrying a potential for intracellular backbone cleavage either by the enzyme

apurinic endonuclease, or else as a result of its susceptibility to spontaneous

backbone cleavage by a b-elimination reaction that can occur at slightly alkaline

intracellular pH. Such an apurinic site, susceptible to error-prone repair, is poten-

tially highly mutagenic and can give rise to a substitution or a short deletion. It is

this resultant mutagenic potential that confers on self-depurination a role in evolu-

tion, all the more so because the self-catalytic depurination rate we have measured

in vitro (Amosova et al. 2006) occurs 104–105� faster than the background spon-

taneous depurination rate that has been estimated in vivo (Lindahl and Nyberg

1972).

DNA is typically double-stranded, whereas the catalytic intermediate for self-

depurination is a single-stranded stem-loop. Hence, the self-depurination mecha-

nism requires that the inverted repeat sequence harboring the self-depurinating loop

1 Site-pecific Self-atalyzed DNA Depurination, the Basis of a Spontaneous 5



first extrude as a cruciform (half of which contains the single-stranded self-

depurinating stem-loop), and that the cruciform have a sufficient lifetime for the

reaction to occur. That such cruciform extrusion can take place has been

demonstrated previously (Alvarez et al. 2002; Inagaki et al. 2009; Kim et al.

1998; Shlyakhtenko et al. 1998). We have recently performed experiments under

physiological conditions in vitro with stem-loop-forming sequences for G-residue

self-depurination embedded in supercoiled plasmids, in which such extrusion has

been directly shown to be crucial for the self-catalytic depurination (Amosova et al.

2011b).

As Fig. 1.1 indicates, the essential features of the stem-loops are very similar,

i.e., both have tetra-loops with different highly specific sequences: 50G-A/T-G-G
for depurination of the extreme 50 G-residue and 50G-A-G-A for depurination of the

second residue in from the 50 end, which is an A. Interestingly, both can form a

homopurine base pair within the loop, G+•G and A+•A, in which the residue to be

depurinated is protonated at N3 of the base (Lavelle and Fresco, in preparation). It is

this base pair formation that likely explains why acid-catalyzed depurination can

actually occur in the neutral pH environment of most cells.

The G-residue self-depurination activity exhibits very limited tolerance for loop

sequence variation (Amosova et al. 2011a). For example, the three G-residues in the

loop are replaceable only by hypoxanthine, a closely related purine analogue, with

only modest reduction in the activity; and the A-residue in the G-self-depurinating

sequence is replaceable only by a T-residue, in this case with activity enhancement.

In contrast, there is total tolerance for variation in the complementary base pairs of

the helical stem, except for the first one at the base of the loop. Even a single base

pair mismatch or a single extrahelical base elsewhere in the stem can be tolerated.

Apparently, the role of the stem is to stabilize and maintain the loop in some

strained configuration favorable to glycosyl bond cleavage. Thus, the more stable

the stem, as affected by length (Blake and Fresco 1973; Brahms et al. 1967), G•C

content (Marmur and Doty 1959), base pair sequence (Ornstein and Fresco 1983),

base pair mismatches (Lomant and Fresco 1973), and the presence of extrahelical

bases (Lomant and Fresco 1973), the faster the rate of self-depurination. The nature

of the first base pair is somewhat restricted, possibly because it orients the water

molecule involved in the hydrolysis of the glycosyl bond of the residue to be

depurinated.

1.3 Biological Relevance of the Self-Depurination Mechanism

The self-depurination reaction was discovered in the course of working with 29-

residue long complementary deoxyoligonucleotide strands of the human b-globin
gene that contained the sickle cell anemia mutation site. Whereas the duplex

formed from those strands, as well as the noncoding strand by itself, were charac-

teristically stable, the coding strand was not. Rather, under solvent, pH, and

temperature that mimic physiological conditions, it rapidly self-fragmented not
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randomly, but in a unique way. This fragmentation was found to arise from

backbone cleavage that was ultimately traced to spontaneous b-elimination at the

apurinic site caused by self-catalyzed depurination mediated by stem-loop forma-

tion (Amosova et al. 2006). The occurrence of such a reaction in a strand segment of

a significant human gene, immediately upstream of the sickle cell mutation site,

provided the impetus for trying to understand the significance of what was obvi-

ously a DNA self-catalyzed reaction.

With the finding that the stem base-paired sequence is tolerant of great variation,

it was decided to determine the number of potential stem-loops for self-

depurination of G-residues in the human genome, and their distribution across the

phyla. The numbers proved to be surprisingly large, and indicative of substantial

overrepresentation relative to random expectation, which was not the case for stem-

loops of similar size with non-self-depurinating loop sequences. The overrepresen-

tation was therefore taken to be indicative of some important bio-functionality of

the stem-loops for self-depurination. The whole-genome search for self-

depurinating stem-loops was complemented first by identifying all human genes

containing those sequences, including the loci of their occurrence, i.e., exons,

introns, control elements, untranslated regions, intergenic regions, etc. This was

followed by analysis of G-residue consensus sequence occurrence within more than

100 individual genes and their degree of overrepresentation relative to random

expectation (see Table 1.3 as an example). These searches, together with the

uncovering of the stem-loop consensus sequence for self-depurination of

A-residues by way of its overrepresentation in the human genome, led us to the

indications of the role of self-depurinating sequences in evolution; and it is from

this vantage point that we present the findings that follow.

1.4 Self-Depurination in the Human b-Globin Gene

This gene, which has 148 codons (in its message), contains no A-residue self-

depurination site, and but one site for G-residue self-depurination, of which the first

three residues of the loop correspond to codon 6. It is the second residue of the loop

that is the site of the sickle cell anemia mutation. Figure 1.2 shows a plot of the

number of independent variations (i.e., those in different haplotypes) per codon of

this gene. The plot is based upon data obtained from two databases, HB Var (http://

globin.cse.psu.edu), which includes all human hemoglobin variants and b-thalasse-
mia mutations reported in the literature over more than half a century, and the

recently assembled Human Gene Mutation Database (HGMD) (http://www.hgmd.

cf.ac.uk). As such, the plot represents a compendium of all unique b-globin alleles

revealed in most of the human populations in the world. It is striking that the most

prominent mutation site in the plot in Fig. 1.2, that at codon 6, corresponds to three

of the four loop residues of that single self-depurinating consensus sequence in this

gene. In this glutamic acid codon, residue #1, the self-depurinating G-residue, and

residue #2, the site of the sickle cell mutation, are the sites of readily detectable
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substitutions (Table 1.1). Due to the partial degeneracy in the glutamic acid codon,

a transition mutation in residue #3 would be silent, i.e., result in no amino acid

change; but a transversion would encode aspartic acid, with little effect on hemo-

globin function. Such a transversion should be detectable by the protein sequencing

used to identify most of these mutations, and both types should be by DNA

sequence analysis. So far, SNPs at that codon residue have not been reported.

Codon 6 is also the site of a single base deletion at residue #2 and a deletion of
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Fig. 1.2 Distribution of mutations appearing in independent haplotypes, i.e., unique mutations,

among the codons of the b-globin gene. Codon 6, with the highest mutation frequency, is the only

site in this gene capable of forming a stem-loop for self-depurination. Codon 6 and an additional

30G-residue constitute the loop, which is preceded and followed by residues that form the stem

shown in Fig. 1.1 (left). As can be deduced from Table 1.1, error-prone repair of the apurinic site

resulting from self-depurination of the 50G-residue of the loop must give rise to the observed

substitution and deletion mutations, and thereby to the various anemias and b-thalassemias listed

Table 1.1 Coincidence of mutations reported in codon 6 of the b-globin gene with the first three

loop residues of its only stem-loop-forming G-residue self-depurination consensus sequencea

Type of human hemoglobin Reference

Loop residues

#1 #2 #3

Hb A (wild-type) G A G

Hb C Siriboon et al. (1993) A A G

Hb Machida Harano et al. (1982) C A G

Hb Grignoli Grignoli et al. (2000) T A G

Hb S (Sickle cell) Engelke et al. (1988) G T G

Hb Lavagna Tanca et al. (2008) G G G

Hb G Makassar Sangkitporn et al. (2002) G C G

b-Thalassemia Kazazian et al. (1983) G D G

b-Thalassemia Dejong et al. (1968); Juricic et al. (1983) D D D
aA, G, C, T are standard base symbols; D indicates a deleted residue
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the entire codon. As noted earlier, this range of substitutions and short deletions at

an apurinic site is just what is expected as a consequence of error-prone repair. All

these are known to be inherited germline mutations that must have occurred over

evolutionary time, and are responsible for different anemias and b-thalassemias. As

such, the coincidence of these inherited mutations with the self-depurination con-

sensus sequence at codon 6 in the b-globin gene provides strong support for the

occurrence of the self-depurination mechanism in vivo, at least in germline cells. In

this connection, it is worthy of mention that several haplotypes of the sickle cell

mutation have been identified (Chebloune et al. 1988; Wailoo 1991), each likely

representing an independent occurrence traceable to at least four different places

in the Indian/Saudi Arabian subcontinent and in Africa (Kulozik et al. 1986;

Lapouméroulie et al. 1992; Pagnier et al. 1984; Schroeder et al. 1989). These

occurrences speak to the mutagenicity associated with the error-prone repair of

the apurinic sites created by the self-depurinating mechanism.

1.5 Coincidence of Substitution and Short Deletion Mutations

with the Consensus Sequence for Self-Depurination

of G-Residues in Some Human Genes

Having discovered the self-depurination mechanism at the site of codon 6 in the

b-globin gene, and then found that nearly all detectable mutations anticipated

for this mechanism have occurred over time at this site, it was of interest to see

whether such mutations have occurred as well in other genes by this mechanism.

With ~1.25 � 106 potential G-residue self-depurinating sites in the human genome,

and given their fairly regular distribution among exons, introns, control elements,

etc., numbers of those sites should coincide with mutations detected in exons of

other genes. A number of other such coincidences (see below) have indeed been

found. At this early stage of human gene sequencing and the analysis of SNPs and

short deletions, the finding of such coincidences in some cases can be viewed as

more significant than their absence in others.

Table 1.2 provides details of nine such examples in five different genes. In each

example, the entire consensus sequence is capable of forming a stem-loop catalytic

intermediate. This sampling includes examples with the two loop sequences, 50G-
A-G-G and 50G-T-G-G, each with T•A or G•C as the complementary pair at the

base of the loop. Substitutions are seen to occur in the depurinated first loop residue,

in the second loop residue, in the third, and in the fourth; there are three examples of

deletion, one of the depurinated G-residue, another of the two consecutive G

residues in the loop, and one of two stem residues.

As was apparent from the very limited tolerance for stem-loop sequence varia-

tion, it is reasonable to assume that any site in a genome which meets the sequence

criteria for the self-depurinating mechanism is a potential site for mutation. That

this is in fact the case is made even more convincing based upon the findings

that follow.
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1.6 Stem-Loop-Forming Consensus Sequences for Site-Specific

Self-Catalyzed Depurination of G-Residues Are Highly

Overrepresented in Some Human Genes

Although genomes have not evolved as strictly random sequences relative to some

defined base pair composition, it is not unreasonable to assume that sequences of the

size of the consensus sequences for self-depurination (14 nt minimal length) should

be present at frequencies that do not deviate too far from random unless they have

some biofunctional role to play that led to their selection. Besides, the frequency of

random sequence stem-loops can be used as a control or basis for comparison.

Table 1.3 gives “random probabilities” of the consensus sequence for each gene

listed, and for comparison, the actual or “observed” number of consensus sequences

in each. It will be noticed that the random probabilities are quite close to the

“observed” number for non-depurinating stem-loops for each gene (the ratios of

the “observed” to “calculated” are in the range of 0.7–2.1), in contrast to the wide

variation of this ratio for the G-residue self-depurinating stem-loops (from 4 to 48).

If the random probabilities are generally slightly less than the observed numbers, it

is probably because these stem-loop-forming sequences represent a subclass of

inverted repeats. These are known to be overrepresented in the genome (Cox

and Mirkin 1997), which, as noted, is not a true random sequence. This overrepre-

sentation of inverted repeats could also contribute to the number of “observed”

Table 1.2 Coincidence of self-depurination consensus sequence and mutation sites in some

human genes

Gene

Loop + first

base-pair

sequencea
Loop

codons

Codon at

mutation

site Mutation Reference

TTR,

transthyretin T-GAG-GAG 61–62 61 GAG ! AAG

Rosenzweig

et al. (2007)

TTR,

transthyretin T-GAG-GAG 61–62 61 GAG ! GGG

Shiomi et al.

(1993)

SERPINC1,

antithrombin G-GAGG-C 42–43 42 G-GAG ! TAG

Jochmans et al.

(1998)

SERPINC1,

antithrombin T-GTGG-A 224–225 225 G-TGG ! CGG

Lane et al.

(1997)

BRCA1, breast

cancer 1 T-GAGG-A 1,004–1,005 1,003

2 nt deletion of

stem residues

Wagner et al.

(1999)

BRCA1, breast

cancer 1 T-GAGG-A 1,004–1,005 1,004 Loop G deleted

Goelen et al.

(1999)

BRCA1, breast

cancer 1 T-GAGG-A 1,219–1,220 1,219 GAG ! GAC

Durocher et al.

(1996)

Tp53, tumor

protein 53 T-GAGG-A 190–191 190

deletion of

2 loop Gs

Varley et al.

(1997)

MAPT, tau

protein G-GAGG-C 271–272 272 GGC ! GTC

Hutton et al.

(1998)
aThe G-residue in bold is the self-depurination site. In each case, the entire consensus sequence is

capable of forming a stable stem-loop catalytic intermediate.
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depurinating consensus sequences, and its effect should not be vastly different from

what is observed for the non-depurinating stem-loops, i.e., it can contribute at most

a factor of 2, not of 48. The fact that G-residue self-depurination sites throughout

the genome occur far in excess of random expectation, by a factor of more than 5,

suggests that they probably have some significant or essential biological role(s) that

might be connected to the potential they create for mutation. Some critical insights

in this regard followed upon the discovery of the consensus sequence for self-

depurination of A-residues.

1.7 Discovery of the Consensus Sequence for Self-Depurination

of A-Residues

It is the recognition of the overrepresentation of the consensus sequence for

G-residue self-depurination, and the assumption that the consensus stem-loop

sequence for similar self-depurination of A-residues might also be overrepresented

Table 1.3 Overrepresentation of the stem-loop-forming consensus sequence for site-specific,

self-catalyzed depurination of G-residues in some human genesa

Gene

symbol

Total

gene

size

(#bp)b

Self-depurinating consensus

sequences

Non-self-depurinating stem-loop

sequences

Observedb
Random

expectation

Ratio of

observed

to random

expectation Observedb
Random

expectation

Ratio of

observed

to random

expectation

HRAS 3,309 0 0.08 0.0 81 38.05 2.1

CDKN1A 8,623 4 0.22 18.4 119 99.16 1.2

IGF2 9,653 1 0.24 4.1 132 111.01 1.2

CYP7A1 9,984 3 0.25 11.9 199 114.82 1.7

THBS1 16,389 3 0.41 7.3 238 188.47 1.3

TP53 19,179 22 0.48 45.5 156 220.56 0.7

CDKN2A 26,740 5 0.67 7.4 554 307.51 1.8

THRA 31,058 32 0.78 40.9 410 357.17 1.1

MDM2 32,235 31 0.81 38.2 600 370.70 1.6

HPRT1 40,440 28 1.02 27.5 705 465.06 1.5

Erbb2 40,523 5 1.02 4.9 699 466.01 1.5

KRAS 45,675 19 1.15 16.5 896 525.26 1.7

BARD1 81,090 32 2.04 15.7 1,530 932.54 1.6

BRCA1 81,155 99 2.05 48.4 879 933.28 0.9

BRCA2 84,193 50 2.12 23.6 965 968.22 1.0

APC 108,353 40 2.73 14.6 1,872 1246.06 1.5

ATM 146,268 68 3.69 18.4 2,639 1682.08 1.6
aConsensus and non-self-depurinating stem-loops were identified based upon the presence and

absence, respectively, of the consensus loop and first base pair (T•A or G•C for the self-

depurinating stem-loops and any base pair for the non-self-depurinating one) plus a minimum of

four base pairs within the adjacent five base pair stretch.
bExons + introns + control elements
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that led us to proceed with a search for it in the human genome. An important clue

in that search was obtained from the work on the mechanism of the toxic protein

ricin, which had been found to depurinate an adenine residue at a unique site,

position 4,324, in 23S ribosomal RNA (Endo and Tsurugi 1987). The sequence at

that site had been shown to form a stem-loop with the same number of loop and

stem residues as the stem-loop for DNA self-depurination of G-residues, but with a

different loop sequence, 50G-A-G-A instead of 50G-T/A-G-G (Amukele et al.

2005). Why then the requirement for a protein to depurinate the RNA target but

not a DNA target? Our explanation was that the deoxyriboglycosyl bond, in being

some three orders of magnitude more susceptible to acid-catalyzed hydrolysis than

the riboglycosyl bond (Shabarova and Bogdanov 1994), did not require an enzyme

catalyst. Based on this reasoning, we initiated a search in the human genome for

stem-loop sequences with a 50G-A-G-A loop and all four possible first base pairs.

Once they were found, calculations were made to determine which if any were

overrepresented. Interestingly, three of the four base pairs at the base of the loop

were found to be similarly overrepresented significantly, which was taken to mean

that they were likely self-catalytic for self-depurination of A-residues. This was

confirmed in preliminary experiments.

More informative searches of the entire human genome followed to determine

whether there are any genes with common functional annotation among the top 100

genes in which the A-residue self-depurinating consensus sequence is most highly

overrepresented. This information was sought in order to learn whether there are

any groups of genes that might have exploited the A-residue consensus sequence

for self-depurination. It was indeed gratifying to find that there are, in fact, two

groups of such genes, each with a common functional annotation, for which a built-

in mutagenic mechanism to create sequence diversity is consistent with their

function. The group with the greatest overrepresentation is the one encoding the

hypervariable regions of immunoglobulins, while that with the second highest

overrepresentation consists of the olfactory receptor genes.

1.8 Self-Depurination of A-Residues and Antibody Diversity

Why should the genes for the hypervariable regions of immunoglobulins encode

sequences particularly disposed to undergoing mutation? In order for antibodies to

perform their function, they must recognize a wide variety of antigens, including

many that have not been encountered previously. Rather than the immune response

mechanism having encoded what, in effect, would have to be so large a number of

antibody genes in the germline as would be wasteful, biologically unproductive, and

require a genome of excessive size, antibody diversity is generated by a capacity for

targeted mutagenesis within a relatively small number of genes in the genome of

certain somatic cells (Tonegawa 1983). From the diversity of somatic antibody

genes so created by mutagenic mechanisms, clonal selection can enable production

of a group of antibodies appropriate to any new antigenic challenge.
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Two mechanisms were uncovered previously in (somatic) B cells to generate the

requisite diversity of the different polypeptide components of the Y-shaped anti-

body structure (see Fig. 1.3). One such mechanism involves recombination of

certain immunoglobulin gene sequence elements (Roth et al. 1992). A second

mechanism, occurring during B cell division, involves somatic hypermutation

that targets a different segment of antibody structure by way of enzymatic deami-

nation of cytosine to uracil, thereby creating transition mutations (Neuberger et al.

2003). With our finding that immunoglobulin genes are the most significantly

overrepresented with the A-residue self-depurination consensus sequence, and

that they contain G self-depurination sites as well, it would appear that nature has

selected this additional mutagenic mechanism to create antibody diversity.

In this connection, it is interesting that in the constant regions of immuno-

globulin genes, the self-depurinating consensus sequence for A-residues is not

highly overrepresented. This is a further indication of its selection for the

purpose of creating the hypervariable regions. It is apparent then that these

genes evolved so as to exploit the self-depurinating mechanism in their contem-

porary function.

HC-CR

HC-HVR

LC-CR

LC-HVR

ABS

CR

S-S
S-S

S-S

S-S

CR

Fig. 1.3 A schematic diagram of the Y-shaped structure of a typical human antibody (protein)

molecule showing the location of the constant regions (CR) that form the skeletal framework from

which are extended various combinations of hypervariable heavy chain (HC-HVR) and light chain

(LC-HVR) segments. Those hypervariable sequence segments, three in each heavy and each light

chain, are interspersed by constant segments (HC-CR and LC-CR), and together form antigen-

binding sites (ABS). Previously, those hypervariable segments had been found to attain great

sequence diversity by a combination of genetic recombination and C-residue deamination. Now

we have discovered that over the course of evolution, nature selected the self-depurination

mechanism for this purpose as well, since the hypervariable regions are very heavily endowed

with A-residue self-depurinating sites. Hence, the gene sequences for those sites provide another

major mechanism to enable them to undergo mutation in order to create the extraordinary

sequence diversity required to meet the challenges to the immune response
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1.9 Self-Depurination of A-Residues in the Evolution

of Olfactory Receptor Genes

As with the immunoglobulins, the function of the structurally similar olfactory

receptors requires them to be able to recognize a large number of different odorific

molecules. However, in contrast to the genes encoding the hypervariable regions of

the immunoglobulins, the olfactory receptor genes are all already encoded in the

genome, and there is no indication that their somatic DNA sequences undergo

hyper mutation in their coding regions to any significant extent (Sharon et al.

1998, 1999). In effect, they are currently utilized with the diversity with which

they evolved over time. Of the ~850 such human genes, of which some 55–60% are

pseudogenes (Olender et al. 2004), a small fraction are singlets, but the majority are

in clusters distributed among all chromosomes but #20 and Y. The gene clusters

are likely to have arisen by repeated duplication of individual genes and clusters

(Glusman et al. 1996), as many of the genes in tandem arrays are closely related

(Niimura and Nei 2003). At the same time, during their evolution, they apparently

exploited mutagenesis, at least by the self-depurination of A-residues to differenti-

ate in function.

With such high overrepresentation of the self-depurination consensus sequence

in olfactory receptor genes, it is reasonable to expect that over evolutionary time,

the same mutagenic mechanism may have also resulted in the loss of the self-

depurinating capacity in some of those genes. In that case, corresponding nonfunc-

tional or pseudogenes would have accumulated that arose, e.g., as a consequence of

substitution mutations in the loop residues of the catalytic intermediate. Evidence

for this possibility was sought by searching these gene clusters for highly overrep-

resented pseudogenes whose consensus loop sequences had been mutated from 50

G-A-G-A to 50G-T-G-A and 50 G-G-G-A, some of the gene products expected at

those self-depurination sites. Such a mechanism could account, then, for the very

high fraction of these clustered genes that were found to be pseudogenes (Rouquier

et al. 1998a, b). In fact, pseudogenes with these very A ! T and A ! G mutations

at the self-depurinating sites were found to be overrepresented. These observations

do indicate, then, that over the course of evolution the same mutagenic mechanism

has served to create mutations leading both to olfactory receptor diversity and to

erasure of such genes.

1.10 Discussion

Our goal in this chapter has been to summarize that aspect of our knowledge of self-

catalyzed DNA depurination that particularly relates to ways in which the mecha-

nism played a role in the evolution of certain biological processes and some

inherited diseases.

Thus, we have presented several types of observations that support the notion

that the self-depurination mechanism is likely to have played a role in molecular
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evolution. One relates to the distribution of the consensus sequence for self-

depurination of G-residues. Not only is that consensus sequence found in every

double-stranded genome we have examined from various Archaea species to Homo

sapiens, but its frequency has been found to be very high, in the neighborhood of

once every 3,000–5,000 base pairs. In mitochondrial genomes, which are also

double-stranded, they are present in most species at a frequency similar to those

in the genomes of lower forms. While they appear to be lacking in the mitochon-

drial genomes of some species, it must be kept in mind that we have not yet

searched them for the consensus sequence for self-depurination of A-residues.

Nor, in fact, have we yet searched any genomes other than that of Homo sapiens

for the A-residue consensus sequence.

It is for this same reason that we are not yet able to interpret the absence of

G-residue self-depurination sequences in half the single-stranded viral genomes

recorded in the viral genome database. If the viral genomes with no G-residue self-

depurination sites are in fact lacking in those for A-residues as well, that would

provide important evidence that evolution selected against the self-depurination

mechanism for these species. Such negative selection would arise because once

an apurinic site resulted in backbone fragmentation of the single-stranded genome,

the fragments might have no template complementary strand to enable their repair.

Another type of evidence supporting a role for self-depurination in molecular

evolution relates to the highly error-prone repair of apurinic sites in all species

in which it has been examined, from viruses (whose hosts carry the repair mecha-

nism) and bacteria (Shearman and Loeb 1979) to lower and higher eukaryotes

(Chakravarti et al. 2000). Moreover, in a number of cases, such sites have been

specifically identified as mutational hot spots (Kunkel 1984).

We have additionally presented three examples of genes for which the evidence

would seem to be compelling that self-depurination must have played a role in their

evolution, in their loss of function or conversion to pseudogenes, and/or in their

contemporary functioning.

In the case of the human olfactory receptor genes, the self-depurination consen-

sus sequence, at least for A-residues, is clearly associated with the evolutionary

development of their diversity; and just as these sites are significantly overrepre-

sented in this group of genes, so are their mutation products overrepresented in their

nonfunctional pseudogenes. Yet, in the human species, these olfactory receptor

genes do not appear to be evolving now at any detectable rate. They are already all

encoded in the genome, with no evidence of somatic cell DNA rearrangements or

somatic mutations in the coding regions of those genes. So it is reasonable to

conclude that the mechanism played a role in the course of the evolution of those

genes to their current state of diversity, but that it does not play a significant role

contemporaneously.

The case of the genes encoding the hypervariable regions of the immunoglo-

bulins would appear to be somewhat different. Here we have genes for which

mechanisms for variation are essential elements for their contemporary function.

The consensus sequences for both G- and A-residue self-depurination are again

highly overrepresented in these genes. The consequent mutagenic mechanism may

1 Site-pecific Self-atalyzed DNA Depurination, the Basis of a Spontaneous 15



have played a role in their evolution, something which our analysis cannot say with

certainty at the present time. What is much more apparent, however, is that it is one

of the several mechanisms by which antibody diversity is contemporaneously

achieved in response to confrontation with an antigen.

Finally, we have presented the case of the unique occurrence of six different

anemias due to substitutions and two b-thalassemias due to short deletions, all

within codon 6 of the human b-globin gene. That codon is the only self-depurination
consensus sequence site for G-residues in the entire gene, and there are none for

A-residues. While these mutations are all explicable as a consequence of the self-

depurination mechanism, there are no indications that they readily occur as somatic

mutations (and even if they do, they are unlikely to be detected, since a majority

of hemoglobin-producing cells would still have the wild-type DNA sequence).

Consequently, they appear as germline mutations, evolutionarily retained, no

doubt, as a consequence of the resistance to malaria that at least the sickle cell

anemia mutation confers (Friedman 1978), and possibly some of the others as well.

Taken together, the foregoing examples serve as a strong indication that the self-

depurination mechanism, coupled to the process of error-prone repair, has played an

evolutionary role. But why has a mechanism capable of causing DNA damage been

selected for and even concentrated in genomes in the course of evolution? Perhaps

the advantages accruing from the availability of a mechanism inherent in the

sequence and structural dynamics of DNA to help create gene sequence diversity

far outweighs the negative consequences of genetic instability, at least where the

products of gene sequence diversification have positive value. It is interesting in this

connection that we have found that some genes appear to be favored by the presence

of either G-residue or of A-residue self-depurinating consensus sequences; this might

possibly indicate different evolutionary origins for such genes. Moreover, genes that

are highly conserved, e.g., those encoding HOX, histone core, ribosomal proteins,

contain very few if any such consensus sequences. It appears then, that these two

consensus sequences have sometimes been selected against, but other times selected

for, which would indicate that self-depurination is a significant mutagenic mecha-

nism that has been taken note of and sometimes harnessed by evolution.
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Chapter 2

Stochastic Processes Driving Directional

Evolution

Sean H. Rice, Anthony Papadopoulos, and John Harting

Abstract Evolution is a stochastic process, resulting from a combination of deter-

ministic and random factors. We present results from a general theory of directional

evolution that reveals how random variation in fitness, heritability, and migration

influence directional evolution. First, we show how random variation in fitness

produces a directional trend toward phenotypes with minimal variation in fitness.

Furthermore, we demonstrate that stochastic variation in population growth rate

amplifies the expected change due to directional selection in small populations.

Second, we show that the evolutionary impacts of migration depend on the entire

distribution of migration rates such that increasing the variance in migration rates

reduces the impact of migration relative to selection. This means that changing the

variance in migration rates, holding the mean constant, can substantially change the

potential for local adaptation. Finally, we show that covariation between stochastic

selection and stochastic heritability can drive directional evolutionary change, and

that this can substantially alter the outcome of evolution in variable environments.

2.1 Introduction

Evolutionary biologists have long recognized the importance of stochastic pro-

cesses in the mechanics of evolution. The best studied stochastic evolutionary

process is genetic drift – change in allele frequency resulting from random variation

in fitness and segregation – which plays a critical role in the modern theory of

molecular evolution. Drift is nondirectional, meaning that the expected change in

allele frequency due to drift alone is zero, and it is often assumed that this will be

true of any stochastic evolutionary process.
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In fact, the potential of stochastic variation in fitness to contribute to directional

evolution was noted by a number of authors in the 1970s (Hartl and Cook 1973;

Karlin and Liberman 1974; Gillespie 1974). These authors recognized that

differences in the variances of individual fitness distributions could contribute to

directional change, just as differences in the mean values can.

Differential fitness is not the only factor influencing evolution. Both migration

between populations and the process of inheritance itself can drive directional

evolution – and, like selection, both of these are inherently stochastic processes

(this is most obvious in the case of inheritance, since both mutation and recombi-

nation are chemical processes subject to quantum uncertainty). In this chapter, we

will discuss some of the ways in which random variation in fitness, migration, or

inheritance can lead to directional evolutionary change.

2.2 Modeling Stochastic Evolution

Introducing stochasticity into our models of evolution requires that we treat values

like fitness and migration rate as random variables. For our purposes, a random

variable differs from an ordinary variable in a mathematical equation in that a

random variable has a distribution of possible values, rather than a single value.

It is important to note that saying that fitness, migration, or anything else, is

stochastic is not the same as just saying that it varies over time. If we specify that

fitness values will alternate, across generations, between specific values, we are

defining a deterministic (not stochastic) process in which the value varies in a

predictable manner over time. By contrast, making fitness stochastic means that we

cannot say what value it will have at any particular time, only that it has a

distribution of possible values at that time.

This distinction is important; treating a variable as deterministic but temporally

variable can yield very different results than does treating it as a stochastic random

variable. This is illustrated, for the case of fitness, in Fig. 2.1. In Fig. 2.1a, fitness is

treated as an ordinary variable that fluctuates over time – alternating between 1 and

2. In Fig. 2.1b, fitness is a random variable that, in any particular generation, has a

50% chance of being 1 and a 50% chance of being 2.

Though we might be tempted to treat the deterministic case (Fig. 2.1a) as an

“average” instance of the stochastic case (Fig. 2.1b), that would be misleading.

After four generations, a population following the deterministic case will have

increased in size by a factor of 4, corresponding to a per generation change offfiffiffi
2

p � 1:414, which is the geometric mean of 1 and 2. By contrast, the expected size

of a population following the stochastic case for four generations is just over 5

(specifically, 5.0625), corresponding to a per generation change of 1.5 – the

arithmetic mean of 1 and 2. The different outcomes illustrated in Fig. 2.1 are not

results of the short time interval considered; the same effective fitness values arise if

we consider an arbitrary number of generations. This should be kept in mind when

evaluating arguments about the utility of geometric mean fitness.
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Treating fitness, migration, and other values as random variables requires that

we consider the variances and covariances of their distributions. This can lead to

notational confusion, since we are also concerned with means, variances, and

covariances of the same values within a population. For example, we will be

concerned with both the mean fitness of an individual (the mean of its fitness

distribution) and the mean fitness in the entire population.

We thus will distinguish between two different sets of statistical operators:

frequency and probability. Frequency operators, denoted by straight symbols

(ā for mean, ½½2a�� for variance, and ½½a; b�� for covariance), describe operations

over some collection of things. For instance, w is the average fitness across

individuals in a population, and ½½f;w�� is the covariance, across all individuals in
the population, between phenotype and fitness.

Probability operators, denoted by angled symbols (â for mean, 2a
� �� �

for

variance, and a; bh ih i for covariance), describe operations over distributions of

random variables. For example, bw is the expected fitness of an individual – the

mean of its fitness distribution – while 2w
� �� �

is the variance of the same distribu-

tion (the variance in fitness values that the individual might have). A detailed

discussion of these two kinds of operators, and the rules for manipulating them, is

given in Rice and Papadopoulos (2009). Table 2.1 lists the main symbols that we

will use in this chapter.

2.3 Stochastic Fitness

An individual’s fitness is the number of descendants that it has after some chosen

time interval. We often choose the time interval to be a single generation and think

of fitness as simply the number of offspring, but in the general case, we need to

consider all descendants, including grand offspring and the individual itself at the

future time.
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Fig. 2.1 Illustration of the difference between treating fitness as a deterministic variable that

changes over time (a), and as a random variable (b)
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Because we cannot know with certainty how many descendants each individual

in a population will have, we need to treat fitness as a random variable – having a

distribution of possible values. The vast majority of evolutionary models consider

only the mean of this distribution – the expected number of descendants – and in

fact fitness is often defined as this expected value. We will see, though, that

accurately describing evolution requires consideration of the entire distribution.

Using the notation in Table 2.1, the general equation for evolution in a closed

population (no migration in or out) with stochastic fitness and inheritance is

(Rice 2008):

EðD�fÞ ¼ ½½f; Ô�� þ ½½d̂; Ô�� þ d;Oh ih i þ �̂d (2.1)

Fitness enters into Eq. (2.1) through the term O, which is the ratio of an

individual’s fitness to mean population fitness. We will refer to this as “relative

fitness” (note, though, that the term “relative fitness” is sometimes used in other

ways). Strictly, O is defined under the condition that w 6¼ 0; for both mathematical

and biological reasons. Mathematically, the ratio is undefined if w ¼ 0. Biologi-

cally, mean population fitness being zero corresponds to extinction, and change in

mean phenotype is undefinable when the population ceases to exist.

It is common to treat mean population fitness (w) as a constant, even when

individual fitness (w) is a random variable. This is done, for example, in both the

Wright-Fisher and Moran models of genetic drift. This assumption, though, is made

purely for the sake of simplifying the mathematics – nobody expects w to be

Table 2.1 Symbols and notation

Symbol Meaning

N Population size

f Phenotype of an individual

d Difference between the mean phenotype of an individual’s offspring and that

individual’s phenotypebd Expected mean value of d in the population

w Fitness of an individual

O w
w conditional on w 6¼ 0

x Number of immigrants divided by deme size

e Number of emigrants divided by deme size

X Number of immigrants divided by per capita deme growth rate

R Per capta deme growth rate

HðwÞ Harmonic mean of w

X or Ave(X) Average value of X across some set of individualsbA or E(A) Expected value of random variable A
2X½ �½ � Variance in the value of X across some set of individuals
2A
� �� �

Variance in random variable A

X;Y½ �½ � Covariance, over a set of objects, between the values of X and Y

A;Bh ih i Covariance, across all possible outcomes, between random variables A and B
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constant in most real populations. We will thus treat mean population fitness as

another random variable. As we show below, relaxing this seemingly inoffensive

assumption exposes an entire class of evolutionary processes that are otherwise

invisible.

Acknowledging that both w and w are random variables complicates our inter-

pretation of bO. The expected value of a ratio of random variables can behave in

surprising ways. For instance, given random variables a and b, it can be the case that
the expected value of ab and that of

b
a are both greater than 1. Rice (2008) showed that

expected relative fitness can be written as an infinite series, the terms of which

contain moments of the individual fitness distributions. When the fitness values of

different individuals are independent, then this series can be written as:

bO ¼ bw
HðwÞ �

2w
� �� �
Nbw2

þ
3w
� �� �
N2bw3

�
4w
� �� �
N3bw4

þ � � � (2.2)

Substituting this series into the first term on the right-hand side of Eq. (2.1)

yields:

cD�f ¼ ½½f; ŵ��
Hð�wÞ � f; 2w

� �� �� �� �
Nbw2

þ f; 3w
� �� �� �� �

N2bw3
� f; 4w

� �� �� �� �
N3bw4

þ � � � (2.3)

The iwh ih i terms in Eqs. (2.2) and (2.3) are the central moments of an individual’s

fitness distribution (hh2wii being the variance, and hh3wii being the third central

moment, etc.). Eq. (2.3), thus, shows how different aspects of the shapes of

individual fitness distributions contribute to directional evolution.

The standard interpretation of selection is captured by the first term on the right-

hand side of Eq. (2.3), which contains the covariance between phenotype and

expected fitness ( f; ŵ½ �½ �). All of the subsequent terms, involving the various

moments of the fitness distribution, represent directional stochastic effects in

evolution. Note that these disappear if we treat fitness as a fixed value, since, in

that case, all of the iwh ih i terms are zero.

To illustrate how these directional stochastic effects influence evolution, we

consider the second term, containing the covariance between phenotype and vari-

ance in fitness ( f; 2w
� �� �� �� �

). This term is negative (as are all terms involving

even-valued moments) – telling us that there is a force pulling the population

toward phenotypes with minimum variance in fitness.

Figure 2.2 illustrates schematically how a population can be pulled toward

phenotypes that minimize variance in fitness. The figure shows a case in which

two different phenotypic values have the same expected fitness (i.e., the same bw),
but different variances in their fitness distributions (i.e., different values of hh2wii).
The key is to note that the magnitude of change in mean phenotype is inversely

proportional to mean population fitness (�w). Thus, in case (B), when individuals

with f ¼ 0 have low fitness (and thus they decrease in frequency), the change in

mean phenotype is relatively large, because �w is low in that case. By contrast, when
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f ¼ 0, individuals are doing well (and thus increasing in frequency), their increase

is relatively small because �w is larger in this case (A). The result is that, even though

mean phenotype increases half of the time and decreases half of the time, the step

sizes are different – large when f increases and small when it decreases – leading to

a net positive expected change.

This example illustrates the basic principle underlying directional stochastic

evolution. When population growth rate (here captured by �w) is large, the step

size in evolutionary change tends to be smaller than when growth rate is low.

Strategies that contribute disproportionately to variation in population growth rate

(such as the strategy f ¼ 0 in Fig. 2.2) thus tend to take smaller steps when they

increase than when they decrease in frequency. In Fig. 2.2, the expected fitness

values (bw) are the same for the two strategies, so there is no directional selection

acting. If this is not the case, then the expected change is a function of both selection

and the directional stochastic effects.

Note that, in Eq. (2.3), the terms on the right-hand side are each divided by

increasing powers of population size (N). This is because Eqs. (2.2) and (2.3)

assume that each individual’s realized fitness is independent of that of other

individuals. This is what we expect when variation in fitness is due to pure

demographic stochasticity. In such cases, the strength of directional stochastic

evolutionary effects declines with increasing population size. By contrast, when

variation in fitness is due to stochastic environmental variation, such that all

individuals with a particular phenotype either do well or poorly together, then

directional stochastic effects remain strong even in large populations (Rice 2008).

Though we have discussed only the effects of variance, it is clear from Eq. (2.1)

that all of the moments of an individual’s fitness distribution can influence
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Fig. 2.2 A simple case of directional stochastic evolution. Individuals with phenotype (f) of
0 leave two descendants or none, each with probability 0.5. Individuals with phenotypic value 1
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evolution. To see the general pattern, note that the terms containing even moments

(2nd, 4th, etc.) are all negative, while those containing odd moments are positive.

Since even moments measure symmetrical spread about the mean, and odd

moments measure asymmetry, we can say that directional stochastic evolution

tends to shift populations toward phenotypes with minimum symmetrical variation

in fitness and maximum positive skewness in fitness.

Finally, we note that even the selection term in Eq. (2.1) is influenced

by stochasticity. The H(wÞ in the denominator of the first term on the right-hand

side represents the harmonic mean of �w. Because the harmonic mean is strongly

influenced by small values, this term will get smaller as the variance in �w increases –

thus amplifying the selection differential (Rice 2008). Since �w is the mean of a finite

set of individuals, its variance is expected to go up as population size declines

(corresponding to taking the mean of a smaller sample). Thus, the expected change

due to selection will tend to increase as population size gets very small. Note,

though, that the variance in Df will also increase in small populations, so it will

be necessary to examine a large number of cases to see the amplifying effect on

the mean.

2.4 Stochastic Migration

Migration, like fitness, influences population growth. We thus might expect that

stochastic variation in migration rates will generate the same kinds of directional

evolutionary effects that we saw with stochastic fitness. The general equation for

change in mean phenotype in an open population (one subject to immigration and

emigration) is (Rice and Papadopoulos 2009):

cDf ¼ f;dbOh ih i
þ bdd;dbO	 
	 


þ dd;dOh ih i þ bd þ g;Xh ih i þ bX bg� bd� �
: (2.4)

Here, the left superscript ds indicate that the values are measured within a deme –

a subpopulation subject to migration.

The various terms in Eq. (2.4) capture all of the ways that selection, transmis-

sion, and migration can influence directional change. We will focus here only on the

last term on the right-hand side, X̂ bg� bd� �
(Rice and Papadopoulos (2009) present

the full derivation, and discuss the meaning of each of the terms). bg� bd� �
is simply

the difference between the expected phenotype of immigrants and that of native

offspring who stay in the deme. The expected relative immigration rate is captured

by bX, which is the expected value of the number of immigrants divided by the total

deme growth rate.

Note that the number of immigrants directly influences the deme growth rate; sobX, like bO, is the expectation of the ratio of correlated random variables. Defining x
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and e as the numbers of immigrants and emigrants divided by deme size, we can

expand bX to yield:

bX �
bx

HðRÞ �
2x
� �� �
bR2

� w; xh ih ibR2
þ e; xh ih ibR2

: (2.5)

Equation 2.5 shows only the first- and second-order terms in the expansion, but

already we can see that directional evolution will be influenced not only by the

expected immigration rate (bx), but also by the variance in immigration (hh2xii), the
covariance between immigration and fitness within the deme (hh �w; xii), and

the covariance between immigration and emigration (hhe; xii).
Focusing on the variance in immigration rate ( h2xii�

), the fact that the second

term on the right-hand side of Eq. (2.5) is negative shows that increasing the

variance in migration reduces the impact of migration on directional change. This

effect is illustrated in Fig. 2.3 (the numbers are from Fig. 2.3a in Rice and

Papadopoulos (2009)).

Figure 2.3 shows the consequences of changing the variance in immigration rate

in a continent–island model, where evolution on the island is a consequence of both

local selection and migration from the continent. Here, selection on the continent

favors phenotypic value zero (white) while selection on the island favors pheno-

typic value 1 (black). In all cases, the expected number of migrants from the

continent to the island is two per generation. The distribution of migration rates

varies though, from a case with relatively low variance (case 1, in which either one

or three immigrants arrive, each with probability 0.5) to a case of very high variance

(case 5, in which 200 immigrants may arrive at once, but none arrive in most

generations).
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Fig. 2.3 The effect of changing the variance in immigration rates in a continent–island model.

The bar graphs show the distribution of immigration rates to the island, ranging from low variance

(case 1) to very high variance (case 6). In each case, the mean immigration rate is two individuals

per generation. Selection on the continent favors a phenotypic value of 0, while selection on the

island favors a phenotypic value of 1. In the lower figures, mean phenotype is indicated by

shading, with 0 being white and 1 being black
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In the example shown, selection on the island favors a phenotypic value of 1

(black), but with a mean immigration rate of two individuals per generation and low

variance, the equilibrium mean phenotype on the island is only 0.29. Increasing the

variance in migration rate (while holding the mean rate constant) significantly

increases the degree to which the island population can diverge from the continental

population.

We thus see that the potential for local adaptation is a function not only of

expected migration rates, but of the entire distribution of rates at which individuals

arrive or depart. The reason that high variance in immigration rate reduces the

impact of migration relative to selection is that when many immigrants arrive

together, deme growth rate (here defined as R, which combines reproduction within

the deme with immigration and emigration) is large. Large R (just like large �w in the

example in Fig. 2.2) reduces the magnitude of change in mean phenotype.

This result also has consequences for speciation. A number of authors (Schluter

2001; Rundle and Nosil 2005; Fitzpatrick et al. 2009) have noted that pure allopat-

ric or pure sympatric speciation are extreme cases, and that many actual cases of

speciation will involve alternation of allopatry and sympatry. The result presented

above illustrates that even if the average migration rate is held constant, lengthening

the time between immigration pulses (even when those pulses involve more

individuals) greatly increases the opportunity for the fixation of traits that facilitate

reproductive isolation.

Finally, these results have consequences for our interpretation of traditional

migration models. In nearly all natural populations, there will be variation in

migration rates. The fact that such variation reduces the impact of migration

relative to selection means that models that treat migration as a single parameter

(and thus assume no variance in migration rates) will always tend to overestimate

the relative importance of migration as an evolutionary force.

2.5 Stochastic Inheritance

Unlike reproduction and migration, the degree to which offspring resemble their

parents does not directly influence population size. Stochastic variation in inheri-

tance, thus, does not lead to the kind of directional stochastic evolution that we see

in the cases of fitness and migration. In fact, so long as inheritance is independent of

fitness or migration rates, we need not know anything more than the expected

phenotype of offspring in order to calculate
cDf. The situation changes, though, if

inheritance covaries with selection.

Though it is generally treated as a fixed parameter in quantitative genetic

models, heritability often changes as a function of the environment in which

organisms develop (Merila and Sheldon 2001; Charmantier and Garant 2005;

Wilson et al. 2006). We thus expect that, to the extent that the environment is

stochastic, so will be heritability. More significantly, if any of the environmental

factors that influence heritability also influence fitness, then we expect heritability
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and fitness to covary. That this happens in many natural populations is suggested by

the observation that environments that confer low fitness also tend to confer low

heritability (Charmantier and Garant 2005; Wilson et al. 2006).

To illustrate how covariation between heritability and selection can influence

evolution, we consider a simple case. Following the standard assumption of quan-

titative genetics, we assume that the mean phenotype of offspring is a linear

function of parental phenotype (or, properly, midparent phenotype). This assump-

tion allows us to capture inheritance with a single term, heritability (h2), defined as

the slope of the linear regression of offspring phenotype on midparent phenotype.

We could just as well use the covariance between offspring and midparent pheno-

type – which is the “additive genetic variance”. (Note that, for sexually reproducing

organisms, an “individual” parent with respect to Eq. (2.1) is really a mated pair,

with f being the mean phenotype of the pair. We were thus tacitly already using

“midparent” phenotype.)

Inheritance enters into Eq. (2.1) through the term d, the difference between the

mean phenotype of an individual’s offspring and that individual’s own phenotype.

Under the standard quantitative genetics assumptions, d can be derived from the

parent’s phenotype and population wide heritability, as shown in Fig. 2.4.

The key results, derivable from Fig. 2.4, are that, under the quantitative genetics

assumptions, d ¼ (h2 � 1)(f� f) and
bd ¼ 0. Substituting these results into

Eq. (2.1) and simplifying yields:

cDf ¼ bh2 f; bOh ih i
þ f; h2;O

� �� �� �� �
(2.6)
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Fig. 2.4 (a) The relationship between d and heritability (h2) under the assumptions of quantitative

genetics. Heritability is the slope of the regression of offspring phenotype on midparent phenotype.

For a given midparent phenotype (f), df is the vertical distance between the 45� line (defined by

f� ¼ f) and the regression line. (b) When heritability is stochastic, the regression of offspring on

parents becomes a random variable – having a distribution of possible slopes, rather than a single

slope
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The first term on the right-hand side of Eq. (2.6), bh2½½f; bO��, is just the expected
heritability multiplied by the selection differential. This is written “h2S” in quanti-

tative genetics (S is the selection differential), so the first term is just the standard

“breeder’s equation”.

The second term on the right of Eq. (2.6), f; hhh2;Oii½ �½ �, captures the evolution-
ary consequences of covariation between heritability and selection. This term is

read as: the covariance across the population (frequency covariance) between an

individual’s phenotype (f) and the covariance (probability covariance) between

that individual’s relative fitness and heritability of f. (Note that the distinction

between frequency and probability covariance is critical here).

Figure 2.5 shows one way that covariation between heritability and selection can

influence the outcome of evolution. In this example, the environment that a

population experiences varies unpredictably across generations such that, in any

one generation, there is a 50% chance of experiencing Environment 1 and a 50%

chance of experiencing Environment 2. (e.g., these might correspond to wet and dry

years experienced by an annual plant). The solid lines show the fitness in each

environment as a function of phenotype, and the dashed line shows the expected

fitness across both environments.

If heritability is equal in both environments, then the evolutionary equilibrium

is (in this case) the strategy that maximizes mean fitness. This outcome changes

when heritability covaries with the selective regime. If heritability is higher in

Environment 2
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Fig. 2.5 Illustration of one consequence of covariation between selection and heritability.

Heritabilities in Environments 1 and 2 are represented by h21 and h22, respectively. The arrows
and vertical dotted lines indicate the equilibrium phenotype for the case of constant heritability

(h21 ¼ h22 ¼ 0:5) and the case in which heritability covaries with the environment

(h21 ¼ 0:6; h22 ¼ 0:4). The equilibria were calculated from (2.6) under the assumption that the

population variance is low enough that the regressions of fitness on phenotype are approximated

by the slopes of the fitness curves
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Environment 1 than in Environment 2, then the equilibrium shifts to a point where

the population is much better adapted to Environment 1.

Biologically, this is because selection is more efficient at driving evolution in the

environment in which heritability is higher. Mathematically, we can see how this

result follows from Eq. (2.6) by noting how hhh2; bOii varies with phenotype. For

individuals with large values of the trait, near the optimum for Environment 1, high

fitness (Environment 1) co-occurs with high heritability (also Environment 1), so

hhh2; bOii> 0. By contrast, for individuals with lower values of the trait, near the

optimum for Environment 2, high fitness co-occurs with low heritability, so

hhh2; bOii< 0. Thus f; hhh2;Oii½ �½ � is positive, shifting the population toward higher

phenotypic values.

Two points should be noted from this example: First, covariance between herita-

bility and selection shifts the equilibrium substantially toward the optimal phenotype

for Environment 1, and substantially away from the optimum for environment 2.

Thus, even though the population encounters Environment 2 roughly half of the time,

and has significant heritability in that environment, it ends up rather poorly adapted

to Environment 2. Second, the equilibrium does not maximize �w. This example thus

illustrates that, even with frequency-independent selection, mean population fitness

is not necessarily maximized when fitness and heritability are stochastic.

2.6 Conclusions

Many of the factors that influence evolution, including individual fitness, migration,

and genetic transmission, are inherently stochastic. For the sake of mathematical

simplicity, many evolutionary models treat some or all of these factors as deter-

ministic, on the assumption that any stochasticity in real systems will simply add

noise to the outcome, without changing the expected value.

We have demonstrated that, contrary to the common assumption, stochastic

variation in fitness or migration, even when that variation is completely symmetri-

cal, imposes a directionality on evolution that is not apparent in deterministic

models. Stochastic heritability, while not directional itself, can significantly influ-

ence adaptation when heritability covaries with selection.

In this chapter, we have chosen only a few examples for the sake of illustration.

However, the number of terms in Eqs. (2.1) and (2.4), and the fact that each of these

terms can be expanded as in Eqs. (2.2) and (2.5), suggest that we have only

scratched the surface in the study of directional stochastic effects in evolution.
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Chapter 3

Evolution of Self-Fertile Hermaphrodites

Ronald E. Ellis and Yiqing Guo

Abstract Self-fertile hermaphrodites have evolved in several independent lineages

of nematodes. Surprisingly, both C. elegans and C. briggsae have recruited

members of the large family of F-box genes to promote hermaphrodite develop-

ment. However, C. elegans FOG-2 and C. briggsae SHE-1 have different biochem-

ical functions, and each was created by a unique series of gene duplications. Despite

these differences, they share a common target – the transmembrane receptor TRA-2,

which plays a central role in the sex-determination pathway. When tra-2 activity is
knocked down in the male/female species C. remanei, some of the animals develop

as hermaphrodites, but are unable to self-fertilize. This defect is due to the

inability of their sperm to auto-activate, since knocking down a second gene that

blocks sperm activation leads to self-fertility. Based on these results, we propose

that hermaphroditic reproduction is a complex trait, because it requires the

independent coordination of different regulatory pathways, one controlling sex-

ual development and the other controlling sperm activation. Further analysis of

the evolution of these hermaphrodites should reveal how novel traits first arise

during evolution.

3.1 Animal Species with Self-Fertile Hermaphrodites Are Rare

3.1.1 The Androdioecious Lifestyle Is Adapted for Colonization

In androdioecious species, some individuals are males and others are hermaphrodites.

Early models for the origin of androdioecy focused on flowering plants, where

evidence suggests that ancestral populations consisted entirely of hermaphrodites

R.E. Ellis • Y. Guo
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(reviewed by Charlesworth and Charlesworth 1978). Since most hermaphroditic

plants can either cross-pollinate or self-pollinate, it seemed likely that males subse-

quently arose by acquiring mutations that eliminated female reproductive structures

and their associated costs. This idea fit in well with other analyses of the cost of sexual

reproduction.

Work with animals has reopened this problem (reviewed by Pannell 2002; Weeks

et al. 2006a). First, hermaphrodites from androdioecious species appear to be

modified females, which lack the male reproductive structures needed to inseminate

other individuals. Hence, these androdioecious species must have arisen from male/

female ancestors through modification of the female sex. Second, these herma-

phrodites cannot cross-fertilize, but instead only self or mate with males. As a result,

a population of purely hermaphroditic animals should become completely inbred.

Given this scenario, what advantage could self-fertility confer on animals that

would overcome the cost of inbreeding depression? Darwin (1876) suggested that

selfing might aid in colonization, and this idea was elaborated on by Baker (1955,

1967). A beautiful example involves the European tadpole shrimp, which has male/

female, male/hermaphrodite and purely hermaphroditic populations (Zierold et al.

2007). Phylogenetic studies indicate that much of the continent was repopulated by

hermaphrodites following the retreat of glaciers at the end of the last ice age. By

contrast, male/female populations remain more common in ancient refuges in

Iberia. These data support the commonsense notion that hermaphrodites should

excel at colonization, since a single individual can found a new population.

3.1.2 In Some Taxa, Androdioecy Has Evolved Repeatedly

Although the advantages of self-fertility might seem beneficial to all species that

frequently colonize new environments, androdioecy is extremely rare in both plants

and animals (Charlesworth and Charlesworth 1978; Pannell 2002). However,

despite this general trend, certain taxa have exhibited repeated, parallel evolution

of this mating system. For example, nematodes have undergone independent

evolution of androdioecious mating systems on numerous occasions (Kiontke and

Fitch 2005), and even in the genus Caenorhabditis, androdioecy has evolved in

at least three different species (Fig. 3.1, Cho et al. 2004; Kiontke et al. 2004,

K. Kiontke, M.-A. Félix, M. Ailion, and D. H. A. Fitch, pers. comm.). Branchiopod

crustaceans have also produced many androdioecious species, like the clam shrimp

Eulimnadia texana (Sassaman and Weeks 1993) and other members of its genus

(Weeks et al. 2006b), or the tadpole shrimp Triops cancriformis (Zaffagnini and
Trentini 1980). Phylogenetic studies imply that androdioecy also evolved indepen-

dently in several of these cases (Weeks et al. 2009).

By contrast, only one self-fertilizing hermaphrodite is known among the verteb-

rates – the fish Kryptolebias (formerly Rivulus) marmoratus (Turner et al. 1992).
Thus, certain taxa are predisposed to the origin of self-fertilizing hermaphrodites,

whereas other taxa are not.
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The parallel evolution of androdioecy makes it an ideal model for the origin of

complex traits, since theories about how change occurs can be tested by compara-

tive analyses of related species. This task is facilitated in nematodes by the recent

origin of selfing in several Caenorhabditis lineages. Finally, the lack of

androdioecy in other taxa makes it an excellent model for probing the role that

developmental biases play in evolutionary change.

3.2 C. elegans Is a Model for Self-Fertile Hermaphrodites

The nematode C. elegans was originally selected as a model for studying develop-

ment and neurobiology (Brenner 1974). One of the key advantages Sydney Brenner

considered was the fact that these animals are androdioecious (Nigon 1949), since

the ability of hermaphrodites to self-fertilize dramatically simplifies mutant

screens. Eventually, C. elegans also became a model for the genetic control of

sexual identity (reviewed by Goodwin and Ellis 2002), and for the population

dynamics of hermaphrodites (reviewed by Barriere and Felix 2005).

3.2.1 The Hermaphrodite Soma Is Essentially Female
in Structure

In C. elegans, about a third of all cells are sexually dimorphic (Fig. 3.2, reviewed

by Zarkower 2006). For example, some hypodermal cells produce the vulva

in hermaphrodites, but do not divide in males (Fig. 3.2, purple structure). Many

muscles are also sexually dimorphic, such as the hermaphrodite sex muscles, which

control the opening of the vulva (Fig. 3.2, orange cells). Moreover, some neurons

are specific to one sex or the other; in particular, the HSN neurons innervate the sex

Fig. 3.1 Hermaphrodites

evolved independently in

C. elegans and C. briggsae.
Maximum Likelihood tree

prepared by Cho et al. (2004).

Androdiocious lineages are

maroon. All branches are

significantly positive

(P < 0.01)
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muscles and control egg laying in hermaphrodites, but die in males (Fig. 3.2, red

cells). As one might expect, the gonads of the two sexes also differ dramatically; the

hermaphrodite ovotestes is a bilobed structure devoted to nurturing oocytes,

whereas the male testes has a single lobe that connects to the cloaca and is

specialized for nurturing spermatocytes (Fig. 3.2, gray structures). Even the intes-

tine differs between the sexes. In hermaphrodites, it produces yolk (Fig. 3.2, dark

green) but in males it does not (Fig. 3.2, light green).

Examination of females from related species of Caenorhabditis reveals that they
are almost identical to C. elegans hermaphrodites, with one exception – the

hermaphrodites produce sperm when they are young, but females do not.

3.2.2 The Hermaphrodite Germ Line Produces Sperm
as well as Oocytes

In hermaphroditic nematodes, the first germ cells begin to differentiate during

the fourth and final larval stage, and become spermatocytes. Later, the animals

switch to oogenesis after molting into adults. Since this switch is irrevocable,

each hermaphrodite must produce all of the self sperm it will need during larval

development. Furthermore, the timing of the switch is of critical importance.

Mutants that undergo extended spermatogenesis cannot compete with the wild

type, despite the fact that they produce more self-progeny, because the delay in

beginning oogenesis is too costly (Hodgkin and Barnes 1991).

Fig. 3.2 Nematode hermaphrodites are modified females. Ventral views of each adult sex, with

anterior to the left. The digestive system is colored light green, except for the female and

hermaphrodite intestines, which are dark green to denote the production of yolk. The HSN neurons

are red, the sex muscles orange, and the vulva purple. In each sex, the somatic gonad is grey, with
oocytes colored pink and male germ cells light blue for spermatocytes and dark blue for sperm. For

clarity, the mitotic and early meiotic germ cells are not included in the diagram, since they appear

similar in each sex
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3.2.3 Genes That Regulate Sex-Determination Influence
Hermaphrodite Development

The genetic control of sex determination in C. elegans is now understood in great

detail (Fig. 3.3, reviewed by Goodwin and Ellis 2002; Zarkower 2006). Briefly, it

involves three steps.

First, a group of genes responds to the difference in X chromosome dose to

regulate XOL-1. In males, XOL-1 is active and represses the SDC genes, thus

blocking dosage compensation and allowing the expression of the secreted protein

HER-1. In hermaphrodites, XOL-1 is inactive, which allows dosage compensation

to proceed and blocks the production of HER-1. Second, sexual identity is coordi-

nated by HER-1. In males, HER-1 diffuses throughout the body and inactivates the

TRA-2 receptor. In hermaphrodites, the absence of HER-1 allows TRA-2 to direct

female development in each cell. Third, a signal transduction cascade controls the

activity of the master transcription factor TRA-1 in each cell. In males, the FEM

proteins promote the ubiquitinylation and degradation of TRA-1 (Starostina et al.

2007), whereas in hermaphrodites, TRA-2 downregulates the FEM proteins, so that

Fig. 3.3 Nematode sex determination pathways. Genes promoting spermatogenesis are shown in

blue, and those promoting oogenesis in pink. Positive interactions are indicated with an arrow,
negative interactions with a barred line, and relatively weak interactions with a thin line.
Regulatory circuits that specifically promote hermaphrodite spermatogenesis are boxed. For

simplicity, some genes that regulate sexual development in germ cells are not pictured (reviewed

by Ellis 2008)
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TRA-1 can be processed into a repressor that blocks male cell fates (Schvarzstein

and Spence 2006).

These sex-determination genes act throughout the body, so additional regulatory

interactions are needed in the germ line, to allow hermaphrodites to make sperm.

These germline regulators control the expression of fog-3 during larval develop-

ment, which must occur in XX hermaphrodites, but is not observed in XX females

(Chen et al. 2001). FOG-3 itself cooperates with FOG-1 to promote spermatogene-

sis (Barton and Kimble 1990; Ellis and Kimble 1995).

3.2.4 The F-Box Protein FOG-2 Specifies Hermaphrodite
Development in C. elegans

The fog-2 gene plays a critical role in hermaphrodite development, since the

mutants form male/female strains (Schedl and Kimble 1988). FOG-2 interacts

with the translational regulator GLD-1 (Clifford et al. 2000), which in turn binds

tra-2 messenger RNAs (Fig. 3.3, Jan et al. 1999). Because FOG-2 and GLD-1

repress the translation of tra-2, they lower the overall activity of the gene enough to
allow spermatogenesis to proceed during larval development.

Several questions about these genes remain unanswered. First, since GLD-1 is a

STAR protein that normally represses its RNA targets (Jones and Schedl 1995),

why does it require FOG-2 as a cofactor? Along the same lines, since FOG-2 is an

F-box protein that can interact with SKR-1, why doesn’t it cause the degradation

of GLD-1? Finally, is either GLD-1 or FOG-2 activity modulated in adult

hermaphrodites to allow the beginning of oogenesis?

3.3 In C. briggsae, a Novel F-Box Protein Specifies

Hermaphrodite Development

Although fog-2 plays a central role in hermaphrodite development in C. elegans, it
has no ortholog in C. briggsae (Nayak et al. 2005). To learn how C. briggsae XX
animals become hermaphrodites, we screened for mutations that create male/

female strains (Guo et al. 2009). All of the mutations we identified were recessive

and failed to complement each other. Since they mapped to a new location, we

named the gene she-1, for spermless hermaphrodites.

By constructing double mutants with alleles of other genes that control sex

determination, we showed that she-1 acts upstream of tra-2 to repress its activity,

much as fog-2 does in C. elegans (Fig. 3.3, Guo et al. 2009). However, she-1
seemed unlikely to work directly with gld-1, because gld-1 promotes oogenesis

in C. briggsae (Nayak et al. 2005), whereas it promotes spermatogenesis in

C. elegans.
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3.3.1 SHE-1 Is a Novel F-Box Protein

Thus, to learn how she-1 controls sexual development, we used SNP mapping to

clone the gene (Guo et al. 2009). After narrowing the region that could contain she-1
to about 100 kb, we used RNA interference to test candidate genes, and confirmed

our identification by sequencing DNA frommutant strains, all of which turned out to

have lesions in she-1. This work showed that the sequenced genome (Stein et al.

2003) and existing SNP database (Hillier et al. 2007) could be used to identify

C. briggsae genes that had been known only through mutations.

We found that she-1 encodes a novel F-box protein. Genetic tests had indicated

that SHE-1 was unlikely to interact with GLD-1, and yeast two-hybrid data

confirmed this prediction. Thus, SHE-1 and FOG-2 have distinct biochemical

activities. Two results suggest that SHE-1 functions like most other F-box proteins.

First, the v35 missense mutation alters a conserved residue in the F-box, which

implies that this domain is essential for function. Second, yeast two-hybrid assays

show that SHE-1 can bind to SKR-1, a component of E3 ubiquitin-ligase

complexes. Moreover, this interaction is abolished by the v35 missense mutation.

Thus, SHE-1 is likely to regulate development by controlling the ubiquitinylation

and degradation of a target protein. So far, the direct target remains unknown,

although it must regulate TRA-2 activity.

3.3.2 In she-1 Null Mutants, the Environment Determines
Sexual Development

Some of the she-1 alleles we identified are molecular null alleles; in particular, v49
is an early stop mutation, and vDf2 deletes most of the gene. Like other she-1
mutations, these alleles are temperature sensitive – at 25� all XX animals develop

as females, but at 15� about half of them become hermaphrodites. Thus, prior to

the origin of she-1, the development of XX animals in C. briggsae might have

responded to environmental conditions, so that they became females in some

circumstances and hermaphrodites in others. If so, this ability might have helped

them navigate the period of inbreeding depression that should occur during the

transition from a male/female species to a purely androdioecious one.

3.3.3 The she-1 Gene Was Created by a Recent Gene
Duplication Event

One of themost common paradigms for evolutionary change involves the alteration of

the cis regulatory sequences that control the expression of critical genes (Weatherbee

et al. 1999; Prud’homme et al. 2006; Williams et al. 2008; Chan et al. 2010).
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Such changes can create new regions of expression, while at the same time preserv-

ing all of the ancestral functions of the gene. Although gene duplications are known

to play a significant role in evolution, the most striking examples of recent

duplications involve structural genes (e.g., Zhang et al. 2002).

However, our studies show that hermaphrodite development in C. briggsae
depends on she-1, a gene created by a recent duplication event (Fig. 3.4). Further-

more, hermaphrodite development in C. elegans also relies on a gene created by a

Fig. 3.4 Independent gene duplications regulate hermaphrodite development. Maximum likeli-

hood tree of select F-box genes (Guo et al. 2009), flanked by diagrams of the she-1 and fog-
2 genomic regions (above and below, respectively). In the phylogeny, C. briggsae proteins are

shown in red, C. elegans proteins in blue, and C. remanei proteins in green. In the diagrams, the

chromosomes are gray, C. briggsae F-box genes are red,C. elegans F-box genes are blue, and non-
F-box genes are gray. Arrows connect exons and point toward the 30 end of each gene
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recent duplication (Fig. 3.4, Clifford et al. 2000). Surprisingly, these genes were

both recruited from the F-box family, even though they appear to have distinct

biochemical functions. Why should this one family have produced evolutionary

novelties in two independent lineages? In nematodes, the F-box genes form one of

the largest and most rapidly diversifying families (Thomas 2006). If a large number

of F-box genes are constantly being created by duplication and altered by mutation

and drift, these high numbers should increase the odds that some family members

will adopt novel functions.

In addition, the structure and function of regulatory pathways might also influ-

ence the types of change that occur during evolution. Many of the models now

being studied involve changes in spatial patterning (Weatherbee et al. 1999;

Prud’homme et al. 2006; Williams et al. 2008; Chan et al. 2010). In one respect,

the recruitment of tissue-specific regulatory genes like fog-2 or she-1 is analogous

to the tissue-specific changes in enhancers seen in other systems. However, her-

maphrodite development requires more than altering the sex-determination path-

way in the germ line but not the soma; it also involves precise temporal regulation.

To allow for self-fertilization, the hermaphrodite germ line first produces male

cells, and later makes female cells. Thus, the relative activity of genes in the sex-

determination pathway must be able to flip around the time the animals molt into

adults. Perhaps the recruitment of genes like she-1 and fog-2 allowed this flip by

lowering the activity of tra-2 without eliminating it. Thus, investigating additional

evolutionary changes that involve developmental timing or heterochronic

phenotypes might broaden our understanding of how regulatory pathways evolve.

3.3.4 The tra-2 Gene Might Be a Hot Spot for Changes
to the Sex-Determination Pathway

In fruit flies, almost all of the changes that have altered trichome patterns during

evolution affect the transcription factor Shavenbaby (McGregor et al. 2007). This

gene probably plays a privileged role because it acts at a nexus in the pathway that

controls trichome development (reviewed by Stern 2007; Stern and Orgogozo

2009). Upstream genes that regulate the expression of shavenbaby are highly

pleiotropic, so mutations that affect them are likely to be deleterious. Downstream

mutations affect the structure of trichomes themselves, and might damage them.

However, mutations in the shavenbaby promoter affect where the gene is expressed,

and thus where the developmental subprogram that produces trichomes is active.

These favorable conditions appear to make it a hotspot for evolutionary change.

Since independent genes that regulate hermaphrodite development impinge on

the sex-determination pathway at tra-2 (Fig. 3.3), it also appears to be a hotspot.

However, TRA-2 is not a transcription factor, so the reason it is favored must be

different. We note that the genes that act upstream of TRA-2 influence tissues

throughout the body through the secreted protein HER-1, whereas TRA-2 is a
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cell-autonomous receptor. Hence, only tra-2 or downstream genes are likely to be

altered to create the hermaphrodite germ line. Perhaps tra-2 is the most likely target

because it controls two separate branches of the sex-determination pathway

(Fig. 3.3).

3.4 The Origin of Self-Fertility Requires Two Separate

Adaptations

To test our model that small decreases in tra-2 activity can create self-fertile

hermaphrodites, we studied the male/female species C. remanei (Baldi et al. 2009).

3.4.1 Lowering the Activity of tra-2 Allows Sperm Production
in XX Females

Although the complete inactivation of the sex-determination gene tra-2 transforms

XX animals into imperfect males (Hodgkin and Brenner 1977), we used a low dose

for RNA interference that only partially knocked down its activity. In C. remanei,
this treatment produced a range of weaker phenotypes among the XX progeny. Most

importantly, we found individuals with a normal female soma that produced sperm

while young, and oocytes when older (Baldi et al. 2009). Although these animals

strongly resembled C. elegans hermaphrodites, they were not self-fertile (Fig. 3.5).

Thus, we refer to them as pseudohermaphrodites.

3.4.2 Altering tra-2 Activity Is Not Sufficient to Activate Sperm
in XX Animals

Closer analysis of the pseudohermaphrodites showed that their sperm neither

activated nor moved into the spermatheca, but were lost following the first ovulation

(Fig. 3.5). In C. elegans, hermaphrodite sperm must be activated to fertilize oocytes

and avoid being lost when pushed into the uterus during ovulation (reviewed

by L’Hernault 2006). Thus, we dissected individual pseudohermaphrodites, and

found that their sperm were indeed inactive, but could be activated by treatment

with pronase. Taken together, these results implied that pseudohermaphrodites

were not self-fertile because their spermatids could not self activate.

In C. elegans, male seminal fluid can activate sperm (reviewed by L’Hernault

2006). Thus, we tested our hypothesis by crossing pseudohermaphrodites with

sterile males or C. elegans males. In both crosses, male seminal fluid activated

sperm in the pseudohermaphrodites, leading to fertilization and the production of

self progeny. These results imply that altering the sex-determination pathway is

necessary to create hermaphrodites, but not sufficient for self-fertility.
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3.4.3 The swm-1 Genes Plays a Conserved Role in the Activation
of Caenorhabditis Sperm

In C. elegans, the swm-1 gene prevents the premature activation of sperm in males

(Stanfield and Villeneuve 2006). It encodes a protease inhibitor with two TIL

domains, which suggests that the ability of proteases to activate sperm in vitro

reflects normal regulation in vivo. In addition, genetic tests indicated that swm-1
also plays a weak role in hermaphrodites. Thus, we analyzed the function of swm-1
in the male/female species C. remanei.

Each of the nematode species in Fig. 3.1 has a single swm-1 gene with a highly

conserved sequence (Baldi et al. 2009). In addition, the two hermaphroditic species

have independent and highly divergent duplications of swm-1 that have no known

function. We found that using RNA interference to knock down swm-1 in

C. remanei promotes the activation of male sperm, which implies that its function

has been conserved in nematodes.

Moreover, when both tra-2 and swm-1 were knocked down in C. remanei, some

of the XX animals developed as self-fertile hermaphrodites (Fig. 3.5, Baldi et al.

2009). Thus, tra-2(RNAi) XX pseudohermaphrodites are sterile because their sperm

Fig. 3.5 Two independent changes are required to produce hermaphrodites. Summary of

experiments that use RNA interference to alter the development of C. remanei females. The

diagrams use the same conventions as Fig. 3.2, but focus on the germ line, since it plays a central

role in self-fertilization. If only tra-2 is knocked down, the animals produce inactive sperm, which

are pushed into the uterus during ovulation and lost (left). If swm-1 is also knocked down, the

sperm activate; they can fertilize oocytes, and crawl back into the spermatheca to avoid being lost

(right)
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are unable to activate. Moreover, the swm-1 gene is expressed in these XX animals

and is capable of blocking sperm activation.

3.4.4 Two Independent Pathways Must Be Altered to Produce
Self-Fertile Hermaphrodites

These results imply that two independent pathways were altered during evolution to

create self-fertile hermaphrodites. One set of changes affected the sex-determination

pathway, and led to the production of sperm during larval development in otherwise

female animals. The fog-2 gene plays a critical role in this process in C. elegans, and
the she-1 gene does so in C. briggsae. Additional genes that have not yet been

identified might assist them.

The second set of changes allowed the sperm produced by XX animals to activate

and fertilize oocytes. Although these changes could have been caused by mutations

in swm-1, the process of sperm activation involves a complex signal transduction

pathway (reviewed by L’Hernault 2006), and many other candidates exist. This

topic remains a wide-open area for research.

3.5 A Model for the Origin of Self-Fertility

Because the origin of hermaphrodites required the coordination of changes in at

least two independent pathways, self-fertility is a complex trait. The analysis of

intraspecies hybrids between C. briggsae and C. sp. 9 supports our conclusion that

multiple genes were involved in the origin of hermaphroditism (Woodruff et al.

2010). Thus, it provides a model for how other complex traits originated. Two types

of explanations seem possible.

In the first, the initial genetic change was neutral, and set the stage for mutations

affecting the second trait to sweep through the population. For example, mutations

that caused the expression of proteases in the female spermatheca might have

conferred the ability to active sperm. In a male/female population, these mutations

would probably be selectively neutral. They might have accumulated to low

frequencies, or become fixed in small, isolated populations. If so, mutations that

altered the sex-determination pathway could then have immediately led to self-

fertility.

In the second, these changes proceeded through a selectively favorable interme-

diate. For example, if nematodes of different species copulate as frequently in the

wild as they do in the laboratory, it is possible that “pseudohermaphrodites” would

have been able to reproduce using male seminal fluid to activate their own sperm. If

so, then an initial change that altered the sex-determination pathway might have

been advantageous on its own, even before the acquisition of a second mutation that

allowed incipient hermaphrodites to activate self-sperm on their own.
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In either scenario, the origin of self-fertility would push nematodes into a niche

that should favor additional changes. For example, the population would need to

eliminate recessive lethal mutations to minimize inbreeding depression (Dolgin

et al. 2007), the number of hermaphrodite sperm would have to be optimized

(Hodgkin and Barnes 1991), and the transition from spermatogenesis to oogenesis

would need to be sharpened to prevent the production of sexually ambiguous cells.

In addition, genomic databases imply that a large-scale reduction in genome size

occurs in androdioecious species, and comparative studies show the size of

spermatocytes declines in both androdioecious sexes (LaMunyon and Ward

1999). Finally, the structure of the sex-determination pathway itself might drift in

hermaphrodites, as shown by the differing importance of the fem genes in C. elegans
and C. briggsae (Hill et al. 2006).

To date, we know very little about which characteristics set the stage for the

independent, parallel evolution of hermaphrodites in many species of nematodes

and branchiopod crustaceans. One factor that might be important in nematodes is

their XO mating system. Because of it, XX females contain all of the genetic

information needed to make male tissues. By contrast, many animal species use

an XY mating system, so the XX females lack crucial genes on the Y chromosome

that might be needed for spermatogenesis. We know less about the sex-determina-

tion system in branchiopod crustaceans, but it seems likely that in the ancestral state

males were homozygous ZZ and females were heterozygous ZW (Weeks et al.

2010), which is consistent with our hypothesis. Other traits, such as a gonad that

would facilitate the ability of sperm in newly evolving hermaphrodites to find and

fertilize oocytes, might be critical as well.

Three factors should make this decade a golden age for evolutionary studies in

nematodes. We can now analyze the origin of a complex trait, and recreate it in the

laboratory. Moreover, a large suite of changes occurred in response to the origin of

hermaphrodites, and can be probed with genetic and genomic tools. Finally, these

changes happened recently, in several parallel lineages.
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Chapter 4

Insights into Eukaryotic Interacting

Protein Evolution

Sandip Chakraborty, Soumita Podder, Bratati Kahali, Tina Begum,

Kamalika Sen, and Tapash Chandra Ghosh

Abstract The overall molecular architecture of all organisms is mainly mediated

through the sophisticated coordination of protein–protein interactions. It has immensely

prospered the arena of systems biology providing an inclusive perspective of the

interrelationships between proteins. The evolutionary mechanisms of protein–protein

interaction networks are now being appreciated as a major factor in shaping their

present-day structures and properties. This chapter provides a systematic computational

framework for identifying important evolutionary forces within protein–protein inter-

action network by considering Saccharomyces cerevisiae and Homo sapiens as model

organisms. In summary, our works enlighten that in yeast protein interaction network,

evolutionary rate discrimination of date and party hub proteins are ascertained by

protein disorderness and presence of buried residue. For protein complex in interaction

network, evolutionary rate is mostly governed by complex forming ability though the

role of connectivity and expression level is also established. However, in case of

human, no such role of connectivity has been detected, rather multifunctionality,

protein domain coverage, as well as expression level are regarded as a major determin-

ing evolutionary forces in protein interaction network. Intriguingly, human complex

forming units offer an exclusive facet of non-hub proteins, which with a high

disorderness play a hub-like nature and involve in large complex formation.

4.1 Introduction

Networks of interacting proteins offer a global understanding of cellular functions

and biological processes. Over the last few years, proteome-wide studies for model

organisms such as Helicobacter pylori (Rain et al. 2001), Saccharomyces
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cerevisiae (Ito et al. 2001; Uetz et al. 2000), Caenorhabditis elegans (Li et al.

2004), and Drosophila melanogaster (Giot et al. 2003) have been performed to

have a profound vista of their respective biological systems. A systematic human

protein interactions was also screened by automated yeast two-hybrid (Y2H)

interaction mating (Stelzl et al. 2005) and are seen in orchestrating the metabolic,

signaling, and regulatory pathways in a cell (Raman 2010). With the development

of high-throughput interaction detection methods, rapid accumulation of large

amounts of protein interaction data has been now possible (Bader et al. 2003;

Salwinski et al. 2004; Prasad et al. 2009; Ceol et al. 2010), providing a comprehen-

sive insight into the assessment of cellular world via protein interactions. The

interaction networks exhibit “a small world property” (Watts and Strogatz 1998)

and affirm the presence of hubs, the elements connected to many other elements in

the network (Jeong et al. 2001; Kim et al. 2006). The spatial versus temporal

complexities in networks were factored out after designating the hubs as single-

interface hubs and multiple-interface hubs (Yeates and Beeby 2006) along with a

parallel subdivision of date hubs and party hubs correlating cellular expression with

their interacting partners (Han et al. 2004).

The topological features of interaction networks endow with a framework to

study protein deregulation in complex diseases (Rhodes et al. 2005; Goh et al. 2007;

Sam et al. 2007; Kar et al. 2009) and disease, non-disease gene inheritance (Gandhi

et al. 2006; Xu and Li 2006). Evolutionary considerations of the interacting proteins

unveil a negative correlation between connectivity and the rate of evolution of well-

conserved proteins (Fraser et al. 2002), and the latter was seen to be influenced by

the characteristic features of protein–protein interactions (Makino and Gojobori

2007).

Here, we described the evolutionary features of protein–protein interaction

network under the perspective of disorderness, hydrophobicity, multifunctionality,

and tissue specificity. We also shed light on the dependence of evolutionary rates of

monogenic and polygenic disease genes on their cellular coexpression pattern in

interaction network. Moreover, in the context of protein–protein interaction net-

work, we here, also analyzed the evolutionary pattern and network properties of the

proteins residing in protein complexes.

4.2 An Integrated View of Network Protein Evolution

4.2.1 Heterogeneous Rate of Evolution Between Party and Date
Hub Proteins in Yeast Protein–Protein Interaction (PPI)
Network

Proteins are the key components of cellular machinery, and most biological

functions are executed by groups of proteins acting in concert. The yeast PPI

network exhibits organized modularity where most proteins interact with few
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partners and a small proportion of proteins the “hubs” – interact with many partners.

Hubs can be classified into two varieties: “party” hubs, which interact with most of

their partners simultaneously, and “date” hubs, which bind different partners at

different locations and times (Han et al. 2004). Earlier, dissimilar evolutionary

mechanisms have been proposed for the party hub and date hub by relating the

three-dimensional structures to protein networks (Kim et al. 2006). Estimating the

number of synonymous nucleotide substitutions per synonymous site (dS) and

the number of non-synonymous nucleotide substitutions per non-synonymous site

(dN) for the hub proteins of Saccharomyces cerevisiae with its orthologs Saccha-
romyces pombe, it was also evident that the average value of dN/dS is significantly

lower in party hub proteins than in date hub proteins (dN/dS of date hubs ¼ 0.2038;

party hubs ¼ 0.1581; Mann–Whitney U test, P ¼ 0.015) (Kahali et al. 2009).

According to Drummond et al. (2006), gene expression level is a major factor in

determining the protein evolutionary rate and protein–protein interactions showed

little or no influence on the rate of protein evolution. It has been observed that the

party hubs have significantly higher average expression level (3.11) than date hub

proteins (1.76) (Mann–Whitney U test, P ¼ 0.001) (Kahali et al. 2009). In order to

confirm whether the evolutionary rate of a protein depends on its type of interaction

in the PPI network and is independent of its expression level, we normalized the dN

and dS values by dividing them by their corresponding gene expression level. The

corresponding dN/dS values were used to perform one way ANOVA with unequal

number of observations for the date and party hub proteins. The average values of

dN/dS for the date hub proteins were still significantly higher from that of the party

hub proteins (F1,332 ¼ 11.61489, P < 0.001) (Kahali et al. 2009). A recent report

also suggests that contact density (measured by the fraction of buried sites in the

protein) correlates positively with evolutionary rate and these correlations do not

seem to be confounded by gene expression level (Zhou et al. 2008).

4.2.2 Influence of Amino Acid Substitutions of Buried
and Exposed Residues in Determining Party and Date
Hubs Evolutionary Rate

The selective constraints imposed on amino acid residues in a protein due to the

various three-dimensional structural contexts include the solvent accessibility of

the residues as one of the important factors (Choi et al. 2006). An early hypothesis

states that residues that interact with other proteins tend to be highly conserved

(Dickerson 1971). Evolutionary studies on network component suggest that

residues at the interface of obligate complexes tend to evolve at a relatively slower

rate than those involved in transient interaction (Mintseris and Weng 2005). Of late,

it has been shown that the substitution rates are lower for the buried residues than

the residues on the solvent-exposed surfaces (Tseng and Liang 2006). Nevertheless,

another contradictory report suggested that proteins with a higher fraction of buried

residues evolve their sequences more rapidly (Bloom et al. 2006). Calculating the
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dN/dS of buried and exposed residue of the corresponding party and date hub

proteins shows that the average dN/dS values of buried residues are significantly

lower for the party hub proteins than the date hub proteins (dN/dS of date hub

¼ 0.3631; party hub ¼ 0.2627; Mann–Whitney U test, P ¼ 0.017) (Kahali et al.

2009). However, the differences in average values of dN/dS are not significant

between the date and party hub proteins for the solvent-exposed residues (dN/dS of

date hub ¼ 0.2651; party hub ¼ 0.2022; Mann–Whitney U test, P ¼ 0.060). From

this observation, it could be iterated that the buried residues contribute significantly

in lowering the evolutionary rate of the party hub proteins than the date hub proteins

(Kahali et al. 2009).

The substantial decrease in the evolutionary rate of buried amino acids of party

hub proteins than the date hub proteins led us to investigate the degree to which

changes in amino acid composition of solvent inaccessible buried regions could

influence the evolution of the encoded proteins. The amino acid substitution

matrices constructed for the regions of buried residues were analyzed for the

various substitutions of hydrophobic, hydrophilic, and amphipathic amino acid

residues between Saccharomyces pombe and Saccharomyces cerevisiae in the

party hub and date hub proteins (Figs. 4.1 and 4.2). Increase in cumulative

frequencies of hydrophobic amino acids was observed in the Saccharomyces
cerevisiae sequences for the buried regions of party hub proteins, whereas no

254 653 403 865 396 125 148 8398 211146 77159 20988Leu 29163501045739
Ala Val Phe Ile Met Arg Lys HisAsn ThrGlu AspGln SerCys TrpTyrGlyProLeu

4431 530 91 228 137 153 224 55299 471374 211218 1177234Ala 2359468296322
482 4496 185 1566 163 153 188 5786 421153 118169 316163Val 38686121989

1037 556 278 315 74 130 19 74167 33374 16774 7414944Cys 093148148630
169 342 5314 398 164 108 108 117103 150140 6180 17889Phe 150108166801105
269 1603 260 4280 311 116 170 79119 317141 68107 24088Ile 20116511021544
387 437 294 631 4096 118 261 34219 353160 109252 37093Met 171261011011842
105 140 52 105 87 5846 1344 140175 175279 192471 3140Arg 87877087244
128 0 0 128 128 1282 4872 0641 256385 513513 1280Lys 01280256641
301 201 201 134 33 201 368 2683913 669334 736301 127167Asn 0201301134368
631 194 97 97 243 583 388 146291 291631 3884320 72849Gln 49194146243291
240 166 203 129 92 406 424 4963535 277332 240590 36937His 3753511192221
274 137 0 548 137 274 274 0411 2745616 685274 411137Glu 01370137274
317 79 0 159 79 159 79 79476 3971429 5238317 7140Asp 0023815979

1103 322 93 155 74 235 229 124452 936465 347322 3897186Ser 1999489192260
615 600 92 500 162 223 377 85469 3862369 223338 1131146Thr 3162185169362
406 234 47 156 47 125 203 47172 281203 281281 53116Pro 031946594250
646 86 36 65 29 129 151 86258 143237 244129 56765Gly 086680115193
190 255 1247 190 48 196 125 297202 190148 77119 255125Tyr 11355885983493
172 108 517 86 129 86 65 8686 8622 00 15165Trp 75864314386194

Fig. 4.1 Amino acid substitution matrix showing the pattern of sequence divergence between the

aligned sequences of Saccharomyces pombe and Saccharomyces cerevisiae orthologs for buried

residues of party hub proteins. In this matrix, the columns and rows, respectively, represent the

Saccharomyces pombe and Saccharomyces cerevisiae sequence data; and the diagonal represents

the invariant sites. Values in the matrix were scaled to represent the number of amino acid

substitutions per 10,000 sites. The regions highlighted in green represent the hydrophilic to

hydrophobic and amphipathic to hydrophobic amino acid substitutions. The regions highlighted

in red represent the hydrophobic to hydrophilic and hydrophobic to amphipathic substitutions
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such enrichment in hydrophobic residues is observed for the buried regions in date

hub proteins. For the buried regions of party hub proteins, the hydrophilic to

hydrophobic (3.98%) or amphipathic to hydrophobic (5.33%) transition is always

greater than the values for hydrophobic to hydrophilic (3.33%) or hydrophobic to

amphipathic (4.68%) transition, but this is not followed for the buried regions of

date hub proteins. Thus, the overall increased hydrophobicity in the buried regions

of party hub proteins influence the overall lowering of evolutionary rates of the

corresponding proteins (Kahali et al. 2009).

4.2.3 Evolutionary Rate of Disordered and Ordered Regions
in Party Hub and Date Hub Proteins

Intrinsically disordered proteins or protein regions that lack rigid three-dimensional

structures under physiological conditions in vitro are known as a key manifestation

among other sequence features in hub proteins and are resulted in their specializa-

tion in network evolution (Dunker et al. 2002; Dosztanyi et al. 2006). Indeed,

several hub proteins have been shown to be completely or almost completely

disordered in solution including alpha-synuclein, HMGA, and synaptobrevin as

378 660 563 1022 430 169 314109 38297Leu 60213721454481
Ala Val Phe Ile Met Arg Lys HisAsn ThrGlu AspGln SerCys TrpTyrGlyProLeu

3359 422 203 336 148 227 586305 1180117Ala 16148516383539
556 3237 232 1471 204 134 612162 500176Val 28120912181239
736 702 268 535 0 201 468167 5354482Cys 0134268100569
248 381 4504 488 204 115 230168 27580Phe 1511002711771144
354 1398 400 3231 314 211 382103 360114Ile 461601032171678
496 549 265 743 3150 230 336195 37271Met 1062481422831593
129 129 43 0 86 4612 172216 51786Arg 086172259302
444 0 0 0 0 444 1111444 8890Lys 000222667
303 76 227 379 76 303 606530 7580Asn 7622776227227
392 392 98 196 294 392 882588 5880Gln 01960196392
405 270 225 225 90 541 315586 5410His 45450180180315
303 303 0 606 0 303 9091212 6060Glu 0060600

0 179 0 0 0 1071 1795357 5360Asp 017917900
897 366 213 236 71 224 791390 3471165Ser 4783390401519
611 656 153 427 122 168 2748321 1374214Thr 3176244305443
533 313 282 251 0 157 313408 65863Pro 3163635737219
602 120 172 103 69 120 310327 63734Gly 34695577224207
160 481 1136 469 74 185 272173 358111Tyr 160421099222654
78 313 664 313 0 78
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Fig. 4.2 Amino acid substitution matrix showing the pattern of sequence divergence between the

aligned sequences of Saccharomyces pombe and Saccharomyces cerevisiae orthologs for buried

residues of date hub proteins. In this matrix, the columns and rows, respectively, represent the

Saccharomyces pombe and Saccharomyces cerevisiae sequence data; and the diagonal represents

the invariant sites. Values in the matrix were scaled to represent the number of amino acid

substitutions per 10,000 sites. The regions highlighted in green represent the hydrophilic to

hydrophobic and amphipathic to hydrophobic amino acid substitutions. The regions highlighted

in red represent the hydrophobic to hydrophilic and hydrophobic to amphipathic substitutions
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appraised by Dunker et al. (2005). Extending these observations to protein–protein

interaction networks, these authors suggested that intrinsically disordered hub

proteins and regions could serve for multiple and distinct signaling networks

(Dunker et al. 2005). In some protein families, it has been demonstrated that the

disordered regions evolve at a significantly higher rate than the ordered regions

(Brown et al. 2002). These studies incited us to reinvestigate the contribution of

ordered and/or disordered regions in the evolution of hub proteins. Estimating the

evolutionary rates of the disordered and ordered regions for the date and party hub

proteins separately, it was observed that the disordered regions have higher evolu-

tionary rate than the ordered regions both for the date hub (Mann–Whitney U test,

P ¼ 0.001) as well as party hub proteins (Mann–WhitneyU test, P ¼ 1.0 � 10�4).

However, no significant differences were observed in case of the evolutionary rate

(dN/dS) for the disordered regions between the date and party hub proteins (dN/dS

of date hub ¼ 0.4220; party hub ¼ 0.3898; Mann–Whitney U test, P ¼ 0.867).

Alternatively, evolutionary rate (dN/dS) for ordered residues yields significant

lower value for the corresponding party hub proteins than the date hub proteins

(dN/dS of date hub ¼ 0.2261; party hub ¼ 0.1582; Mann–Whitney U test,

P ¼ 0.020). Thus, the evolutionary rate difference between date hub and party

hub proteins might be attributed due to the ordered regions of proteins (Kahali et al.

2009).

4.2.4 Factors Defining Differential Evolutionary Rate Between
Housekeeping and Tissue-Specific Interacting Proteins
in Human PPI Networks

The study of networks formed by protein–protein interactions facilitated to uncover

how the complex functionality of cells emerges from simple biochemistry. Several

preceding studies endeavored to correlate protein evolutionary rates with different

parameters such as gene essentiality (Hurst and Smith 1999; Hirsh and Fraser 2001;

Jordan et al. 2002; Wall et al. 2005; Zhang and He 2005), gene expression level (Pal

et al. 2001; Akashi 2003; Rocha and Danchin 2004; Subramanian and Kumar 2004;

Drummond et al. 2006), tissue specificity (Hastings 1996; Duret and Mouchiroud

2000; Winter et al. 2004; Zhang and Li 2004), gene duplicability (Nembaware et al.

2002; Castillo-Davis and Hartl 2003; Yang et al. 2003), properties in the

protein–protein interaction network (Fraser et al. 2002, 2003, 2004, 2005; Hahn

and Kern 2005; Makino and Gojobori 2006; Kahali et al. 2009), and pleiotropy (He

and Zhang 2006). However, some of the above factors are confounding to some

extent as a correlate of evolutionary rate (Pal et al. 2006). Focusing on the human

PPI network, it was observed that a significant distinction exhibits between the rate

of housekeeping (Hk) and tissue-specific (Ts) interacting proteins evolution,

measured using the mouse orthologs (dN of Hk interactome ¼ 0.09 and dN of Ts

interactome ¼ 0.11, Mann–Whitney U test, P < 1 � 10�3) (Podder et al. 2009).
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Previous studies (Winter et al. 2004; Zhang and Li 2004) also have demonstrated

that Hk genes are evolutionary slower than Ts genes due to their broad expression

pattern in all tissues. It will be interesting to figure out the features of the Hk and Ts

interacting proteins and more precisely to study how these features individually can

explain the evolutionary rate of proteins in PPI network. On the contrary to the

previous reports (Fraser et al. 2002, 2003) that entailed proteins with more

interactors evolve more slowly than the proteins with fewer interactors, it was

observed that no significant differences of average connectivity exhibit between Hk

and Ts interactome (average connectivity of Hk interactome ¼ 8.92 and average

connectivity of Ts interactome ¼ 8.59, Mann–Whitney U test, P < 7.2 � 10�2)

(Podder et al. 2009).

Previously it has been ascertained that rate of mutation of a hub protein is

constrained by the amount of the protein surface involved in the interactions with

other proteins and not simply by the number of proteins with which it interacts (Kim

et al. 2006). Examining the interacting domain coverage of proteins (percentages of

the length of protein interfaces that are involved in protein–protein interactions to

the whole protein length), a significant (Mann–Whitney U test, P < 4.1 � 10�2)

difference was found between the length of interfaces taking part in the interaction

of Hk interactome (average percentage of interacting length ¼ 46.54) and Ts

interactome (average percentage of interacting length ¼ 40.82). Thereafter, protein

expression level, which has always been a keen correlate of evolutionary rate

(Drummond et al. 2005), also have varied within Hk and Ts interacting proteins

(average expression rank in Hk ¼ 3.92; Ts ¼ 3.01; Mann–Whitney U test, P < 1

� 10�3). Intriguingly, a significant difference in protein multifunctionality (the

number of biological processes in which a protein is involved) between the two

separate interactome indicates that multifunctionality may guide protein evolution-

ary rate (average multifunctionality in Hk ¼ 11.50; Ts ¼ 9.63; Mann–Whitney U
test, P < 1 � 10�3) (Podder et al. 2009), which has been rejected to influence

protein evolution in yeast (Salathe et al. 2006). Here, we carry out a combined

analysis of four biological predictors [connectivity, domain coverage, expression

level (using both microarray data and EST data) and multifunctionality] with

evolutionary rate of interacting proteins present in PPI network and found except

protein connectivity, the other three factors have a significant contributions in

guiding protein evolutionary fate (Fig. 4.3). It is imperative to examine whether

all these factors independently influence evolutionary rate; we computed partial

correlation analysis. In the partial correlation analysis, we focused on the correla-

tion between the evolutionary rate and 1 of the 4 factors (i.e., connectivity, protein

interacting length, protein expression level, protein multifunctionality), by

controlling the other three factors. All the factors except connectivity have signifi-

cant partial correlation with the protein evolutionary rate (Table 4.1). Therefore, the

relative importance of the factors in determining the evolutionary rate of proteins

residing in housekeeping as well as tissue-specific PPI Network is multifunctionality

> protein expression level > interacting protein length (Podder et al. 2009).
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4.2.5 Evolutionary Forces in Determining
Multi and Singlish-Interface Protein Evolution in Human

Parallel to the concept of party and date hubs, Kim et al. (2006) introduced two

different types of interacting proteins, namely, singlish-interface and multi-interface
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Table 4.1 Spearman’s rank correlation coefficient (r) and partial correlation coefficient (r0)
between various factors and dN

Factors

dN dN

Spearman’s rank correlation Partial rank correlation

r P value r0 P value

Connectivity

�0.024 5.69 � 10�1 �0.007 8.74 � 10�1

�0.007# 7.79 � 10�1# �0.010# 6.79 � 10�1 #

% of protein’s interacting length

�0.775 1.00 � 10�3 �0.098 1.90 � 10�2

�0.276# 1.00 � 10�3# �0.069# 0.8 � 10�3#

Expression level

�0.785 1.00 � 10�3 �0.228 1.00 � 10�3

�0.316# 1.00 � 10�3# �0.159# 1.00 � 10�3#

Multifunctionality

�0.977 1.00 � 10�3 �0.275 1.00 � 10�3

�0.964# 1.00 � 10�3# �0.492# 1.00 � 10�3#

Correlations (#) by using EST expression data rests are by using microarray data
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hubs according to their number of binding interfaces. In our dataset, we generalized

the term as singlish and multi-interface proteins since we observed proteins with low

to high connectivity have different number of binding interfaces (Podder et al. 2009).

Alike party hubs, multi-interface hubs are evolutionary conserved than singlish-

interface hubs or date hubs (Kim et al. 2008). We intended to describe whether the

above biological parameters (protein expression level, multifunctionality, domain

coverage) can explain such evolutionary differences between singlish and multi-

interface proteins across Hk and Ts interactome. In this regard, multivariate regres-

sion analysis was performed to look at the influence of all potential predictor

variables and at the same time can eliminate step by step those predictors that

contribute least to the regression model (Drummond et al. 2006). It was noticed

that among three determinants only multifunctionality independently influences the

evolutionary rate of multi-interface proteins across Hk and Ts interacting proteins

(Table 4.2). On the other hand, for singlish-interface proteins, all the three

determinants independently influence evolutionary rate across these two sets of

interacting proteins (Table 4.2). From the results, it could be inferred that multifunc-

tionality is the main driving force for the evolutionary rate differences in two types of

interacting proteins (multi and singlish-interface) (Podder et al. 2009).

4.2.6 No Influence of Connectivity in the Regulation of Protein
Evolutionary Rate: Evidence from Human Disease PPI
Network

Genetic basis of disease causing phenomenon asserts to classify disease genes into

two groups: (1) monogenic disease, caused merely by the modification of a single

gene; and (2) polygenic disease, caused by several substitutions in a number of

genes. Like regular protein interaction network, influence of connectivity has also

not been observed in disease protein interaction network since it was observed that

the polygenic disease genes, which are evolved at a faster rate than monogenic

disease genes (dN of monogenic disease ¼ 0.091, polygenic disease ¼ 0.193;

Mann–Whitney U test, P ¼ 4.5 � 10�2), are associated with higher number of

Table 4.2 Multiple regression analysis between various factors and dN of multi-interface proteins

and singlish-interface proteins in housekeeping and tissue-specific PPI network

Factors

Multi-interface proteins Singlish-interface proteins

P value P value

% of protein’s interacting

length

6.75 � 10�1 1.00 � 10�2

2.16 � 10�1 # 1.00 � 10�3 #

Expression level

2.09 � 10�1 1.00 � 10�3

1.47 � 10�1# 1.00 � 10�3 #

Multifunctionality

2.60 � 10�2 1.00 � 10�3

1.00 � 10�3# 1.00 � 10�3#

Correlations (#) by using EST expression data rests are by using microarray data
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interacting partners [average connectivity of monogenic disease ¼ 11.28 (Large

Network); 7.22 (High Confidence Network), and polygenic disease ¼ 15.79 (Large

Network); 9.90 (High Confidence Network)] (Podder and Ghosh 2010). Our

findings are also echoed in the study of Feldman et al. (2008), which ensured

connectivity of polygenic disease genes is significantly higher than monogenic

disease genes. According to Jeong et al. (2001), hub proteins play more crucial

role in the architecture of the protein network. To examine whether hub proteins in

the disease and non-disease protein-protein interaction network are responsible for

causing evolutionary rate differentiation, we excluded all non-hub proteins from

three datasets and again measured evolutionary rate. We found that evolutionary

rate differences between three groups remain significant at least at 0.05 levels in

Mann–Whitney U test. By calculating protein-interacting interface using Pfam, we

reasoned that the overabundance of singlish-interface hub proteins in polygenic

disease protein interaction network (32/40, i.e., 86%) compared to monogenic

disease protein interaction network (70%, i.e., 298/426) facilitate the higher evolu-

tionary rate in polygenic disease genes (Podder and Ghosh 2010). It was also

verified that interacting partners of monogenic disease proteins are mostly

coexpressed with each other whereas a small number of interacting partners are

coexpressed in case of polygenic disease proteins (Fig. 4.4) (Podder and Ghosh

2010).This fact evoked that a stable interaction pattern exhibits in the monogenic

disease PPI network, whereas in polygenic disease PPI network, most of them are

involved in transient interactions. From this observation, it could be confirmed

again that the number of binding interfaces through which they establish stable/

transient interaction fashion but not the simple number of interacting partners are
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important for determining heterogeneous evolutionary rate between non-disease as

well as disease PPI network.

4.3 Evolutionary Attributes of Complex Forming Proteins

in PPI Networks

4.3.1 Protein Complex Forming Ability Influences
the Evolutionary Rate

Studies on the evolution of protein complex have a great importance in understand-

ing cellular life. Current developments in the analysis of protein complexes suggest

that the internal subunit arrangement in complexes is crucial for depicting their

functional details (Dziembowski and Seraphin 2004). Recently, structural charac-

terization of mammalian protein complex organization provided evidence that the

protein complexity is negatively associated with protein evolution (Wong et al.

2008). Till date, various aspects of the protein complexes in PPI network have been

studied. Analysis on interaction networks so far has revealed the global centrality

(viz. closeness, betweenness) as one of the most influencing factors in protein

evolution (Hahn and Kern 2005). Over and above, protein expression level is the

major determinant of protein evolution (Drummond et al. 2005, 2006; Warringer

and Blomberg 2006; Chakraborty et al. 2010). Recently it has been suggested that

protein evolutionary rate is related to the features of interacting partners in a

protein–protein interaction network, viz., same (SF) or different functional (DF)

proteins – based on the coefficient of functionality (the SF and DF proteins are

distinguished by the higher and lower coefficient of functionality, respectively)

(Makino and Gojobori 2006). Likewise, another constraint on protein evolution is

its complex forming nature (Mintseris and Weng 2005; Manna et al. 2009), proteins

involved in formation of stable complexes have much more sequence identity with

their orthologs than those involved in the transient interactions (Teichmann 2002).

We have investigated the evolutionary distances in yeast (Saccharomyces
cerevisiae with Saccharomyces paradoxus by Kimura’s method 1983) proteins by

taking into account the various evolutionary forces including the complex number

(i.e., the total number of the protein-complexes in which the particular protein

takes part). Multivariate regression analysis revealed that the expression level,

protein–protein interaction network as well as the complex number independently

control the evolutionary distances (Table 4.3) (Chakraborty et al. 2010). Principal

Component Analysis (PCA) was used to disentangle the contributions of various

factors. The first principal component accounts for 43% of the total variance. Its main

Table 4.3 Multiple

regression analysis between

various factors and

evolutionary rate in yeast

PPI network

Factors P value

Expression level 9.0 � 10�26

Connectivity 1.4 � 10�9

Complex number 1.0 � 10�4

4 Insights into Eukaryotic Interacting Protein Evolution 61



contribution comes from the complex number (�0.77), expression level (�0.75), and

connectivity (�0.40). Moreover, the first principal component generated by PCA is

significantly negatively correlated with the evolutionary distances (Spearman’s

r ¼ �0.439, P ¼ 1.00 � 10�6) (Chakraborty et al. 2010). Thus, the complex

forming ability of proteins emerged as a significant contributor of evolutionary rate

variation followed by expression level and protein connectivity.

4.3.2 Complex Forming Proteins Are Conserved
in Yeast PPI Network

Previously, Makino and Gojobori (2006) showed DF proteins evolve slower than

the SF proteins in yeast PPIs network irrespective of connectivity. We also

observed that the DF proteins evolve slower than SF proteins (Fig. 4.5). In our

dataset, there exists a higher ratio (0.82) of complex forming proteins. Thus, the

dataset was grouped as complex forming proteins and non-complex forming

proteins and investigated their evolutionary distances. It was found that complex

forming proteins are strongly conserved than the non-complex forming proteins

(Mann–Whitney U test, P ¼ 1.50 � 10�28). In non-complex forming proteins no

significant difference was attained in SF and DF proteins, whereas in the complex

forming group, SF proteins evolve faster than the complex forming DF proteins

(Fig. 4.5) (Chakraborty et al. 2010). Thus it would be interesting to explore the

relationship between the complex forming ability of the DF and SF proteins with

their evolutionary rates. For this, we have counted the number of complexes for

each DF/SF protein in which it can participate as a subunit and labeled this number

as the complex number for this protein. Spearman’s rank correlation analysis
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revealed that the complex number correlates negatively with the protein distance

(Spearman’s r ¼ �0.156, P ¼ 1.10 � 10�5) as well as with the coefficient of

functionality (Spearman’s r ¼ �0.083, P ¼ 2.00 � 10�2). Thus, we infer that

the DF proteins are more likely to be part of protein complexes, which might be a

decisive factor in lowering their evolutionary rates.

We also analyzed the contribution of expression level since it is one of the most

important determinants in determining the evolutionary rate (Drummond et al.

2005, 2006). According to our expectation, the complex forming SF proteins

have significantly lower average expression level (Mann–Whitney U test, P ¼ 3.0

� 10�4) than their DF counterparts, which is not observed for the non-complex

forming SF and DF proteins (Chakraborty et al. 2010). Taking together the complex

and non-complex forming proteins, it was established that the SF proteins showed

lower expression level than the DF proteins (Mann–WhitneyU test,P ¼ 4.0 � 10�3).

The classification of SF and DF proteins was done by considering the functional

class assignment of the proteins and their partners in the PPIs. Interestingly, we

found a negative correlation between functional coefficient and protein connectivity

(Spearman’s r ¼ �0.145, P ¼ 1.00 � 10�6). This correlation suggests that coeffi-

cient of functionality decreases with increasing connectivity, i.e., the DF proteins

should have higher connections than SF proteins. Accordingly, we observed that DF

proteins have higher connections than SF proteins in the datasets (Mann–WhitneyU
test, P ¼ 5.4 � 10�9). Thus in yeast the coefficient of functionality is related to the

protein connectivity in the overall PPI network. Being a unicellular simple organ-

ism, yeast interactome possess a contradicting feature with human interactome since

a significant contribution of protein connectivity on evolutionary rate was found in

yeast (Spearman’s r ¼ �0.166, P ¼ 1.00 � 10�6). The significant positive corre-

lation (Spearman’s r ¼ 0.267, P ¼ 1.00 � 10�6) between the complex number

and the expression level for the DF and SF proteins signifies that the evolutionary

rate of the DF proteins is more constrained. This is perhaps due to their greater

ability to be a part of protein complexes. Subsequently, the increase in the expres-

sion levels for the DF proteins is possibly due to their participation in larger number

of complexes. Thus, the difference in functional features of interacting partners is

not the sole reason of evolutionary rate variation rather the interrelationship between

the features, viz., the expression level, complex forming ability, which guide the

difference in evolutionary rates of DF and SF proteins.

4.3.3 Evolutionary Impact of Protein Complex Forming Property
on Human Hub and Non-hub Proteins

Studies relating protein complex formation with the properties of PPI network

attained a much focus in the recent research era. Protein complex is a group of

two or more associated proteins formed by protein–protein interactions that is

stable over times. Using protein interactions in interologous networks, it has been

proved that protein complexes are preferentially conserved in their sequence
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(Brown and Jurisica 2007). Propositions exist that complex forming proteins are

more evolutionary conserved since they are involved in a greater number of

interactions (Teichmann 2002; Makino and Gojobori 2006). In order to investigate

whether the complex forming proteins have any role in dictating the evolutionary

rate of hub and non-hub proteins, we assessed the evolutionary rate of complex

forming hub and non-hub proteins as well as proteins which are not present in

protein complexes. No significant difference has been observed between evolution-

ary rate of complex-forming hub and non-hub proteins, while a significant differ-

ence was noticed in the evolutionary rate between hub and non-hub proteins, which

are not present in protein complexes (Table 4.4) (Manna et al. 2009). From the

result, it appears that complex forming ability of the hub and non-hub proteins

might be an important factor in shaping their evolutionary rates.

4.3.4 Interrelation Between Structural Disorderness,
Connectivity, Complex Forming Property, and Evolutionary
Rate of Hub and Non-hub Proteins

It was known that the binding ability of hub proteins to their partners is facilitated

by the global flexibility provided by their disordered domains (Patil and Nakamura

2006). Their disordered structure serves as flexible linker and plays a great role in

protein–protein interaction and also in protein assembly (Dyson and Wright 2002).

Structural disorder also promotes transient interactions in hub proteins (Singh et al.

2007). However, the assembly of protein complexes is also closely linked with the

protein disorderness in Escherichia coli and in Saccharomyces cerevisiae (Hegyi

et al. 2007). This prompted us to estimate the disorderness of the complex forming

hub and non-hub proteins and surprisingly, we found that there is no significant

difference (Mann–Whitney U test, P ¼ 0.812) in disorderness between these two

groups of proteins. The disorderness of hub proteins does not vary even when they

are classified as complex forming and non-complex forming ones. This is different

for the non-hub proteins where the complex forming non-hub proteins are signifi-

cantly more disordered than their non-complex forming counterparts.

Table 4.4 Average values of dN for hub and non-hub proteins present in protein complex, not

present in protein complex, and in overall (in complex/not in complex)

Hub Non-hub

Significance level

(P value)

In complex 0.052026 (n ¼ 825) 0.052012 (n ¼ 306) 0.516 (NS)

Not in complex 0.074126 (n ¼ 1,396) 0.090906 (n ¼ 2,577) 1 � 10�4

Overall (present/absent

in complex) 0.065428 (n ¼ 2,221) 0.086722 (n ¼ 2,882) 1 � 10�4

NS difference not significant, dN non-synonymous substitution per site, n number of proteins used

for the analysis
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Hence, we ask what drives this increase in disorderness in non-hub complex

forming proteins alike the disorderness of hub proteins? It has already been

proposed that in Saccharomyces cerevisiae and Escherichia coli, the protein

complexes having a higher amount of disorderness, promote the assembly of the

subunits of the protein complexes (Hegyi et al. 2007). Thus, disorderness facilitates

large complex assembly with the non-hub proteins though they have few network

connections. Such “hub-like nature” of the non-hub proteins present in protein

complexes suggests that this behavior of non-hub proteins may be a genuine

property of the protein complexes to which they belong and non-reflective of the

network connectivity of that particular protein. From this, it can be speculated that

the non-hub proteins, which have very high disorderness (say, � 90%), should

belong to large protein complexes (less than or equal to ten subunits). Interestingly,

the precise fact reflected in Fig. 4.6 incited that the non-hub proteins belonging to

protein complexes, which are greater than or equal to 90% disordered have a higher

number of average unique subunits (average unique subunits ¼ 35) than those

complex forming non-hub proteins, which are less than or equal to 10% disordered

(average unique subunits of less disordered non-hubs ¼ 27). That is why the non-

hub proteins which are not components of protein complexes are the least disor-

dered with an average of 24.71% disorderness. Again, if the disorderness is the

result of higher connectivity and complex assembly of the complex forming hub

proteins, then these hub proteins should have the highest disorderness. But, in

the case of hub proteins, the disorderness is similar for the complex forming and

non-complex forming proteins (Mann–Whitney U test, P ¼ 0.066). A negative

correlation between the network connectivity and number of subunits (Spearman’s

r ¼ �0.177, P < 0.01) for the hub proteins further suggests that proteins with

higher number of interactions mostly belong to small complexes proteins, and
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disorderness might be promoting network connectivity as well as subunit assembly

in hub proteins in a collectively exhaustive manner. Since, the evolutionary rate of

protein having more protein–protein interactions is much slower than that of

proteins having fewer interacting partners (Makino et al. 2006), non-hub proteins,

which are not members of protein complexes, are more relaxed in constraining their

evolutionary rate. Hence, connectivity (intra or inter) facilitated by disordered

regions in proteins governs the evolutionary rates of the hub and non-hub proteins

present/absent in protein complexes.

4.4 Conclusion

To comprehend life as biological system, evolutionary understanding is indispens-

able. Taken together, we here, analyzed the evolutionary aspects of the eukaryotic

interactome and delved out some interesting outlines associating network features

and protein evolution. We showed that the evolutionary rate differences of the party

hubs and date hubs in Saccharomyces cerevisiae protein interaction network are

preferentially guided by the percentage of buried residues and the ordered regions of

proteins. Concentrating on human proteome, we did not find out any dependence of

connectivity on the evolutionary pattern of the housekeeping and tissue specific

proteins in human protein-protein interaction network, rather reliance with

interacting fashion was explored out. Again, the monogenic and polygenic disease

protein interaction network exhibit evolutionary rate variation due to the differential

population of party hubs and date hubs showing no differences in connectivity.

Expanding our search on interacting protein evolution, we also pondered on the

complex forming proteins in Saccharomyces cerevisiae and found an association of
evolutionary rate with complex forming ability, gene expression, and connectivity.

Moreover, in our analysis on human proteome, we observed that, within complex, the

non-hubs execute hub-like properties and consequently show no variation in evolu-

tionary rate. Providing a number of interesting inferences, our analyses thus illumi-

nate the field of network protein evolution and open up a newwindow enabling novel

insights on eukaryotic complex forming interacting proteins to spring up.
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Chapter 5

Integration of Evolutionary Biology Concepts

for Functional Annotation and Automation

of Complex Research in Evolution:

The Multi-Agent Software System DAGOBAH

Philippe Gouret, Julien Paganini, Jacques Dainat, Dorra Louati,

Elodie Darbo, Pierre Pontarotti, and Anthony Levasseur

Abstract Various strategies have been proposed for predicting protein function.

They are derived from the classical homology-based approaches and emerging alter-

native approaches taking into account gene history in the framework of phylogenetic

comparative methods. The growing numbers of available genome sequences and data

require bioinformatics tools, in whichmethodological approaches are set according to

the biological issues to be addressed. Much effort has already been devoted to

integrating evolutionary biology into bioinformatics tools; e.g., homology-based

functional annotation has been successfully integrated in a pipeline-assisted method.

In addition, new concepts based on correlation of evolutionary events are emerging.

For example, two independent events (e.g., systematic loss of specific genes) that

happen repetitively can therefore be functionally linked. However, correlated gene

profiles, also called “contextual annotation,” makes use of different bioinformatics

resources based onmulti-agent development. In this chapter, we describe evolutionary

concepts and bioinformatics approaches proposed for future functional inference.
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5.1 Functional Annotation Strategies: Current

and Future Approaches

5.1.1 Homology-Based Functional Annotation

Eisen was the first to conceptually rationalize phylogenetic methods to improve the

accuracy of functional predictions. In 1998, he proposed a phylogenetic prediction

of gene function and compared it to similarity-based functional prediction methods

(Eisen 1998). In this work, all known functions on a phylogenetic tree were

overlaid. The prediction task could then be split into two steps. In the first step,

the tree could be used to decipher orthology and paralogy relationships. Most of the

reports based on evolutionary biology methods used ortholog information to trans-

fer functional annotation (see Gouret et al. 2005 and Danchin et al. 2007). Func-

tional assignment could be performed for uncharacterized proteins only if the

function of an ortholog was known (and if a similar function was evidenced for

all characterized orthologs). Ideally, functional inference should be carried out for

experimentally validated orthologs. Bibliographic analysis indicates that orthologs

are more likely to keep a similar function than paralogs (e.g., Collette et al. 2003).

Theoretically, after duplication, one of the copies is lost, or both duplicates undergo

subfunctionalization, or one of the duplicates evolves toward a new function (Force

et al. 1999). However, Studer has challenged this assumption, as orthologs and

paralogs could have comparable mechanisms of divergence (Studer and Robinson-

Rechavi 2009). Different and more complex fates of duplicates could also be

evidenced (for a review, see Levasseur and Pontarotti 2011).

In the second step, parsimony reconstruction or alternative reconstructive prop-

agation methods could be used to assign functions of uncharacterized genes by

identifying the evolutionary scenario that requires the fewest functional changes

over time. Inference of ancestral state on phylogenetic tree requires that character

mapping be accurate. Uncertainty about trees and mapping is therefore

counterbalanced by introducing Bayesian statistical methods, taking into account

this inherent error parameter (Ronquist 2004).

To the best of our knowledge, the first report using both approaches was

integrated in the work of Engelhardt et al. (2005). The authors constructed a

model of molecular function evolution to infer function in a phylogenetic tree.

The model takes into account evidence of varying quality and computes a posterior

probability for every possible molecular function for each protein in the phylogeny.

Different hypotheses were included in the strategy, i.e., each molecular function

may evolve from any other function, and a protein’s function may evolve more

rapidly after duplication events than after speciation events (Engelhardt et al. 2005).

Branch length and duplication are integrated in the methodological approach. In

brief, methods may be summarized as propagating functional information from

leaves to the root of the phylogeny and then propagating back out to the leaves of

the phylogeny, based on the probabilistic model of function evolution.

Homology-based functional annotation is summarized in Fig. 5.1.
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5.1.2 Strengthening Functional Annotation: Integration
of Correlative Approaches

Functional prediction using “contextual information” is tricky because of (i) tech-

nical difficulty in detecting occurrence profiling and (ii) statistical methods required

to correlate and infer function accurately. Co-occurrence and correlated gene

profiles could result from phylogenetic inheritance among closely related species.

Alternatively, co-occurrence could also result from individual adaptive functions,

for instance when genes appear or are lost independently in several distinct lineages

(Barker and Pagel 2005). Thus the probability of functional linkage between genes

is proportional to the number of multiple independent phylogenetic events. A

simplified example of co-occurrence and functional links is depicted in Fig. 5.2.

Unlike the overall counting of presence or absence of genes, phylogenetic methods

enable us to investigate ancestral states and decipher independent multiple evolu-

tionary events.

Different methods for occurrence profiling have already been proposed, mainly

on the basis of the parsimony principle and maximum likelihood (ML).

Fig. 5.1 Homology-based functional annotation. Functionally annotated leaves are labeled, respec-

tively, as function A (blue), B (yellow), and C (dark blue). Putative function of non-annotated leaves
is inferred after ancestral reconstruction based on propagation of functional information from leaves

to the root of the phylogeny. Red branches: evolutionary and functional shift (using o ¼ dN/
dS > 1, i.e., Darwinian selection). (Adapted from Levasseur and Pontarotti 2008)
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As described in the work of Barker and Pagel (2005) and Barker et al. (2007), a

common pattern of presence and absence across a range of distinct genomes could

be integrated as a method for detecting functionally linked proteins. Thus correlated

gains and losses of genes on a phylogenetic tree of species could improve the

detection of functionally linked pairs of proteins, compared with the original

across-species methods from Pellegrini et al. (1999). Several phylogenetic methods

were compared in their work to evaluate the accuracy of their method. Methods

were based on either Dollo parsimony (Farris 1977) or ML, including a general

model, but also using a constrained model in which the rate of gain of genes is not

estimated from the data, but set at a low value. The fixed value of the ML should

model gene content evolution better, by preventing the modeling of multiple gains

of the same gene in different parts of the phylogeny. In the parsimony case, the

reconstructed ancestral states could be very uncertain and parsimony could be

applied when rates of changes are rather low. Note that parsimony intervals are

proposed to account for the uncertainty of the parsimony methods. For instance,

Zhou et al. proposed a dynamic programming algorithm to calculate such parsi-

mony intervals. The best 100 suboptimal ancestral states were determined, and the

authors compared the number of correlated events, while allowing for the degree of

suboptimality of the reconstructions (Zhou et al. 2006). By contrast, ML accounts

for the branch length and uncertainty of topology in the tree, and the estimate of the

likelihood values is an independent parameter (i.e., corresponding to all ancestral

state possibilities). The authors conclude that all the phylogenetic methods except

Fig. 5.2 Co-occurrence and functional link. Example of the need for comparative phylogenetic

methods. Presence/absence of genes (A, B, C, D) is reported on the leaves of the phylogenetic tree.

Here, multiple independent phylogenetic events of gain/loss of gene pairs (i.e., four independent

events for genes A and B) are opposed to the apparent correlation arising from shared inheritance

of gene pairs loss (resulting from one ancient event for genes C and D). The different steps can be

summarized as follows: (i) detection of event: A is lost, (ii) convergence detection: A is lost

several times, (iii) co-convergence detection: A and B are lost together several times. Subse-

quently, statistical tests are carried out. The function of non-annotated genes could be deduced

from the correlated annotated genes
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unconstrained ML achieved higher specificity than the across-species approach

(ML model being capable of greater accuracy and sensitivity than a Dollo parsi-

mony-based approach) (Barker et al. 2007).

5.1.3 Toward Reliable Global Functional Annotation: The Need
for Bioinformatics

Bioinformatics has unlocked vast amounts of genomic data and developed software

applications based on increasingly powerful mathematical algorithms – which

themselves produce large volumes of results –, but the amounts of data involved

simply cannot be interpreted with any real depth using statistical correlations. We

therefore need to develop smart software systems able to support researchers in

their efforts, which means systems automatically handling the major routine com-

ponent of their in silico research protocols, and helping analysts interpret the huge

volumes of results generated. Such smart software systems could ease the most

burdensome part of the workload, leaving researchers to channel their energy into

the “sharp end” of their research.

In early 2002, evolutionary biologists were handling vast quantities of biological

data made available through the Internet, and running an array of software tools

based on probabilistic algorithms working on these data or on data derived from

other mathematical tools. The models associated with these tools were all task-

specific – sequence similarity, gene prediction, phylogenetic tree-building, and so

on. However, they never integrated a large number of concepts employed in

biological knowledge and reasoning into a single, integrative software solution.

Hence individually, they were unable to answer complex questions posed by

biologists or to verify their hypotheses. Consequently, we had to automatically

chain mathematical computations through what bioinformaticians call pipelines.

According to the functional annotation strategies described above, homology

and correlative approaches were integrated into specific bioinformatics platforms.

A bioinformatics strategy designed for homology-based functional annotation

was first implemented by creating FIGENIX (Gouret et al. 2005). FIGENIX is a

Java (java.sun.com) platform that automates simple pipeline schemes, such as basic

phylogenetic tree-building from a protein sequence by (i) similarity searching

against protein databases, (ii) simple filtering, (iii) alignment, and (iv) tree compu-

tation. Mathematical tool chaining, through this first version of FIGENIX or any of

the pipeline systems available at the time, was unable to completely automate a

process: this meant that biologists still had to intervene between computation

phases to verify, correct, and synthesize data output from the mathematical tools

and guide the workflow to the relevant part of the pipeline. The only way to resolve

this automation issue was to introduce an expert system (with Prolog language;

Warren et al. 1977) into FIGENIX to model a part of biologists’ knowledge and

thus act as a human scientist as and when necessary. By introducing specific logical

rules in the expert system, a pipeline was created and was dedicated to gene
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predictions via an approach combining ab initio predictions and homology through

a lab method. Tested against a known benchmark, the pipeline clearly proved

successful. A complex phylogeny pipeline with 50 steps and a lot of expertise

modeling was designed. The first version was stabilized in late 2003, and has since

enabled the laboratory and its collaborators to produce thousands of phylogenic

trees from protein queries. These trees form the basis of our evolutionary research.

This pipeline, along with others, was intensively used on laboratory projects,

generating several published papers (Danchin et al. 2004, 2006, 2007; Paillisson

et al. 2007; Levasseur et al. 2006, 2010). It continued to undergo improvements and

enhancements, with upgrades including automatic detection of orthologs in the final

process-synthesized tree by online recovery of functional data associated with these

orthologs (GO (Ashburner et al. 2000), MGI (www.informatics.jax.org), NCBI

(www.ncbi.nlm.nih.gov)), and EST integration (Balandraud et al. 2005). Part of

the software developed, called PhyloPattern, emerged as a crucial independent

component (Gouret et al. 2009). The aim of this tool was to reproduce human

reading of phylogenetic trees, i.e., phylogenetic tree annotation and pattern recog-

nition. Inside the phylogeny pipeline, this tool is used to detect incongruence or

isolate specific subtrees, from which biases are then corrected. PhyloPattern now

makes it possible to detect events in the history of species, genes, or any other

characteristic (from domain to function and further), as well as highlighting

artifacts in the phylogenetic trees. We are continuing to improve PhyloPattern as

a free open-source JAVA/Prolog API.

5.2 From Pipelines to Multi-Agent Strategies

In 2005, it became clear that the “pipeline approach,” even with the controlling

expertise introduced, remained limited to computation processes. In addition,

functional annotation using the correlative approaches strategy required flexible

and more sophisticated data processing architecture. Computation processes are

essential, but are not really able to resolve complex tasks of interest to the labora-

tory, such as automatically highlighting genetic events in the human genome and

detecting convergences and co-convergences among these events. Any solution to

these issues needs to be driven by expertise through parallel and more “intelligent”

processes than the rigid, deterministic pipelines. We also note that the “pipeline

approach” does not extend to establishing an explicitly described semantic universe

that would allow accurate meta descriptions of data. It thus remains impossible to

raise the abstraction level of software tasks, and interfacing them with other

software systems is not natural.

Integration of correlated gene profiles for functional annotation requires a three-

step process: (i) specific detection of all evolutionary events, (ii) correlation using

phylogenetic comparativemethods leading to a compelling statistical results, and (iii)

deducing the function of non-annotated genes from the correlated annotated genes.
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5.3 Technical System Specifications

Accordingly, a new software system was conceived and is able to implement

complete automation of actual full research via bottom-up (from biological data)

strategies specified by the laboratory, rather than “just” complex computation

workflows. We opted for the following research strategy: (i) working from known

or computed features to find evidence for generating new hypotheses, (ii) attempting

to verify hypotheses to transform them into features, (iii) correlating verified

features to deduce new features, and so on. A set of characteristic specifications

was drawn up:

– The treatments had to be flexible, modular, and parallelized.

– The strategies for identifying and verifying the facts had to be led by expertise.

– Communication with external software systems (online databases, web services)

should systematically gather the relevant results produced by these platforms,

such as Ensembl (Hubbard et al. 2009), NCBI, String (Szklarczyk et al. 2011),

and ArrayExpress (Parkinson et al. 2011).

– The results had to be placed in an accurately described semantic universe that

was not redundant but interfaced with data from external systems.

– Some modules had to work together and communicate directly, while others,

such as modules for intelligent correlations of events, had to work in stand-alone

mode directly on the mass of results produced by the full set of modules.

– The modules had also be able to work at different times.

– The system had to be resistant to failure; as such, very costly computational

treatments should have to be run only once.

5.4 Technical State of the Art

The field of biology now has a number of software tools, approaches, standards, and

publications that could be recycled for our needs. The type of system targeted here

required establishing an integrated data model, placed between structured

biological data (e.g., genomic databases) or unstructured data (publications) located

inside or outside the laboratory, and the research strategies desired by laboratory

researchers. Software systems clearly have to work with large-scale data banks, but

what is most important now is to work with different kinds of data, many of which

are not a direct representation of biological objects but are more abstract concepts.

We could therefore rule out relational database management systems, which are

not powerful enough or flexible enough to describe semantics in biology. Some

recently developed software tools such as the alignment expert system ALEXSYS

(Aniba et al. 2009) are based on the UIMA framework (http://sourceforge.net/

projects/uima-framework/), which offers a powerful architecture and is well-suited

to the introduction of a virtual model on unstructured data, i.e., building meta-

information from artifacts such as scientific publications (also see DiscoveryLink
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(Hass et al. 2001) or BioMOBY (Wilkinson and Links 2002)). We are more focused

on trying to directly model actual genomics or evolutionary concepts. Also, the

UIMA approach is only “object-oriented,” and we believe that this kind of

modeling architecture is not rich enough to integrate the complexity of biological

paradigms, especially compared with approaches based on mathematical first-order

logic ontology techniques such as Description Logic (http://dl.kr.org/). The W3C-

standardized OWL language (http://www.w3.org/TR/owl-ref/) is an XML repre-

sentation of DL. Initially applied to the semantic web, it is fast becoming a standard

for ontology modeling. In DL, relations between classes are not limited to aggrega-

tion or inheritance links but can be formalized with logical formulae. However, we

note that DL does not integrate concepts of inductive, temporal, or fuzzy logic,

which in the long term could direct the natural extension of our systems.

Biology now has many ontologies (e.g., NCI Cancer Ontology: http://www.

mindswap.org/2003/CancerOntology/). Some are defined in OWL but to our

knowledge, none computationally exploit the descriptive capacity of description

logic (DL). This situation is surely set to change. We note the existence of

relational ontology (Smith et al. 2005), placed between “object” modeling and

DL modeling, which attempts to standardize relations in biological ontologies.

This point will be revisited below. There appears to be a continuing dichotomy

between the activity of defining ontologies, considered as vocabularies by many

biologists, and the establishment of DL-based software and databases within

and between laboratories or institutes. We believe that this dichotomy is an error,

as it has very adverse repercussions, such as poor software systems and bad

interoperability.

As stated above, to fully automate in silico research strategies, the type of system
we are targeting has to be less rigid and deterministic than pipelines. A natural

candidate solution would be multi-agent systems. In bioinformatics, these systems

are used essentially to model and simulate biological networks (reactive agents),

although they are also used to parallelize mathematical computations through

agents with very fine granularity. They are rarely employed for building integrative

applications where “smart” agents work with biological information. Nevertheless,

like the FIPA institute (http://www.fipa.org/), we are convinced that this kind of

architecture built from cognitive agents (with large granularity) communicating

inside an ontological semantic universe can be applied to bioinformatics automa-

tion. The JADE software framework (http://jade.tilab.com/) is a Java implementa-

tion of FIPA specifications. At our lab, we used JADE to develop a first prototype

multi-agent system named CASSIOPE (Rascol et al. 2009), dedicated to

highlighting conserved synteny.

Recently, eHive emerged from EBI as a new workflow system (Severin et al.

2010). It is built as a multi-agent “blackboard” architecture. Here, the blackboard,

i.e., the communication area between agents, is reduced to chaining rules between

agents. Thus the tasks produced by the system are driven by predefined functional

relations between agents and not by the autonomous interpretation, by agents, of the

data resulting from other agents’ work. The Ehive blackboard database has a rigid

structure with no data modeling. Also, agents’ source code is written with the Perl
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language, which albeit very widely used in bioinformatics remains very poor in

expertise and knowledge modeling.

As stated earlier, we are seeking to deploy expertise-driven research strategies,

which means that all agents need to be built with expert-system architectures. Rule

engines do exist – one example is Jess (www.jessrules.com) – but it would be

preferable to write our own engine in Prolog language to reap the benefit of tools we

developed previously, especially PhyloPattern. After years of hands-on experience,

we can confirm that the Prolog language is very well-suited to bioinformatics. Its

benefits for the target system include: (i) a natural capacity to generate all the

solutions for a question, (ii) easy and native manipulations of lists and tree

structures, which are intensively used in bioinformatics data, (iii) development of

expert systems in backward- and/or forward-chaining mode (verification and/or

production of facts), (iv) formalisms (e.g., ontological relations) representable

directly in the language’s syntax, (v) brevity and simplicity of knowledge

descriptions, and (vi) interpreted language that strengthens the experimental aspect

of certain developments.

5.5 System Architecture

Our system was called DAGOBAH. It is shaped as a multi-agent software (see

Fig. 5.3), with a voluntarily hybrid model summing of a model called “Belief Desire

Intention” with a model called “Blackboard” (Ferber 1995). The BDI model is

suitable for cognitive agents with high granularity and therefore high “intelligence.”

In the BDI model, agents have a plan formed for our purposes by logical rules. This

highly flexible rule system is used by each agent to implement a specific strategy, but

can also be used as a traditional expert system to produce high-level facts deduced

from simpler facts. For example, an agent capable of sifting through actions to detect

several equally probable genetic events from a phylogenetic tree will be able to retain

only one event, through a set of logical rules associated with a set of criteria.

The semantics for one rule is defined as follows:

. Action1 . . . Actionk
ConditionFact1 . . . ConditionFactn → ConclusionFact1 . . . ConclusionFactm
ToBeRemovedFact1 . . . ToBeRemovedFactz

The meaning is “if all condition facts (n) are known by the agent (� Belief) and

if at least one of the conclusion facts (m) is not present and if the agent is capable of
achieving all actions (k) (� Intention) successfully, then all conclusions (m) (�
Desire) are considered truthful, and all indicated facts (z) are removed from the

agent’s knowledge.”

Here is an example rule, used in the DAGOBAH agent dedicated to searching for

domain architecture events. We suppose that for a specific protein with the domain

architecture A-B-C, DAGOBAH detects an event that produced the B-C part of

the architecture by analyzing the phylogenetic tree of domain B, and we suppose
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that DAGOBAH hesitates between identifying the event as a shuffling or a gain.

A simple rule, if it is applicable, allows DAGOBAH to definitely assert there is a

gain (see Fig. 5.4):

. verify_similarity_of_signal_between(P1, P2, [B, C])
event_found_under_ancestral_node(N),
apomorphic_chosen_protein(P1, [A, B, C]), → gain_event_found(N, P1, [C])
plesiomorphic_chosen_protein(P2, [A, B])
event_found_under_ancestral_node(N)

The “Blackboard” model introduces an area of information shared by agents,

i.e., any important result produced by an agent is placed on the blackboard. The

blackboard architectural model chosen in DAGOBAH is defined as a persistent

ontology (an ontological database) representing the semantic universe in which the

agents work. These results are used by other agents, unless they are forced to
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explicitly and systematically exchange them. Figure 5.5 illustrates the main parts of

the DAGOBAH ontology. Genetic event classes are grouped by reading level. For

example, a recombination event can be described at a “protein” level if we are

talking about domains involved in recombination, but also at a “molecular” level if

we are talking about the position of the recombination on a chromosomal region.

Ancestral, apomorphic, and plesiomorphic features associated with an event are

AP1

N

apomorphic subtree

plesiomorphic subtree

event node with
ancestral architecture
(found in B domain
full phylogenetic tree)

P2

BA B
strong

similarity

A B

C

Fig. 5.4 A virtual example for a domains architecture event. Here again event is confirmed

because the genomic signal between domains B and C on the apomorphic sequence is strongly

conserved after domain B on the plesiomorphic sequence
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always explicitly expressed. This model is also particularly well-suited to studying

automatic correlations of genetic events, and is able to correlate several events

detected by DAGOBAH and temporally localized between speciation event pairs.

For example, DAGOBAHmay find that two genes A and B are lost twice “together”

for two different lineages, which could prove very interesting in a functional

perspective. In this case, if the “function” of gene A is known and the “function”

of B is not, we can assume that the B gene may be involved in the “same” function as

A. “By Dates” event clusters and homoplasic event clusters are the sources of a co-

convergent event clustering process in DAGOBAH. For example, a “convergent

evolution event cluster” is produced for events that have the same apomorphic

feature objects.

The DAGOBAH ontological database must not have redundancy vs. external

databases (like Ensembl; Hubbard et al. 2009). Consequently, we only model, by

classes and relations, those concepts associated with specific laboratory research

themes, and references were kept only to biological data or results held in external

databases. The current DAGOBAH ontology adopts the Relational Ontology stan-

dard, although in the future we will probably abandon this standard so as to fully

exploit the capabilities of Description Logic.

5.6 DAGOBAH Functionalities and Summarized Strategies

As described in Fig. 5.2, the strategies used in DAGOBAH can be conceptually

subdivided into these different steps: (i) detection of evolutionary events, i.e., gain

or loss of genes, shuffling, etc. (ii) detection of convergence between one or more

gene pairs, (iii) detection of co-convergence between linked genes, (iv) search for

functionally annotated gene and infer the function of correlated non-annotated

gene. These four steps can be considered as forming the core of the phylogenetic

comparative methods.

5.7 Detection of Events (New Architecture Appearance)

The current DAGOBAH version offers a broad panel of functions, ranging from

automatic detection of genetic events to homologous domain shuffling, nonhomol-

ogous domain shuffling, insertion, deletion, gain and loss, plus gene losses and

pseudogenization, and on to horizontal gene transfer and duplications (compilation

on gene and species trees). A simplified summary of DAGOBAH’s general strategy

for event detection is:

1. Use “domain-annotated” protein alignments built from a query protein to

outsource phylogeny trees building (domain trees and protein trees) to the

FIGENIX platform.

2. Automatically read these trees with PhyloPattern to highlight possible events.
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3. Seek to verify and clarify the putative events at a genomic level.

For new protein domain architecture events, actual examples of putative events

in trees are given in the PhyloPattern publication. For this kind of event, a dedicated

DAGOBAH agent studies each consecutive domain pair in the query protein

architecture to investigate whether the association is the result of an event. Ideally,

it finds an event’s phylogenetic pattern (see Fig. 5.4) on each domain phylogenetic

tree, which strengthens the event hypothesis.

The full confirmation of the event is achieved at genomic level by searching for

an alignment break position between two DNA segments – one associated with the

most representative apomorphic sequence and the other associated with the most

representative plesiomorphic sequence. DNA segments are extracted between the

domains involved (see Fig. 5.6). The most representative apomorphic sequence is

chosen as the one nearest the parent node (the agent uses neighbor joining for

branch lengths), while the most representative plesiomorphic sequence is chosen as

the one whose domain architecture is closest to the ancestral node architecture

(Dollo, Sankoff, and Mirkin parsimony algorithms (Sankoff 1975; Farris 1977;

Mirkin et al. 2003) are integrated into PhyloPattern and used by the agent to infer

ancestral domain architectures). If several plesiomorphic sequences share the same

architecture comparison “score,” the agent chooses a sequence from the nearest

species in the species tree.

Gene losses and pseudogenization are studied by a set of agents in DAGOBAH,

which form a module named GeneLoss. It starts the study by searching for missing

species in the biggest ortholog group of the query protein tree. Each species is then

studied by independent agents.

Describing the strategy in schematic terms, agents set out to determine whether

the species is really missing, whether a new gene should be annotated, or whether

there are some mutations or indels that can explain a pseudogenization process.

domain Ydomain X

domain X

recombination point

apornorphic
DNA

plesiomorphic
DNA

domain Z

Fig. 5.6 Summary of the verification of a domain new architecture event at a genomic level. The

DNA segments between domains on the apomorphic and the plesiomorphic sequences are intelli-

gently extracted from chromosomes or scaffolds; they are then aligned and the recombination

point is searched for as an alignment break
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Full complex GeneLoss module strategy and results will be published separately at

a later date.

Horizontal gene transfer events are detected from the query protein tree. A

recipient species scope and a donor species scope are defined so as to orient the

search. The dedicated agent uses PhyloPattern to annotate each internal node of the

tree with two tags: are_in_recipient_scope_species and are_in_donor_scope_species,

which can take three values: “no” if no species of a subtree falls in a scope, “some” if

some species of a subtree fall in a scope, or “all” if all the species of a subtree fall in a

scope. Then, via PhyloPattern, the agent applies a specific phylogenetic pattern (see

Fig. 5.7) that directly gives the branch with potential HGT events.

The expert idea behind this pattern is to search the gene tree to find recipient

species closer to donor species than other species that are normally placed between

the recipient and donor species in the species tree.

5.8 Convergence and Co-Convergence Detection

Another important function in DAGOBAH is event convergence and co-conver-

gence detection as conceptually described in the correlative approaches described

above. Convergence identification is easy to obtain from the DAGOBAH ontologi-

cal database, as a dedicated agent groups events into homoplasic convergent

clusters. For example, two events are in the same convergent cluster if they have

the same apomorphic character. The definition of an apomorphic character can

easily be user-defined as a Prolog “ontological” pattern. The clustering mechanism

is independent of the pattern definition. Co-convergence detection is a more

complex task. It starts by homoplasic clustering, after which an agent produces

date range clustering. Inside DAGOBAH, events are dated with tuples:

[TaxidSpeciationBefore, NumberOfDuplicationsBefore, NumberOfDuplica-
tionsAfter, TaxidSpeciationAfter]

are_in_recipient_scope(‘all’)

are_in_recipient_scope(‘no’)
are_in_donor_scope(‘all’)

are_in_donor_scope(‘no’)
Externals

Donnors

Recipients

D

Fig. 5.7 A pattern to detect

horizontal gene transfers from

a phylogenetic gene tree. This

means a duplication node,

because the subtree does not

have to match the species

tree. The “donor” subtree

must contain only species of a

specific scope, and not from

the “recipient” scope and vice
versa
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This tuple is determined by taking the nearest speciation event (SBE) before the

event (E) on its parent branch. NumberOfDuplicationsBefore equals the number of

duplication events on the branch between SBE and E. TaxidSpeciationBefore is the

common parent taxid of all species in the SBE subtree. The same approach is then

reapplied for the next speciation event. Date range clustering is also “user-defined”

through date range patterns. Two events whose dates fit the same date pattern are

pooled in the same date range cluster.

Co-convergence clusters are built with a hierarchical clustering method. A

minimum co-convergent cluster is formed by four events: Eh1, Eh2, Eh10, Eh20.
Eh1 and Eh10 have to be in the same homoplasic cluster, while Eh2 and Eh20 have to
be in another homoplasic cluster. Eh1 and Eh2 have to be in the same date range

cluster, while Eh10 and Eh20 have to be in another date range cluster.

We can model this basic cluster as a square:

- - - Eh1, Eh2,

- - - Eh10, Eh20

The clusters can be rectangular, if they come from more date clusters than

homoplasic clusters (shape 1) or the opposite (shape 2). The hierarchical clustering

method enables us to build the biggest possible clusters, and implies the definition

of a distance method between two clusters. Our distance method favors clusters

with shape 1 rather than shape 2.

Once the biggest clusters are determined, the agents seek to verify them, both

statistically, via the Pagel method (Pagel 1994), and functionally, using the String

database (Szklarczyk et al. 2011) to see whether proteins associated with events in

the same homoplasic cluster belong to the same protein interactions network, and

using the ArrayExpress database (Parkinson et al. 2011) to see whether proteins

associated with events in the same homoplasic cluster concern the same expression

experiments.

In conclusion, DAGOBAH is designed to exploit the modern functional annota-

tion strategies and specially the evolutionary-based biology concepts. In addition, it

could be addressed to various general biological questions such as searches of

conserved synteny regions from a given region associated to a species to another

target species.

All public results produced by DAGOBAH are openly available on the IODA

Web site (http://ioda.univ-provence.fr/).

Acknowledgments This research was supported by the contract MIE (Maladies Infectieuses

Emergentes-Programme Interdisciplinaire, CNRS) and ANR EvolHHuPro (ANR-07-BLAN-

0054-01).

References

Aniba MR, Siguenza S, Friedrich A, Plewniak F, Poch O, Marchler-Bauer A, Thompson JD (2009)

Knowledge-based expert systems and a proof-of-concept case study for multiple sequence

alignment construction and analysis. Brief Bioinform 10:11–23

5 Integration of Evolutionary Biology Concepts for Functional Annotation 85

http://ioda.univ-provence.fr/


Ashburner M, Ball CA, Blake JA, Botstein D, Butler H, Cherry JM, Davis AP, Dolinski K,

Dwight SS, Eppig JT, Harris MA, Hill DP, Issel-Tarver L, Kasarskis A, Lewis S, Matese JC,

Richardson JE, Ringwald M, Rubin GM, Sherlock G (2000) Gene ontology: tool for the

unification of biology. The gene ontology consortium. Nat Genet 25:25–29

Balandraud N, Gouret P, Danchin EG, Blanc M, Zinn D, Roudier J, Pontarotti P (2005) A rigorous

method for multigenic families’ functional annotation: the peptidyl arginine deiminase (PADs)

proteins family example. BMC Genomics 6:153

Barker D, Pagel M (2005) Predicting functional gene links from phylogenetic-statistical analyses

of whole genomes. PLoS Comput Biol 1:e3

Barker D, Meade A, Pagel M (2007) Constrained models of evolution lead to improved prediction

of functional linkage from correlated gain and loss of genes. Bioinformatics 23:14–20

Collette Y, Gilles A, Pontarotti P, Olive D (2003) A co-evolution perspective of the TNFSF and

TNFRSF families in the immune system. Trends Immunol 24:387–394

Danchin E, Vitiello V, Vienne A, Richard O, Gouret P, McDermott MF, Pontarotti P (2004) The

major histocompatibility complex origin. Immunol Rev 198:216–232

Danchin EG, Gouret P, Pontarotti P (2006) Eleven ancestral gene families lost in mammals and

vertebrates while otherwise universally conserved in animals. BMC Evol Biol 6:5

Danchin EG, Levasseur A, Rascol VL, Gouret P, Pontarotti P (2007) The use of evolutionary

biology concepts for genome annotation. J Exp Zool B Mol Dev Evol 308:26–36

Eisen JA (1998) Phylogenomics: improving functional predictions for uncharacterized genes by

evolutionary analysis. Genome Res 8:163–167

Engelhardt BE, Jordan MI, Muratore KE, Brenner SE (2005) Protein molecular function predic-

tion by Bayesian phylogenomics. PLoS Comput Biol 1:e45

Farris JS (1977) Phylogenetic analysis under Dollo’s law. Syst Zool 26:77–88
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Chapter 6

A New Animal Model for Merging Ecology

and Evolution

Gabriele Procaccini, Ornella Affinito, Francesco Toscano,

and Paolo Sordino

Abstract The theory of evolution has recently been in turmoil, with great interest in

applying empirical information from EvoDevo, genomics, and ecology into the

framework of quantitative genetic studies of evolution. Ciona is a small genus of

sea squirts within the class Ascidiacea of the subphylum Tunicata, the sister group of

vertebrates, a phylogenetic position that has contributed to fuel the interest in studying

development and evolution in ascidians. Ciona species display several traits of

evolutionary interest, e.g., conservative anatomy, high genetic polymorphism, cryptic

speciation, metapopulation structure and invasive behavior. Some of these aspects

may depend on the ecology of these marine animals, which display a great ecophysio-

logical tolerance and unpredictable colonization capabilities. In addition, natural

populations show the occurrence of spontaneous mutations with phylomimicking

phenotypes. Here we review some key features of this talented marine organism that

promise to provide insights in specific aspects of the expanded evolutionary biology.

6.1 The Model System

The ascidian genus Ciona (Chordata, Tunicata) has attracted the interest of

biologists for over a century because of the ecological importance and the key

position in the evolutionary path leading to vertebrates. Ciona intestinalis (L. 1767)
is a marine invertebrate that lives on shallow hard bottoms, where it can represent a

major component of coastal benthic ecosystems. The life cycle is characterized by a

short pelagic stage with a chordate-like tadpole larva that, upon settlement and

metamorphosis, loses the chordate body plan and generates an invertebrate form.

To increase the rate of successful reproduction, Ciona is hermaphrodite like all
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tunicates, and like many ascidians, it spawns large numbers of gametes on a daily

basis. Moreover, due to the high tolerance of C. intestinalis to ecophysiological

parameters, such as euthrophic conditions following anthropization, this opportu-

nistic species is considered a sentinel of environmental conditions in coastal

biotopes. These biological traits may contribute to the cosmopolitan, and some-

times invasive, distribution of intestinalis in temperate to sub-boreal waters of both

hemispheres. Phylogenetic and comparative genomic studies have demonstrated

that the Linnean taxon is a complex of at least four (C. intestinalis spA-D)

morphologically cryptic but genetically distinct sibling species of disjoint geo-

graphical distribution (see Sect. 6.2; Suzuki et al. 2005; Caputi et al. 2007;

Nydam and Harrison 2007; Zhan et al. 2010) (Fig. 6.1). C. intestinalis spA is the

cryptic species for which the genome sequence is available (Dehal et al. 2002).

Evolutionary developmental biology is providing strong evidence that embry-

onic processes are conserved between basal chordates and vertebrates. Therefore, it

is not surprising that this animal occupies a prominent role in several branches of

biology (Satoh 1994). A unique blend of advantageous features for experimental

analysis has made it a powerful model organism for genetics and genomics of

chordates due to ease of manipulability. Its genome carries fewer genes and less

genetic redundancy than in vertebrates (Dehal et al. 2002; Small et al. 2007a). In

addition, the application of bioinformatics and experimental approaches to the

Ciona system, such as means for manipulating gene expression, provides reverse

and forward genetics tools for studying the genetic basis of cellular and develop-

mental processes common to all chordates (Hendrickson et al. 2004; Sasakura et al.

2007; Sordino et al. 2008; Veeman et al. 2008).

Besides advancements in culturing and formal genetics, yet research with

C. intestinalis is largely based on sampling in nature. Indeed, growing Ciona strains
is labor intensive, and sporadic loss of genotypes occurs due to yet suboptimal

Fig. 6.1 Sympatric

individuals of Ciona
intestinalis spA and spB from

North European coasts.

Photo by L. Caputi
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culturing conditions (Kano 2007; Cirino et al. 2002; Joly et al. 2007). Simple,

efficient, and rapid method for long-term storage of Ciona sperm in liquid nitrogen

can greatly facilitate strain management and experimental design. Obligation to

sample natural populations for laboratory needs has prompted better understanding

of genetic diversity in the wild as well as of Ciona population biology sensu lato,
also in the light of preserving natural resources.

However, knowledge of classical genetics is still fragmentary. Progress in

genetic studies is revealing a high degree of genetic polymorphisms at individual

and population scales (Dehal et al. 2002; Boffelli et al. 2004). Therefore, to

understand the complex genetic structure observed between natural populations

at different geographical scales (Schmidtke and Engel 1980; Kano et al. 2001;

Small et al. 2007b; Sordino et al. 2008; Zhan et al. 2010Caputi et al. Personal

Communication), it is important to address genetic polymorphism and gene flow

within and among distant and close populations by means of unlinked markers of

nuclear, mitochondrial, and ribosomal origins (see Sect. 6.3). This allows to resolve

historic phylogeographical patterns of C. intestinalis populations and to determine

current patterns of allelic flow between genotypes. Resolution of the genetic

structure of populations is also a prerequisite for undertaking analysis of environ-

mental selection across gradients of physical conditions within specific areas.

What ecological and evolutionary forces generate and maintain variation? Which

and how many loci are involved? Which is their effect? Answering these questions

may help to elucidate the particular evolutionary and demographic history of natural

populations, identifying new genomic regions and candidate genes of evolutionary

significance (Stinchcombe andHoekstra 2007). The increasing knowledge concerning

C. intestinalis population biology makes this species an ideal tool for studying

microevolutionary processes. The advent of next-generation genomic technologies

inC. intestinalis research provides a useful instrument to study environmental impact

and adaptation of this invasive species by population genomics studies, as well as to

understand the involvement of epigenetic mechanisms in the control of ascidian

development. Genomic technologies can be used to analyze the dynamic distribution

of epigenetic marks such as cytosine methylation, posttranslational modification of

histone tails, and nucleosome composition, at distinct stages of development and in

different environmental settings. The resulting spatiotemporal information will pro-

vide detailed insights into how the ascidian transcriptome is controlled by epigenetic

processes, and what is the effect of environmental cues on the chromatin landscape.

We suggest that combining ecology, population genetics and genomics, and the study

of spontaneous mutations in Ciona may aid in understanding which types of micro-

evolutionary mechanisms and factors do generate variation (see Sect. 6.5).

6.2 Distribution and Ecology

Ciona intestinalis has always been considered as a species with cosmopolitan

distribution, and broad environmental tolerance to unstable or fluctuating

environments (Hoshino and Nishikawa 1985; Therriault and Herborg 2008a, b).
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Nevertheless, the recent finding of cryptic species within the so-called

C. intestinalis, has questioned this general assumption. Two C. intestinalis cryptic
species are more widely distributed and have a mostly disjoint distribution, which

overlaps only in few areas. C. intestinalis spA, in fact, lives in temperate seas

around the globe (Mediterranean Sea, south European and South American Atlantic

coasts, and Pacific Ocean), while C. intestinalis spB is found in North Atlantic

waters (Caputi et al. 2007; Zhan et al. 2010). They coexist in the English Channel,

where they can theoretically hybridize (Caputi et al. 2007; Nydam and Harrison

2011a, b). A third and a fourth cryptic species, defined as spC and spD, have been

described only for one location in the Mediterranean Sea and the Black Sea,

respectively, within the distribution range of spA (Nydam and Harrison 2007,

2010; Zhan et al. 2010) (Fig. 6.2).

Specific studies on life cycle and life history of C. intestinalis spA are lacking. As

a matter of fact, most published information deals with the biology and ecology of C.
intestinalis spB (Suzuki et al. 2005; Caputi et al. 2007), referring to Scandinavian-

Danish (Svane and Havenhand 1993; Petersen and Svane 1995; Petersen et al. 1995;

Petersen 2007) and eastern Canadian populations (Ramsay et al. 2008, 2009). It

has been shown that recruitant waves of spB larvae settle close to or on adults

individuals, forming multigenerational clusters (Havenhand and Svane 1991), and

that larval settlement is enhanced by the formation of a fouling canopy on a bare

substratum that is subsequently monopolized by ascidian clusters (Schmidt 1983).

Thus, the environment into which C. intestinalis settles is strongly affected by the

occurrence and density of conspecific individuals (Marshall and Keough 2003).

Fig. 6.2 Worldwide distribution of Ciona intestinalis cryptic species

94 G. Procaccini et al.



Recruitment is also driven by the seasonal fluctuations of density that C. intestinalis
experiences in the different sites the taxon colonizes, as a function of the year and

particularly season (Lambert and Lambert 1998). Moreover, predation does not

seem to be a selective factor for recruitment as C. intestinalis lives in environments

where the number of predators is reduced (Petersen and Svane 1995; de Oliveira

Marins et al. 2009).

According to known distribution, spB is more adapted to cold water, as also

reflected in its response to the unfavorable seasons. C. intestinalis spB populations,

in fact, experience a reduction in density of individuals in winter (Petersen and

Svane 1995), while spA populations completely disappear in late summer and

winter, reoccurring when the environmental conditions are again favorable in

spring and autumn as shown for the southern California harbors (Pérès 1952;

Sabbadin 1958; Lambert and Lambert 1998). Due to the lack of specific informa-

tion, many questions related to the ecology and distribution of spA are still open.

For example, how T� - S ‰ seasonal variations influence the reoccurrence of the

species in the benthic community, being the taxon offspring sensible to the quality

of the environment (Marshall and Keough 2003) even if the species tolerates

moderate excess of nitrogen, reduced water clarity, low oxygen levels, and periodic

algal blooms (Carman et al. 2007). C. intestinalis inhabits harbors and confined

natural environments where thanks to its capacity to tolerate a wide range of

temperature and salinity, produces viable gametes in different environmental

conditions, which are an important extrinsic ecological forcing influencing its life

history, in particular the occurrence timing (Dybern 1965; Lambert and Lambert

1998; Carver et al. 2003). Tolerance to salinity and temperature also varies ontoge-

netically, embryos and larvae being less tolerant to high temperatures, and young

post-metamorphic ascidians more resistant than adults to low temperatures. The

favorable temperature range is between 15�C and 20�C, with a salinity value of

35‰ (Marin et al. 1987). C. intestinalis has a remarkable filter suspension feeder

capacity with a high efficiency in terms of particles range in relation to temperature

which affects the clearance rates (Petersen 2007). Examining stomach and gut

contents of C. intestinalis, it is possible to distinguish an amorphous matrix made

of particulate matter rich of pelagic and benthic diatoms (Fig. 6.3). The species

represents also a useful sentinel organism being able to tolerate oil pollution,

industrial and radioactive wastes into marine environments concentrated in its

tunic or filtered from the water column. Recently, the invasive behavior of Ciona
species has been reported throughout the globe (e.g., Canada, Argentina, South

Africa, New Zealand; reviewed in Zhan et al. 2010). In most newly introduced

areas, C. intestinalis is a very competitive species that rapidly covers nearly 100%

of the available substratum excluding native species in a short period of time

(Ramsay et al. 2008). The ecological impact caused by the introduction of nonin-

digenous ascidian species in natural coastal environments has raised a growing

concern in recent years (Whitlatch et al. 1995; Lambert 2001). Nonindigenous

species cause different types of influences, as the reduction of biodiversity, the

alteration of ecosystems, and the decline of native species (Everett 2000; Pimentel

et al. 2000). The ecological impact also reflects on the coastal human activities,
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with severe economic consequences. For this reason, understanding the evolution-

ary and ecological causes responsible for the rapid spread of invasive species

represents one of the main challenges for conservation biologists and environmen-

tal managers.

6.3 Population Genetics and Phylogeography

Studies of phylogeography structure, genetic diversity, and evolutionary changes

can help in understanding the potential for colonization and establishment of alien

species, the geographic patterns of invasion and range expansion, and the potential

for evolutionary responses to novel environments, giving important insights in the

definition of management practices (Everett 2000; Holland 2000; Pimentel et al.

2000). Understanding population dynamics and spread potential of invasive species

means also determining the degree of population connectivity and investigating

factors driving genetic exchange at various geographical scales. Population con-

nectivity in aquatic invasive species can be influenced by water currents, natural

and human-mediated pathways of propagule dispersal, species’ life histories, and

by variation in environmental and community composition across geographical

scales (Lee 2002; Darling and Folino-Rorem 2009; Jesse et al. 2009; Goldstien

et al. 2010; Sorte et al. 2010).

In C. intestinalis, allelic DNA polymorphism across the entire genome is very

high (1.2%, based on Single Nucleotide Polymorphisms – SNPs, and insertion/

deletions; Dehal et al. 2002), including non-synonymous SNP frequency in impor-

tant developmental genes such as Hox5 and Hox10 (0.27% and 1.89% in spA and

spB, respectively) (Caputi et al. 2008). The average genome-wide SNP heterozy-

gosity in C. savignyi is even higher, reaching 4.5% (Small et al. 2007b). Because of

that, it has been argued that C. savignyi exhibits the highest levels of SNP variation

and structural polymorphism among multicellular organisms (Small et al. 2007b).

Fig. 6.3 Stomach content of

Ciona intestinalis spA. Note
particulate matter embedding

fragments and recognizable

pelagic diatoms, such as one

belonging to the genus

Thalassiosira sp. (light gray
arrow), and an unidentified

species. Scale bar 5 mm
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In Ciona populations, high levels of genetic diversity may derive from several

factors, among which the mutation–selection balance between reappearing

phenotypes and their elimination by natural selection, the reproductive strategies,

the geographical connectivity, and the association with the large effective popula-

tion size. From here on we focus our attention on population genetic structure and

population connectivity at both large and regional geographical scales of

C. intestinalis spA.

6.3.1 Genetic Diversity

A high level of polymorphism has been demonstrated at various enzyme

(Schmidtke and Engel 1980) and microsatellite loci (Procaccini et al. 2000;

Andreakis et al. 2007; Zhan et al. 2010). In allozymes, average heterozygosity

was 0.319 and the average number of alleles per locus was 2.6 (Schmidtke and

Engel 1980). For microsatellites, allelic richness is higher, ranging from 5.1 to 5.9

(Zhan et al. 2010). The high degree of polymorphism observed in C. intestinalis
populations determines extremely high values of expected heterozygosity (HE) in

all analyzed populations, with values ranging from 0.65–0.69 on eight populations

distributed worldwide (Zhan et al. 2010), to 0.73 on three populations in the Gulf of

Naples (Tyrrhenian Sea) (Sordino et al. 2008) (Table 6.1). These values are higher

than those recorded in other solitary tunicates such as Styela clava (HE ¼
0.48–0.63, Dupont et al. 2009, 2010; Goldstien et al. 2010). Small et al. (2007b)

suggested that extreme polymorphism in Ciona is probably associated with large

effective population size rather than an elevated mutation rate.

Despite the high expected heterozygosis, populations show a relevant heterozy-

gote deficit, which determines a significant deviation from Hardy–Weinberg equi-

librium (HWE) (P < 0.001; Sordino et al. 2008; Zhan et al. 2010). Similar or

higher departure ratio from HWE was previously reported in other ascidians

including the solitary S. clava (Dupont et al. 2010) and the colonial Botryllus
schlosseri (Ben-Shlomo et al. 2006). The departure resulting from heterozygote

Table 6.1 Genetic diversity at microsatellite loci for Ciona intestinalis spA and spB

Pop n Na HO HE FIS FST Reference

spA

3 26–52 6.8–9.3 0.42–0.48 0.65–0.69 0.30–0.42 0.03–0.05 Zhan et al. (2010)

3 20 6.25–7.83 0.38–0.50 0.56–0.71 0.20–0.38 – Sordino et al. (2008)

2 20 7.58–7.83 0.57–0.71 0.66–0.71 – 0.18 Caputi et al. (2007)

spB

9 21–49 8.9–15 0.31–0.63 0.80–0.871 0.28–0.63 0.001–0.15 Zhan et al. (2010)

2 20 6.08–7.17 0.56–0.60 0.63–0.65 – 0.24–0.81 Caputi et al. (2007)

Pop number of populations, n number of individuals, Na number of alleles; HO observed

heterozygosity, HE expected heterozygosity, FIS inbreeding coefficient within individuals relative

to the subpopulations, FST inbreeding coefficient within subpopulations relative to the total
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deficit might be explained in three different ways. First, recurrent inbreeding.

Different studies suggested that C. intestinalis larvae generally settle very close

to the adult individuals (Petersen and Svane 1995; Howes et al. 2007), increasing

the possibility of breeding with related individuals. Additionally, C. intestinalis
self-sterility is not complete; about 15–20% of individuals can self-fertilize (Rosati

and Santis 1978; Kawamura et al. 1987). Second, subpopulation structure. The

possibility that a temporal and⁄or spatial Wahlund effect can be another cause for

the massive heterozygote deficit, is suggested by the enhanced subpopulation

structure, the high connectivity among population, which are highly dynamic in

their fluctuations, and the metapopulation structure shown at small geographic

scale. Third, the presence of null alleles. Null alleles are very likely to be present

in C. intestinalis, due to the highly polymorphic genome, and have been recognized

to be one important cause for heterozygote deficiency in many marine species (e.g.,

Hedgecock et al. 2004; Zhan et al. 2007).

6.3.2 Genetic Structure

Despite high genetic polymorphism of populations, geographic isolation and theo-

retical short-distance dispersal of larvae, an impressive level of genetic homogene-

ity is revealed by microsatellites and mtDNA analyses. In the Mediterranean basin,

C. intestinalis spA shows a single mitochondrial COI haplotype and low degree of

microsatellite-based differentiation (Caputi et al. 2007; Caputi et al. personal

communication), suggesting a recent bottleneck event followed by rapid recoloni-

zation by a dominant mitochondrial haplotype with high dispersal capacity

(Fig. 6.4). In comparison, spB mitochondrial COI shows higher geographical

structure, suggestive of fixed populations (Caputi et al. 2007; Zhan et al. 2010).

From this point of view, the Mediterranean Sea seems to act as a metapopulation

formed by genetically homogeneous clusters of spA individuals occupying

fragmented habitats in completely different environmental conditions (Caputi

et al. 2007). Another theoretical factor linked to the observed lack of sharp genetic

structure is the absence of barriers to gene flow among populations that may dilute

the effects of genetic bottlenecks and decrease the genetic differentiation among

populations (Nei et al. 1975). Nevertheless, we hypothesize that the short larval

dispersal and ecological preference for enclosed habitats of C. intestinalis act as
barriers to natural patterns of gene flow.

Global Fst values, ranging from 0.0353 to 0.0543, are dramatically lower than

the average values (0.2354) recorded for populations of the same areas, suggesting

that gene flow among populations at a large geographical distance is more active

than gene flow among close-by localities (Zhan et al. 2010). These results are in

agreement with preliminary observations showing high levels of migration between

continents (Caputi et al. personal communication).

How can we explain the lower gene flow at regional scale, compared to global

scale, coupled with the absence of genetic structure and low theoretical dispersal of
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larvae? In our opinion there are two possible reasons. The most obvious explanation

is that the geographic structure of C. intestinalis spA does not reflect only natural

dispersal patterns but results also from propagation vectors of anthropogenic origin.

The second is that local populations can be adapted to specific environmental

conditions and isolated from local gene flow, due to their persistence in enclosed

environments such as lagoons and marinas.

Larvae can be entrapped in water currents, which may offer an effective method

of long-distance dispersal in “open” environments lacking of physical barriers

(Palumbi 1992). By the way, this dispersal method appears to have a limited

range and is not expected to be sufficient to homogenize genetic variation at an

intercontinental scale (Dupont et al. 2010). Generally, human-mediated vectors

such as ballast water exchange, vessel hull fouling, and aquaculture trading have

been considered responsible for such a genetic pattern and the recent range expan-

sion of C. intestinalis (Carver et al. 2003; Lambert 2007). Looking at the isolation

of populations living in enclosed environments, no significant differentiation was

detected between open-shore and lagoon sites in the Gulf of Naples (Tyrrhenian

Mediterranean
Atlantic Europe
Pacific American
Atlantic Amercian
Asian Pacific
Ocenian Pacific
South Africa

Fig. 6.4 Nested Clade

Analysis of C. intestinalis
spA populations performed

on the COI statistical

parsimony cladogram.

Modified from Caputi et al.

personal communication
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Sea, Italy). The only exception is represented by the innermost population of the

Fusaro lagoon (Sordino et al. 2008), which shows genotypic proportions deviating

significantly from HWE expectations at several loci. This population occupies

specific microhabitats and it oscillates between periodical extinction events from

the upper layers and subsequent recolonization with the likely contribution of

deeper refugees (Riisgard et al. 1998). These environmental constraints coupled

with nonrandom mating, or eventually selfing, offer the reproductive assurance of

selected mating combinations and an increased probability that locally adapted

genotypes are able to persist (Fields and Johnston 2005). In general, we can assume

that local adaptation and physical barriers experienced by populations living in

confined environments can add an important variable in the interpretation of neutral

patterns of gene flow in C. intestinalis (Fig. 6.5).

6.4 Naturally Occurring Mutations

One of the oldest and unsolved problems in evolutionary biology is which

mutations generate evolutionarily relevant phenotypic variation. To understand

the genetic basis of evolutionary change in nature, we need to address questions

about the relative importance of coding vs. regulatory DNA in morphological

variation, the origin of phenotypic traits by either natural selection or genetic

drift, and how the ecology mediates such processes. Because the genetic variation

responsible for phenotypic variation is but a subset of the genetic variation in

general, it is essential to understand the evolutionary processes underlying this

variation if we are to identify genes that cause morphological transitions. Further-

more, it is clear that allelic variation affects responses to key environmental

stressors.

Several traits make ascidians suitable for studying the role of developmental

genes in natural variation. Transparent and externally fertilized embryos develop by

bilaterally symmetrical cleavage, according to a determined pattern, with a defined

and well-characterized cell lineage and segregation of developmental fate of cells

Fig. 6.5 Principal coordinate analysis showing significant differentiation between isolated (FuI)

and open-sea (VC/CdS) populations. (Modified from Sordino et al. 2008)
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until the end of gastrulation. Larvae are valuable for understanding the elements of

structure, developmental processes, and possibly also the evolution of the

vertebrate body plan, including organogenesis of the chordate nervous system.

Natural variation and neutral population genetics can be used for the characteri-

zation of phylogenetically relevant mutations in C. intestinalis, under the assump-

tion that the accumulation and distribution of mutant phenotypic classes is mostly

influenced by historical and environmental factors (i.e., effective population size,

genetic variability, reproductive strategies, geographical barriers, environmental

harshness). It has been previously shown that up to 20% individuals from natural

populations are heterozygote carriers of developmental mutations that segregate in

a way typical of recessive alleles (Hendrickson et al. 2004; Sordino et al. 2008). The

percentage of heterozygote carriers varies from 13.4% to 19.5% among

populations, as well as the relative contribution of lethal and nonlethal mutant

phenotypes that may be sharply different (20–60% and 40–80%, respectively). It

has been argued that these phenotypes contribute to local adaptation but do not

represent potentially independent evolutionary lineages, as suggested by the low

morphological complexity of the species, which is adapted to an ecological sce-

nario featuring low intraspecific competition and stressful environmental

conditions (Sordino et al. 2008).

Changes in terms of presence, position, size, and structure of the larval brain

sensory organs have occurred repeatedly in ascidian phylogeny (Jeffery 2004). In

C. intestinalis, mutations that affect sensory organ phenotype are of special interest

to uncover the changes in regulatory gene networks that underlie morphological

diversity. Phylomimicking mutations, as they are called, have been also termed

“hopeful monsters” by Richard Goldschmidt, who proposed that they were

generated through alterations of development (Goldschmidt 1940). Which are the

molecular networks controlling organ specification and how morphogenetic

structures evolved in the chordate lineage? Which seemingly different mechanisms

drove the remodelling of the larval body plan in ascidians, as seen in the indepen-

dent loss of tail and brain sensory organs in Molgulid and Clavelinid species?

Mutations that affect development of the Ciona embryo in a similar way might have

played analogous roles during evolution, but the degree to which these mutations

are identical to those upon which ascidian evolution depends is unknown. The

molecular identity of Ciona mutation can be disclosed by positional cloning via

bulked segregant analysis (BSA) with AFLP reactions and the support of genetic

and physical linkage maps and the C. intestinalis genomic sequence (Dehal et al.

2002; Kano et al. 2006; Kano 2007; Veeman et al. 2008). Then, the orthologue of

the genes mutated in Ciona can be isolated from specific ascidian lineages, and

compared at the levels of sequence, expression, function, and regulation in order to

address their implication in phenotypic radiation. At the population level, the

molecular identity of specific mutations that underlie evolutionary shift can be

correlated with the performance in natural environments, e.g., fitness of mutated

sensory organs compared with the wild type, and with the rules of population

genetics that allow their repeated fixation under conditions of natural selection.
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The combination of marker-assisted analysis of population structure and screen-

ing of phenotypic classes is central not only in shaping models in developmental

biology but also in evolutionary genetics of populations. The comparison between

frequencies of natural variation and population genetic patterning represents a

unique opportunity to quantify the importance of biogeographic and anthropogenic

factors in affecting mutation–selection dynamics (Sordino et al. 2008).

6.5 Ciona Intestinalis as a Model for the Ecology

and Genetics of Adaptation

Assessing the dynamics and timescales of phenotypic and genetic polymorphism in

different environments requires the study of the dynamics of natural populations

through extensive field work. C. intestinalis represents an ideal species for studies

in the wild (see Sect. 6.2). Here we suggest that Ciona species can become a model

organism for deciphering the evolutionary potential of invasive species in the newly

colonized habitats and, more in general, for understanding the microevolution of

natural populations in response to changing environmental conditions. This is

particularly important if we consider the continuous and increasing impact of

human activities on natural environments. One of the main challenges in evolution-

ary biology is the understanding of evolutionary processes in natural populations

and their relationship with environmental conditions and environmental quality. In

a recent review, Charmantier and Garant (2005) discuss three important points,

which should be taken into consideration for evaluating the evolutionary potential

of a species in the natural environment. First, unfavorable environmental conditions

determine lower rate of evolution although the rapid increasing of human distur-

bance on natural environments makes it difficult to derive general trends for all the

species. Second, different genotypes can have different levels of interaction with

the environment, which reflects on a different evolutionary potential in stressful

conditions. Third, authors stress that environments can be variable in space and

time, making that the evolutionary potential of a single population can vary when

environmental conditions change. In this case, the potential for microevolution is

constrained by either a lack of heritable variation in unfavorable environments, or

by a reduced strength of selection in favorable environments (Wilson et al. 2006).

In species which are displaced from their natural habitat and move to colonize

new habitats, the change of environmental conditions to which they must adapt can

be orders of magnitude faster than what would occur in the same natural habitat.

Successful invasive species show to possess high evolutionary potential, which is

theoretically proportional to the amount of additive genetic variation present

(Fisher 1930). Nevertheless, very little is known about the role of genetic diversity

in process of adaptation to new environments.

C. intestinalis seems to possess very high genetic polymorphism (see Sect. 6.3),

which could be at the basis of its invasive success, in particular in some areas

(Ramsay et al. 2008). Also, the existence of a significant number of natural mutants
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seems to confirm the high evolutionary potential of the species. Nevertheless, the

life cycle of the species, the ecological requirements which seem to favor its life in

isolated and enclosed environments, with low water quality, make the scenario

more complicated. The deficit in heterozygosis encountered in most of the natural

populations analyzed so far (Sordino et al. 2008; Zhan et al. 2010) seems to

counteract the positive effect toward rapid evolution provided by the high genetic

polymorphism.

Until now, no studies have specifically focused on the relationship between

genetic polymorphism and adaptive potential in C. intestinalis, taking into consid-

eration the life cycle of the species and its ecological requirements. Recently, we

started a multidisciplinary research program which aims to study population ecol-

ogy of the adult and larval stages, population genetics of natural populations, and

evolutionary significance of natural mutants, in relation to the biotic and abiotic

component of a coastal lagoon. The available molecular tools existing for this

species (see Sect. 6.1) makes it an excellent model for this type of integrative

studies. Actually, being C. savignyi and the two cryptic species C. intestinalis spA
and spB separated by comparable genetic distance (13–15%), they altogether offer

a unique experimental model for approaching levels of evolutionary divergence in

developmental programs among sister taxa. Our research aims at gaining insights in

population structure and diversity, to relate with temporal and spatial population

dynamics; to correlate population genetic structure and the occurrence of abnormal

phenotypes as an important focus for understanding selective forces that shape

natural finite populations, and to gain insights into the embryological and evolu-

tionary mechanisms that generate animal diversity. We also hope to give insights in

the understanding of the evolutionary potential of invasive species in general.

Whether a new mutation can contribute to morphological and, ultimately, taxo-

nomic radiation, entails the possibility that the frequency of this genetic change

increases in the population, leading progressively to reproductive isolation and

fixation of the change. As future perspective, we are considering the possibility to

apply a genome scan approach using gene-linked polymorphic markers in order to

identify genes under selection to be related to both the presence of mutants and the

population genetic patterns observed.
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Chapter 7

Rapid Evolution of Simple Microbial

Communities in the Laboratory

Margie Kinnersley, Jared W. Wenger, Gavin Sherlock,

and Frank R. Rosenzweig

Abstract Classical models predict that asexual populations evolve in simple

unstructured environments by clonal replacement, yet laboratory evolutionary

studies have uncovered persistent polymorphism, driven either by frequency-

dependent selection or mutualistic interactions. We have studied the evolution of

microbes in simple unstructured environments as a way to illuminate the evolution

of biodiversity. We sought to understand how complexity arises in an Escherichia
coli population founded by a single clone and propagated under glucose limitation

for >770 generations. When coevolved clones are cultured separately, their tran-

scriptional profiles differ from their common ancestor in ways that are consistent

with our understanding of how E. coli adapts to glucose limitation. A majority of

the 180 differentially expressed genes shared between coevolved clones is con-

trolled by the global regulators RpoS, Crp, and CpxR. Clone-specific expression

differences include upregulation of genes whose products scavenge overflow

metabolites such as acetate, enabling cross-feeding. Unexpectedly, we find that

when coevolved clones are cultured together, the community expression profile

more closely resembles that of minority clones cultured in isolation rather than that

of the majority clone cultured in isolation. We attribute this to habitat modification

and regulatory feedback arising from consumption of overflow metabolites by

niche specialists. Targeted and whole-genome sequencing reveal acs, glpR, and
rpoS mutations in the founder that likely predispose evolution of niche specialists.

Several mutations bringing about specialization are compensatory rather than gain-

of-function. Biocomplexity can therefore arise on a single limiting resource if

consumption of that resource results in the creation of others that are differentially
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accessible to adaptive mutants. These observations highlight the interplay of

founder genotype, biotic environment, regulatory mutations, and compensatory

changes in the adaptive evolution of asexual species and somatic cells.

7.1 Enacting Evolutionary Plays in the Laboratory

Biologists have long sought to understand mechanistically how adaptive genetic

variation arises and persists. Experimental studies using model organisms such as

Drosophila (Dobzhansky and Wright 1947; Dobzhansky and Spassky 1947; Wright

and Dobzhansky 1946) and C. elegans (Estes et al. 2004; Estes and Lynch 2003;

Denver et al. 2005) transformed the search for such mechanisms from a retrospective

to a prospective endeavor. However, long generation times, sexual recombination,

and logistical constraints on lab population size make multicellular eukaryotes

imperfectly suited to study the tempo, trajectory and mechanisms by which evolution

occurs in asexual species and in the somatic cells of sexual organisms. In such cells,

new genetic variation is limited by the rate of mutation supply and, in bacteria, also

by the incidence of horizontal gene transfer. Fortunately, evolution in asexual species

and somatic cells can be studied using microbial models, such as the yeast Saccharo-
myces cerevisiae and the bacterium, Escherichia coli (Zeyl 2006; Rozen and Lenski

2000). Early microbial studies led to two generalizations concerning the emergence

and persistence of genetic variation in large, asexual populations. First, over ecologi-
cal time and in the absence of spatial structure and differential predation, competition

for the same limiting resource selects for one fittest variant, an insight that came to be

known as the “competitive exclusion principle” (Gause 1934; Hardin 1960). Second,

over evolutionary time variation arising bymutation is subject to “periodic selection,”

leading to a succession of genotypes each more fit than its immediate predecessor

(“clonal replacement”) (Muller 1932; Atwood et al. 1951; Novick and Szilard 1950).

These generalizations led to the expectation that large, clonal populations evolving

under resource limitation should exhibit limited genetic variation.

Classical models of asexual evolution posit that in simple environments,

evolving asexual populations’ complexity should be transient and limited in

scope. Experimental evidence now suggests otherwise. Multiple genotypes that

arise from a single founder clone can coexist over evolutionary time; in other

words, out of one comes many (e unum pluribus). This phenomenon has been

documented in spatially and temporally unstructured chemostats (Helling et al.

1987; Rosenzweig et al. 1994), in temporally structured batch cultures (Spencer

et al. 2007; Friesen et al. 2004; Le Gac et al. 2008; Turner et al. 1996; Rozen and

Lenski 2000), and in spatially structured microcosms (Rainey and Travisano 1998).

In each setting, the emergence and persistence of polymorphism in the absence of

sexual recombination seems to require that cohabitants exploit alternative ecologi-

cal opportunities (i.e., unoccupied niche space), and/or accept trade-offs between

being a specialist and a generalist (as reviewed in Rainey et al. 2000), also see

Zhong et al. 2004). Alternatively, new adaptive genotypes may arise at such a rapid

rate that there is always clonal interference (see below). In serial dilution batch
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culture, multiple growth parameters may be selected upon (reviewed in

Rosenzweig and Sherlock 2009). Clones may arise that differ with respect to lag

time, maximum specific growth rate, or enhanced capacity to survive and/or

reproduce as cultures transition into stationary phase. Periodic changes in popula-

tion density and nutrient levels may bring balancing selection to bear on these

different phenotypes, especially if antagonistic pleiotropy precludes evolution of

one fittest genotype incorporating all of these advantageous traits. In spatially

structured environments, selection may favor mutants better adapted to particular

regions or better able to colonize microhabitats formed at the boundaries between

such regions. In continuous nutrient-limited environments (e.g., chemostats), the-

ory (Monod 1942; Kubitschek 1970) predicts that selection will favor clones better

able to scavenge the limiting resource or more efficiently convert that resource to

progeny. Ultimately, the outcome of the “evolutionary play” in any of these

“ecological theaters” will depend on founder genotype, the complexity of genetic

pathways that lead to different adaptive strategies, as well as the propensity of key

steps along those pathways to undergo mutation and to act pleiotropically.

7.2 Alternative Dénouements to the Evolutionary Play

Increasing evidence points to the possibility of not one, but three possible evolu-

tionary outcomes when asexual microbes evolve in simple environments: clonal
replacement, as described above, clonal interference, where fixation of a single

fittest clone is deferred because independent beneficial mutations arise in multiple,

independent clones that are in competition with one another (Gerrish and Lenski

1998; de Visser and Rozen 2006; Kao and Sherlock 2008), and what we propose to

call clonal reinforcement, where the presence of one genotype actually favors the

emergence and persistence of other genotypes by virtue of cooperative (mutualistic)

interactions, as described below. The last two outcomes, clonal interference and

clonal reinforcement, involve the coexistence of multiple genotypes in the same

environment, i.e., the existence of stable polymorphisms. Because mutualism is

recognized to be a pervasive force in evolution (Thompson 2005), and because

mutualism has been at least as important as competition in bringing about

biological innovation (Boucher 1985), we are experimentally investigating the

genetic and environmental factors that determine how population genetic complex-

ity arises and persists as microbes evolve in the laboratory.

7.3 E unibus plurum: Genetic Bases for the Emergence of Stable

Polymorphism in Clonal Populations

Only recently have we begun to discover the mechanisms by which complexity in

the form of balanced polymorphisms originate in large, asexual populations, in

effect how out of one comes many (e unibus plurum). In serial batch culture,
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differences in the activity of the global regulator RpoS help explain coexistence of

two E. coli isolates with different propensities to survive extended stationary phase

(Gerrish and Lenski 1998), although the precise genetic basis for these differences

remains obscure. In a spatially structured microcosm founded by a single clone of

Pseudomonas fluorescens, a methylesterase structural mutant arose and persisted

because the resulting change in exopolysaccharide production enabled the mutant

to colonize the air–broth interface (Rainey et al. 2000; Bantinaki et al. 2007). Finally,

in glucose-limited chemostats, polymorphic E. coli populations repeatedly evolved,

in part owing to local regulatory mutations that alter expression of a single operon

(acs-actP-yjcH) (Treves et al. 1998).When adaptive clones from one such population

were grown in monoculture, strain-specific differences in expression of ca. 20%

of identifiable proteins suggested the presence of other mutations with highly pleio-

tropic effects (Kurlandzka et al. 1991). Thus, regardless of experimental system,

uncertainty remains as to whether either regulatory or structural mutations consis-

tently deliver greater fitness increments, which category of mutation better explains

the maintenance of diversity, and whether one type is more likely to precede the other

in an evolutionary sequence leading to balanced polymorphism.

Theoretical considerations have led some to argue that the major phenotypic

changes underlying adaptive radiation are more likely due to regulatory than to

structural mutations (Carroll 2005; Wray 2007 and references therein), This argu-

ment is based on the perception that changes in coding sequences more likely exert

large pleiotropic effects than changes in the expression of those sequences, in

particular changes that arise from the mutation of cis-regulatory elements affecting

single genes. In effect, this type of regulatory mutation enables selection more easily

to “tinker” (sensu Jacob 1977), as it provides a mechanism to alter functionality in

one process while still preserving the role of pleiotropic genes in others (Rozen et al.
2009). Also, and this fact too often goes unappreciated, a discrete cis-regulatory
mutation preserves the capacity to restore the ancestral pattern of expression via

compensatory or back mutations. The proposition that regulatory mutations play a

greater role in adaptive diversification has been criticized on empirical and theoreti-

cal grounds by Hoekstra and Coyne who point out the vastly greater number of

examples where adaptation is attributable to structural rather regulatory mutations,

as well as the facts that cis-acting elements offer much smaller targets for mutation

than ORFs, and that in many species, pleiotropic effects arising from structural

mutations may be buffered by gene duplication (Hoekstra and Coyne 2007).

7.4 Saccharomyces cerevisiae as Dramatis Personae:

Complexity in a Simple, Constant Environment

Can Arise from Clonal Interference

Kao and Sherlock (2008) investigated population dynamics in another microbial

model, Saccharomyces cerevisiae, and sought to determine whether clonal replace-

ment or clonal interference occurred as cells evolved under glucose limitation.
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They evolved eight populations of yeast in glucose-limited chemostats for 440

generations, beginning each experiment with population sizes between 108 and 109.

Populations consisted of equal parts of otherwise isogenic yeast expressing 1 of 3

fluorescent proteins, red, yellow and green; the abundance of each of these

subpopulations during the experimental evolution was monitored using FACS. In

each population, there was clear and unequivocal evidence of clonal interference,

with subpopulations expanding and contracting, as presumably adaptive clones

carrying one or another of the fluorescent markers expanded during the evolution.

An example population, which was characterized further, is shown in Fig. 7.1.

As can be seen in Fig. 7.1, not only were they able to determine that clonal

interference was occurring, they could also identify when adaptive clones increased

in frequency, based on the expansion of one of the subpopulations. Using live cell

FACS, different colored subpopulations were isolated at the generation times

indicated, when the subpopulation had reached a maximum. Kao and Sherlock

then tested seven clones from those subpopulations in pair-wise competitions with

the progenitor strain to identify adaptive clones, and selected clones M1 through

Fig. 7.1 Clonal interference in yeast cultured in a glucose-limited chemostat. Population dynam-

ics of the evolution experiment from which adaptive clones marked M1–M5 were isolated and

characterized (N � 109 cells). The times when putative adaptive subpopulations reach their

maxima are marked with arrows (Kao and Sherlock 2008)
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M5 as the most adaptive from each of those subpopulations. High-throughput

sequencing of M1 through M5 revealed different mutations in a transcriptional

repressor, MTH1 in M1-M3, and independent amplification of the hexose

transporters (HXT6/7) in M4 and M5. M3 through M5 also contain additional

mutations in the Ras-cAMP signaling pathway, which have subsequently been

shown to be adaptive (Kvitek and Sherlock 2011). In addition, there also exists

reciprocal sign epistasis between the MTH1 and the HXT mutations, thus these two

mutations lead to mutually exclusive paths on the adaptive landscape.

7.5 Escherichia coli as Dramatis Personae: Complexity

in a Simple, Constant Environment Can Arise

from Clonal Reinforcement

Helling et al. (1987) addressed the issue of the relative importance of structural

versus regulatory change in a seminal work demonstrating how diversity arises in

E. coli. Experimental populations were founded using a single clone (JA122), which

was then evolved in aerobic, glucose-limited chemostats at a constant dilution rate

(D ¼ 0.2 h�1) and constant temperature (30�C). From fluctuations in a neutral

marker (phage T5 resistance), they inferred that adaptive mutations occurred

about every 50–100 generations. After 765 generations, four strains in one such

population could be distinguished on the basis of colony size and ampicillin

sensitivity. Three of these phenotypes were shown to stably coexist in reconstruc-

tion experiments, wherein the majority clone strain, CV103, was followed in rank

order of abundance by CV116 and CV101 (Rosenzweig et al. 1994). Each strain

exhibited a characteristic pattern of protein expression, as determined by 2D protein

gel electrophoresis, when grown in glucose-limited chemostat monoculture; as a

group, evolved clones significantly differed from their common ancestor at ~160

expressed proteins of ~700 that could be resolved (Kurlandzka et al. 1991).

Relative to the common ancestor JA122, all evolved clones demonstrated

enhanced uptake of the glucose analogue 14C-a-methylglucoside (aMG), and

CV103 accumulated significantly more a-MG than any other clone (Helling et al.

1987), even though its yield and maximum specific growth rate, mmax, were less than

that of the other adaptive clones. The equilibrium glucose concentration (the amount

detectable in a culture of actively dividing cells at steady state) was an order of

magnitude less in CV103 than in CV101 chemostats and less than half that observed

for CV116 (Table 7.1). Unlike CV101 and CV116, however, CV103 left excreted

metabolizable carbon in the chemostat, effectively creating metabolic niches con-

ducive to the evolution of cross-feeding (Table 7.1). The other strains filled those

niches, efficiently scavenging overflow metabolites near to or below detection limit

(Rosenzweig et al. 1994). Acetate-scavenging strains were subsequently observed

in 6 out of 12 independent evolutionary populations founded by cells of similar

genetic background grown under similar conditions (Treves et al. 1998).
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The Helling et al. experiments exemplify how adaptive evolution occurs in the

context of niche diversification, in essence, how biodiversity builds upon itself

through the cooperative use of a limiting resource. Because cross-feeding

interactions evolve repeatedly (Treves et al. 1998) and in diverse ways (even via

cannibalism! Rozen et al. 2009), because these interacting populations can be taken

apart and reassembled (Rosenzweig et al. 1994), and because reassembled

populations can persist for hundreds of generations (Helling et al. 1987), E. coli
experimental evolution offers an ideal system in which to investigate conditions

that favor emergence of metabolic partnerships.

7.6 A Closer Look at HowMutualism Evolves in the Laboratory

As noted, chemostat theory predicts that under continuous nutrient limitation, selec-

tion will favor clones that better scavenge the limiting resource or more efficiently

convert that resource to progeny (Dykhuizen and Dean 1994). Theory also predicts

that under resource limitation, one adaptive clone may create ecological opportunity

for another if its metabolic activity produces a substrate or substrates that support

growth by other clones. This prediction has been demonstrated empirically: E. coli

Table 7.1 Co-evolved E. coli and their common ancestor are phenotypically differentiated

Strain Characteristics

Specific

growth rate

(h�1)

Relative

growth

yield

Glucose

uptake (mmol

aMG/min/g)

Equilibrium

[glucose]

(nmol/mL)

Equilibrium

[acetate]

(nmol/mL)

JA122

F� thi1, lacY1,
araD139, gdh
supE44, hss1;
lysogenic for l;
pBR322D5 0.44 � 0.01 1.14 � 0.02 1.19 � 0.09 1.84 � 0.48 194 � 20

CV101

Derivative of

JA122; isolated

after 773

generations,

AmpR 0.50 � 0.02 1.11 � 0.02 1.66 � 0.06 0.88 � 0.31 0 � 0

CV103

As CV101, but

independent

isolate, which

forms small

colonies on TA,

AmpR 0.40 � 0.01 0.81 � 0.04 2.46 � 0.16 0.07 � 0.03 252 � 70

CV115

Derivative of

JA122, isolated

after 773

generations,

lacks plasmid 0.55 � 0.02 1.11 � 0.02 ND ND ND

CV116

As CV115 but

forms small

colonies on TA 0.60 � 0.01 1.20 � 0.03 1.61 � 0.11 0.19 � 0.05 40 � 25

Adapted from Kinnersley et al. (2009)
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populations founded by a single clone and evolved under glucose limitation repeat-

edly give rise to interdependent, polyclonal communities supported by cross-feeding

of overflow metabolites.

We have recently sought to better understand the mechanistic basis for this

phenomenon (Kinnersley et al. 2009). Specifically, we evaluated global gene expres-

sion of community members grown both in isolation and as a group under evolution-

ary conditions. We observed ~180 genes significantly altered in their expression

(Fig. 7.2), and attributed many shared increases and decreases to shared mutations

in the stationary phase sigma factor, rpoS and the maltose operon operator, mglO.
Expression differences that distinguish isolates occur mainly in the majority clone,

CV103 (Fig. 7.3). Many of these genes are either regulated, or are predicted to be

regulated by the cAMP receptor protein (CRP) and/or the global stress regulator

CpxR. Of particular significance, targeted sequencing uncovered in the founder,

JA122 regulatory mutations in acs and glpR not present in the standard E. coli wild-
type, K12 MG1655. As the products of these genes are involved in acetate and

glycerol catabolism, we hypothesize that these mutations predispose the system to

evolve cross-feeding. Among adaptive clones, we discovered shared mutations in

rpoS andmglO, and mutations that distinguish clones from one another at pacs, malT,
and glpK. Remarkably, the “community” expression profile is similar to the mono-

culture profiles of sub-dominant clones, suggesting that biochemical interactions

among clones may alter CRP-CpxR regulation (see Fig. 7.4). Mechanistically, we

speculate that CV103 experiences feedback inhibition when cultured alone, but not in

coculture, because its mutualist partners consume the inhibitory molecules. Alto-

gether, our results suggest that both cis- and trans-regulatory changes underlie

adaptive diversification in a simple, unstructured, resource-limited environment,

and that founder genotype and chemical interactions among clones not only facilitate

coevolution, but also strongly impact their respective patterns of gene expression.

7.7 Sequencing Reveals Surprising Genetic Complexity

in an Evolved Mutualism

Sequencing of 13 candidate loci led to the discovery of the genetic changes

described above, as well as a silent substitution in glycerol kinase (glpK) in glycerol
scavenging clone CV116 (Kinnersley et al. 2009). Relative to the ancestral strain,

we observed few mutations in the four evolved clones, virtually all of them in cis- or
trans-acting regulatory sequences. This observation was consistent with prior

estimates that no more than eight adaptive mutations had occurred in the experi-

mental population (inferred by scoring periodic selection) (Helling et al. 1987), as

well as speculations that these were responsible for dramatic changes in protein

(Kurlandzka et al. 1991) and RNA expression (Kinnersley et al. 2009).

To determine whether he had a true picture of genetic diversity in our consor-

tium, we have undertaken whole-genome sequencing. Single-end, 36 bp Illumina

sequencing reads (with qualities) were used to identify SNPs resulting from the
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Fig. 7.2 Expression profiling of coevolved E. coli clones in chemostat monoculture. Relative to

their common ancestor, adaptive clones share many changes in gene expression, most of which are

under the control of global regulators RpoS, CpxR, and CRP (2-class SAM, Kinnersley et al. 2009)
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evolution. Contrary to expectation, whole-genome sequences of these clones have

revealed unexpectedly high levels of polymorphism. In fact, hundreds of single

nucleotide polymorphisms distinguish mutualist clones from their common ances-

tor, and the majority of these SNPs are in coding sequences. Remarkable as this
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Fig. 7.3 Transcriptional profiling of coevolved E. coli clones in isolation reveals that most clone-

specific differences occur in clone, CV103 (4-class SAM, Kinnersley et al. 2009). A majority of

these differences are in genes under the control of CRP and CpxR, the latter of which can undergo

nonenzymatic phosphorylation by acetyl phosphate
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may seem, it is likely that these data underestimate total genetic diversity in the

mutualist population, both because as tools improve there are likely more variants

that were identified from the data (false negatives), and because we only sequenced

individual clones. We already know from array-Comparative Genome

Hybridization (aCGH) data that the dominant clone CV103 can be distinguished

from its partners by a 27-gene deletion that consists of multiple genes in anaerobic

metabolism and nitrogen metabolism (Kinnersley et al. 2009). Thus, much exciting
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Fig. 7.4 The transcription profile of the coevolved community resembles that of minority clones,

not that of the dominant clone. We hypothesize that consumption of acetate and glycerol by

minority clones relieves feedback effects by these compounds on the dominant clone (Kinnersley

et al. 2009)
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work lies ahead in determining which of these mutations are beneficial, which are

neutral, and which are deleterious but have hitchhiked with selectively favored

alleles. Given that so many of these mutations are in coding regions and that many

are non-synonymous, it is easy to imagine that many impact fitness. It is tempting

to speculate that even in a simple, unstructured environment the rate at which

beneficial mutations accumulate is much higher than previously imagined. Indeed,

this speculation finds theoretical support in recent work by Sniegowski and

Gerrish (2010).

7.8 Prospects for Future Study

The two studies we have highlighted illustrate two alternative mechanisms by

which population genetic complexity can be maintained in a simple, resource-

limited environment: clonal interference (Kao and Sherlock 2008) and clonal
reinforcement (Kinnersley et al. 2009). Clearly, the classical model (Muller 1932)

of clonal replacement (periodic selection) imperfectly explains how adaptive

evolution occurs in asexual species and somatic cells, even under the simplest

possible experimental conditions. Thus, we anticipate that this venerable work will

soon be relegated to use as a heuristic device and/or null model. Urgently needed

are investigations aimed at defining the ecological and genetic boundary conditions

within which either clonal interference or clonal reinforcement act alone or in

concert with periodic selection to maintain population genetic diversity. Defining

these boundaries will depend on answers to the following general questions. First,

just how clonal is a clonal population? The discovery that most mutations are

neutral or mildly deleterious suggests that the rate of mutation accumulation in

asexual populations may approximate the rate of mutation supply, especially under

slow-growth conditions (e.g., chemostats) where modest decrements to maximum

specific growth rate mmax,may not come under selection. Second, for a given type of

selection, how much does founder genotype, and/or the genotype of early arising

adaptive mutants, constrain evolutionary ”dénouement?” Repeated evolution of

cross-feeding in the Helling et al. E. coli strains (Treves et al. 1998) suggests that
possible adaptive solutions are partly constrained by the ancestral strain back-

ground; moreover, apparent reciprocal sign epistasis between adaptive mutations

in yeast (Kvitek and Sherlock 2011) suggests that the evolution of certain adaptive

mutations may preclude the acquisition of others in the same genetic background.

Finally, while it is theoretically and intuitively obvious how spatial and temporal

heterogeneity support evolution of population genetic complexity, the roles played

by physical factors such as temperature or irradiation, and chemical factors such

as limiting resource type are not. With regard to the latter, we speculate that in the

case of microbes, simple, non-fermentable substrates such as acetate or lactate may

be less likely to support mutualism because the types of secondary metabolites

produced are few and their abundance limited. The same reasoning can be

applied to predicting the effect of other limiting resources, e.g., phosphorus,
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nitrogen and sulfur, where we anticipate that inorganic substrates would poorly

support metabolic cooperation among clones, as compared to organic substrates.

We eagerly look forward to answers to these questions, as they have far-reaching

implications for better understanding both the early evolution of life on our planet,

as well as for better predicting the outcomes of chronic infectious disease and

cancer, both of which are examples of evolution in action.
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Chapter 8

Use of Paleontological and Phylogenetic Data

in Comparative and Paleobiological Analyses:

A Few Recent Developments

Michel Laurin

Abstract Comparative biology has progressed tremendously but unevenly in the

last decades, through incorporation of methodological progress in phylogenetics

and in statistical methods that incorporate phylogenetic data into statistical analyses

of character correlation or evolution. This review presents a few methods of general

interest to comparative biologists, such as phylogenetic independent contrasts (PIC)

and variance partition with phylogenetic eigenvector regression. In evo-devo,

heterochrony detection has usually been done using event pairing, in the last

decade. That method uses a topology, but does not exploit branch length informa-

tion. A recently proposed method based on squared-change parsimony and PIC

exploits both topology and branch lengths, and it outperforms event pairing.

Molecular evolution can also benefit from a phylogenetic perspective, as shown

in recent studies on genome size evolution. In paleobiology, phylogenies are still

rarely and often incompletely incorporated in analyses. Recent developments

facilitate time-tree compilations and the combination of paleontological and molec-

ular age data, and new branch length transformation methods can help to standard-

ize PIC, to determine if the characters evolved according to a Brownian motion

model, and to deal with clades about which no age information is available.

8.1 Introduction

Comparative biology has roots extending at least into the early nineteenth century,

through the works of Lamarck (1809), one of the very first evolutionists, and it could

probably even be argued that some pre-evolutionary biologists did comparative
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biology, although in a different theoretical framework (Mayr 1982). The related

field of paleobiology can be considered, to an extent, as a special form of compara-

tive biology because one of the most reliable methods of paleobiological inference

consists in demonstrating, in extant relatives of extinct taxa, a correlation between

an attribute that usually fossilizes (e.g., skeletal characters in vertebrates) and

another that is usually not observed in fossils but for which we need to infer the

presence or value (such as a behavior or basal metabolic rate). Demonstrating such a

correlation is a typical comparative biology problem, and paleobiologists rely

extensively on work on extant taxa to draw their inferences (e.g., de Buffrénil and

Rage 1993; Canoville and Laurin 2010).

Comparative biology has changed over time, as it incorporated new techniques

and conceptual developments. The advent of cladistics (Hennig 1965) and later, of

molecular phylogenetics and dating (Zuckerkandl and Pauling 1965) have greatly

improved our knowledge of the tree of life, thus greatly facilitating the work of

comparative biologists, to the extent that closely related taxa have to be compared

to study transformation series. By now, most (but not all; see below) comparative

biologists have integrated phylogenetics in their routine work.

Another very important development in comparative biology was the develop-

ment of statistical methods that accounted for the statistical nonindependence of

comparative data. Indeed, standard statistical methods assume that data about each

point (terminal taxa, in the context of comparative analyses) are independent of

each other. The very existence of the tree of life indicates that for many datasets,

this assumption is violated; whether or not this happens depends mainly on the

taxonomic sampling and the evolutionary rate of the characters, but empirical work

(e.g., Freckleton et al. 2002; Laurin 2004; Cubo et al. 2005) and simulations (e.g.,

Martins et al. 2002; Laurin 2010a) show that this problem is pervasive. The first

statistical method developed to solve this problem was the phylogenetic indepen-

dent contrasts (Felsenstein 1985; abbreviated as PIC below), a method that has

inspired most (Grafen 1989; Martins and Hansen 1997; Pagel 1997) but not all

subsequent comparative methods (Gittleman and Kot 1990; Desdevises et al. 2003;

Cubo et al. 2008).

This brief review shows that progress in comparative biology depends rather

critically (but not exclusively) on the incorporation of phylogenetic data into

the analysis, and on the use of comparative methods that adequately use these

phylogenetic data. Below, I will first discuss briefly problems that may arise when

this is not done. I will then present briefly some recent comparative methods, and

show that most of them require phylogenies with estimated branch lengths. Getting

these lengths remains difficult, despite recent progress in molecular and paleonto-

logical dating, and many authors still do not bother getting these. Thus, this topic

deserves a discussion, which will lead into a short digression in a chronic problem

in recent molecular dating studies, namely, the underuse of paleontological

literature.

Throughout this discussion, I try to emphasize the most important points, but this

review nevertheless emphasizes, to an extent, my own modest contributions to

these fields, for the simple reasons that this is where my expertise lies, and that my
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recent work on these topics is scattered in various journals and book chapters. Thus,

a review summarizing these recent developments may be useful.

8.2 The Traditional Approach and Why It Is Being Abandoned

The most basic task of comparative biology, namely, showing a correlation between

two features (e.g., body size and basal metabolic rate) used to be done using standard

statistical methods, such as least-squares linear regressions. The problem with this

approach is mostly that the statistical significance of the relationship is not assessed

properly because the number of degrees of freedom is overestimated. Indeed,

closely related species tend to resemble each other in most characters, so in a data

matrix with n taxa, we do not have n independent data points. For instance, a

standard simple linear regression is represented by equation (8.1):

y ¼ axþ b (8.1)

Two constants are estimated (a and b), and we should consequently expect

to have n-2 degrees of freedom. In comparative biology, this is not true, but

the number of degrees of freedom is difficult to estimate, and most compara-

tive methods modify the data before performing regressions (see below). These

problems are expected on the basis of theoretical considerations (Felsenstein 1985),

and have been shown to occur in various situations represented by simulation

parameters (Purvis et al. 1994; Martins et al. 2002; Laurin 2010a).

The importance of this problem in comparative biology cannot be

overemphasized, especially because several studies are still conducted with inade-

quate comparative methods. Let us consider the classical problem of assessing the

presence of evolutionary trends concerning some of the most basic questions about

the history of life. For instance, did complexity of organisms increase over time

(McShea 1996)? Did body size increase over time, a trend known as the Cope-

Depéret rule (Laurin 2004)? Such studies are still being conducted with a great

variety of methods, which hampers meaningful comparisons of results and of the

reliability of analyses because the same data analyzed by different methods can yield

contradictory results, for instance about the presence (Hone et al. 2008) or absence

(Butler and Goswami 2008) of a trend of increasing body size in Mesozoic birds. In a

recent simulation study attempting to remedy this situation (Laurin 2010a), I have

shown that a simple, non-phylogenetic linear regression of body size vs. geological

age of origin of terminal taxa, still used recently to assess evolutionary trends (e.g.

Hone et al. 2008), has greatly inflated type I error rate, ranging from 0.12 to 0.18, at

the 0.05 threshold. However, simple linear regression had good power, and yielded

correct regression coefficient (slope) estimates (Laurin 2010a).

Similar problems pervade comparative biology and extend to the assessment of

evolution of qualitative (discrete) characters. This applies also, for instance, to the

field of evo-devo, in which a rigorous comparative phylogenetic framework is
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unfortunately still often lacking. A good example of this is provided by the classical

work on Hox gene expression patterns in developing vertebrate appendage buds.

Sordino et al. (1995) showed that the teleost Danio rerio lacked the discrete third

phase of Hox D-10 to D-13 gene expression pattern (Fig. 8.1d, f) that characterizes

the tetrapod limb bud (Fig. 8.1c, e), then documented at least in the mouse, but since

then demonstrated in other tetrapod taxa, such as in the chick. The territory where

that third expression phase is located (Fig. 8.1e) corresponds more or less with the

autopod (hand and foot). Furthermore, Hox A-11 is expressed at the apex of the fin

in D. rerio (Fig. 8.1h), but in a territory proximal to the future autopod in tetrapod

limb buds (Fig. 8.1g). Therefore, Sordino et al. (1995) concluded that the presence

of a third phase of Hox gene expression pattern in tetrapod limbs supports the

conclusion that the autopod is a neomorph. The problem with this interpretation is

that with data only on one actinopterygian (the teleost Danio rerio), few tetrapods,

and no other taxa, the polarity of the change in Hox gene expression patterns could

not be established (the condition in the ancestral osteichthyan could not be deter-

mined unambiguously). Furthermore, the teleost Danio rerio has a diminutive

paired fin endoskeleton lacking a metapterygial axis (usually considered to be

homologous with the main axis of tetrapod limbs) that is probably reduced from

that of the earliest actinopterygians, judging by the more developed fin endoskele-

ton (with a metapterygial axis) found in more basal actinopterygians, and this raises

the possibility that D. rerio lost the third Hox gene expression phase when its paired
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Fig. 8.1 Hox gene expression pattern in actinopterygian and tetrapod appendages. Hox gene

expression pattern in mouse limb buds (left) and in fin buds of the teleost Danio rerio (right).
Proximal is below, and cranial is to the left, in all figure parts. The zones of various Hox gene

expressions are shaded dark gray; the apical ectodermal ridge, in which fin rays (dermal skeleton)

develop, is in light gray. Note that in Danio, the third expression phase (f) is not distinct from the

second one (d; the same expression pattern prevails), contrary to the pattern displayed by the

mouse. (Redrawn from Sordino et al. 1995; modified version from Laurin 2010b)
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fin endoskeleton was simplified. I pointed out this problem (Laurin et al. 2000) in a

review paper, and raised doubts about these conclusions, but my concerns were

ignored. Nevertheless, the subsequent discovery of a tetrapod-like third phase of

Hox gene expression pattern in the basal actinopterygian Polyodon spathula (Davis
et al. 2007) that retains a metapterygial axis in its paired fins confirmed my

alternative interpretation.

The few examples mentioned above illustrate the need for a rigorous analytical

method in comparative or evolutionary biology, if attributes of taxa are compared.

Although this contribution focuses on quantitative characters, similar conclusions

apply to all kinds of data, from nucleotides to ecology and behavior.

8.3 Modern Comparative Methods

8.3.1 Phylogenetic Independent Contrasts

Felsenstein (1985) laid the foundation for statistical analysis of comparative data by

proposing the method of phylogenetic independent contrasts (PIC), a method that

will feature prominently in this paper because of its widespread use. Its popularity

is shown by the fact that on August 8, 2007, the ISI reported 2,382 citations for

the paper that presented it (Felsenstein 1985). This method works by making

comparisons between sister-groups (the most closely related taxa on a tree, terminal

taxa, or higher taxa, represented by nodes). Thus, for n terminal taxa, if the tree is

fully resolved (dichotomous), n-1 contrasts can be taken (Fig. 8.2). These contrasts

are based on the difference in character value between taxa because despite the

phylogenetic relationships of taxa, differences in character value should be statisti-

cally independent, if measured between taxa, and if no path linking contrasted taxa

overlaps another such path. Thus, the raw (unstandardized) contrast between taxa 1
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and 2 (C6) is 1.5 � 1.2 ¼ 0.3. However, contrasts should be standardized because

they are expected to be greater between distantly related taxa (e.g., C8, between

taxon 3 and T7) than between closely related ones (e.g., C7, between taxa 4 and 5),

and PIC is based on parametric linear regressions. If characters evolve according to

a Brownian motion model (the basic assumption of PIC), variance in the characters

is expected to increase linearly with time. Thus, standardization is performed

by dividing the raw contrasts by the square root of the path length involved in the

contrast. This path length is the sum of lengths of branches connecting the

contrasted taxa. For contrasts between terminal taxa, this length is easy to calculate;

for instance, for C6, given that the contrasted taxa (1 and 2) are contemporary

(extant) and that their last common ancestor dates from 1Ma, each branch measures

1Ma, and the path length is 2 Ma. Thus, the standardized contrasts C6 would be 0.3/

20.5. For contrasts involving higher taxa (e.g., C8, C9), the branches have to be

lengthened because the nodal values (of higher taxa) are estimated, not measured;

therefore, this introduces error and the variance is expected to be greater. We need

not dwell further on how to compute the PIC; the above explanation should suffice

for our purpose. Nevertheless, the adequacy of the standardization can be verified

using various statistical tests, four of which are available in the PDAP module of

Mesquite (Midford et al. 2008). It is important to check that the contrasts are

adequately standardized, because otherwise, results will not be reliable. Inadequate

standardization may have several causes: the characters may not have evolved

according to a Brownian motion model (rather frequent), or errors may be present

in the topology, branch lengths (both of which are rather common, if not the rule), or

character value measurement. When character data are reliable (fairly common) and

the when the phylogeny is considered also reliable (much less common), such tests

yield information about the evolutionary model because they can suggest that the

characters did not evolve according to a Brownian model. Some methods, such as

phylogenetic regression (Grafen 1989) or PGLS (Martins and Hansen 1997; Pagel

1997), can actually yield more detailed data about the probable model of character

evolution, if we assume no errors in data measurements and in the phylogeny.

8.3.2 Variance Partition with Phylogenetic Eigenvector
Regression (PVR)

Another comparative method, variance partition with PVR, is based on an entirely

different principle. It works on values of terminal taxa (not contrasts), but tries to

control for phylogenetic effects by using a phylogenetic distance matrix (Fig. 8.3).

That matrix simply shows the phylogenetic distances (sum of branch lengths on the

path linking the compared taxa). It cannot be used directly; instead, a principal

coordinate analysis (a technique related to principal component analysis) is

performed to extract coordinates that reflect the distances between taxa. Given

the structure of the tree, for n terminal taxa, n-1 axes are necessary to represent the

position of all taxa without distortion, but not all these axes can be used because no
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degrees of freedom would be left to compute the statistical significance of regres-

sion coefficients. Thus, axes are selected, either using a broken stick model (Diniz-

Filho et al. 1998), that selects the first few axes that explain more phylogenetic

variance than expected by chance alone, or by regressing the coordinates of these

axes against the dependent character, to determine which axes have a significant

effect (Desdevises et al. 2003). After that, regressions allow determining the portion

of the variance in the dependent character reflecting the independent characters, the

phylogenetic signal, and the covariance between both (and some variance remains

unexplained). The statistical significance of the effect of the independent characters

and of the phylogenetic effects can also be tested.

Regressing the dependent character on the independent characters and on the

selected principal coordinate axes representing the phylogeny allows estimating the

total explained variance. Partial regressions are then used to establish the portion of

variance explained only by the independent characters, only by the phylogeny (the

statistical significance of both of these can be established), the portion explained by

covariance between the independent characters and the phylogeny (whose statisti-

cal significance cannot be assessed), and the residual variance.

There is no need to delve further into the mathematics involved in variance

partition with PVR because the purpose of this brief review is to show how all

recent comparative methods for continuous (quantitative) characters require a

phylogeny with estimated branch lengths.

8.3.3 The Use of Phylogenies in Evo-Devo

Phylogenies can also be useful to analyze other types of data (such as discrete data) or

to assess other types of problems, such as heterochrony, rather than character
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correlation. For instance, several recent studies have dealt with how to analyze

developmental sequence data (typically based on relative or absolute time data on

the position of various events in ontogeny of several species) to detect heterochronies.

This problem is complex because there is no universal developmental time metric,

and ontogenies can differ drastically between species, by the number of events that

they include, by rather extensive differences in sequences, etc. (Jeffery et al. 2002,

2005). Thus, Smith (1997) developed a method called “event pairing” perfected in

subsequent studies (e.g., Jeffery et al. 2002, 2005) to circumvent these problems and

analyze developmental data on several species simultaneously. The method, initially

developed to compare the craniofacial development of marsupials and placentals

(Smith 1997), relies on coding the relative time (before, simultaneous, or after)

between two events. All events are inserted into a C by C table (where C represents

the individual events) and the table gives the relative order between the events listed

in the various rows and those listed in the columns. A separate table is made for

each taxon, and the data are subsequently treated to see the relative timing (the

heterochronies). A full explanation of the method would require considerable

developments that are beyond the scope of this chapter (see Smith 1997; Jeffery

et al. 2002, 2005), but the point to remember is that analyzing developmental data to

detect heterochronies using this method requires a topology (but no branch lengths).

An alternative method using both topology and branch lengths was recently

proposed. That method, called the “continuous analysis,” relies on squared-change

parsimony to infer ancestral (nodal) values and PIC to calculate 95% confidence

intervals (CIs) for these ancestral (nodal) values (Germain and Laurin 2009). The

method consists in estimating the sequence position (or standardized time, if such

data are available) of an event in a given ancestor along with the 95% CI on this

value. Then, the observed or inferred sequence position (or standardized time) of

the same event in the descendant is compared; if it lies outside the 95% CI of the

ancestor, the heterochrony is statistically significant. This method was used to infer

the ancestral cranial ossification sequence for urodeles with that of a potential

sister-group (the Permo-Carboniferous branchiosaur Apateon). This method

showed that contrary to previous claims (Schoch and Carroll 2003), Apateon was

significantly different from the reconstructed ancestral urodele sequence (Germain

and Laurin 2009). In any case, the shared similarities turn out to be mostly

primitive, as shown by an event pairing analysis (Schoch 2006).

The relevance of the continuous analysis to this contribution is that like PIC and

PVR, it uses branch length information whenever it is available, contrary to event-

pairing analyses. It is thus not surprising that simulations show that the continuous

analysis has a lower Type I error rate, and that it is more powerful (Germain and

Laurin 2009).

8.3.4 Phylogenies and Paleontological Data in Paleogenomics

Given the increasing popularity of molecular biology, a brief illustration of how

branch length data can contribute to genomics may be relevant. In addition to their
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widespread use in studies on the evolution of gene expression patterns and of the

genes themselves, phylogenies can be used to study genome size (and any other

quantitative molecular character) evolution. Thus, Organ et al. (2011) recently took

advantage of a correlation between genome size and osteocytic lacuna size to infer

the size of genomes of early tetrapods and thus better constrain scenarios on

genome size evolution. It has long been known that among extant tetrapods,

urodeles have the largest genomes, and that birds have the smallest genomes.

However, the polarity of change was difficult to assess from extant taxa alone

and at least three main scenarios could explain the observed distribution: (1) the

ancestral tetrapod genome was large, as in urodeles, and shrank to various extents in

all taxa except for urodeles; (2) the ancestral tetrapod genome had a moderate

size, as found in extant placental mammals, and it expanded in amphibians and

shrank in birds; or (3) the ancestral tetrapod genome was small, as in birds, and it

increased in all other taxa to various extents. Discriminating between the three

scenarios with data from extant taxa alone is very difficult because evolutionary

trends usually require temporally spread data, as shown by simulations (Laurin

2010a). Thus, the finding that all studied early tetrapods (some amphibians and

amniotes) had mid-sized genomes like extant mammals shows that the second

scenario is the correct one (Fig. 8.4). This study incorporated a time-calibrated

tree at various steps of the analysis, namely, in the assessment of the correlation

between genome size and osteocyte lacuna size in extant taxa in which both are

known, and in the inference on the evolution of genome size in extant and extinct

taxa, using a Bayesian method (Organ et al. 2011).
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Fig. 8.4 Evolution of genome size in tetrapods based on observed values in extant taxa, and

inferred values for extinct taxa based on osteocyte lacuna size. (Reproduced fromOrgan et al. 2011)
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This survey illustrates the usefulness of time-calibrated trees and paleontological

data in a wide array of fields in comparative biology. Similar examples could have

been taken from evolutionary physiology (Careau et al. 2007), functional morphol-

ogy (Pouydebat et al. 2008), ecology (Canoville and Laurin 2010), or conservation

biology (Faith 1992).

8.3.5 Phylogenies in Paleobiology

Most paleobiological studies have exploited phylogenetic data little, if at all, until

recently. This is the case of most studies based on an observed correlation between

bone microanatomy and lifestyle (aquatic to terrestrial) to infer the lifestyle of

various extinct tetrapods, as was done on extant and extinct snakes (de Buffrénil

and Rage 1993). Even the latest studies in this field (e.g., Canoville and Laurin

2010) use the phylogeny only to assess the relationship between bone microanat-

omy and lifestyle and to build general paleobiological inference models. Thus, the

linear discriminant models used by Canoville and Laurin (2010) assess the proba-

bility that an extinct taxon was aquatic, amphibious, or terrestrial by using the

distribution of quantitative long bone microanatomical characters of taxa of known

lifestyle. A graphical representation can also be obtained and shows the relative

position of taxa of known lifestyles (along with polygons that encompass all taxa of

each given lifestyle) and of the extinct taxa of unknown lifestyle (Fig. 8.5). Ironi-

cally, in this particular case, all extinct taxa of unknown lifestyle fit outside the

polygons representing the distribution of extant taxa, so the inferences must be

viewed with caution, but they can nevertheless be made based on the distance to the

centroid and the variance. Thus, the early Permian amniote Mesosaurus and

Triassic diapsid Neusticosaurus were certainly aquatic.

More inference methods are available for quantitative characters, and some of

these use classical, well-known statistical methods. Thus, Pouydebat et al. (2008)

used multiple linear regression models to infer the grasping behavior of three

extinct primate taxa (the Pliocene hominid Australopithecus afarensis and the

Miocene hominoids Oreopithecus bambolii and Proconsul africanus) based on

the hand proportion, which is itself correlated with frequency of use of various

such behaviors. Again, these inferences did not take into consideration the system-

atic position of these taxa. However, it is possible to incorporate the phylogeny into

such inferences, either using the Bayesian method used, among others, by Organ

et al. (2011), namely, the program BayesTraits (Pagel and Meade 2006), or by using

a program (PhyloPars) originally designed to estimate missing values in compara-

tive datasets (Bruggeman et al. 2009). Both of these methods use character correla-

tion and the systematic position of extinct taxa to make their inferences, which

should result in more reliable estimates. Unfortunately, the interface of BayesTraits

is not very user-friendly, and PhyloPars works only with quantitative characters.

The phylogeny is often used in paleobiology to infer character history, often

based on extant and/or extinct taxa. When extinct taxa are included, the character
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states of terminal taxa are often inferred before the optimization is carried out.

Thus, Canoville and Laurin (2010) used parsimony optimization of the inferred or

observed lifestyle of 28 terminal taxa to reconstruct the history of the conquest of

land by vertebrates. However, as expected, some parts of the tree are ambiguous.

Thus, parsimony indicates that the first amniote was probably amphibious or

terrestrial (Fig. 8.6), a conclusion that gives some support to Romer’s (1958)

suggestion that the first amniotes retained the amphibious lifestyle of their distant

ancestors. However, it is easy to use the phylogeny to better investigate this

question. Canoville and Laurin (2010) suggested that in this case, the value of the

quantitative characters that are used in the linear discriminant inference models can

be inferred on the node of interest (here Amniota) and that these inferences could be

used to infer the lifestyle. Confidence intervals on all the quantitative characters can

also be computed using PIC, allowing a sensitivity analysis of the lifestyle infer-

ence. This analysis suggests that the first amniote was amphibious (Canoville and

Laurin 2010: supplementary online material 9). Of course, Bayesian methods

would allow for a more complete and more rigorous incorporation of various

sources of uncertainty into this analysis, but remain impractical because of the

software limitations evoked above. Nevertheless, the various phylogeny-informed

methods recently developed open exciting perspectives in paleobiology.
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8.4 Branch Lengths in Comparative Methods

As mentioned above, a frequent problem when applying PIC is that contrasts are not

adequately standardized. Data transformation may solve this problem, but when it

does not, transforming the branch lengths is the next logical step. Unfortunately,

many methods of branch length transformations are not particularly biologically

meaningful, and obscure (or discard) the relationship between branch lengths and

time. For instance, an exponential or natural log transformation makes subsequent

calculation of evolutionary rates difficult. Setting all branches of equal lengths,

often done to save time (actually used mostly when no attempt was made to collect

branch length data), precludes any meaningful calculation of evolutionary rate.

Other methods are more useful and sophisticated, such as Grafen’s (1989) rho

transform, which consists in a power transformation of branch lengths that distorts
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the tree to change the relative lengths of terminal and more basal branches. This is

useful to adjust the analysis to reflect the amount of phylogenetic signal present in

the data; if it is large, the internal branches are rather long; if it is small, internal

branches are short, and terminal branches are long. However, when the rho trans-

form needs to be used, the investigator will normally conclude that the analyzed

characters did not evolve according to a Brownian motion model. This may, in

some cases, represent overinterpretation of the results (see below), especially

considering that when Grafen (1989) proposed his method, branch length data

were usually unavailable, so he proposed his method to adapt “artificial” branch

lengths to better fit the data.

All branch length transformation methods discussed above assume that if diver-

gence time data were used to build the tree, the resulting branch lengths were more

or less correct. This may not be so, and it is conceivable that in at least some cases,

it is precisely branch lengths that cause the lack of adequate standardization of

contrasts because they are wrong (and the characters really evolved according to a

Brownian motion model). Two new simple branch length transformation methods

were developed by Josse et al. (2006) to facilitate paleontological tree construction

(Marjanović and Laurin 2007), and they can be used to check if slight modifications

of the initial lengths yield adequate standardization. A few empirical tests on

bone microanatomical data demonstrate that in many cases, adequate PIC

standardization can be obtained by thus manipulating initial branch lengths (Laurin

et al. 2009; Canoville and Laurin 2010). The resulting lengths may remain plausible

estimates of evolutionary time (because the exact length of each branch is usually

only moderately well-constrained), which allows determination of absolute evolu-

tionary rates of characters. This is essential if evolutionary rates of characters need

to be compared between studies in which the taxonomic sample overlaps partly, if

at all. This method can test, to an extent, the hypothesis that the characters have

evolved according to a Brownian motion model, even if the initial branch lengths

were slightly inaccurate. Given that the Brownian model is the simplest model of

character evolution (Martins et al. 2002), it should not be discarded in favor of more

complex models needlessly.

8.5 Getting Branch Length Data

The last section assumes that branch length data reflecting evolutionary time can be

obtained. This is becoming increasingly frequent, but only a minority of compara-

tive studies incorporates such lengths because they are time-consuming to collect,

as my recent experience as an editorial board member of the Journal of Evolution-
ary Biology (2008–current) has made me realize. Paleontological data can be used

to estimate minimal and (with less precision) maximal divergence dates, but such

data are typically scattered in the literature, although a few recent compilations

(Benton 1993; Benton and Donoghue 2007; Marjanović and Laurin 2007) ease this

process. Molecular divergence dates are becoming increasingly common and their
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reliability is improving as more taxa and genes are being sequenced, and as the

analytical methods become more sophisticated (Sanderson 1997, 2002; Thorne and

Kishino 2002). Contrary to the earliest attempts at molecular dating that assumed a

single evolutionary rate over the whole tree (Zuckerkandl and Pauling 1965), all

modern molecular dating methods rely on a “relaxed molecular clock” that allows

for each branch to have its own rate. Recent compilations of molecular timetrees

(Hedges and Kumar 2009) should prove invaluable for comparative biologists,

especially for taxa in which the fossil record is patchy or inexistent (as in taxa

that lack mineralized body parts, such as nematodes, or those in which the mor-

phology is not very informative, as in many eubacteria).

However, combining paleontological and molecular ages is not straightforward.

The fossil record provides mostly minimal divergence dates that usually underesti-

mate the actual divergence dates by an unknown amount, whereas molecular ages

represent attempts at dating the actual divergences. For reasons explained below,

molecular ages are usually older (sometimes much older) than paleontological dates

and may often tend to be overestimated, for at least two reasons. First, a methodo-

logical factor tends to inflate such ages because molecular divergence age is an

“asymetrically bounded random variate” (Rodrı́guez-Trelles et al. 2002), and

random variations around the actual age scale divisively forward (to the present)

but multiplicatively backward (to the past). Therefore, the arithmetic means of such

age estimates (which are used by molecular dating software to estimate the actual

divergence date from several genes and/or portions of the evolutionary tree) are

upwardly biased. Second, most molecular phylogeneticists tend to enforce a single

(or very few) maximal age constraint in a tree, but several minimal age constraints

(e.g., Roelants et al. 2007). This also creates an upward bias, as recently shown

empirically (Marjanović and Laurin 2007). This second factor is especially impor-

tant because the greatest part in the variance in molecular age estimates appears to

result from calibration choice, rather than the algorithm used to analyze the

molecular sequence data (Marjanović and Laurin 2007).

Thus, it may not be appropriate to simply mix paleontological and molecular

divergence dates into a timetree because they appear often fundamentally different.

For this reason, Laurin et al. (2009) suggested to use the lower bound (minimal age)

of the 95% CI of molecular ages along with paleontological ages to compile an

initial timetree. These ages are entered as real (paleontological data) or virtual

(molecular age data) taxa into the tree. In most cases, this timetree will underesti-

mate true ages, but if it fails to adequately standardize PICs, the stratigraphic tools

(Josse et al. 2006) can be used to lengthen the branches while keeping all time

constraints at their minimal age. The result is to push back in time some or all

nodes. This procedure can be repeated a few times to check if such transformations

adequately standardize PICs while retaining plausible branch lengths. Given that

the uncertainty on actual divergence dates is substantial (the 95% CI often

represents the data � 10–50%), there is usually ample room to perform such

branch-length manipulations. Thus, in the case of lissamphibians, the initial time-

calibrated tree compiled by Laurin et al. (2009) implied a divergence data between

urodeles and anurans near the Permo/Triassic boundary (251 Ma), which is barely
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Fig. 8.7 Initial time-calibrated tree of lissamphibians (a) incorporating minimal divergence dates

(lower bounds of 95% CIs on molecular dates or oldest fossil of each clade), along with the

transformed tree (b) that adequately standardized most PICs for bone microanatomical and body

size data analyzed by Laurin et al. (2009). Branches in white denote aquatic taxa; branches in black

denote amphibious or terrestrial taxa
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older than Triadobatrachus, the oldest known lissamphibian (Fig. 8.7a). This tree

failed to adequately standardize most PICs, but a transformed tree (Fig. 8.7b)

implying a divergence between anurans and urodeles in the Carboniferous

(325 Ma) adequately standardized most PICs. This tree thus implies much greater

ages of most nodes, but it remains biologically plausible (branch lengths may reflect

evolutionary time) to the extent that most molecular dating studies propose a

Carboniferous (or even Devonian) age for this divergence (e.g., San Mauro et al.

2005; Zhang et al. 2005).

The method outlined above eases somewhat the burden of compiling divergence

time data because it allows paleontological and molecular data to be combined in a

coherent way. Furthermore, given the branch manipulation methods implemented

in the stratigraphic tools (Josse et al. 2006), if no data are available for some nodes,

some minimal branch lengths can be inserted and lengthened (along with all other

branches in the tree) to achieve adequate PIC standardization, thus minimizing the

problem created by missing data (when neither molecular ages nor fossil data can

be used to date a node, a common situation).

This method could clearly be pushed further. Developing an automated method

to adjust minimal branch lengths using the algorithms implemented in the strati-

graphic tools to obtain the shortest tree that adequately standardizes the PICs of a

given dataset would be very useful, as the procedure of testing various settings and

the resulting standardization on all characters of a dataset can be time-consuming.

This has not been performed so far because of lack of time, but it could have

widespread applications in comparative biology. Soon, most comparative biologists

may be able to use time-calibrated trees in their analyses, rather than using trees

with arbitrary branch lengths. This change will be facilitated by the growing

number of molecular dating studies (e.g., San Mauro et al. 2005; Zhang et al.

2005; Hedges and Kumar 2009), although the meager level of funding of paleonto-

logical research, required for these fields to progress (especially, molecular dating),

will be the limiting factor.
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Chapter 9

Seasonal Flowering and Evolution: Will Plant

Species Be Under Stress from Global Warming?

Rod W. King

Abstract In regulating their seasonal flowering, plants have adapted to many

environmental inputs including daylength, temperature, and light intensity. Adap-

tation to temperature alone explains flowering of Pimelea ferruginea (King et al.

1992), a Western Australian perennial shrub. In the laboratory, plants from the

650 km of its north–south coastal distribution show clinal adaptation for

thermoregulated flowering: those from higher latitudes require cooler temperatures

(15�C) than the more equatorial ones (21�C). This adaptation confers evolutionary

advantage because, in reciprocal field transplant nurseries, all lines flowered after

a cool field winter (13–15�C), but those originating from cooler sites failed to

flower at the warmest (17–19�C) extreme of its latitudinal distribution. Thus,

thermoregulated flowering of P. ferruginea provides an adaptive advantage. A

less extreme response is evident in Crowea exalata, another Australian shrub.

Increased temperature linearly reduces its flower numbers (16% loss per 3�C) and
causes earlier flowering. Clearly, a 3–4�C global warming will restrict flowering

and sometimes cause species extinction.

9.1 Introduction

For plants, the seasonal timing and extent of their flowering is critical for survival.

They time their flowering and seed set to avoid extreme seasonal environments

including frost, heat, and drought. Essentially, they use the seasonal changes in

environment to predict and avoid imminent stress.

Studies in the early part of the last century established the importance for

flowering time of winter cold (vernalization at temperatures below 10�C; see

Gassner 1918; Lang 1965) and daylength (photoperiod; see Garner and Allard
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1920). In addition, in some species, rainfall, sunlight intensity, and mild

temperatures can participate in this seasonal signaling (reviewed in King and

Heide 2009). Thus, a species may not only adapt its flowering response to match

latitudinal differences in daylength and vernalizing winter temperatures but also to

a complex of other environmental inputs.

Recent molecular and genetic approaches have confirmed the heritability of

flowering time response (see review in Koornneef et al. 2003), but it has been

more difficult to establish evolutionary advantage and species fitness. For example,

in a population of plants developed by intermating 19 accessions of the annual

European herb, Arabidopsis thaliana, Scarcelli and Kover (2009) found that selec-

tion pressure in the laboratory for early flowering in the absence of vernalization

(cold) led to a decrease in the frequency of alleles of FRI, a vernalization-requiring
gene. However, FRI only accounted for 12% of the variation in flowering time.

Furthermore, for another cold sensing gene, FLC, in field plantings, its action on

flowering time could be overridden in ways yet to be explained (Wilczek et al.

2009).

In domesticated crop plants, the genetics of environmental regulation of

flowering time is becoming increasingly well understood (see review in Trevaskis

et al. 2007). As a consequence, cultivars can be deliberately adapted to particular

growing zones. However, these studies do not directly test evolutionary fitness in

natural populations: a limitation also evident in studies with derivative populations

(see above for Arabidopsis).

With wild species, although adaptation can be seen from studies in a common

field nursery or in controlled environments, a test for selective advantage may need

reciprocal field nursery transplantation experiments (Mitchell-Olds et al. 2007).

Even so, such field studies must meet a number of specific requirements:

1. To avoid site-to-site shifts in the mix of critical environmental determinants of

flowering, its regulation should be as simple as possible and, preferably, involve

a response to a single environmental input.

2. To avoid indirect effects including responses involving germination and vegeta-

tive growth, transplantation should involve plants, which are still vegetative but

fully competent to flower.

3. Arbitrary site selection needs to be avoided. Sites selected for “convenience”

may introduce complex and somewhat uncharacterized environmental

differences. Even if selected for convenience, the sites should fall within the

natural distribution of the species.

This review focuses on adaptation of flowering time to mild seasonal

temperatures (10–20�C) coupled with possible effects of global warming on species

survival. This scenario relates to a number of recent studies showing links between

global temperatures and phenology (seasonal development including flowering

time; see review in Forrest and Miller-Rushing 2010).

For one Australian perennial plant, Pimelea ferruginea, its past evolution and

future survival of global warming is linked directly to its ability to thermoregulate

its initiation of flowering. Both controlled environment and a reciprocal field
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transplant study show temperature regulation of its floral initiation (King et al. 1996).

Difficulties with field transplantation studies (above) have been avoided, so the

evidence points to evolutionary selection pressure/adaptive advantage. For a second

Australian perennial species, Crowea exalata, similar increases in temperature

(3�C) cause faster flowering but fewer flowers form (King et al. 2008).

9.2 Thermoregulation of Floral Initiation

by Mild Temperatures

Plants of P. ferruginea grow vegetatively for at least 2 years if held in a controlled

environment glasshouse at a high daily average temperature of 21�C. However,
flowers initiate when 4- or 5-month-old plants are shifted to slightly cooler

temperatures (12–18�C). The response shown in Fig. 9.1 is for one such line,

Fig. 9.1 Effect of temperature on flowering (number of open flowers plus buds) of Pimelea
ferruginea. A batch of ca. 100 clonal plants was vegetatively propagated using cuttings taken from

a single field plant (# 17) located at latitude 33� 340S in Western Australia. There was no flowering

over 2 years when the cuttings were growing at 21�C but they flowered rapidly when moved to

temperatures of 12�C, 15�C, or 18�C in either short (8 h) or long days (16 h photoperiod). Vertical
bars are 2� s.e. (Adapted from King et al. 1996)
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# 17, which had been vegetatively propagated by taking cuttings from a single plant

in the field.

When examined with a microscope, flower primordia have developed fully by

7 weeks (King et al. 1992). Clearly, mild temperatures with an optima of ca 15�C,
directly and rapidly induce flowering of P. ferruginea. This temperature far exceeds

the 4–10�C range accepted for promotion of flower by winter cold (vernalization:

see Lang 1965).

Further lines of P. ferruginea covering the full latitudinal range of its natural

distribution were vegetatively propagated at the same time in batches of approxi-

mately 100 plants. For all lines, mild temperatures regulated flowering and there

was no photoperiodic effect when tested in daylengths, which span the natural

seasonal differences across their latitudes of origin (cf. #17 Fig. 9.1). Thus, a single

environmental factor, mild temperature, is the dominant and probably the only

determinant of flowering of P. ferruginea (see requirement 1 above), There is none

of the potential complexity found with Arabidopsis and other species (see King and

Heide 2009), where multiple environmental inputs may regulate flowering either

interchangeably or in concert.

Such thermoregulation of flower initiation by mild temperatures is not unique to

P. ferruginea but has been observed for a number of other plant species across a

range of families including the grasses (Heide 1994) and dicotyledonous species

(see summaries in King et al. 1992 and King and Heide 2009).

All batches of cloned adult plants used in these studies were 4–5 months-old and

vegetative when, at the onset of winter, they were either transferred to florally

inductive temperatures in controlled environment conditions (above) or returned to

field nurseries (see later). Thus, indirect environmental effects on plant establish-

ment and juvenile development were avoided (requirement 2 above). The rapidity

of flower initiation (7 weeks) also enhances the specificity of these studies.

9.3 Adaptive Differences in Controlled Environments

P. ferruginea is found over a north–south latitudinal distance of ca 650 km along

the coast of Western Australia but in an extremely narrow strip of sand plain

covering ca 200 m adjacent to the ocean (Rye 1988). Aside from occasional

residential intrusions, the population is also undisturbed by human activity.

Lines vegetatively propagated from single plants sampled along the full range of

their distribution, differed in their thermoregulation of flowering when tested in a

controlled environment study (Fig. 9.2). There is clearly a latitudinal adaptation in

the temperature permissive for flowering of P. ferruginea.
This latitudinal, permissive temperature gradient for flowering matches site

temperatures (Fig. 9.2) and both show a 4�C range. Depending on the assumptions

made, these two lines could be virtually identical as the upper permissive tem-

perature limit for flowering might equally well be replaced by the 3�C lower

optimal temperature for flowering (see Fig. 9.1). Further, site temperatures might
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be increased by a small amount as they are only for the first 4 weeks of June, the first

month of winter. The estimate of average effective temperature could also have

included metrological data on some of the warmer weeks prior to winter as

flowering of P. ferruginea requires at least a 5-week exposure to mild temperatures

(King et al. 1992).

Fig. 9.2 Relationship between latitude of origin of selections of P. ferruginea and (a) the highest
temperature which permitted flowering when tested in controlled environment conditions. (Values

are derived from findings reported in full in King et al. 1996 and as shown in Fig. 9.1 for one

location.) (b) Latitudinal differences in the average daily winter temperature for the month of June

based on 100-year averages available from the Australian Bureau of Meteorology
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Overall, the close match between site temperatures and adaptation of

P. ferruginea for thermoregulated flowering implies that temperature has been a

dominant evolutionary force in regulating its seasonal flowering and survival.

9.4 Mild Field Temperatures Regulate Flowering

of P. ferruginea

A more definitive test of evolution and selective advantage was possible with

reciprocal field nursery transfers performed across the latitudinal extremes of its

distribution. Nurseries were at Denmark in Western Australia (Lat 34� 960S), a
cooler site, and Geraldton in Western Australia (Lat 28� 960S), the warmest extreme

of its natural distribution. The plants of P. ferruginea were growing vigorously and

vegetatively when transferred at the start of winter from the controlled environment

to the field. Thus, all three experimental requirements were satisfied (see

Introduction)

At the cooler Denmark nursery, irrespective of their latitude of origin, all lines

flowered after about 2 months (Fig. 9.3). Because winter temperatures at this site

were always below the upper permissive limit for all lines, they all flowered

rapidly. In other words, at this site there was no evidence of selective pressure on

the known temperature adaptation between lines from cool or warm sites of

origin. Further data (not shown) confirmed this finding for nurseries at this site

and another cool site (King et al. 1996). In contrast, at the warmer nursery site

(Geraldton), a selection from a warm site (Lat 31�010) flowered as rapidly as it did
at the cooler site but, now, flowering of lines from cooler sites (35� 070S and 33�

340S) was considerably delayed or the plants never flowered (33� 550S). The
4–5�C higher temperature at Geraldton exceeds the temperature adaptation of

these latter lines.

There are many reasons why earlier studies of flowering have shown adaptation

without proving any evolutionary selective advantage. Here, an important and

fortunate feature is the undisturbed and compact distribution P. ferruginea in a

very narrow zone (ca 200 m) up and down the coast of Western Australia. In

addition, there was a natural latitudinal temperature gradient of sufficient magni-

tude for the detection of differences between lines in their “thermostat” set point.

Overall, the action of temperature on flowering of P. ferruginea has been a

significant selective force in its evolutionary adaptation, a conclusion based on

three findings, namely:

1. P. ferruginea flowers in response to a single environmental input; mild winter

temperatures. Flowering is blocked if the conditions are too warm (>18 to

>21�C depending on the line).

2. The natural latitudinal temperatures at the time of its floral initiation match the

temperatures tolerated for their thermoregulated flowering in controlled

conditions.
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3. In reciprocal field nursery transplantation studies across the extremes of its

distribution, all lines from warm or cool sites flowered at the cool site.

In contrast, temperature at the 4�C warmer site exceeded the tolerance of lines

from cooler sites.

Fig. 9.3 Effect of latitude of origin of selections of P. ferruginea on their flowering in a nursery at
Denmark (a cooler high latitude site with an average temperature of 13�C at transfer in June) or at

Geraldton (a warmer lower latitude site with a high 17�C average temperature at transfer in June).

The hatching of the bars is distinctive for the latitude of origin of each selection. (Adapted from

King et al. 1996)
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9.5 Temperature Effects on Flower Number

and Time to Flower

The role of temperature in flower development is well illustrated by findings with

Crowea exalata, “Bindelong Compact.” It initiates flowers when transferred from

shade to a higher light intensity (full sunlight). Low temperature was not essential

for flowering of Crowea exalata, and warmer conditions (up to 30�C) sped up the

time to first flower but decreased total flower number at the peak of the display

(Fig. 9.4).

Fig. 9.4 Effect of temperature on flowering of Crowea exalata, “Bindelong Compact.” The

relationship between temperature and either days to peak flowering (open square) or, number of

open flowers at peak flowering (closed circle). Initially, the plants were held vegetative in low

irradiances in a green house operating at 21�C. Then the various temperatures were imposed at the

time of transferring plants to full sunlight conditions for inducing flowering. The regression line

between temperature and flower number and time showed a highly significant fit (p < 0.001) to

the data. (Adapted from King et al. 2008)
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There is no paradox between higher temperatures (>21�C) causing early

flowering of Crowea exalata but blocking flowering of P. ferruginea (see above).
These differences reflect independent effects of temperature on sequential develop-

mental processes. Flower initiation may require mild temperatures but flowers

develop faster the higher the temperature. These contrasting responses to tempera-

ture are evident with P. ferruginea where flower initiation is satisfied by a 7-week

exposure to mild temperatures. Then, subsequently, higher temperatures are

tolerated and speed up floral development (King et al. 1992). On the other hand,

Crowea exalata only shows the effect of temperature to speed up floral development,

its floral initiation is achieved by an increase in photosynthesis (King et al. 2008).

9.6 Thermoregulation and Seasonal Flowering

of Other Plant Species

Unlike the findings with P. ferruginea, for many other species a combination

of daylength and mild temperature is required either simultaneously (e.g., in the

Australian perennial legume, Hardenbergia; King 1998) or over different seasons

and stages of floral development as for some grasses (Heide 1994). Furthermore,

the adaptations may be quite complex as with strawberry (Fragaria spp), which

may tolerate short and long days at low growth temperatures but may only respond

to long daylengths at higher temperatures (Heide and Sønsteby 2007).

To simply characterize the daylength and temperature environment, metrologi-

cal data can be used to calculate seasonal photothermal envelopes for any particular

latitude (Heide 1994). Such envelopes change from a pin-point size at the equator

to a massive fan at very high latitudes. In theory, by superimposing a species

temperature and daylength profile over its site photothermal envelope, inferences

can be drawn about species survival. However, unlike the possible outcome of field

transplantations, this latter approach provides only a limited test of selective

advantage.

The analysis of seasonal regulation becomes even more complex when

daylength and both positive and negative temperature responses are important.

For example, withHardenbergia violaceae, its flowers initiate in daylengths shorter
than 12 h and for temperatures of 18�C and above (King 1998). Then, even as late as

visible petal formation, warm conditions (21�C and above) cause all flowers to

abort. The net result is that the plants only set seed in short days at 18�C. Thus, in
nature, while the onset of flowering before winter allows rapid spring floral

development, further rises in temperatures cause rapid loss of formed flowers as

well as abortion of immature seed pods (King 1998).

Little is known of how flowering time “thermoregulators” might work in plants.

For Arabidopsis, Blázquez et al. (2003) reported extensively on promotion of

flowering at a higher temperature (23�C vs. 16�C). Their findings relate to promo-

tion of flowering by warmer conditions imposed over the whole life cycle and were
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inconclusive in showing a role for known flowering time genes involved in floral

initiation. Very likely, as with Crowea exalata, earlier flowering of Arabidopsis at

higher temperature reflects a major effect of temperature on floral development not

on floral initiation.

9.7 Global Warming, Phenology, and Species Survival

Increasingly, there are reports of effects of global warming on phenology (the

timing of seasonal developmental events such as flowering of plants, and bird

migration (see Forrest and Miller-Rushing 2010). Here, documentation of past

selection pressure on thermoregulated flowering of P. ferruginea in its natural

environment has provided a unique view of its future survival. Temperature alone

controls the phenology of P. ferruginea and, based on the reciprocal transfer

experiments, a 3–4�C global warming, at cooler sites will block or delay flowering.

Furthermore, depending on upper “thermostat” set limits, permissible temperatures

for flowering might also be exceeded for lines from warmer sites.

Heritability of temperature-regulated flowering of P. ferruginea is indicated by

the match across latitudinal sites between a plants “thermostat” setting for flowering

and site temperature (Fig. 9.2), a claim further supported by evidence that plants

sampled from within one site, showed little or no distinction in their “thermostat”

setting (line #17, Fig. 9.1; line # 18 and # 19: King et al. 1996). Nevertheless, the

present site sampling is not sufficiently intensive to adequately address the question

of natural genetic variation. Even one plant with a 3–4�C greater temperature

tolerance could ensure species survival. It seems unlikely this species would survive

by migration of warm-tolerant lines to cooler sites. The seed is not wind dispersed

and the plant would need to migrate over 650 km in ca 50 years.

Compared with P. ferruginea, few plant species in their natural environment will

provide such ideal material for studying responses to global warming. They may

variously show responses to more complex sets of environmental inputs and if

spread over wide geographical ranges, there is potential for divergent evolution.

Nevertheless, as shown in a recent compilation (see Forrest and Miller-Rushing

(2010) and associated reviews), there is growing evidence that global warming is

affecting flowering. As one example, from 47 years of records of spring flowering

times of 385 species, Fitter and Fitter (2002) reported that 16% had advanced their

flowering date by 4.5 days on average but only in association with global tempera-

ture increases over the decade from 1990.

What is not yet clear from such phenological information is the impact of earlier

flowering on species survival. As discussed above for P. ferruginea and Crowea
exalata, misleading mechanistic assumptions can be introduced where warming

will speed up, delay or block floral initiation but speed up floral development.

Of even greater concern is the evidence for Crowea exalata that earlier flowering at
higher temperatures results in fewer flowers forming (Fig. 9.4). Similar responses

are also known for a number of species. Wheat, for example flowers earlier at
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higher temperatures but then forms fewer florets, grains, tillers, and leaves (see

review in Evans 1993). Thus, heat sum models, while adequately predicting

maturity and effects of global warming in speeding up plant development (Crauford

and Wheeler 2009), could be of limited value in predicting seed production or yield

of a crop or of species in the wild.
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Chapter 10

The Emergence of Cellular Complexity

at the Dawn of the Eukaryotes: Reconstructing

the Endomembrane System with In Silico

and Functional Analyses

Lila V. Koumandou and Mark C. Field

Abstract Eukaryotic cells depend on a complex network of intracellular organelles

to perform endocytosis and exocytosis. These trafficking routes underlie many vital

cellular processes, including nutrition, responses to environmental cues, defense

from pathogens, and differentiation. Multiple disease mechanisms arise from

defects in these pathways. How this complex system arose, especially when com-

pared to the simpler trafficking systems of prokaryotes, remains largely unanswered.

However, the availability of fully sequenced genomes from many diverse eukary-

otic taxa and representing distinct lineages, increasingly facilitates the reconstruc-

tion of very early events in eukaryotic evolution. Studies based on comparative

genomics and phylogenetics point to great complexity being already present in

the last common ancestor of all eukaryotes and enriched with lineage-specific

variability/flexibility. Here we describe the methodology and limitations behind

such studies, how conclusions can be enhanced by functional analysis, as well as

recent results relating to evolution of Rab small GTPases and the retromer complex.

10.1 Introduction

The endomembrane system of eukaryotic cells mediates uptake from the environ-

ment and transport of proteins, nutrients, and a variety of other molecules within

the cell as well as release from the cell by secretion. The system comprises various
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organelles and membrane-bound transport intermediates, as well as recognition

factors and effectors that direct traffic between the different compartments.

Exocytosis can be thought of as starting at the endoplasmic reticulum where

new proteins are synthesized and translocated across the ER membrane. From

the ER, they are transported to the Golgi complex for post-translational modi-

fications and packaged into vesicles that travel through the cell, and eventually

fuse with the plasma membrane to release their contents to the outside of the cell.

Conversely, endocytosis starts at the plasma membrane, where selected cargo is

packaged into vesicles and trafficked to the endosomes, from where the cargo can

either be rapidly recycled back to the plasma membrane, or proceed to the late

endosome, the multivesicular body, and the lysosome for breakdown. Retrograde

routes from the endosome to the Golgi complex, and from the Golgi complex to

the ER also exist.

Common to all these routes are the processes of (a) cargo selection and vesicle

formation, (b) vesicle transport along the cytoskeleton, and (c) recognition of the

target compartment and vesicle fusion with the target membrane (Bonifacino and

Glick 2004). Small GTPases of the Rab family mediate all these steps, and are

crucial to orchestrating additional factors such as adaptins for cargo selection

before vesicle budding, recruitment of the vesicle coat polymer, uncoating factors,

effectors for interactions with the cytoskeleton, tethering factors for recognition of

the target compartment, as well as SNARE proteins, which mediate membrane

fusion for release of the vesicle’s contents into the target compartment. Most of

these proteins are members of large protein families, with paralogues restricted to

specific cellular locations. For example, different members of the Rab GTPase

family are restricted to specific cellular locations and responsible for specific

trafficking routes (Stenmark and Olkkonen 2001). Members of the SNARE protein

family and the adaptins are also restricted to specific compartments (Chen and

Scheller 2001). Remarkably, the overall functions of orthologues appear to remain

well conserved across the eukaryotes, so that, e.g., Rab11 is involved in recycl-

ing endocytic pathways in plants, mammals, chromalveolates, and excavates

(Brighouse et al. 2010).

Distinct vesicle coats exist for endocytic vesicles (clathrin), for vesicles

mediating ER to Golgi transport (COPII), and for vesicles traveling along the

retrograde routes between the endosome and the Golgi (retromer) and the Golgi

and ER (COPI). In a similar fashion to the Rabs, the vesicle coats (clathrin, COPI,

and COPII) are related; the evolutionary history of these “protocoatomer”

systems has yet to be fully elucidated and at present, some of the relationships

are based on secondary structural conservation only (DeGrasse et al. 2009; Devos

et al. 2004). Significantly, each coat system has a restricted cellular location

(Devos et al. 2004). It is also possible that the protocoatomer has a direct

prokaryotic origin as proteins with similar architectures have been reported in

some bacterial lineages (Santarella-Mellwig et al. 2010). Introducing some

variability on this theme, the tethering factors are protein complexes, each with

a distinct cellular localization. Not all are members of the same protein family,
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although several may be structurally related to protocoatomer (Koumandou et al.

2007; Nickerson et al. 2009).

This pattern of evolution of large protein families with specific localization to

distinct cellular compartments, poses the question of whether the families expanded

as new compartments arose with increasing eukaryotic complexity. However, the

general pattern that has emerged to date, from a variety of studies, points to the

early emergence of a complex eukaryotic cell, the components of which are shared

among all extant eukaryotic lineages. This argument has two correlates, one

pointing to an ancient and possibly rapid diversification of eukaryotic lineages,

and the other to the universal conservation of most proteins involved in endocellular

trafficking among all eukaryotic lineages.

As most functional studies of the endomembrane trafficking system are carried

out in yeast and mammals, these provide only a limited sampling of eukaryotic

diversity. To examine the early evolution of the system’s complexity across all

eukaryotes, a much wider sampling of organisms is necessary. The evolution of

eukaryotic lineages has been examined by phylogenetic, phylogenomic, and

morphological methods, with increasingly available genomic data allowing

fine-tuning of the overall picture. Molecular phylogenies group eukaryotes into

five major lineages: (1) the Opisthokonta, including the animals and fungi, (2)

the Amoebozoa, (3) the Archaeplastida, (4) the Excavata, and (5) the SAR

clade, which includes the Rhizaria, the Alveolates (ciliates, dinoflagellates,

Apicomplexa), and the Stramenopiles (brown algae and diatoms amongst others).

It remains to be established whether the Haptophyta and Cryptophyceae possibly

also belong to the SAR group (Adl et al. 2005; Burki et al. 2007; Hackett et al.

2007; Keeling et al. 2005; Simpson and Roger 2004). Regardless, all of these

groups are uniformly deep-branching, meaning that the steps toward the forma-

tion of the last eukaryotic common ancestor (LECA) are largely inaccessible to us

by phylogenetic methods. However, reconstructing the LECA is possible to a

large extent (Field and Dacks 2009).

Previous studies on the evolution of various protein families, such as Rabs

(Dacks and Field 2004; Pereira-Leal 2008), vesicle coats (Devos et al. 2004),

tethers (Koumandou et al. 2007), ESCRTs (Leung et al. 2008), and SNAREs

(Dacks and Doolittle 2004), reveal a highly complex LECA with evidence for all

major organelles and trafficking routes having become established before the

diversification of the eukaryotic lineages. Such analyses can also identify earlier

and later diverging members within each protein family, as well as secondary losses

in lineages where certain factors were nonessential. Although protein family

expansion is common within the Metazoa, a surprising level of diversity is also

shared across all eukaryotic lineages, so that innovation is a general phenomenon.

This underscores the need for comparative cell biology to fully understand the

functionality present in these diverse lineages. Here we describe our general

strategy used in these studies, and extend the analysis to some new results for the

Rab protein system and the retromer complex.
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10.2 Bioinformatic Workflow

While most molecular cell biology studies tend to focus on a restricted group of

select organisms, especially yeast, mammals, and invertebrate metazoan models,

assessment of the origins of eukaryotic cellular functional diversity and capacity

depends on sampling the full diversity of organisms. Plenty of fully sequenced

genomes are now available for opisthokonts, representing both classical model

systems (e.g., Saccharomyces cerevisiae, Schizosaccahromyces pombe, Drosophila
melanogaster, Ceanorhabditis elegans), and species which diverged earlier in the

lineage (e.g., Rhizopus orhyzae in the fungi; Nematostella vectensis and Monosiga
brevicollis for the Metazoa). Plant and algal diversity can be encompassed by

including both multicellualr and unicellular representatives, as well as both red

and green algae. For the excavates, the amoebozoa, and the SAR group

(stramenopiles, alveolates, rhizaria), fully sequenced species represent vastly dif-

fering lifestyles, and only recently does the set of organisms with fully sequenced

genomes begin to cover the true group diversity. Inevitably, the focus has been on

organisms of economic or public health priority, with an obvious bias toward highly

derived species that are frequently pathogenic; this is, however, being overcome as

the cost of sequencing even large eukaryotic genomes has fallen, and hence both

better and denser sampling is now apparent. Genomes for the cryptophyte

Guillardia theta and the haptophyte Emiliana huxleyi have become available only

very recently, and the phylogenetic position of these organisms is still under debate.

Where possible, two or more taxa must be included from any supergroup to faci-

litate detection of secondary losses versus absence from an entire group and to

minimize detection failure because of species-specific divergence or incompleteness

in the database.

For comparative genomic analysis, genomic databases can be retrieved from the

NCBI BLAST interface (http://www.ncbi.nlm.nih.gov/BLAST/), the Joint Genome

Institute (JGI) (http://genome.jgi-psf.org/euk_cur1.html), the Broad Institute

(http://www.broadinstitute.org/), the Sanger Institute (http://www.genedb.org/),

EuPathdb (http://eupathdb.org/eupathdb/), as well as organism-specific BLAST

servers, e.g., for C. merolae (http://merolae.biol.s.utokyo.ac.jp/blast/blast.html),

T. gondii (http://www.toxodb.org/), C. parvum (http://www.cryptodb.org/

cryptodb/), Giardia intestinalis (http://www.giardiadb.org/giardiadb/). In addi-

tion, predicted proteomes for most species can be downloaded by ftp from the

respective database for local analysis.

The strategy for finding orthologous genes has a number of steps to ensure

robustness of the results, and at present is heuristic (Fig. 10.1). Searches are done

using protein sequences, as they are overall more highly conserved than nucleotide

sequences for distantly related species, and avoid any effects from codon bias. In

our approach, BLASTp searches are largely performed manually, and checked by

hand, as expect value (E-value) cutoff thresholds can vary considerably between

different organisms, and for different proteins, especially for large vs. small

proteins or those that retain more restricted structural features. The BLOSUM62
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or BLOSUM45 substitution matrix is normally used, and, in general, E-values

below e-3 are considered significant. Initial query sequences may be from yeast

or human, and are used to search individually against each different organism; we

find that this organism-by-organism approach leads to less overinterpretation when

compared to a broader search. If the search identifies one clear hit, i.e., the top

BLAST hit has an E-value much lower than all subsequent hits, then only the top hit

is examined further. If the search identifies multiple top hits with similar E-values,

then all top hits are examined further to determine if they represent paralogues. For

example, small G proteins frequently generate multiple high-quality hits due to the

conservation of the GTPase-binding site, necessitating further inspection for

assignment (Fig. 10.1).

The candidate BLAST hits are subsequently tested by reverse BLAST, i.e., used

to search the yeast or human proteome, or the nr database, and should return the

original query or annotated orthologues from other species within the top five hits.

In addition, the length of the putative orthologues should be similar to the original

query, and any domains identified in the original query should also be conserved in

the orthologue, which can easily be done by parsing through the NCBI conserved

Query
Representative 

predicted proteome
database

(Local, NCBI, other)

BLAST/psiBLAST/HMMer score

Predicted length of product

Presence and order of domains

Significant homology throughout sequence

Reverse BLAST

Phylogenetic verification and paralog assignment

Mr Bayes

PhyML

RAxML

Preliminary clustering

Functional analysis

Location

Expression pattern

Phenotype

1

3 2

Fig. 10.1 An informatics workflow for comparative genomics. A query sequence is subjected to

several tests to ensure that orthology is confidently predicted. These include a number of criteria

designed to reduce miscalls due to regions of local similarity, and also frequently rely on the use of

high-quality phylogenetic algorithms. See text for fuller discussion. Depending on the precise

question being asked, progression from box 1 to box 2 or box 3 may not be required for fulfillment

of an accurate call. The deeper intensity of the background color signifies the increased burden of

moving from one box to the next
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domain database (CDD) or similar. We find this to be simple to perform, but

frequently is an excellent discriminator; many candidates have only moderate

support from E-value alone, but taken with conserved size and domain architecture,

a good case can often be made for an evolutionary relationship.

Finally, further support is provided if the alignment between orthologues spans

the full length of the sequence, and is not only concentrated in the conserved

domain regions. This is particularly important for common domains, as the pres-

ence of the domain alone does not guarantee that the hit corresponds to a true

orthologue; many domains are very highly conserved, providing respectable

BLAST scores, but only taking account of comparatively restricted regions of

the protein; if in doubt, a region of high homology can be removed from the

sequence and the BLAST analysis rerun to ascertain if the remaining portions of

the candidate have any relationship to the initial query. For analyses of many

proteins (e.g., for the retromer cargo proteins presented here), the BLAST and

reverse BLAST searches can be automated, e.g., with a BioPerl script that retrieves

the BLAST results, and only records homologues if the reverse BLAST to the original

query has an E-value better than a set threshold (e.g., e-3). However, examination of at

least some of the results by hand is strongly advised, to check for length and domain

agreement, as described above, and any negative results (not found) should be treated

with caution and may need to be reexamined (e.g., with HMMer, see below).

In cases where no hits are retrieved by the original query, or no correspondence

is found by reverse BLAST, or where the length and domain information are

dubious, more detailed searches can be performed. One strategy is loosely termed

“genome walking,” i.e., using as an original query an orthologue from a closely

related organism (e.g., using an Arabidopsis protein as query to search in

Chlamydomonas). If this also fails, HMMer or PSI-BLAST can be used; these

use the entire set of sequences for each protein family to generate a profile or

consensus sequence and search based on that against any proteome in which

BLAST did not recover a homologue. These are more sensitive than BLAST, and

usually guaranteed to identify even highly divergent hits. The important downside

here is that the sequences retrieved may have very weak sequence similarity and

in fact lack a true evolutionary relationship – this is a particular issue when

sequences contain coiled-coil regions, which are rather frequent in trafficking

factors, and underscores the importance of manual curation of datasets.

In cases where all these attempts fail, or the results are rejected based on

phylogeny (see below), the conclusion is that an orthologous protein is not found

in this organism. This may be due to a true loss, due to the limits of detection of

similarity search algorithms for highly divergent sequences, or due to sampling/

misannotation errors in the available genome sequence. Examination of the geno-

mic context of the gene may provide further clues here. For example, if the gene is

within a syntenic region, where the order of genes is conserved between different

species, one can examine whether the neighboring genes are conserved, although

this is only of use when examining closely related taxa. If that is indeed the case,

and the protein-coding sequence is absent, this is a powerful argument for second-

ary loss, which usually means that the gene’s function was redundant or
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nonessential. Presence or absence in closely related species can also be examined

before secondary loss is invoked for a whole lineage. Conversely, if a protein is

retained only in certain species or lineages where it might not be expected by

parsimonious evolution (i.e., suggesting multiple independent acquisitions or

losses), related factors can be examined to add robustness to the results; in some

cases, examination for genes that contribute toward a given pathway can be helpful.

For example, in the analysis of retromer cargo, the cation-independent mannose 6-

phosphate receptor (CIMPR) is classically responsible for lysosomal delivery of

proteins bearing the mannose-6-phosphate modification. As only some species

outside the Metazoa were found to posses CIMPR, it was necessary to look for

the presence of genes encoding the two enzymes required for mannose-6-phosphate

modification, N-acetylglucosamine-1-phosphotransferase subunits a/b precursor

(GNPTAB) and N-acetylglucosamine-1-phosphodiester a (NAGPA).

Finally, all candidate orthologues are examined by phylogeny to confirm

orthology. Bayesian as well as maximum likelihood methods are used, including

repeated sampling rounds to obtain posterior probability, and bootstrap support

values, respectively. In cases where multiple orthologues are found in certain species,

phylogeny can distinguish whether these are from ancient or recent gene duplications.

Bayesian phylogeny can be run locally using Mr Bayes (http://mrbayes.csit.fsu.edu/),

but for large datasets, a processor cluster is essential. Finally, maximum likelihood

methods can be performed using remote web servers (http://www.hiv.lanl.gov/

content/sequence/PHYML/interface.html and http://phylobench.vital-it.ch/raxml-bb/

index.php provide good options), or can be run locally.

10.3 Results

One of the most important families of proteins involved in membrane trafficking are

the Rab GTPases, and these proteins have received considerable attention

(Stenmark 2009). They function to coordinate the actions of vesicle budding,

targeting and fusion, and interact with a large number of proteins (Lee et al.

2009). As Ras-like GTPases, their intrinsic enzymatic activity is poor and hence

hydrolysis of GTP requires the intervention of a GTPase activating protein (GAP).

Rabs constitute a large family, with over 70 in H. sapiens and over 300 in T.
vaginalis. As this topic has been reviewed extensively recently (Brighouse et al.

2010; Elias 2010), we will focus on a few specific issues here and the reader is

referred elsewhere for a broader perspective.

A major goal has been the derivation of a Rab phylogeny (Pereira-Leal and

Seabra 2001). As Rab orthologues are almost always associated with the same

organelle, even across large evolutionary distances, these proteins conceptually

provide an atlas of the compartments present, and critically this makes such

information accessible for organisms that are hard to analyze experimentally for

technical reasons. Hence, being able to determine the Rab complement in any

lineage would provide an extremely valuable insight into the structure of the
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endomembrane system. Further, understanding how Rab proteins have evolved

would also solve the problem of when specific compartments arose, how they

were expanded, and how they were lost. Additionally, such an analysis avoids the

asymmetry problem, whereby it is easy to find conservation or secondary losses in

divergent taxa, but due to significantly less direct experimental data, identification

of true novel features in divergent lineages is rather more challenging.

Deriving a robust Rab phylogeny is more complex than might appear, as the

database is misannotated, Rabs are small proteins (~250 amino acids) with a combi-

nation of highly variable C-termini and extremely well-conserved GTP-binding

regions, plus the dataset is huge. This combination of factors has confounded many

attempts to provide high-resolution phylogenies as there are too few informative

character states for accurate resolution. However, a new method, “ScrollSaw,” that

essentially examines subsets of sequence data, and then combines these has been

derived, which facilitates great improvement over traditional methods (Elias et al.

manuscript in preparation). What is surprising is that the reconstruction predicts a

considerable Rab complement in LECA, but which is consistent with the emerging

view of great complexity in this organism (Fig. 10.2). This also indicates that

secondary loss has played a significant role in evolution of the Rab protein family.

As a means to validate this conclusion, we have also performed detailed analysis

of the TBC (Tre-2, Bub2, Cdc16) domain Rab GAP family (Gaberet-Castello et al.

manuscript in preparation). This family accounts for most known Rab GAPs (Pan

et al. 2006), and was selected as it is paralagous and the TBC domain facilitates

reliable identification. The number of TBC proteins encoded in the genomes of

most organisms is similar to the number of Rabs. The specificity of most TBC

GAPs is poorly defined (Barr and Lambright 2010; Will and Gallwitz 2001), raising

the issue of how activity is regulated. Applying the ScrollSaw approach to TBC

evolution, it is clear that innovation of TBC GAPs is complex. Again, a large cohort

is predicted to be present in the LECA, but it is also clear that lineage-specific

innovations postdate the LECA; it is remarkable that the TBC GAPs and Rab

phylogenies achieve such an overall degree of congruence, which gives confidence

that the conclusion is probably correct.

As an example of a smaller and more restricted system, we have also analyzed

the retromer complex, which is involved in retrograde traffic from the endosome to

the Golgi. In S. cerevisiae and mammalian cells, retromer comprises five subunits:

a sorting nexin dimer (Vps5 and Vps17 in yeast, SNX1 and SNX2 in mammals)

which mediates membrane binding via PX domains and senses membrane curva-

ture via BAR domains, and a trimeric subcomplex formed of Vps26, Vps29, and

Vps35, which is responsible for cargo selection.

Retromer mediates recycling of vacuolar hydrolase receptors in yeast and

mammals (Seaman et al. 1998; Arighi et al. 2004; Mari et al. 2008), as well as

trafficking of the polymeric immunoglobulin receptor (Verges et al. 2004), plasma

membrane iron transporters (Strochlic et al. 2007), Wntless (Eaton 2008), and

processing of the amyloid precursor protein (He et al. 2005). Recently, retromer

was also implicated in clearance of apoptotic bodies (Chen et al. 2010) and trafficking

from the mitochondria to the peroxisome (Braschi et al. 2010). Using the comparative
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genomics workflow described above, we find that the Vps26/Vps29/Vps35 sub-

complex is extremely well conserved. Interestingly, all cargo recognition subunits

show expansions, with Vps26 the most widely expanded. Phylogenetics indicates that

most expansions are species-specific (Koumandou et al. 2011).

The Vps5/Vps17 membrane-attachment subcomplex is also well conserved but

less well than the cargo recognition complex. Vps17 is specific to the fungi, but

SNX5/6 are probable functional analogues in Metazoa (Wassmer et al. 2007). Vps5

has been duplicated into SNX1/2 in Metazoa. Humans possess a total of 33 sorting

nexins, fungi about eight, and non-Opisthokonta about four, indicating a huge and

specific expansion in Metazoa. While speculative, this may reflect the huge com-

plexity of endosomal systems in metazoan organisms where these trafficking

systems perform important roles in cell–cell adhesion, signaling pathways, immune
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>15 Rabs
~10 TBCs 
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COPI
COPII
IFT
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         Epsin
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   ESCRT 0
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Fig. 10.2 Schematic eukaryotic phylogeny (sensu Adl) highlighting origins of trafficking

components. Much of the basic bauplan for the eukaryotic cell predates the radiation of the

eukaryotes, so that major coats, the factors required for vesicle specificity and the various control

elements were all in place by the last eukaryotic common ancestor (LECA). The tree omits much

detail, especially the origins and losses of a great many members of paralagous families from

specific taxa, and also ignores any potential lateral gene transfer. ANTH AP180 N-Terminal

Homology (ANTH) domain, COP coatomer, ENTH Epsin N-terminal homology (ENTH) domain,

ESCRT endosomal sorting complex required for transport (a late endosomal membrane bending

system also involved in cytokinesis), FECA first eukaryotic common ancestor (broadly equivalent

to the eukaryogenesis event itself), IFT intraflagellar transport, KAP karyopherin (nucleocy-

toplasmic transport receptors), NSF NEM-sensitive factor (an ATPase that mediates SNARE

protein complex disassembly), NPC nuclear pore complex or nucleoporins, SM Sec1/Munc18-

like proteins (involved in SNARE-mediated vesicle fusion), SNARE SNAP (Soluble NSF attach-

ment protein) receptors (coiled coil proteins required for vesicle fusion), TBC Tre-2, Bub2, Cdc16

domain (Rab GTPase activating proteins)

10 The Emergence of Cellular Complexity at the Dawn of the Eukaryotes 161



defense, and development, which may require specific adaptors to traffic distinct

cohorts of molecules through the late endosomal pathway.

Given the extremely good conservation of retromer throughout the eukaryotes,

we also examined conservation of the retromer cargo. Vps10, the best characterized

of this group, is a transmembrane lysosomal hydrolase receptor orthologous to

mammalian sortilins (Mari et al. 2008). We find that Vps10 is broadly conserved

with expansions in Homo sapiens, Danio rerio, Nematostella vectensis, Monosiga
brevicollis, Saccharomyces cerevisiae, Rhizopus oryzae, andTetrahymena thermophila.
The S. cerevisiae, R. oryzae, and T. thermophila expansions are species-specific while
metazoan-specific expansions have generated several distinct metazoan sortilin/

Vps10 families. However, Vps10 is absent from several lineages, suggesting multi-

ple secondary losses and, importantly, a role for retromer in sorting distinct sets of

cargo in different organisms.

We therefore performed comparative genomics for the 14 previously reported

retromer cargo proteins, as well as the retromer-interacting protein EHD1 (Gokool

et al. 2007). Most studies of retromer and its cargo are from opisthokonts and

indeed many of the reported cargo proteins are specific to the Metazoa, e.g., PIGR,

EGFR, and Wntless, as they are involved in metazoan-specific signaling or immune

defense. The vacuolar sorting receptor VSR1, originally identified in A. thaliana
(Yamazaki et al. 2008), is restricted to the Archaeplastida. However, we also found

widely distributed cargo, namely, EHD1, STE13, KEX2, and the FET3/FTR1 iron

transporter. Importantly, all species lacking Vps10 contain at least one putative

alternative cargo (Koumandou et al. 2011).

Sequence conservation alone does not immediately signify conservation of

function. As part of our workplan, we use Trypanosoma brucei as a both accessible
and highly divergent organism to facilitate comparisons with mammalian or other

model systems. In S. cerevisiae, retromer mutants exhibit variable deficiencies with

highly fragmented vacuoles in Vps5 and Vps17 mutants, moderate fragmentation in

Vps26 mutants and no observable morphological defects for Vps29 and Vps35

mutants (Raymond et al. 1992). Mammalian SNX1/2 colocalize with endosomal

markers EEA1 and Rab5, and with the mammalian Vps26-Vps29-Vps35 trimer

(Haft et al. 2000; Kurten et al. 2001; Teasdale et al. 2001). Mouse SNX1 and SNX2

double knockouts arrest embryonic development, as do mutations in mammalian

Vps26, and transcriptome analysis implicates Vps35 in Alzheimer’s disease,

underlining the importance of retromer to mammalian systems (Schwarz et al.

2002; Radice et al. 1991; Small et al. 2005).

In trypanosomes Vps5/Vps26/Vps29 and Vps35 mRNA expression is strongly

upregulated in the mammalian form (Koumandou et al. 2008, 2011) where endo-

cytosis is also more active (Natesan et al. 2007) and consistent with a role for

retromer in endocytic activity. Retromer is also clearly essential as knockdowns of

several subunits arrest cell proliferation (Koumandou et al. 2011). Trypanosome

Vps26 and Vps5 exhibit both diffuse cytoplasmic localization plus distinct puncta

located between the nucleus and kinetoplast, likely corresponding to endosomes

(Field and Carrington 2009). TbVps26 partially colocalized with the clathrin heavy

chain, and markers of the early and recycling endosomes; it was also proximal to
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Vps28, which marks the multivesicular body (MVB), and to the lysosomal marker

p67. Overall, these data indicate an endosomal location (Koumandou et al. 2011).

Knockdowns also confirm a role in endosomal trafficking and result in a modest

increase in p67 expression, representing a possible increase to lysosomal traffic

via a block of retrograde retromer traffic from the endosome to the Golgi. Further,

there is a decrease in intracellular levels of ISG75, a transmembrane protein that

undergoes ubiquitin-dependent degradation (Chung et al. 2008; Leung et al. 2008),

which is likely due to accelerated turnover. Finally, silencing Vps26 in mammalian

cells results in fragmentation of the Golgi complex (Seaman 2004); a similar effect

was found in Vps26-silenced trypanosomes (Koumandou et al. 2011). Together, the

locations and effects of retromer subunit knockdowns suggest functional conserva-

tion between trypanosome, mammalian and yeast retromer.

10.4 Conclusions and Challenges

Understanding how the modern eukaryotic cell architecture arose, and was subse-

quently modified by differential selective pressures, has been a major goal in

evolutionary cell biology. This is not solely of academic interest as many eukary-

otic pathogens invest considerably in their cell surface as a host–pathogen interface

and a site for immune evasion. An understanding of what such lineages have on

board in terms of molecular components and function is a potentially potent weapon

for combating infection and agricultural pathogens.

What is now very clear is the great complexity of LECA, and that this complex-

ity encompasses many different families of proteins, adding confidence that this

view is correct. We are also beginning to suspect that many extant organisms are in

fact simpler than LECA with respect to their trafficking systems. This suggests that

secondary losses, as well as paralogous expansions, are a major evolutionary driver

responsible for the diversification of different lineages. A few factors appear to

have been carried over from prokaryotic origins, but the majority are probably de
novo innovations restricted to eukaryotes (Fig. 10.3).

Combined obstacles have made the elucidation of the evolutionary history of

cellular functions a challenging task, and it remains incompletely addressed. In part,

our view of some of the earliest events in eukaryogenesis is still very uncertain, but

with the increase in genome sequencing, it is now possible to utilize molecular

sequence data to address such problems. While still capable of generating equivocal

or poorly supported models, with the inevitable controversies, such approaches have

significant advantages. For the unwary, however, there remain some major pitfalls,

which become even more pressing with increased size and complexity of datasets,

and which necessitate the use of automated search algorithms.

We have developed a workflow that attempts to address at least some of these

issues, and which is predicated on a reliance for heuristic analysis and the applica-

tion of some biological principles. Such approaches are labor intensive and slower

than fully automated approaches, but we consider them to be ultimately more

accurate. The full workflow can incorporate functional studies, as we describe
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here for retromer and several Rab GTPases. Such studies are complex, expensive,

and prone to interpretive error as a great deal of interpretive expertise needs to

be used, and one is frequently operating in organisms where the level of knowledge

is sparse. However, such analysis can provide substantial support for in silico calls.
For example, Tsg101/Vps23, an ESCRT complex subunit, in trypanosomes has

very low similarity to the mammalian orthologue; knockdown and localization

studies, however, confirm that the gene product plays a role in late endosomal

transport, providing a strong argument that the in silico assignment is correct

(Leung et al. 2008). Additionally, localization of SNARE proteins in trypanosomes

has helped increase confidence in in silico assignments, which for these proteins

can be difficult (Besteiro et al. 2006).

Several issues remain as challenges, of which at least three are paramount.

First is the ongoing issue of asymmetry, whereby most ab initio identification

of proteins involved in trafficking pathways is performed in a very small number

of opisthokont taxa (Dacks and Field 2007). While using these organisms as a basis

for comparative genomics will identify conserved elements and potential secondary

losses or opisthokont lineage-specific innovations, by definition it fails to capture

innovations in other supergroups. Analyses that focus on broader paralogous
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Fig. 10.3 Schematic for evolution of complexity in eukaryotic cells. Prokaryotic evolution (blue)
proceeds in this model to increase complexity over time, but at the point of eukaryogenesis,

equivalent to the first eukaryotic common ancestor (FECA, arrow), the acquisition of a nucleus

propels the ability to increase complexity. Two extreme potential evolutionary trajectories are

shown (dotted lines), where the initial event was followed by a period of rapid innovation (top), or
a period of little innovation followed by rapidly increased complexity (lower). All trajectories
between these extremes are possible, with the eventual arrival at the last eukaryotic common

ancestor (LECA, arrow), which likely also represents an extreme bottleneck as all eukaryotes

appear to radiate from a single lineage. Following eukaryotic radiation, many taxa evolved to

increased complexity, of which the most potent examples are the Metazoa and higher plants. Some

lineages appear to resemble the LECA in complexity, e.g., Naegleria gruberi, while many other

taxa, including Trypanosoma, yeasts, and the extremophile red algae C. merolae have become less

complex due to secondary losses of many components. Opisthokonts are in blue, Archaeplastida
in green, and Excavata in purple. The diagram is heavily schematic and seeks to make general

points only
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families can go some way to solving this problem, and as more genome data

becomes available, this may fade as a major issue. Second, search algorithms

themselves are problematic. BLAST itself is rather insensitive, but using pattern

recognition as implemented by HMMER or PSI-BLAST greatly increases the

potential for false positives. Regardless, even these algorithms can fail to capture

candidates, as demonstrated recently with a HMMER-based reconstruction of

nuclear pore complex evolution – this is significantly better than BLAST alone,

but still failed to identify many gene products (DeGrasse et al. 2009; Neumann et al.

2010). Third, sequence relationships are not the same as functional equivalence,

which necessitates the expense and expertise required to gain direct functional

insight. However, without such evidence, much valuable insight can be simply

overlooked.

In summary, it is clear that the LECA was a complex organism. While some

processes were likely inherited directly from prokaryotic predecessors, a spectacu-

lar level of innovation seems to have accompanied progression from the eukaryo-

genesis event itself to LECA.
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Chapter 11

Neurophylogeny: Retracing Early Metazoan

Brain Evolution

Rudi Loesel

Abstract The current view of early metazoan phylogeny suggests that the bilaterian

body plan arose only once during evolution. This first urbilaterian animal was most

likely equipped with an anterior condensation of nerve cells – a brain – fromwhich all

brains of modern animals have diverged. Until recently, the ancestor of all bilaterian

phyla was viewed as a very simple animal with an accordingly simple brain.

Molecular studies, however, demonstrate a multitude of homologous genes that are

expressed in similar patterns in the developing brains of vertebrates, insects, and

annelids. Taken together, these findings imply that the anatomy of the urbilaterian

cerebrum might have been more elaborate than previously assumed. If true, ancient

architectural features might have been conserved during evolution and should be

identifiable in distantly related modern animal phyla. Comparative studies on

representatives of arthropods, onychophorans, and annelids suggest that this is indeed

the case. This chapter summarizes recent neuroanatomical surveys that aim to retrace

the early evolution of the metazoan brain and to use neuroanatomical data to test

conflicting hypothesis on phylogenetic relationships between major animal phyla.

11.1 Introduction

As long as the brain is a mystery, the universe will also remain a mystery.

Santiago Ramon y Cajal (Nobel Laureate 1906)

R. Loesel
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The brain is the most complicated structure that has evolved in the 640 million

years since the emergence of multicellular animals. Yet our knowledge of early

evolutionary events that have brought about this fascinating organ is marginal.

Has the brain as an anterior aggregation of neurons that governs behavior evolved

only once, implying that the brains of all animals are a variation of a common

ancient scheme? Do common neuroarchitectural features shared by distantly related

taxa reflect the evolutionary history of the brain or have these features evolved in

parallel due to computational needs? Can brain characters help to resolve phyloge-

netic relationships between animal taxa? These are some of the important questions

raised in the field of research that is now termed “neurophylogeny.” This chapter

summarizes recent findings on the brain architecture of some of the animal groups

richest in species.

11.1.1 Neurophylogeny: History, Concepts, and Methods

While the term “neurophylogeny” that links neuroanatomy and phylogeny together

is rather new (introduced by Harzsch 2002), the method of inferring evolutionary

events by comparing cerebral characters is not. An early pioneer in the field of

comparative brain anatomy was Santiago Ramon y Cajal. Together with Camillo

Golgi, he was awarded with the Nobel Prize in 1906 for his superb neurohis-

tological stainings and his precise reconstructions of neurons in a variety of animal

groups, such as insects, birds, and mammals (Cajal 1911). Later, two Swedish

neuroanatomists, Nils Holmgren (1916) and Bertil Hanstr€om (1928), published

elaborate studies that described the gross morphology of the brains in a wide variety

of invertebrate taxa. Their descriptions, though, were sometimes rather superficial

and in many cases, they did not present original data. However, they clearly

demonstrated that the basic neuroarchitecture of the brain is quite conserved, at

least at the taxonomic level of orders, i.e., that the brain is a slowly evolving organ,

which renders comparative neuroanatomy a suitable tool for deep time evolutionary

studies.

Classical neurohistological methods like the ones developed by Golgi (1873)

or Bodian (1937) are still used today and have remained powerful tools to analyze

the fine structure of brain tissue (Strausfeld 2005; Strausfeld et al. 2006b to name

just a few recent studies). However, with the advent of modern staining techniques,

the field of comparative neuroanatomy has gained new momentum. These modern

tools include immunohistological stainings that allow specific labeling of neurons

that express a certain transmitter or gene product. In combination with recent

developments in imaging techniques like confocal laser scanning microscopy and

3D-reconstruction software, we now have the tools to analyze the architecture of

the brain on different levels of complexity.

Once the data are acquired, strict standards are needed for comparing the

neuroanatomy of different species to identify similarities that might be due to the

emergence from a common ancestor. Such criteria that cover the entire range of
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structural resolution – from the gross morphology of the brain down to molecular

details of individual neurons – have been postulated by Kutsch and Breidbach in

1994:

• Number and arrangement of neuropils in the brain

• Connections of a given neuropil to other main areas of the brain

• Number and arrangement of subunits the neuropil comprises

• Basic three-dimensional neuroarchitectural design

• Distribution of identifiable biochemical markers (presence of neurotransmitters,

expression of genes) in neurons of a given brain center

• Role of a brain center in perception of stimuli and/or control of behavior

• Presence of the neuropil in basal representatives of the taxa under investigation

These are just a few examples for features of the nervous system that can be

analyzed for phylogenetic considerations. Others extend to physiological properties

of neurons or developmental events during embryogenesis. For a comparison of

neuroanatomical characters between animal groups that have diverged over half a

billion years ago, one needs an established ground pattern of the brain structure in

one of the major metazoan taxa as a point of reference. Since many of the criteria

listed above have emerged from the descriptions of hexapod neuroanatomy, this

taxon represents an ideal reference to start a comparison with other invertebrate

groups.

11.1.2 The Insect Brain: The Best Described Invertebrate
Brain as a Point to Start From

The literature on brain architecture in insects is vast. This is in part due to the

fact that many insect species are established model organisms for investigating

various neurobiological issues like neuronal development during embryogenesis

(Urbach and Technau 2003), learning and memory (Heisenberg 2003), brain

plasticity (Okada et al. 2007), locomotor control and navigation (Ilius et al.

2007), mechanisms of the internal clock (Homberg et al. 2003), odor perception

(Schmucker and Schneider 2007), and the role of neuropeptides in brain function

(N€assel and Homberg 2006) to name just a few. Thus, detailed descriptions of the

brains of a variety of insect species are available. In many cases, the morphology,

physiological properties, and transmitter content of individually identifiable cere-

bral neurons have been described (e.g., Kanzaki et al. 1989, 1991; Loesel and

Homberg 1998, 1999, 2001).

Figure 11.1 depicts the neuroarchitecture of a generalized insect brain. Like all

arthropod brains, it is clearly divided into an outer cortex that contains the neuronal

cell bodies and into central neuropils that exclusively comprise dendritic and axonal

arborizations of neurons. Neuropils are usually surrounded by a glial sheath, which
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makes their demarcation from neighboring brain areas an easy task. Connections

between neuropils are established by fiber tracts.

The optic lobes contain a set of at least three visual neuropils (shown in different

shades of green). These are the lamina, the medulla, and the lobula. The outermost

of these neuropils, the lamina, receives direct inputs from photoreceptor axons of

the compound eye. Interneurons link the lamina to the medulla and the medulla to

the lobula, respectively. The lobula as a third-order optic neuropil is pivotal for

higher computational tasks such as object discrimination and movement detection

(Egelhaaf and Borst 1993). In several orders of the Pterygota (winged insects), the

medulla as well as the lobula are split into two separate neuropils (outer and inner

medulla, lobula proper, and lobula plate). Apart from that, deviations from this

scheme are extremely sparse in insects (Loesel 2006).

The antennal lobes (light gray) are primary olfactory brain centers that receive

direct input from olfactory receptor neurons of the antennae. Several authors have

emphasized the common architecture of primary olfactory brain areas across ani-

mal phyla, most conspicuously their compartmentation into anatomical subunits

termed glomeruli (Hildebrand and Shepherd 1997; Strausfeld and Hildebrand 1999;

Eisthen 2002). The question, whether these similarities could be the result of a

common selective pressure to perform the same computational task or whether they

are derived from a common deep time ancestor will be discussed later. In insects,

glomeruli are usually arranged in one or two layers around a central coarse neuropil.

The number of glomeruli is species-specific and ranges from about 40 in Diptera

and Ensifera to approximately 250 in ants. In some groups, a glomerular organiza-

tion is completely absent, while in other groups (Caelifera), individually identifi-

able glomeruli have been replaced by several thousand isomorphic so-called

microglomeruli (numbers from Schachtner et al. 2005). There is no correlation

between the number of glomeruli in the antennal lobe and the taxonomic position of

a given species. Thus, the fine structure of the antennal lobe is clearly an inadequate

character for phylogenetic studies (Loesel 2006).

The mushroom bodies (dark gray) are prominent protocerebral neuropils that act

as centers for sensory integration (Gronenberg 2001) and memory formation

(Heisenberg 2003). They are the neuronal basis for associative and flexible

behaviors (Farris and Roberts 2005). With the exception of the archaeognathans,

where mushroom bodies have probably been secondarily reduced (Farris 2005), the

Fig. 11.1 Internal anatomy

of the insect brain

(supraoesophageal ganglion):

ACT antennocerebral tract, La
alpha-lobe, AL antennal lobe,

bL beta-lobe, Ca calyx,

CB central body, LA lamina,

Lo lobula, Me Medulla, MB
mushroom body, P peduncle

(modified from Strausfeld

1998)

172 R. Loesel



remaining insect taxa share a common ground plan in terms of mushroom body

cellular architecture and connectivity. Mushroom bodies consist of several thousand

parallel fibers of intrinsic neurons, called Kenyon cells. Dendritic arborizations of

these neurons form the calyces, the major synaptic input region to the mushroom

bodies. The most prominent inputs to the calyces originate in the antennal lobes

through collaterals of olfactory interneurons that connect the antennal lobe with the

protocerebrum via an antennocerebral tract. Mushroom bodies, however, are not

merely higher order olfactory neuropils, but are present even in anosmic insects

(Strausfeld et al. 1998). In a variety of social hymenopterans and in the cockroach

Periplaneta americana, additional inputs originate in the optic lobes. The axons of

Kenyon cells project from the calyx into the peduncle. They then bifurcate and form

the lobes (usually an a- and a b-lobe), the major output regions of the mushroom

bodies.

The central complex (red) is a set of protocerebral midline neuropils that plays a

role in limb coordination (Strausfeld 1999), locomotion control (Strauss 2003), and

navigation (Homberg 2004). In insects, the main components of the central com-

plex are the central body and the protocerebral bridge. The neuroarchitecture of the

central body is characterized by several layers, the most prominent of which are the

ellipsoid body (lower division) and the fan-shaped body (upper division). Williams

(1975) described the fan-shaped and ellipsoid bodies of the locust as comprising

reiterative columns. These columns are spread out like the staves of a fan (hence,

the name fan-shaped body). Columnar neurons provide connections with the

protocerebral bridge via a complicated arrangement of chiasmata. These features

are highly conserved in neopteran insects and have been described to be principally

identical in the locust Schistocerca gregaria (Williams 1975), the flies Musca
domestica, and Drosophila melanogaster (Strausfeld 1976; Hanesch et al. 1989;

Renn et al. 1999), the beetle Tenebrio molitor (Wegerhoff et al. 1996), the cock-

roach Periplaneta americana (Loesel et al. 2002), the bee Apis mellifera (Homberg

1985, 1987), and the wasp Polistes canadensis (Strausfeld 1999).

11.1.3 Comparative Neuroanatomy as a Tool to Address Two
Open Questions: Phylogenetic Relationships Between
Major Invertebrate Groups and the Evolution
of Prominent Brain Centers

The analysis of the insect brain has demonstrated the presence of each of the major

neuropils (visual neuropils, glomeruli of the antennal lobe, mushroom body, central

body) in all hexapod orders investigated. This raises the possibility that these

architectural characters of the brain are symplesiomorphic, i.e., that they might be

more ancient than the taxon hexapoda itself. When during animal evolution did

these brain centers arise? Are certain neuropils older than others? This question will

be addressed throughout the remainder of this thesis by comparisons with the
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neuroanatomy of arthropods other than insects and then by comparing arthropod

brains with the brains of other major invertebrate taxa, namely, onychophorans,

annelids, and molluscs.

The second question that will be addressed is whether cerebral features can be

utilized as characters to analyze phylogenetic relationships at higher taxonomic levels.

The brain offers a multitude of independent morphological characters, which have

scarcely been used in the construction of phylogenetic trees. The need for supplying

additional character sets is clearly illustrated by the fact that many phylogenetic

trees are not satisfyingly resolved or generally accepted. This is exemplified by

published trees of the arthropods, in which various contradicting sister-group

relationships of the four major taxa (hexapods, millipedes, crustaceans,

chelicerates) have been postulated. Figure 11.2 exemplifies four trees that are

currently being discussed.

Can the field of comparative neuroanatomy add new data that might help to

resolve these conflicting hypotheses? The next two chapters provide examples of

neurophylogenetic studies that support the Tetraconata and the sister-group rela-

tionship of this taxon to the Myriapoda by retracing the evolution of major brain

centers in these groups.

11.2 Evolution of the Arthropod Brain

11.2.1 Neuropils of the Optic Lobe

One anatomical character that has been proposed to unify the hexapods and the

crustaceans in the taxon Tetraconata is the presence of four cone cells in each

ommatidium of the compound eye (Dohle 2001). We investigated (Sinakevitch

Fig. 11.2 Four conflicting

hypotheses of the

relationships of arthropod

groups (summarized by

Mallat et al. 2004)
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et al. 2003) whether this concordance in receptor morphology is mirrored by

similarities in optic lobe neuropils that process the visual information. The indi-

vidual optic neuropils (see Chap. 11.1.2) are identifiable and distinguishable

by their unique neuroarchitectural features, i.e., their arrangement and connec-

tivity of neurons (for details, see attached reprint of Sinakevitch et al. 2003).

The comparison of visual neuropils in a variety of representatives of hexapods

and crustaceans and the inclusion of data on scutigeromorphs (Chilopoda,

Myriapoda) has resulted in a phylogenetic tree that proposes a scenario of optic

lobe evolution in these groups (Fig. 11.3).

In this phylogenetic study, insects and malacostracan crustaceans are united by

the presence of at least four optic neuropils and two chiasmata that link the lamina

to the medulla and the medulla to the lobula. This architectural setup contrasts

with the simpler optic lobe organization in branchiopods and chilopods. The latter

perhaps reflecting the ancestral condition.

Our analysis of optic lobe architecture supports the Tetraconata and implies that

the hexapods are not a sister-group to but rather a group within the crustaceans. The

Tetraconata in turn are viewed as the sister-taxon to the Myriapoda, which were

represented by the Scutigeromorpha, the only myriapod group with compound eyes

(M€uller et al. 2003).

Fig. 11.3 Proposed relationships of hexapods, crustaceans, and chilopods with reference to optic

lobe organization (from Sinakevitch et al. 2003)

11 Neurophylogeny: Retracing Early Metazoan Brain Evolution 175



11.2.2 The Central Body

The phylogenetic analysis of optic lobe neuropils remained restricted to those

arthropod groups with compound eyes, and therefore putatively homologous visual

systems, thereby excluding the chelicerates whose visual neuropils bears no

resemblance to the Tetraconata–Myriapoda clade (Strausfeld and Barth 1993;

Strausfeld et al. 1993). Higher-order sensory integration centers in the brain like

the central body or the mushroom bodies, however, might be of a more ancient

evolutionary origin.

An unpaired midline neuropil reminiscent of the central body in insects is

present in all major arthropod taxa. The available data on the neuroarchitecture in

insects (see Chap. 11.1.2) and in one representative of the decapoda (Utting et al.

2000) supported a common origin of the central body in these animals. However,

there are differences in the architectural complexity and in the number of subunits

in the central bodies of those species investigated. It has been common text book

knowledge that the midline neuropil of chelicerates (for historical reasons called

arcuate body) is not homologous to the central body of the hexapods (Roth and

Wullimann 1996). This assessment was based on differences in size and relative

position of the arcuate body as compared to the central body. Concerning central

brain architecture in myriapods, no detailed accounts were available from the

literature.

In a broad taxonomic comparison (Loesel et al. 2002, Loesel 2004), we utilized a

spectrum of different immunocytological and neuroanatomical staining techniques

to analyze the neuroarchitecture of unpaired midline neuropils throughout the

arthropods, including representatives of the hexapods, crustaceans, chilopods,

diplopods, and chelicerates. The data were used to reconstruct a scenario for central

body evolution based on a parsimony assumption. A polychaete species was

selected for the out-group comparison, because at that time no central body had

been described in annelids.

Our analysis demonstrated that all unpaired midline neuropils investigated

(including the chelicerate arcuate body) share structural similarities:

1. The neuropil is subdivided into discrete horizontal layers that are innervated by

tangential neurons.

2. Columnar fibers that are oriented perpendicular to the horizontal layers have

been identified in all arthropod midline neuropils.

3. A subset of columnar fibers crosses the midline of the brain to form a chiasm,

which presumably serves to facilitate interhemispherical information exchange

within the central body.

4. The relative size and complexity of the neuropil reflects the mobility of the

animal. A comparison between representatives of insects and chelicerates sug-

gest that the elaboration of the central body’s neuroarchitecture correlates to the

complexity of the locomotive repertoire the animal is equipped with (predatory

and highly mobile species have the comparatively largest central bodies).
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Again, our results support the Tetraconata hypothesis and suggest a common

evolutionary origin of the central body and the chelicerate arcuate body, with the

chilopod central body representing the intermediate condition. Interestingly, sev-

eral staining techniques carried out on the brains of diplopods, new world as well as

old world species, failed to identify an unpaired midline neuropil in this taxon,

resulting in a basal position of the diplopods within the arthropod tree (Fig. 11.4).

This last finding, however, is not in accordance with the majority of recent

phylogenetic studies (Mallat et al. 2004; Wheeler et al. 2004; Sierwald and Bond

2007) that place the diplopods together with the chilopods unequivocally within

the group Myriapoda. Even though other accounts doubt the monophyly of the

Myriapoda (e.g., Shear 1998), the diplopods have never been viewed as the most

basal arthropod taxon.

One likely explanation for this contradiction is that the complexity of the

diplopod brain has been secondarily reduced. Like in all phylogenetic trees based

on morphological data, the least complex organisms tend to appear in a basal

position. Neuroanatomical characters might be especially susceptible to secondary

reductions in complexity since nervous tissue is particularly costly in development

and maintenance due to its high metabolic requirements (Laughlin 2001). At just

2% of body mass, the human brain consumes 20% of resting metabolic energy

(Clarke and Sokoloff 1999), and the brain of an electric fish may consume 60%

(Nilsson 1996). Blowfly photoreceptors take 8% of resting oxygen consumption

(Howard et al. 1987), and their specific metabolic rate (rate per gram) exceeds that

of most striated muscles (Laughlin et al. 1998). Diplopods do not execute compli-

cated and variable motion sequences with their legs (Hopkin and Read 1992).

It seems likely that the central body as a higher brain center that putatively controls

complex locomotory maneuvers in other arthropods has been reduced in diplopods.

We therefore assume that the diplopods should be regarded as an outlier group in

our study, i.e., due to a secondary reduction of neuroanatomical characters, the

position of the diplopods is not correctly resolved.

11.3 Phylogenetic Origin of Arthropod Brain Centers:

A Comparison with the Sister Taxon, the Onychophorans

Our studies on the neuroarchitecture of brains across all major arthropod groups

suggest that neuropils computing optical information share a common origin in

those taxa with compound eyes but differ from visual centers in chelicerates. On the

other hand, the available data imply that higher-order sensory integration centers

are homologous within the arthropods. Our findings demonstrated the presence

of an unpaired midline neuropil that shares common architectural features in the

Tetraconata, the Chilopoda, and the Chelicerata. Since this neuropil is present in

basal representatives of these groups, it is the parsimonious assumption that the

tetraconate and chilopod central body is homologous to the arcuate body of
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chelicerates. Further prominent neuropils of the arthropod central brain are the

paired mushroom bodies. While the principal neuroarchitecture of mushroom

bodies (consisting of numerous parallel fibers of intrinsic neurons) is similar in

chelicerates, diplopods, chilopods, and hexapods, their homology to mushroom

Fig. 11.4 (a) Schematic representation of the principal components of the central complex of

insects, including the central body, which comprises distinct layers (ml 1–3). (b) Hypothetical

scenario of central body evolution based on parsimony (from Loesel et al. 2002)
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bodies (also named Corpora pedunculata or hemiellipsoid bodies, see Hanstr€om
1928; Farris 2005) of crustaceans, which are functionally equivalent to their name-

sakes in other arthropods but lack parallel fiber-containing lobes, are still under

debate (Strausfeld 1998; McKinzie et al. 2003; Farris 2005).

Are these central brain neuropils synapomorphies of arthropods or of a more

ancient evolutionary origin? To answer this question, we conducted an in-depth

analysis of the brain architecture of the putative sister taxon of the arthropods, the

onychophorans. The following two chapters summarize the findings that have been

published in Loesel (2004); Strausfeld et al. (2006a, b).

11.3.1 The Onychophoran Brain Resembles the Brain
of Chelicerates, the Basal Arthropod Taxon

The onychophoran representative Euperipatoides rowelli possesses a tripartite

brain. The paucity of discrete axon tracts distinguishes the onychophoran brain

from the brains of tetraconates and chilopods but not from chelicerate brains. Like

in the brains of chelicerates, neuropils of the onychophoran brain lack obvious

glial demarcations, other than those denoting the anterior borders of the trito- and

deutocerebrum. The protocerebrum contains the majority of the cerebral mass along

with several neuropils (Fig. 11.5) that are reminiscent of neuropils in the arthropod

brain, namely, the mushroom bodies and the central body. The neuroarchitecture of

these brain centers in onychophorans share characteristics specifically with the

situation found in chelicerates.

As in all arthropods (with exception of the Crustacea), the principal sensory

input region of the onychophoran mushroom body, the calyx, is embedded in a

dense cluster of small-diameter perikarya of intrinsic neurons, whose parallel axons

form a peduncle and several output lobes. One characteristic the mushroom bodies

of E. rowelli share with chelicerates but with no other arthropod group is the

presence of a commissure that renders the mushroom bodies into one confluent

structure. Another feature of the onychophoran mushroom body is its direct con-

nection to a second-order visual neuropil. This character is again found exclusively

in chelicerates but not in mandibulate arthropods.

The central body (arcuate body) of E. rowelli is a crescent-shaped neuropil that

spans almost the entire width of the protocerebrum, its outward shape and position

within the brain being identical to the situation found in chelicerates. Even more

striking similarities are observed when analyzing its internal neuroarchitecture:

In both, the onychophoran as well as in chelicerates, the central body is composed

of discrete layers of tangential neurons that extend into the neuropil from its lateral

margin. These layers are provided by successive strata of collaterals of columnar

fibers that originate from thousands of cell bodies dorsal of the neuropil and which

enter the central body from its anterior surface. A detailed comparison of the central
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bodies of E. rowelli and the spider Cupiennius salei demonstrated an almost

identical arrangement of horizontal layers and columnar fibers in these two species.

One prominent architectural feature of the brain of arthropods and onychophorans

that we have not discussed yet is the presence of olfactory glomeruli, first-order

integration centers for odor information. Glomeruli are spherical neuropils that

receive inputs from axons of odor receptor neurons. Olfactory glomeruli usually

appear in clusters of a few dozens to several hundreds, their number corresponding to

the number of odorant receptors that are expressed in receptor neurons (Mori et al.

1999). Olfactory glomeruli are common not only in the brain of arthropods and

onychophorans but are also present in annelids (see Chap. 4), in molluscs (Chase

and Tolloczko 1993), and in the telencephalon of vertebrates (Cajal 1911). Due to

the widespread occurrence of these neuroarchitectural units across animal phyla,

one might be tempted to infer a common evolutionary origin of olfactory glomeruli

dating back to an early bilaterian predecessor. Our analysis, however, suggests that

olfactory glomeruli are not even homologous within the onychophoran–arthropod

clade. This conclusion is based on the observation that in onychophorans, olfactory

Fig. 11.5 General brain organization of the onychophoran Euperipatoides rowelli (from

Strausfeld et al. 2006a). (a) Shows receptor fibers (yellow) that project through the antennae

(ant) and innervate the olfactory glomeruli (glom, purple). The mushroom body (green) consists of
a calical input region (Ca) and output lobes (lo). As in chelicerates, the mushroom bodies are

connected via a commissure (MB com). VCN ventral nerve cord. (b) The central body (¼ arcuate

body, arc bo, green) is connected to a second-order visual neuropil (arc bo vis 2, purple). Another
second-order visual neuropil (MB vis 2, purple) provides optic information to the mushroom

bodies. A first-order visual neuropil (vis 1, purple) is located proximal to the eye
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glomeruli are situated in the protocerebrum, while these structures occur in the

deutocerebrum in insects and crustaceans. In chelicerates, the olfactory glomeruli

are located in the neuromere of whichever segment provides an appendage

equipped with odor receptors. Olfactory appendages can be the pedipalps (in

solfugids), the first leg pair (amblypygids, uropygids), or every leg pair as in

pycnogonids.

Thus, in a classical sense, olfactory glomeruli cannot be considered homologous

structures (sensu Hennig 1950) because the criterion of relative position is not

fulfilled. Rather, the occurrence of these structures in different neuromers seems to

be “driven” by olfactory inputs. Future experiments will focus on the question

whether a common genetic mechanism is responsible for the appearance of olfac-

tory glomeruli at different positions in the brain. This molecular machinery might

be homologous within animals that possess olfactory glomeruli, while the structures

themselves are obviously not.

11.3.2 Constructing the Phylogenetic Tree
of the Arthropod–Onychophoran Clade
Utilizing Neuroarchitectural Characters

The phylogenetic trees presented in Chap. 2 are based on existing hypotheses of

arthropod evolution that were chosen because our data comply with them in the

most parsimonious way. To test whether neuroanatomical characters alone contain

sufficient phylogenetic information to construct a tree, we examined the relation-

ships of 27 arthropod–onychophoran and one annelid representative based on 118

independent neuroarchitectural characters. Complex brain structures such as the

central body or the mushroom bodies were not treated as single characters but were

partitioned, e.g., yielding 22 separate characters for the central body and 26

characters for the mushroom bodies.

The resulting tree (Fig. 11.6) supports the Tetraconata. Chilopods are viewed as

sister taxon to the Tetraconata, Chelicerates as sister taxon to the mandibulata. Out

of the four conflicting hypothesis on arthropod relationships presented in Chap.

11.1.3, our results are in accordance with the phylogram in Fig. 11.2c.

This study also revealed the limitations of phylogenetic research based exclu-

sively on brain anatomy. One problem is that neuroanatomical data results in an

unsatisfactory resolution at low taxonomic levels. For example, in our tree Taran-
tula spec. is not grouped together with the other araneans but with an uropygid

representative. This low resolution at the level of orders is due to the fact that the

principal neuroarchitecture of the brain within the four major arthropod groups is

quite conserved. Minor variations of the common scheme that may occur are likely

to be linked to the behavioral ecology of the species under consideration and not

to its phylogenetic position (Loesel 2006). Besides the lack of morphological

differences at low taxonomic levels, a secondary reduction in brain complexity
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(see Chap. 11.2.2) may also be the source of errors, as is clearly the case with the

position of the diplopod Orthoporus ornatus that came out basal in our tree. The

similarity between protocerebral brain centers in onychophorans and chelicerates

resulted in a sister-group relation of these taxa and not in the generally accepted

sister-group relation of onychophorans and arthropods.

Apart from the possible sources of error discussed above, neuroanatomical

data provide an appropriate amount of characters for phylogenetic reconstructions

at higher taxonomic levels. Moreover, our analysis implies the parsimonious

assumption that the two most prominent protocerebral brain centers, the central

body and the mushroom bodies are part of the arthropod–onychophoran ground

plan. Are these neuropils derived characters pertaining only to the (pan-)arthropods

or of a more ancient origin? The problem in answering this question is that there is

Fig. 11.6 Phylogenetic tree of arthropods and onychophorans based on 118 neuroanatomical

characters (from Strausfeld et al. 2006a)
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no consent among phylogenists what the sister-taxon of the arthopods is. Tradition-

ally, the annelids were grouped together with the arthopods in the taxon Articulata

(Cuvier 1817; for a recent discussion of the Articulata concept, see Scholtz 2002).

This view has been dramatically challenged by two simultaneously published

molecular analyses using 18S rDNA (Aguinaldo et al. 1997; Eernisse 1997). In

these studies, the arthropods appeared as close relatives of several Nemathelminthes

groups, now unified under the taxon Cycloneuralia (Fig. 11.7). Because the

members of the resulting clade share the character of molting a cuticle, the group

has been named Ecdysozoa (Aguinaldo et al. 1997). The annelids were united with

molluscs and other spiralian groups widely separated from the Ecdysozoa.

Despite mounting support for the Ecdysozoa from molecular studies, many

specialists are still in favor of the Articulata (W€agele et al. 1999; W€agele and

Misof 2001; Nielsen 2001; Scholtz 2003). This demonstrates that the uncertain

relationship between arthropods and annelids is at the core of an ongoing debate on

early metazoan radiation and phylogeny. Therefore, we were interested whether

neuroanatomical findings can contribute to resolve this question.

11.4 A Further Step Back in Time: Similarities Between

the Arthropod–Onychophoran Clade and Annelids:

Homology or Homoplasy?

While the internal phylogeny of the annelids is still largely unresolved, vagile

polychaetes most likely resemble the ancestral condition (Bartolomaeus et al.

2005). In order to compare the brain architecture of annelids to that of arthropods,

we described the neuroanatomy of two predatory polychaete representatives in

detail (Heuer and Loesel 2008, 2009). Our analyses mainly focused on the internal

architecture and connectivity of the mushroom bodies (termed corpora pedunculata

in the older annelid literature) that have been found to be present in all vagile

polychaetes investigated so far (Hanstr€om 1928; Åkesson 1963; Bullock and

Horridge 1965; Strausfeld et al. 1995).

InNereis diversicolor, the neuroarchitecture of the mushroom bodies matches that

found in euarthropods/onychophorans in several aspects (Fig. 11.8). Afferents carry-

ing sensory information invade the anterior part of the mushroom bodies. Among

arthropods, the morphological appearance of this region varies in different clades.

Fig. 11.7 Simplified tree illustrating the two competing hypothesis of arthropod–annelid relation-

ship currently under discussion
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In many insects, for instance, it is of a cup-like shape, whereas in onychophorans,

it forms finger-like protrusions; the latter resembles the state observed in

N. diversicolor. Independent of its diverse shape, the anterior region is always

surrounded by perikarya of thousands of small-diameter globuli cells (termed

Kenyon cells in insects). The axonal outgrowths of these cells form a bundle of

parallel fibers, called the peduncle, which extends posteriorly and medially. In

insects, diplopods, and onychophorans, the peduncle splits up into several lobes

that represent the main output regions of the mushroom bodies. In N. diversicolor,
the peduncle breaks up into three lobes. The occurrence of fine extrinsic fibers that

are possibly dendritic, raises the possibility that the lobes also serve as output

structures in this species. One important difference between the mushroom bodies

of euarthropods/onychophorans and of N. diversicolor is the origin of fibers that

provide sensory information to the mushroom bodies. In insects, chelicerates,

millipedes, centipedes, and onychophorans, neuroanatomical evidence suggests

that mushroom bodies are second-order neuropils of the olfactory pathway. In

these taxa, primary sensory input is provided to the olfactory glomeruli from

where the information is passed on to the mushroom bodies (Strausfeld et al.

1995). This contrasts with our findings for N. diversicolor in which fibers of the

palpal nerve directly innervate the finger-like protrusions of the mushroom bodies.

These fibers presumably convey chemosensory information (Dorsett and Hyde

1969). Olfactory glomeruli have not been identified at any location in the brain.

Our results are in accordance with findings in Nereis virens in which the palpal

nerve also directly innervates the mushroom bodies (Hanstr€om 1928).

An interesting single finding in this context has been provided by R€ossler et al.
(1999). In their study, the normal development of olfactory glomeruli in the hawk

Fig. 11.8 High magnification images of the mushroom body’s input region of Nereis diversicolor
(left) and the cockroach Leucophae maderae (right). The input region (termed calyx ca in insects)
is embedded in a dense cluster of intrinsic globuli cells (gc, shown in blue). Olfactory input is

provided through serotonergic fibers (red) in both animals. cn core neuropil of the annelid

mushroom body, scale bars: 20 mm (from Heuer and Loesel 2008)
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mothManduca sexta was artificially inhibited during ontogenesis. Ingrowing axons
of olfactory receptor cells that therefore did not find their original targets kept on

growing into the protocerebrum and directly innervated the calyces of the mush-

room bodies. This demonstrates that, in an insect, a targeting mechanism that

directs olfactory receptors to the mushroom bodies is existent but normally not

used. This targeting mechanism might be interpreted as an evolutionary relict

dating back to deep time ancestors of arthropods that did not have glomeruli as

part of the olfactory pathway.

The cerebral architecture of another vagile polychaete, Harmothoe areolata,
differs from N. diversicolor mainly with regard to the relative size and elaboration

of the mushroom bodies (Fig. 11.9). In H. areolata, the mushroom bodies are of

enormous size, occupying approximately two-thirds of the total brain volume. The

core neuropil is divided into two lobes with the anterior lobe receiving direct

sensory input, while the posterior lobe is connected to a cluster of spherical

neuropils. In this respect, the anterior lobe of the mushroom body of H. areolata
is reminiscent of the state found in N. diversicolor, whereas the posterior lobe

exhibits features of the olfactory pathway found in arthropods. Besides the mush-

room bodies, the brain also contains an unpaired crescent-shaped central neuropil,

its contour and relative position being reminiscent of the central body of hexapods.

Such a crescent-shaped neuropil has also been identified in N. diversicolor, albeit
less conspicuous in this species.

Although relationships within the polychaete annelids – as well as in the

Annelida as a whole – are still poorly understood, current phylogenetic recon-

structions indicate a rather close relationship betweenN. diversicolor (Nereidiformia)

and H. areolata (Aphroditiformia), grouping them both into the Phyllodocida

Fig. 11.9 A three-

dimensional reconstruction

of major brain compartments

superimposed onto a section

through the head of H.
areolata reveals similarities

to the cerebral architecture

of arthropods (compare to

Figs. 11.1 and 11.5). blue
globuli cells mass, red
mushroom body core

neuropil, yellow glomeruli,

green putative central body,

purple eyes, scale bar:
200 mm (from Heuer and

Loesel 2009)
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(Struck et al. 2007). The differences in cerebral anatomy we encountered in two

closely related species demonstrate that we cannot draw a conclusion about the

ancestral neuroarchitecture of annelids yet. Studies to analyze the brain of addi-

tional polychaete representatives, errant, sedentary, and meiobenthic ones, as well

as representatives of the Clitellata, are in progress. So far, our investigations

suggest that at least the presence of mushroom bodies pertains to the ground plan

of annelid neuroarchitecture. On the basis of this alone, our data are a strong support

for the Articulata, i.e., for a close relationship between annelids and arthropods. In the

light of mounting molecular evidence supporting the Ecdysozoa-Lophotrochozoa,

however, other explanations for the commonalities in brain morphology between

annelids and arthropods should also be considered. We will explore these alterna-

tive scenarios in the next chapter.

11.5 Summary and Perspectives: The Search

for the Urbilaterian Brain

The preceding chapters summarized our studies on the cerebral architecture of a

variety of invertebrate clades with the aim to retrace early brain evolution and

resolve disputed phylogenetic relationships. We were able to present scenarios for

the evolution of major brain centers such as optic neuropils and the central body in

panarthropods. Our data strongly support the Tetraconata, i.e., a close relationship

between hexapods and crustaceans. The studies also revealed that mushroom bodies

and the central body pertain to the ancestral condition of the panarthropod brain.

Similarities in brain architecture between arthropods and basal annelids might

reflect a close relationship of these two taxa. Yet, in the light of molecular studies

that place annelids and arthropods at widely separated positions in the bilaterian

tree, two alternative interpretations will be tested in future studies.

One obvious alternative explanation for commonalities found in annelids and

arthropods is that shared features such as the mushroom bodies and the central body

have evolved independently. It could be argued that once a cerebral ganglion

evolves to a certain level of neuronal complexity, similar architectural principles

have to evolve accordingly due to specific computational needs and restrictions.

This view, however, is not supported by our present state of knowledge. Other

animal taxa with elaborate brain architectures do not possess identifiable mushroom

bodies or central bodies. This has long been known for the well-investigated

vertebrate brain (Cajal 1911; Butler and Hodos 2005). Next to vertebrates,

cephalopods possess the most complex cerebral ganglia in the animal kingdom.

We therefore investigated the neuroanatomy of the central brain of the pygmy squid

Idiosepius notoides, but found no structural entities reminiscent of neuropils in

arthropods or annelids (Wollesen et al. 2008).

This leads to a third scenario to explain commonalities in arthropod/annelid

brain architecture: Cerebral centers such as the mushroom body or the central body
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might have been present already in the last common ancestor of the protostomes or

even the entire Bilateria and might have been retained in some taxa and reduced in

others. Recent molecular investigations on gene expression patterns in the develop-

ing cerebrum indeed suggest that the brains of all animals are derived from a

common ancestor, i.e., the urbilaterian brain. Taken together, these studies not

only provide data to support a common origin of the brain of protostomes and

deuterostomes but also imply that this urbilaterian brain might have been a rather

complex, perhaps tripartite organ (reviewed by Lichtneckert and Reichert 2005).

Others argue that genetic patterning alone does not provide conclusive evidence for

a homology of the resulting anatomical structures. This is exemplified by a basal

deuterostome, the hemichordate Saccoglossus kowalevskii, which expresses genes

in a pattern resembling that in the developing brain ofDrosophila melanogaster and
of vertebrates, although S. kowalevskii does not have a localized CNS (Holland

2003; Lowe et al. 2003).

Currently we cannot resolve the question whether the presence of shared brain

centers in arthropods and annelids should be interpreted as support for the

Articulata or whether they represent ancient architectural features of the protostome

or even urbilaterian brain. The first interpretation would imply that molecular

studies on animal phylogeny are unreliable while the second scenario would require

a repeated loss of brain complexity during animal evolution. Much needs to be done

for neurophylogenists in the future, for those working anatomically as well as

genetically. Especially, studies on poorly examined taxa like basal molluscs,

priapulids, chaetognaths, or even flatworms (for which the presence of mushroom

body-like structures has been occasionally claimed but never investigated in depth)

will help to close gaps in our knowledge so that we finally might be able to retrace

early metazoan brain evolution and bring anatomical and molecular data into

agreement.
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Chapter 12

A New Early Cambrian Lobopod-Bearing

Animal (Murero, Spain) and the Problem

of the Ecdysozoan Early Diversification

José Antonio Gámez Vintaned, Eladio Liñán, and Andrey Yu. Zhuravlev

Abstract A new xenusian, Mureropodia apae gen. and sp. nov., is found in the

lower Cambrian of the Murero Lagerst€atte in the Cadenas Ibéricas, NE Spain. In

Mureropodia, the lobopod length/body width ratio reveals that this animal hardly

was able to walk on the bottom surface. Possibly, it could use the limbs for

anchoring the body to the substrate. A well-developed dermomuscular sac of cir-

cular and longitudinal muscular systems as well as probably retractile proboscis fit

such an interpretation. The ground plan of the Xenusia includes a vermiform body;

a proboscis or mouth cone; paired lobopods with claws; a cuticle displaying a

repeated anatomical patterning; a straight digestive tract with terminal mouth and

anus. Morphologically heterogeneous xenusians, which crawled with their lobopods

along the bottom, might give rise to four morphofunctional lineages – to

cephalorhynch worms by adaptation for burrowing with retractable proboscis;

to tardigrades by adaptation for interstitial habitat; to euarthropods by adaptation to

walking on joint appendages; and to anomalocaridids by adaptation to swimming

with lateral flaps.
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12.1 Introduction

In 1859, Charles Darwin published his famous now “The Origin of Species. . .”,
where he wrote that “by the theory of natural selection all living species have been

connected with the parent species of each genus, by a difference not greater than we

see between the natural and domestic varieties of the same species at the present

day; and these parent species, now generally extinct, have in their turn been

similarly connected with more ancient forms; and so on backward, always converg-

ing to the common ancestor of each great class” but “what geological research has

not revealed, is the former existence of infinitely numerous gradations, as fine as

existing varieties, connecting together nearly all existing and extinct species”

(Darwin 1859: 289, 303).

Looking on flooding creationist booklets, it seems that evolutionary biology

and palaeontology are unable still to find any gradations (intermediate forms)

supporting Darwin’s ideas. Until the very end of the last century, among the reasons

of such an apparent lack of intermediates connecting principal animal phyla were

pure neontological speculations on general phylogeny (e.g., an arthropod ancestor

was thought to be somewhat polychaetan-like). Thus, any unusual fossils were

shoehorned into phyla established by neontological methods.

The history of xenusians is a typical example of such an approach to the fossil

record. The first of them – Aysheaia pedunculata and Hallucigenia sparsa – were

discovered as soft-bodied imprints in the middle Cambrian of Western Canada as

early as 100 years ago and interpreted as polychaetans (Walcott 1911). These were

worm-like animals bearing numerous paired telescopic limbs (lobopods) alike those

of onychophorans and tardigrades. Another one – lower Cambrian Xenusion
auerswaldae – was found in ice age erratics originated from the Cambrian of

Scandinavia and described as an onychophoran (Pompeckj 1927). Introduction of

soft-bodied Precambrian vendobionts to the scientific society by the late 1960s

brought out new thoughts about the nature of such fossils and Xenusion was

affiliated with Ediacaran frond-like vendobionts (Tarlo 1967) while Hallucigenia
was turned into a legendary conundrum evoked during the Cambrian explosion and

extinct soon after this event (Conway Morris 1977). Until the late 1980s, this triad

was placed among ancestors of either onychophorans or tardigrades due to an

absence of antennas and jaws and a terminal position of the mouth (Hutchinson

1969; Delle Cave and Simonetta 1975; Whittington 1978).

Discoveries of lower Cambrian Chengjian biota in southern China and Sirius

Passet biota in northern Greenland, both of which teemed with diverse lobopod-

bearing fossils, happened right in time of molecular revolution in animal phylogeny

given the birth to the Ecdysozoa and the Lophotrochozoa clades (Adoutte et al.

2000). These clades separated annelids and arthropods but united instead

arthropods and some former aschelminthes (cephalorhynchs or cycloneuralians).

Cambrian lobopod-bearing creatures (class Xenusia Dzik and Krumbiegel 1989;

phylum Tardipolypoda Chen and Zhou 1997) occurred right in place to be variously

interpreted as a stem group of the Arthropoda within the Ecdysozoa. The Xenusia
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are though to be descendents of cephalorhynch-like worms (a recidivism of annelid-

like arthropod ancestor hypothesis) and ancestors of the Onychophora and the

Anomalocaridida, which in turn were stem groups of the Euarthropoda (chelicerates,

trilobites, crustaceans, insects, and various myriapods) (Dzik and Krumbiegel

1989; Budd 2001a; Liu et al. 2008b; Budd and Telford 2009; Daley et al. 2009;

Ma et al. 2009). However, pedestrian analyses of Cambrian fossil cephalorynchs

revealed that these vermiform ecdysozoans were too derived to be a stem group for

any appendage-bearing ecdysozoans (Harvey et al. 2010; Zhuravlev et al. 2011

in press). Thus, xenusians turned to be the key group for understanding of the

ecdysozoan early evolution and, actually, for proving of the unity of this “molecular”

clade. Nowadays, over 20 soft-bodied xenusian taxa of a generic level are known in

the lower Cambrian – middle Silurian interval. These fossils are ubiquitous elements

of almost each lower Palaeozoic Lagerst€atte and their microscopic phosphatized

sclerites are widespread in lower–middle Cambrian strata (Fig. 12.1). However,

even the anterior–posterior orientation of these animals is still disputable and, thus,

each new find of such a body fossil provides us with a crucial information on

the ecdysozoan origins and relationships.

12.2 A New Xenusian from the Murero Lagerst€atte of Spain

12.2.1 Geological Setting

The Murero Lagerst€atte, where a new xenusian is found, occurs in the Cadenas

Ibéricas (Aragón, northeastern Spain), in the Badules Unit, which forms part of

the West Asturian-Leonese tectonostratigraphic zone (Gozalo and Liñán 1988)

(Fig. 12.2). Stratigraphically, the sites of exceptionally preserved fossils are

restricted to the Mesones Group (comprising the Valdemiedes, Mansilla, and

Murero formations) and the Acón Group, of upper Bilbilian (Cambrian Series 2,

Stage 4) through lower Languedocian (Cambrian Series 3, Drumian Stage) age

(Gozalo 1995; Gozalo et al. 2011 in press). The succession represents a significant

portion of the Cambrian taphonomic window interval, from its middle interim until

the very closure (Fig. 12.1). A number of exceptionally preserved fossils include

various seaweeds, sponges, palaeoscolecidan and eucephalorhynch worms (stem

group cephalorhynchs), complete trilobite carapaces preserving tiny details,

lingulate brachiopods having peduncles, chancelloriid scleritomes, articulated

echinoderms (cinctans, eocrinoids, edrioasteroids), and others (Conway Morris

and Robison 1986; Gámez Vintaned 1995; Liñán 2003; Gozalo et al. 2003;

Garcı́a-Bellido et al. 2007; Zamora et al. 2009).

The only specimen of Mureropodia apae gen. et sp. nov. (Fig. 12.3) is derived
from the base of the level RV1/5 (Protolenus jilocanus Zone, upper Bilbilian Stage,
uppermost lower Cambrian) of the upper Valdemiedes Formation, which crops

out along the Rambla de Valdemiedes 1 (RV1) section of Liñán and Gozalo
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(1986), in the outskirts of the village of Murero (80 km to the southwest of

Zaragoza; Fig. 12.2). At this locality, the partially exposed Mesones Group

(195 m in thickness) represents a transgressive-highstand-transgressive systems

Fig. 12.1 Generalized stratigraphic sketch of the Rambla de Valdemiedes 1 section at Murero

according to Spanish chronostratigraphy and relative position of major Cambrian – Silurian

Lagerst€atten with indication of xenusian taxa (Bengtson et al. 1986; Robison 1991; Budd 1997;

Wilson et al. 2004; Zhao et al. 2005; Zhuravlev 2005; Maas et al. 2007; von Bitter et al. 2007; Liu

et al. 2008b; Whittle et al. 2009; Van Roy et al. 2010; Liu et al. 2011)
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tract succession (sequences S5 and S6 of Gámez Vintaned et al. 2009b). This

succession is represented mainly by fine-grained siliciclastic rocks – silty mudstone

and shale – with carbonate nodules and occasional thin dolostone interbeds;

dolostone is more abundant in the Mansilla Formation. Mineralogical data (textural

rock features, mineral association, illite crystallinity, and illite crystal size deter-

mined by transmission electron microscopy) indicates the shales of the Mesones

Group experienced an incipient anchimetamorphism (Bauluz et al. 1998, 2000).

The level RV1/5 itself comprises mainly tabular strata of homogenous, greenish

gray silty mudstone and shale – with occasional parallel lamination – composed of

silt-sized quartz and feldspar grains and clay flakes (illite and chlorite) oriented

randomly. Thin (1–3 mm) discontinuous interbeds of very fine-grained micaceous

sandstone are also present. Some of the bedding planes are covered with moder-

ately sorted, current aligned, skeletal fragments. Polymeroid trilobites (mostly

the Ellipsocephalidae) dominate, while phosphatic and calcitic inarticulate

Fig. 12.2 Location of the Murero Lagerst€atte, Cadenas Ibéricas, NE Spain (index map and

geologic map, updated from Liñán and Gozalo (1986))
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brachiopods (Trematobolus simplex) and edrioasteroids are also present indicat-

ing the polymeroid trilobite biofacies of Dies Álvarez (2004). Trace fossils of

the Sericichnus ichnoassociation are not uncommon (including Cylindrichnus
concentricus, Helminthopsis hieroglyphica, Planolites terraenovae, and Sericichnus
mureroensis; Gámez Vintaned and Mayoral 1995), but they do not occur on bedding

planes bearing exceptionally preserved fossils (only meiobioturbation occurs here).

The depositional environment of the level RV1/5 is interpreted as a low-to-moderate

energy, relatively warm water open sublittoral shelf (Gozalo 1995).

Mineralogically, the lower level RV1/5 consists of quartz (55%), phyllosilicate

(43%), and feldspar (2%); carbonates are absent. Mica is the main component

(66%) of the clay fraction, while chlorite composes 30% and chlorite–smectite

interstratified mineral composes 4% (Liñán et al. 1993).

Soft-bodied fossils, also including keratinous demosponges and palaeosco-

lecidans, intact complete skeletons, and algal thalli are preserved on the bedding

planes and within beds as either slightly deformed skeletons or flattened com-

pressions that easily split into part and counterpart. These fossils are mostly

restricted to the argillaceous lithologies and do not exhibit evidences of being

transported.

Mureropodia itself occurs 1 cm above the base of a massive, non-laminated

greenish gray siltstone being preserved as a horizontally spread compression, and

replicated with chlorite (Fig. 12.4a). Although the chlorite cover is composed solely

of euhedral chlorite blades, it is visually distinct from the rock, because the crystals

are much larger than those of matrix and because blade facets are preferentially

oriented along the body surface imparting it a dark greenish glitter (Fig. 12.4b). An

original composition of the Mureropodia integument could be either carbonaceous

or phosphatic because both primarily carbonaceous algal thalli and phosphatic

palaeoscolecidan cuticles are preserved here as chlorite replicas. Energy-dispersive

X-ray spectroscopy (Figs. 12.5d, e, 12.6, and 12.7) reveals a presence of both

carbon and phosphorus in the Mureropodia integument but the carbon content is

higher (Figs. 12.5j and 12.8). Because these elements are absent from the

surrounding matrix, originally carbonaceous-phosphate composition of the cuticle

is implied.

It is suggested that soft tissues have been preserved in the Murero Lagerst€atte
through rapid postmortem mineralization by authigenic clay minerals (Gámez

Vintaned et al. 2009a).

12.2.2 The Systematics, Morphology, and Preservation
of the Murero xenusian

Class Xenusia Dzik and Krumbiegel 1989

Order Xenusiida Dzik and Krumbiegel 1989
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Fig. 12.4 Mureropodia apae gen. and sp. nov., MPZ 2009/1241, upper Bilbilian Stage, uppermost

lower Cambrian, Murero Lagerst€atte, Aragón, NE Spain. Anterior body compression, replaced
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Genus Mureropodia Gámez Vintaned, Liñán and Zhuravlev, gen. nov.

Derivation of name. From the village of Murero, Zaragoza Province, Aragón,

NE Spain, and from the Greek poύς, dóς (leg). The gender is feminine.

Type species.Mureropodia apaeGámez Vintaned, Liñán and Zhuravlev, sp. nov.

Diagnosis. Large fusiform xenusiid bearing several pairs of stubby lobopods,

possessing an anterior proboscis and lacking any morphological limb differentia-

tion and trunk ornamentation.

Comparison. Mureropodia differs from the closest morphologically Paucipodia
Hou et al. (2004) by a distinct proboscis, a rather smooth body surface lacking

annulation, a reverse limb length/trunk width ratio (from 0.92 to 0.26, with a mean

of 0.47, against 1.3–2.5), and by a fusiform rather than cylindrical body shape.

Mureropodia apae Gámez Vintaned, Liñán and Zhuravlev, sp. nov.

1996 Onicóforo indet. – Liñán et al., p 77.

2008 Lobopodan – Liñán et al., pp 5, 38.

2011 Xenusian gen. and sp. indet. – Zhuravlev et al., Fig. 12.4a.

Derivation of name. In honor of the APA (Asociación Paleontológica

Aragonesa), the doyen of Spanish amateur palaeontologists’ associations. One of

its members, Mr. Javier Andreu Comı́n (Zaragoza) found the fossil in 1996 during

sampling campaign led by EL in cooperation with APA and SAMPUZ members.

Holotype. Specimen MPZ 2009/1241 deposited in the collection of Museo

Paleontológico de la Universidad de Zaragoza (Spain); an incomplete specimen

showing a proboscis and a trunk with several limbs from the Valdemiedes Forma-

tion, uppermost Bilbilian Stage, lower Cambrian, level RV1/5 of the Rambla de

Valdemiedes 1 section, Murero Lagerst€atte, Aragón, NE Spain (Figs. 12.3–12.5,

and 12.9).

Diagnosis. As for genus.
Description. Mureropodia apae is a sizable xenusiid: the specimen length as

preserved is 86 mm, the trunk width is up to 18.5 mm.

The head bears a long, slightly arcuate, tubular proboscis 22 mm in length. Its

width varies from 4.0 mm at the tip to 4.7 mm at the midpoint, and to 6.5 mm

abutting the trunk/proboscis junction. A slight constriction (up to 6.0 mm) is

observed at the area of the proboscis/trunk junction. The anteriormost part of the

proboscis bears a long slender, slightly curling, outgrowth running rearward

�

Fig. 12.4 (continued) with chlorite, showing proboscis and stubby lobopods. (a) Ammonium

chloride coating (very low-angle lighting from NE). (b) Water cover (high-angle lighting from N).

(c) Detail of “a” showing circular and longitudinal muscular systems in the trunk (inset: area

pictured in “d”). (d) Detail of inset in “c” where the outermost layer of the integument is flaked off,

showing the reticulated muscular pattern (very low-angle lighting from NW). (e) Microburrow at

the upper, rear part of the trunk (arrow in “a”). Reticulated muscular pattern and dermal papillae

are indicated. (Lighting from W.) (f) Partial view of left lobopod 5 showing telescopic structure

and muscle bundles associated to it (lighting from NW). Scale bar ¼ 1 cm (a–c), 1 mm (d–f).

Bmicroburrow, DO dorsal outgrowths, DP dermal papillae, LL1–LL5 left lobopods, LMB lobopod

muscle bundles, P proboscis, PTJ proboscis/trunk junction, RMP reticulated muscular pattern,

T trunk, TVTO triangular ventral trunk outgrowths
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Fig. 12.5 SEM micrographs of Mureropodia apae gen. and sp. nov. (MPZ 2009/1241) with

precise location of the takes (environmental SEM, except for “f”) (Secondary electrons imaging:
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(Figs. 12.3 a, b, e and 12.4a, b). The lower terminal area of the proboscis has

a different preservation possessing a clear microrelief and showing diverse types

of microstructures, including various pores (Fig. 12.5b, c), facet-like polygonal

microplates (Fig. 12.5d), and pectinate structures (Fig. 12.5g, j). Some minute pores

appear on the slender long outgrowth projecting rearward and are organized in rows

(Fig. 12.5h, k) running obliquely to it and parallel to the proboscis margin. A curved

pointed claw-like sclerite occurs in the lower area of the proboscis about its

midpoint (Fig. 12.5i, l).

The trunk is fusiform and tapers anteriorly. Both the proboscis and the trunk bear

a system of fine transverse and longitudinal, closely spaced, ridges imparting the

fossil a regular reticulated surface pattern (Figs. 12.3, 12.4a, c, d, e, and 12.5e).

Transverse ridges are 0.075–0.125 mm across; in some areas, they are closely

packed, without intervening spaces. Two types of longitudinal ridges are present

differing by their width; the thicker are sparse, 0.25–0.50 mm across and are more

common on the anterior part of the specimen and near the limbs (Fig. 12.9b, e). The

finer ridges are 0.075–0.150 mm across. Longitudinal and transverse ridges are

visible on the surface of the fossil but also within the trunk, underneath

the outermost layer (0.085 mm in thickness) of the integument, in areas where

the integument is flaked off (Fig. 12.4d). A finer reticulated surface pattern is

formed by thin ridges at the proboscis tip (Fig. 12.5e); under SEM, such ridges

reveal fine transverse striation (Fig. 12.5a).

The trunk bears five stubby, triangular to elliptical in outline, limbs of similar

lobopod type (LL1–LL5). They are slightly directed forward. The length of limbs

(5.50–4.50 mm) and the distance between them (11.8–9.2 mm) decrease pro-

gressively to the rear. The tips of the limbs are moderately pointed. Crossing of

thick longitudinal and transversal ridges are visible on all limbs, imparting them a

telescopic structure (Figs. 12.4f and 12.9b, c, e, f).

LL2 is terminated with four curved claws. Claws are triangular in outline,

flattened laterally, posteriorly directed, and pointed upward (Fig. 12.9b,c). Claw

length is 0.30 mm; width at their base, 0.10–0.15 mm; spacing of 0.20–0.21 mm.

The proximal and middle posterior side of LL2 also bears threadlike slim

outgrowths – appendicules of 0.09–0.15 mm in length, 0.05 mm in width at the

base; spacing of about 0.12–0.16 mm (Fig. 12.9d); they also appear to present

on the proximal and middle posterior side of LL4 and LL5. Somewhat

�

Fig. 12.5 (continued) (a, c–e, h, j–l). Backscattered electrons imaging: (b, f, g, i)). (a) Fine

transverse striation (running from left to right) on thinner muscular ridges at the proboscis tip. (b)

Tetraradial pore surrounded by a circular ridge on the antenniform frontal appendage. (c) Star-

shaped pore. (d) Polygonal cuticular areoles (arrows indicate EDX analyses of Fig. 12.7; whitish

areas have a phosphatic composition). (e) Thinner muscular reticulated pattern at the proboscis tip

(arrows indicate EDX analyses of Fig. 12.6). (f)Oblique view of dermal papilla from the trunk. (g,

j) Carbonaceous, pectinate sclerite (arrow indicate EDX spectrum analysis 1 of Fig. 12.8). (h, k)

Minute pores (arrows) on the antenniform frontal appendage, organized in subparallel rows

(general and detail views). (i, l) Carbonaceous curved, pointed claw-like sclerite. Inset orientations

with respect to the general drawing are maintained. Scale bars, as indicated on the pictures
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Fig. 12.9 Mureropodia apae gen. and sp. nov., MPZ 2009/1241. (a) trunk and the five left

lobopods (LL1–LL5). Ammonium chloride coating (very low-angle lighting from N). (b) Anterior
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similar outgrowths (but bigger) are at the tip and ventral surface of the proboscis

(Fig. 12.3a, b).

Triangular ventral trunk outgrowths develop just ahead of each limb from LL2

to LL5 (plus the non-preserved LL6). They show thicker longitudinal ridges and

give the ventral side of the trunk the appearance to be tilted rearward on those

places (Figs. 12.4f and 12.9a, b, e, f). Some dorsal outgrowths of the trunk are

observed, imparting the fossil a rugged appearance (Figs. 12.3e and 12.4a–c).

Dermal papillae are preserved on some areas of the proboscis (Fig. 12.3d),

lobopods (Fig. 12.9f, g), and the trunk (mainly ventral area) (Fig. 12.5f). They

range from 0.100 to 0.250 mm across, and are rounded to elliptical in outlines.

Smaller papillae (0.040–0.070 mm across) are present at the proboscis tip.

Remarks. The flattened compression shows proboscis and, thus, is interpreted as

the anterior part of a xenusian body including the head and anterior trunk area. The

anterior–posterior orientation of the body is defined in accordance with Xenusion,
Aysheaia pedunculata, and Paucipodia models where the position of terminal

mouth on the tip of anterior proboscis is better supported (Whittington 1978;

Dzik and Krumbiegel 1989; Ramsk€old 1992; Hou et al. 2004).

The proboscis however is not a simple tubular organ alike those of Xenusion
and Paucipodia. A long slender, slightly curling, outgrowth although resembling

a muscle bundle is thicker than any muscle bundles of this fossil and runs off

the limits of the body. Besides, it bears minute papillae, which are absent from the

muscle bundles. By both its position and shape, the outgrowth resembles antenniform

frontal appendages of some other xenusians, namely, Hadranax (Budd and Peel

1998, Pl. 1) and Luolishania (Ma et al. 2009, Fig. 3K).

It seems that the proboscis is sharply truncated anteriorly being cut by a burrow.

However, such an interpretation is doubtful because the “burrow” delimits a lower

triangular area of the proboscis only. This area bears facet-like polygonal

microplates, which resemble as cuticular microplates of onychophorans as well as

areoles of nematomorphs (Robson 1964, Fig. 2; De Villalobos and Zanca 2001,

Fig. 2D; Poinar et al. 2004, Figs. 3 and 4). The pore canals penetrating the frontal

part of the proboscis can be interpreted as sensory structures alike those of

tardigrades and various extinct and extant vermiform ecdysozoans (Crowe et al.

1970; Malakhov and Adrianov 1995). Pectinate structures observing on the tip of

the proboscis can be interpreted as pharyngeal teeth alike those of cephalorhynch

worms (Malakhov and Adrianov 1995) and some xenusians (Liu et al. 2006b).

Fig. 12.9 (continued) part of the trunk with longitudinal muscle bundles and lobopods LL1 and

LL2 (with telescopic structure, claws, and appendicules preserved). (c) Detail of “b”; tip of LL2

with claws and interwoven muscle fibers. (d) Detail of “d” with lobopod muscle system and

appendicules (note the long fiber running from the body wall down into the limb). (e) Thick

longitudinal muscle fibers in the ventral trunk outgrowth ahead of LL3. (f) Oblique view of left

lobopod 4. (g) Detail of “e” showing dermal papillae. Very low-angle lighting from N (a–c) and

NW (d–g). Scale bar ¼ 1 cm (a), 5 mm (b), 1 mm (c–g). A appendicules, B microburrow (void), C
claws, DP dermal papillae, EP edrioasteroid plates, LL1–LL5 left lobopods, LM longitudinal

muscle bundles, LMB lobopod muscle bundles, TVTO triangular ventral trunk outgrowths
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Another interesting feature of Mureropodia is fine regular reticulated pattern

of its surface including the trunk (Fig. 12.4c–e), the proboscis (Fig. 12.5e), and

lobopods (Figs. 12.4f and 12.9e, f). Some cephalorhynch worms, namely, pria-

pulids and nematomorphs, possess a regular reticulate system of collagen fibers

underlying their cuticles, which provides some flexibility of the integument

(Malakhov and Adrianov 1995; Poinar 1999). However, this system has a clear

cross-hatching orientation rather than transverse and parallel to the body surface

one. On the contrary, distinct transverse (circular) and longitudinal fiber orientation

is observed in a dermatomuscular sac of cephalorhynch worms as well as some

Cambrian xenusians. Fine transverse striation covering the thinnest muscle fibers of

Mureropodia is typical of myofibrils in Pambdelurion (Budd 1998). Pambdelurion
(Budd 1998) and Kerygmachela (Budd 1999) from Sirius Passet, Paucipodia from

Chengjiang (Hou et al. 2004), and Sinsk xenusian from the Siberian Platform

(Zhuravlev 2005) show well-expressed peripheral circular musculature consisting

of fiber bundles of 0.008–0.010 mm (in Pambdelurion) to 0.065–0.070 mm (in

Kerygmachela) across. Although the thickness of transverse and longitudinal ridges
in Mureropodia (0.075–0.150 mm) is over this size range, their very pattern fits

closely to a dermatomuscular sac structure. The size difference can be resulted from

a different taphonomic pathway: if muscle fibers in the Sirius Passet Lagerst€atte
were replaced by silica and those in the Sinsk Lagerst€atte by a phosphate mineral,

soft tissues of Murero fossils were replicated with clay minerals, the crystals of

which were enlarged later on due to incipient anchimetamorphism. Even thicker

longitudinal ridges ofMureropodia (0.25–0.50 mm), which are seen on its anterior

part, can represent muscle bundles (Fig. 12.3a, c). In modern priapulids and fossil

palaeoscolecidans, a retractor–protractor muscle system of reversible proboscis is

present (Malakhov and Adrianov 1995; Zhuravlev et al. 2011 in press). These

muscles form thick bundles covered with collagenous envelope. On the contrary,

muscles which are preserved at the very tip of the proboscis are much thinner than

any other muscles of Mureropodia (Fig. 12.5e). Possibly, these were muscles

regulating movement of antenniform appendages.

Peripheral muscular sacs are, probably, observed in lobopods of Mureropodia,
allowing them a telescopic movement. Besides, lobopods reveal a limb musculature

consisting of thick bundles of muscle both in the triangular ventral outgrowths and

also running down into the limb, possibly, from the body wall (Fig. 12.9d). The

triangular ventral outgrowths themselves can represent second, smaller, branches of

appendages alike those of the Ordovician lobopodian from the Soom Shale (Whittle

et al. 2009, text-fig. 2). These branches are better expressed in front of L2–L5

(Figs. 12.4b and 12.9a, b, e, f).

Noteworthy, that claws of Mureropodia match closely to those of modern

onychophorans (e.g., Morera-Brenes and Monge-Nájera 2010, Fig. 8). At the

same time, they resemble a widespread lowermost Cambrian phosphatic microfos-

sil Mongolodus (e.g., Esakova and Zhegallo 1996, Pl. 4, Figs. 4–6; Steiner et al.

2007, Fig. 4G), which is commonly assigned to protoconodonts (Bengtson et al.

1990; Esakova and Zhegallo 1996). If our suggestion will be confirmed by

histological comparative studies, the fossil record of xenusians would be continued
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to the basal Cambrian, thus, adding further 20 million years to existing body fossil

record of this group (Fig. 12.1).

Noteworthy, that a structure similar in size and morphology to claws are

observed around the midpoint of the proboscis (Fig. 12.5i, l). This claw-like

structure is also comparable with sensory–locomotory organs of cephalorhynchs,

which are scalids (Malakhov and Adrianov 1995). Such scalids would be useful if

the proboscis is retractile. This suggestion is supported by the observation on the

presence of retractor–protractor muscle system (see above).

Some features of the fossil are difficult for an interpretation. Thus, outgrowths,

which are observed at the tip and ventral surface of the proboscis (Fig. 12.3a, b), can

be either fragments of loose muscle bundles pressed out the proboscis due to

taphonomic processes or genuine appendicules alike those of Onychodictyon.
A rugged relief of the dorsal surface may appear either by preservation of the tips

of the right limbs or, simply, by features of postmortem body distortion. A position

of the mouth opening can be suggested only because there are two probable

openings on the tip of the proboscis. The first of them is located terminally on the

tip, the second one occurs antero-ventrally (Fig. 12.3a, c).

The fossil reveals several full relief knobs and voids on its surface. Some stellate

voids certainly represent edrioasteroid plates, which although being dissolved still

keep imprints of the stereomic structure (Figs. 12.3 and 12.9b). Other voids and

knobs are elongate and show faint transversal ridges; they resemble microburrows

(0.50–1.45 mm across, up to 2.80 mm in length) and their restriction to the fossil

area can be explained by scavenging activity (Figs. 12.3 and 12.4a, b, e, f, 12.9a, b).

12.3 General Morphology of the Xenusia

Each new Cambrian xenusian possesses a number of features that differs it easily

from other lobopodians. This is why, current systematics of the Xenusia counts for

three orders and eight families. Probably, the systematics does not reflect principal

features of xenusians well enough. For instance, an establishment of the order

Scleronychophora Hou and Bergstr€om (1995) to bring together all xenusian taxa

bearing sclerites is hardly plausible because roughly the same morphological area

of sclerites is typical of Cambrian cephalorhynchs of the class Palaeoscolecida

(Zhuravlev et al. 2011 in press).

More fruitful would be subdivision of xenusian taxa into groups in accordance

with an expression of the head tagmosis following Chen (2009). Three groups are

distinguished by this feature. The first group includes proboscis-bearing xenusians

lacking any appendage differentiation: Xenusion, Microdictyon, Paucipodia,
Diania, and Mureropodid (Chen et al. 1989, 1995; Dzik and Krumbiegel 1989;

Hou et al. 2004; Liu et al. 2011). The second group comprises xenusians having an

elongated head (shorten proboscis) and anterior appendages resembling slightly

degenerated trunk limbs: Luolishania [+Miraluolishania], Cardiodictyon,
Onychodictyon, Hallucigenia, Aysheaia, and Facivermis (Whittington 1978; Hou
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and Chen 1989; Hou et al. 1991; Ramsk€old 1992; Ramsk€old and Chen 1998;

Bergstr€om and Hou 2001; Liu et al. 2006a, 2008a; Ma et al. 2009). The third

group consists of xenusians revealing advanced tagmosis – head appendages

are modified and branched, eyes may be present, the proboscis is reduced to a

mouth cone located ventro–anteriorly: Hadranax, Megadictyon, Jianshanopodia,
Pambdelurion, and Kerygmachela (Budd 1997, 1998, 1999; Budd and Peel 1998;

Liu et al. 2006b, 2007; Schoenemann et al. 2009).

All other features, such as trunk annulation, presence of sclerites and trunk

outgrowths, number of limbs, their length and stiffness, and number and arrange-

ment of terminal claws, are highly variable and do not form any set of characters

matching exactly the head tagmosis expression. For instance, Diania, which

possesses the most elaborated sclerotized legs, has a simple head bearing proboscis

(Liu et al. 2011). Facivermis, Pambdelurion, and Kerygmachela are listed among

xenusians because each of them possesses a number of characters typical of the

Xenusia including lobopods, terminal mouth, and absence of even incipient articu-

lation (arthrodization).

In general, the xenusian ground plan includes a vermiform body, segmented with

exception forMureropodia; a proboscis, which, if retractile, bears possible pharyn-
geal teeth and scalids, reducing to a mouth cone in advanced forms; paired lobopod

appendages equipped with terminal claws; a straight digestive tract with both a

terminal mouth and an anus. Other features can be extrapolated from the anatomy

of better preserved specimens. Xenusians certainly belong to ecdysozoans because

possible exuvia are known from Aysheaia? prolata, Xenusion, and Hadranax
(Robison 1985; Dzik and Krumbiegel 1989; Budd and Peel 1998). Superimposed

sclerite duplication in Microdictyon and Quadratopora, when the sclerites display

identical morphology but different size, is also indicative for molting process (Chen

et al. 1995; Zhang and Aldridge 2007). These exuviated integuments consist of

relatively rigid, annulated, multilayered cuticle commonly incorporating large net-

like plates and spines (Microdictyon, Cardiodictyon, Onychodictyon, Hallucigenia,
Luolishania) and polygonal cuticular patterns or areoles (Orstenotubulus and

Mureropodia) (Bengtson et al. 1986; Maas et al. 2007; Zhang and Aldridge 2007;

Fig. 12.5d herein). The polygonal patterns resemble, in both size and appearance,

cuticular areoles of some cephalorhynchs (nematomorphs), while large plates are

comparable with sclerites of the Palaeoscolecida. The only three-dimensionally

preserved phosphatized microspecies Orstenotubulus evamuellerae also dem-

onstrates spines, sensory papillae, and a single ventrally preterminal gonopore

(Maas et al. 2007) and Mureropodia preserves sensitive pore canals, which are

features widely distributed among cephalorhynchs, tardigrades, and onychophorans.

A nervous system probably consisted of a circumpharyngeal brain ring and a ventral

cord with paired ganglia. The latter, possibly, has been documented in Paucipodia
(Hou et al. 2004), while circumpharyngeal brain ring is implied by analogy with

tardigrades and cephalorhynchs having terminal mouth. Probable pharingeal teeth

are detected in Paucipodia and Jianshanopodia (Hou et al. 2004; Liu et al. 2006b),

while jaws are definitely absent from any xenusians (Ramsk€old and Chen 1998;

Liu et al. 2008a). Axial paired reniform midgut diverticulae with an internal structure
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of submillimetric lamellae are distinguished in Pambdelurion, Kerygmachela,
Megadictyion, and Jianshanopodia (Budd 1998, 1999; Liu et al. 2006b, 2007).

Similar structures were retained in anomalocaridids, stem-group euarthropods,

and stem-group cephalorhynchs (Butterfield 2002; Zhuravlev et al. 2011 in press).

Peripheral circular and longitudinal cross-striated musculature is distinguishable in

addition to which diagonally oriented fibers might be developed as evident in

Pambdelurion, Kerygmachela (Budd 1998, 1999), and Paucipodia (Hou et al.

2004). Peripheral circular muscular sac is also well expressed in phosphatised

xenusians from the lower Cambrian Sinsk, and lower SilurianWaukesha Lagerst€atten
(Wilson et al. 2004; Zhuravlev 2005), while in Mureropodia it is preserved being

replaced by clay minerals (Figs. 12.4 and 12.6–12.8). Such a dermomuscular sac

surrounded a spacious body cavity of a probably coelomic type because coelom is

preserved in onychophorans and euarthropods (during embryogenesis and as sacculi

in adults), and in priapulid Meiopriapulis (around the foregut) (St€orch et al. 1989;

Eriksson et al. 2003; Schmidt-Rhaesa 2006), and, thus, coelom can be a

plesiomorphic state of ecdysozoans. An approximately centrally positioned intestine

running along the whole length of the body is visible in Cardiodictyon (Hou et al.

1991), Paucipodia (Hou et al. 2004), Megadictyon (Liu et al. 2007), Onychodictyon
ferox andO. gracilis (Liu et al. 2008a), and the Soom Shale lobopodian (Whittle et al.

2009). Such a position of intestine implies a development of supportive dorsoventral

mesenteries, thus fitting the presence of coelom.

What Mureropodia adds to our knowledge about xenusians is unusual ratio of

the limb length to the body width (0.26–0.92). Among all other xenusians, this

coefficient is well above 1.0, for instance, 1.4–2.9 in Cardiodictyon catenulum,
2.0–2.3 in Microdictyon sinicum, 2.0–2.9 in Luolishania longicruris, 4.2 in

Hallucigenia fortis (based on measurements of trunk width and limb length in

Monge-Nájera and Hou 2000), 1.3–2.5 in Paucipodia inermis (based on Hou et al.

2004), and 1.5 in Hadranax augustus (based on Budd and Peel 1998).Mureropodia
could use the limbs for anchoring the body by terminal claws either to the substrate

or even within the sediment during wormlike crawling rather than for walking on

the bottom surface. The absence of any rigid integument structures (sclerites,

annulations), and the presence of a vermiform dermomuscular sac and even,

probably, a retractile proboscis fit the suggestion that Mureropodia moved by

peristaltic locomotion rather than by walking legs. Such living conditions, proba-

bly, were not artificial for xenusians as some of them possessed appendages pointed

laterally (Orstenotubulus, Luolishania), some others had appendages extremely

long as shown above for a normal walking locomotion and Facivermis born

appendages on the anterior body area only. Budd (2001b) suggested that in long-

legged xenusians large sclerites served for the attachment of muscle bundles and

this enforced muscle system allowed them to walk. However, Paucipodia displays

long limbs but lacks sclerites (Hou et al. 2004), and many Cambrian legless

vermiform ecdysozoans possess large sclerites (Han et al. 2007). It seems that

vermiform peristaltic locomotion fits better to the morphology of long-legged

xenusians. The limbs themselves could be alternatively used to push the body

forward while limb appendicules and claws helped to anchor it to the substrate
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(Maas et al. 2007; Ma et al. 2009). This does not mean that all xenusians were

crawling animals. Some of them possessing an advanced muscle system of both

peripheral and skeletal muscle as was shown for Pambdelurion (Budd 1998), and

those having robust sclerotized appendages as was revealed in Diania (Liu et al.

2011) were walking epifaunal species.

12.4 Conclusions

In summary, the early Cambrian – middle Silurian Xenusia were a highly morpho-

logically heterogeneous group, which includes vermiform lobopod-bearing animals

with diverse cuticular elements, different muscular body systems, and variously

differentiated head region. The xenusians crawling with their limbs along the sedi-

ment surface, may gave rise to four morphofunctional lineages, namely, to stem-

group cephalorhynchs or cycloneuralians (via Mureropodid and Facivermis-type
forms) by adaptation for burrowing with proboscis; to tardigrades (via Hadranax-
like forms) by adaptation for interstitial habitat; to onychophorans (via
Jianshanopodia-type forms) by adaptation to walking lifestyle with muscular

appendages; and to anomalocaridids (via Kerygmachela-type forms) by adaptation

to swimming with lateral flaps in the pelagic realm (Fig. 12.10). Stem-group

euarthropods could have further originated from either onychophorans or

anomalocaridids, or even, if polyphyletic, from both these groups. The direct

descendents of xenusians still retain their features during embryonic development

at least. Thus, studies of embryology and brain anatomy of present-day

onychophorans revealed that their mouth has been originally terminal and the

“labrum” is developed as a muscular outgrowth from the pharynx and, thus, is not

homologous with arthropod labrum (Eriksson et al. 2003); antennae, jaws, and slime

papillae were originated from legs (Mayer and Koch 2005). Actually, this scenario of

evolutionary events was predicted by Hutchinson (1969). Similar studies of

tardigrades have shown a circumpharyngeal brain morphology closely resembling

the brain of vermiform ecdysozoans (Zantke et al. 2008). Besides, both

onychophorans and tardigrades lack a ventral nervous ladder (Mayer and Harzsch

2007; Zantke et al. 2008). Noteworthy, that first pentastomids were lobopod-

bearing animals (Waloszek et al. 2006), and early pycnogonids had long tubular

proboscises (Charbonnier et al. 2007). Although according to some authors

(Williamson 2009a, b), certain insect larvae are produced by hybridization with

onychophorans, they merely recapitulate some features of their far ancestors.

Molecular data grouping tardigrades and nematodes within the Ecdysozoa (Dunn

et al. 2008) merely confirm that these clades originated from the same ancestral

stock, which is xenusians.

Thus, the Xenusia represented the common ancestral group from which all other

ecdysozoan clades originated. What is even more important is that slightly

paraphrasing Darwin’s words, “geological research has revealed the former
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existence of infinitely numerous gradations, as fine as existing varieties,” but still

are silent about saltational and sporadic processes like hybridogenesis of remote

forms.
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Dies Álvarez ME (2004) Bioestratigrafı́a y Paleoecologı́a de la Formación Valdemiedes (lı́mite
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el Cámbrico". Libro homenaje al Prof. Klaus Sdzuy. Institución “Fernando el Católico”,
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Zhuravlev AYu, Gámez Vintaned JA, Liñán E (2011, in press) The Palaeoscolecida and the

evolution of the Ecdysozoa. Palaeontogr Can 31

12 A New Early Cambrian Lobopod-Bearing Animal (Murero, Spain) 219



Part IV

Genome Evolution



Chapter 13

Genomic Perspectives on the Long-Term

Absence of Sexual Reproduction in Animals

Etienne G.J. Danchin, Jean-François Flot, Laetitia Perfus-Barbeoch,

and Karine Van Doninck

Abstract Sexual reproduction, the exchange and recombination of genetic material

between different individuals, is commonly viewed as one of the most important

sources of genomic diversity in animals. This genomic diversity is subject to natural

selection and, consequently, the fittest genomes relative to the environment survive

and persist. According to this vision, the absence of sexual reproduction in animals is

believed to inexorably lead to an evolutionary dead end as asexual animals become

unable to adapt to changing environmental conditions. Yet, several animal lineages

suspected to have been reproducing exclusively asexually for millions of years

actually survived environmental changes and are not necessarily restricted

to specialized ecological niches. The sources of genomic variations that have

contributed to the evolutionary success and persistence of these lineages is currently

unknown. Here we will review and discuss these known cases of long-term survival

of asexually reproducing animal lineages with a focus on recent genomic findings.

13.1 Introduction

The most common reproductive mode throughout the animal tree of life is sexual

reproduction, in which meiosis and fertilization occur sequentially. It is also the

most widespread both in terms of species and phyla. One reason commonly cited

for its evolutionary success is the series of advantages associated with sexual
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reproduction. These advantages comprise higher genome plasticity through mixing

and recombination of different haplotypes expected to provide better adaptability

(Weismann 1886; Burt 2000), as well as the possibility to overcome invasion of

deleterious mutations within genomes (Muller 1932; Muller 1964). Therefore, it is

believed that sexually reproducing species are more likely to survive environmen-

tal changes and persist over long evolutionary time periods, whereas species

reproducing exclusively asexually cannot persist in the long term and represent

evolutionary dead ends. Indeed, the absence of recombination and mixing reduces

possibilities for an overall genetic variability and there is an ongoing accumulation of

deleterious mutations. Most examples of strictly asexually reproducing animals

belong to short emerging branches dispersed among clades of sexually reproducing

taxa in the animal tree of life (Butlin 2002). Additionally, these recently emerging

asexual lineages generally possess only part of the genotypic diversity and occupy a

more restricted ecological niche than their sexual ancestors (Doncaster et al. 2000;

Janko et al. 2008). This dominance of sexual animals supports the view that sexual

reproduction confers advantages over asexuality. In apparent contradiction with this

view, a few animal lineages are suspected to have survived in the absence of sexual

reproduction for several millions of years. How they survived environmental changes

and persisted in the long term in the absence of known mechanisms to generate

genetic diversity remains unexplained. In this chapter, we define as ancient asexuals,

animal lineages that have been surviving in the absence of sexual reproduction for at

least 10 million years. To our knowledge, four such animal lineages have been

reported so far and are considered as putative ancient asexuals (Fig. 13.1, Table 13.1):

two groups of arthropods (darwinulid ostracods and oribatid mites), one nematode

lineage (the tropical root-knot nematodes), and the notorious bdelloid rotifers

considered by Maynard Smith as being “something of an evolutionary scandal”

(Maynard Smith 1986). The whole genome of the root-knot nematode

Meloidogyne incognita has recently been sequenced and annotated (Abad et al.

2008). This nematode reproduces without meiosis and without sex and the avail-

ability of the genome sequence of its sexual sister species Meloidogyne hapla
(Opperman et al. 2008) will allow a detailed examination of the genomic

consequences of the loss of sex. In parallel, the genome sequence of the bdelloid

rotifer Adineta vaga, an ancient asexual, is currently underway, and it will be

interesting to compare it with the genome of a monogonont rotifer (a closely

related group that reproduces both sexually and asexually) in order to identify the

genomic signatures of a complete loss of sexuality. Comparison of these two

genomic models (nematodes and rotifers) that have survived for a long time in

the absence of sexual reproduction will allow determining whether some genomic

singularities are shared between different lineages of asexually reproducing

animals. To our knowledge, no genome sequence data is currently available for

the two arthropod examples (oribatid mites and darwinulid ostracods), but their

genomes will be worth exploring in the future to fill the current lack of model and

large-scale data for animal species considered as ancient asexuals.
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Fig. 13.1 Phylogenetic position of ancient asexuals in the animal tree of life. This schematic

representation of the phylogeny of animal species is based on a phylogenomic analysis performed

on 71 animal taxa based on 150 different genes (Dunn et al. 2008). The phylogenetic position of

the different groups within the Arthropoda lineage is based on a focused phylogeny performed on

75 arthropod species and covering 62 genes (Regier et al. 2010). The main animal divisions are

indicated at corresponding nodes. Clades that contain the four animal lineages considered as

ancient asexuals in the present chapter are underlined and in bold
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13.2 An Overview of Putative Ancient Asexual Animals

As mentioned in the introduction, a number of animal lineages appear to contradict

the common view that species unable to reproduce sexually represent evolutionary

dead ends. Each of these lineages is considered to have survived in the absence of

sexual reproduction for more than 10 million years (Neiman et al. 2009). Here, we

present the four known such lineages and the associated evidence supporting their

long-term abandon of sexual reproduction (Fig. 13.1, Table 13.1).

Frequently, obligate asexuality in animals is inferred from the absence of males,

their extreme rarity, or their sterility in extant populations, whereas the ancientness

Table 13.1 Characteristics of four known lineages estimated to have survived in absence of

sexual reproduction for more than 10 million years

Characteristics Darwinulid 
ostracods

Oribatid mites Root-knot nematodes Bdelloid rotifers

4608010 000 35Number of living species
Habitat Aquatic Soil, trees, aquatic  Soil, parasite of plant 

roots
Freshwater , semi-
terrestrial (mosses, 
lichens) 

Phylogenetic group Arthropoda Arthropoda Nematoda Rotifera 
Asexual species 
Model species D. stevensoni 

V. cornelia 
P. peltifer 
M. nasalis 

M. incognita 
M. arenaria 
M. javanica 

A. vaga 
P. roseolata

Parthenognesis Mitotic or meiotic? Meiotic with inverted 
meiosis sequence 

Mitotic => female
clones

 Mitotic => female
clones

 

Males
Virtually absent, only 

3 V. cornelia live
males (functional ?)

Very rare and not 
functional.

Rare, not functional. No 

Genomic singularities associated with ancient asexual status 
Presence of highly-
diverged gene copies 

YesYes No No

Polyploidy/Hybridization 

Not described Not described 

Yes 
Hybridization or two 

ancient parental 
haplotypes 

Yes 
WGD or Hybridization 

=> degenerate tetraploid 

Homogenization
mechanism, low 
divergence level 

Yes, efficient DNA 
repair? 

Yes, efficient DNA 
repair? Not described Yes, gene conversion? 

Ancientness of asexuality: Datation source
Age of asexuality ~25/200 million years ~100/200 million years ~17/43/80 million years ~35/40 million years 

Yes NoNo YesFossil
Emergence of obligate 
asexual reproduction Single? Multiple Multiple Single? 

Nucleotide divergence Low at the nuclear 
level. 

High divergence  
observed in the COI 
mitochondrial gene

Low at the mitochondrial 
level, high at the nuclear 

level

High divergence  
observed in the HSP82 

region 
Genomic discrepancies with  prediction for ancient asexual status
Presence of 
retrotransposons YesYes? Yes

Sexual/Amphimictic 
relative species 
Facultative / cyclical  
parthenogenesis  None 

Yes and  cases of 
reversion towards 
sexuality 

Clade II Meloidogyne monogonont rotifers 

Obligate sexuals 
None - 

M. microtyla 
M. carolinensis 
M. macrotyla

-
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of asexuality is usually assessed by examining the fossil record, by comparing the

divergence level between nuclear or mitochondrial genes in asexual and sexual

lineages or by estimating the genetic divergence within individuals (the so-called

Meselson effect). In this last case, high allelic sequence divergence observed within

asexual individuals (Birky 1996) is interpreted as long-term evolution in the

absence of sexual recombination because of the independent accumulation of

allelic mutations. However, it has been shown that ameiotic recombination such

as gene conversion occurs in asexual species and may reduce heterozygosity

(Omilian et al. 2006): consequently, the absence of Meselson effect cannot be

considered as a proof of sexual reproduction.

Evolutionary theory also predicts that ancient asexuals should contain few or no

functional retrotransposons because sex, despite facilitating the spread of these

elements within populations, also limits their intragenomic proliferation. In

asexuals, the uncontrolled multiplication of deleterious retrotransposons could

predictably lead to their extinction (Arkhipova and Meselson 2005b). Another

evolutionary expectation in species that have abandoned meiosis and fertilization

a long time ago is that genes involved specifically in those processes should have

accumulated a high number of deleterious mutations and become nonfunctional.

Although methods such as “meiosis detection toolkit” have been proposed to assess

ancientness of asexuality (Schurko and Logsdon 2008), it can still be argued that

these genes might have been co-opted for other processes unrelated to meiosis and

sexual reproduction.

13.2.1 Darwinulid Ostracods

Darwinulid ostracods are small, bivalve crustaceans for which a rich fossil record is

available. The darwinulids are exclusively non-marine brooders and only 35 living

species have been described (Martens et al. 1998). Researchers generally agree that

no traces of male darwinulid ostracods have been found in the fossil record since

65–100 million years ago; and although putative males have been reported for the

species Darwinula stevensoni for periods comprised between 200 and 100 million

years, they actually turned out to be females according to a more detailed analysis

(Martens et al. 2003). Based on this long-term absence of observed males,

darwinulid ostracods appear to have been surviving without sexual reproduction

for at least 200 million years. However, three males of the darwinulid species

Vestalenula cornelia have recently been found and described and it is not clear

whether they represent nonfunctional male relicts or whether they actually partici-

pate in rare sexual reproduction (Smith et al. 2006). To date, no copulation in

V. cornelia has been observed and sperm could not be found in the three males nor

in sympatric females (Sch€on et al. 2009). At the molecular level, analysis of three

nuclear regions of a darwinulid species revealed no Meselson effect. Indeed, the

level of nucleotide divergence within and between individuals was low compared to

a related fully sexual lineage (Sch€on and Martens 2003). Whether this is due to rare
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cases of sexual reproduction, to gene conversion, or to a particularly efficient

DNA repair mechanism remains to be elucidated. The genome of a darwinulid

species was screened for the presence of RT-encoding non-LTR retrotransposons

(LINEs)and two novel families were characterized, one being apparently func-

tional, but their role and position have not yet been determined (Sch€on and

Arkhipova 2006).

Until now, the only evidence for the ancient asexual status of darwinulid

ostracods is the absence or extreme rarity of males. Sch€on et al. (2009) suggested

that the “model-species” D. stevensoni is the most likely candidate to be a true

ancient asexual. Indeed, no recent or fossil male has been found since at least 25

million years and this species appears to feature genetic mechanisms that homoge-

nize their genome and maintain their general-purpose genotype (Sch€on et al. 2009).
Such a generalized genotype appears to allow survival in a wide range of ecological

conditions (Van Doninck et al. 2002; Van Doninck et al. 2003), as further detailed

in Sect. 13.3.1.

13.2.2 Oribatid Mites

Oribatid mites are a species-rich group with around 10,000 currently described

species inhabiting soils, trees, and aquatic habitats. They are small arthropods

belonging to the Acari, and parthenogenesis, a mode of asexual reproduction, is

supposed to have emerged multiple times independently in this clade. Although

asexuality is the most frequent reproductive mode in the oribatid phylum, reversion

toward sexuality has been reported to occur in some species of this group (Domes

et al. 2007). The exact mode of asexual reproduction is not clear yet but a recent

review suggests terminal fusion automixis with holokinetic chromosomes and

inverted meiosis sequence (Heethoff et al. 2009). In oribatid mites, the hypothesis

of an obligate asexual reproduction is not supported by the absence of males but

rather by their rarity and sterility. Also supporting this idea is the apparent absence

of cyclical parthenogenesis in these species (Palmer and Norton 1991), and the

balanced sex ratio observed in sexual lineages (Heethoff et al. 2007). Concerning

the ancientness of asexuality, divergence levels in the mitochondrial COI gene

between and within clades of Platynothrus peltifer suggest that asexual reproduc-
tion is at least 100 million years old for this species (Heethoff et al. 2007). Another

fully asexual species in this group, Mucronothrus nasalis, is thought to be 200

million years old (Hammer and Wallwork 1979). Similarly to darwinulid ostracods,

no Meselson effect has been identified in oribatid mites and analyses of nuclear

regions also suggest homogenization mechanisms in the absence of sexual recom-

bination (Schaefer et al. 2006). This low divergence at the nuclear level contrasts

with the high divergence level observed in the mitochondrial gene COI, used as an

indication of ancientness. The presence of active retrotransposons within their

genome has not yet been screened.
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13.2.3 Root-Knot Nematodes

Root-knot nematodes (Meloidogyne genus) comprise ca. 80 described species, dwell

in soil, and parasitize plant roots. Phylogenetic analyses have shown that in this

lineage, asexual reproduction through obligate mitotic parthenogenesis has emerged

at least two times independently (Holterman et al. 2009). These lineages have thus

not only abandoned sexual reproduction but also meiotic division. TheMeloidogyne
clade I contains tropical root-knot nematodes (e.g., M. incognita, M. arenaria,
M. javanica) that are considered as ancient mitotic parthenogenetic species (De

Ley et al. 2002; Castagnone-Sereno 2006; Holterman et al. 2009). Clade II, its

most closely related clade (Holterman et al. 2009) is essentially composed of

facultative meiotic parthenogenetic species like M. hapla but also comprise two

species described as obligate sexuals (M. microtyla and M. spartinae). Clade III,

which holds an outgroup position relative to clades I–II, contains species that have all

been described as facultative meiotic parthenogens (e.g., M. chitwoodii, M. fallax),
exceptM. oryzae that is considered as a mitotic parthenogenetic species (Holterman

et al. 2009). The common assumption that tropical Meloidogyne species (M. incog-
nita,M. arenaria,M. javanica) are obligate parthenogens is not based on the absence
of males. Indeed, males are observed in these tropical root-knot nematodes but

they are rare and are assumed not to contribute genetically to the offspring

(Castagnone-Sereno 2006). Furthermore, meiosis has never been observed in these

nematodes and offspring results from mitotic division from the female germline, thus

giving rise to clones (Van der Beek et al. 1998). High frequency of polyploidy,

aneuploidy, and variable chromosome number within one species have all been

reported in strict parthenogenetic Meloidogyne (Sasser and Carter 1985;

Castagnone-Sereno 2006). Such observations are commonly viewed as indicative

of frequent asexual reproduction although not necessarily of obligate asexuality.

On the basis of a comparative analysis of enzymatic profiles in the genus

Meloidogyne, Esbenshade and Triantaphyllou (1987) estimated the last common

ancestor of tropical mitotic parthenogenetic (strictly asexual) and of facultative

meiotic parthenogenetic (able to reproduce sexually) nematodes to be ca. 43 million

years old. Based on the phylogenetic tree presented by these authors, the age of the

last common ancestor of mitotic species is estimated to be ca. 17 million years old.

Another analysis, based on the comparison of the level of divergence of the

mtDNA between mitotic and meiotic RKN, suggests that the last common ancestor

of these two lineages may be as old as 80 million years (Hugall et al. 1997). In

both analyses, the authors acknowledge that these divergence times could be

overestimated due to an AT-rich composition or other biases. Anyhow, taking

these potential biases into account, the last common ancestor of the obligate asexual

root-knot nematodes is unlikely to be more recent than several millions of years.

A recent analysis offers a different interpretation of the evidences for long-term

asexual reproduction inMeloidogyne. In a phylogenetic analysis of various nuclear
genes, Lunt (2008) confirms the occurrence of large divergence in allelic sequences

in tropical Meloidogyne, as expected in an asexually reproducing species due to
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Meselson effect, and shows that the alleles do not cluster according to recognized

morphological species in phylogenies. However, due to high similarity at the

mtDNA level between different tropical apomictic (strict parthenogen) species,

the author interprets the observed high allelic sequence divergence as the result of

past interspecific hybridizations rather than as Meselson effect.

13.2.4 Bdelloid Rotifers

Bdelloid rotifers are common microinvertebrates inhabiting freshwater

environments and semiterrestrial habitats such as mosses, lichens, and temporary

pools. Bdelloidea, in which more than 460 morphospecies have been described, is

the only class of the phylum Rotifera composed entirely of obligate parthenogenetic

species (Segers 2007; Segers 2008). Despite much observation since the eighteenth

century, neither males nor vestigial male structures have ever been observed in

bdelloid rotifers. However, males have been clearly identified in monogonont

rotifers, the sister class reproducing by cyclical parthenogenesis (Velázquez-

Rojas et al. 2002; Leasi et al. 2010). The absence of males and the fact that single

females can be reared in laboratories to produce “female” clones have led to the

hypothesis that bdelloid rotifers are indeed asexual. Hsu (1956a, b) studied bdelloid

oogenesis and demonstrated that oocytes are produced without any chromosome

pairing or reduction in chromosome number and that after two mitotic divisions,

one egg and two polar bodies are produced. These cytological results indicate the

absence of meiosis and hence a reproduction by obligate mitotic parthenogenesis in

bdelloid rotifers.

The presence of bdelloid fossils in old amber dated 35–40 million years

(Waggoner and Poinar 1993) indicates that bdelloid rotifers originated more than

40 million years ago. Another signature of the ancient asexual status of bdelloid

rotifers is that, unlike monogonont rotifers and other tested eukaryotic animals,

bdelloids seem to lack high-copy number retrotransposons within their genome

(Arkhipova and Meselson 2000). Commonly, those elements will propagate within

the genome and if specific meiotic mechanisms are absent to control their prolifer-

ation; their unchecked invasion will lead to the extinction of the lineage (Arkhipova

and Meselson 2000). Therefore, asexuals can only persist if vertically transmitted

deleterious elements are maintained at a low level or are absent within their

genome, a situation observed in bdelloids.

High levels of allelic divergence in the hsp82 region were first reported by Mark

Welch and Meselson (2000), suggesting that Meselson effect, an accumulation of

mutations between former alleles that may lead to functional divergence, did occur

in bdelloid rotifers. However, more recent studies of both the hsp82 and histone

regions of bdelloid genomes have demonstrated that they are in fact degenerate

tetraploids, resulting either from an ancient whole genome duplication (autotetra-

ploidization) or an interspecies hybridization (allotetraploidization) (Mark Welch

et al. 2008; Hur et al. 2009; Van Doninck et al. 2009). Consequently, their genome
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is structured as two colinear pairs of genomic regions corresponding to two ancient

lineages (A and B). The two lineages A and B have only few genes in common and

these genes present a high level of nucleotide divergence. Within each lineage, the

divergence between copies is low although a few gene copies diverge by as much as

20% (Ks value), indicating that over time, in the absence of recombination or

homogenization mechanisms, synonymous divergence accumulates (Mark Welch

et al. 2009).

13.3 The Challenges of Long-Term Asexuality

13.3.1 Adaptability Without Sex

One argument to explain why sexual reproduction is the most widely represented

reproductive mode in animals is that it allows better adaptation (Weismann 1886;

Burt 2000). By allowing mixis between arrangements of alleles (haplotypes),

sexual reproduction produces at each generation new combination of alleles that

can provide a selective advantage. An allele may turn out to be advantageous only

when expressed together with other alleles in a combined effect. In asexual species,

such a combined advantageous effect is substantially less likely to occur as emer-

gence of a new mutation is restricted to one individual and its offspring and has no

chance to mix with mutations that occurred independently in other individuals.

Similarly, in diploid species, if a mutation provides an advantage only when it is

present in the homozygote state, this mutation has to occur twice and independently

in the two former alleles of an asexual lineage (Kirkpatrick and Jenkins 1989),

unless gene conversion using the “advantageous” gene as template occurs

(Mandegar and Otto 2007). Another aspect is that an advantageous mutation cannot

spread easily in populations of asexual species. Indeed, assuming that such a

mutation has occurred in one individual, it can only be transferred to its own

offspring, but to be spread in the population, it has to be by competitive replacement

of the offspring of other individuals (that may bear other mutations that would have

been beneficial in different conditions). Again fixation of an advantageous mutation

is supposed to be much longer and difficult in asexual populations than in sexual

ones, according to the Fisher-Muller accelerated evolution theory (Fisher 1930).

Intuitively, we may postulate that sexual lineages possess a better adaptation

potential to environmental or ecological changes than asexuals. Furthermore, if

the asexual lineage emerged from an individual genotype of the source sexual

lineage, it probably possesses only a reduced frozen subset of the whole pool of

genetic diversity present in the source population(Vrijenhoek and Parker 2009). In

such a case, asexuals must occupy more restricted ecological niches than their

sexual relatives. However, if the asexual lineage possesses a more versatile geno-

type than the source sexual lineage(s), as a result of hybridization for example, the

asexuals may present a broader niche than their sexual relatives. In all cases, in the

13 Genomic Perspectives on the Long-Term Absence of Sexual Reproduction in Animals 231



absence of sexual recombination, parthenogenetic species lack an important mech-

anism of genotypic plasticity. Thus, while they may have an adaptive advantage in a

relatively stable environment due to a frozen efficient genotype and a reproductive

efficiency since males are not produced, they appear clearly disadvantaged in cases

of multiple environmental changes as it is expected for lineages that have

been surviving for long evolutionary periods. As counterintuitive as it may appear,

the four asexual animal lineages discussed here exhibit a wide geographical

distribution.

In darwinulid ostracods (all asexuals), species that are ubiquitous and cosmo-

politan, like Darwinula stevensoni, seem to contain a general-purpose genotype

(GPG), i.e., a genotype providing a broad environmental tolerance (Van Doninck

et al. 2002, 2003). Unlike sexuals, for which selection acts over individual genes, in

asexuals such as dawinulids the unit of selection appears to be the complete

genome. As a consequence, natural selection over time can favor clones with a

wide tolerance (see Vrijenhoek and Parker 2009) and once such a GPG clone

evolved, it can be maintained because the absence of recombination will avoid

breaking up those well-adapted genotypes. How such a GPG evolved in the

darwinulid ostracods is not known but the cosmopolitan species clearly have a

wide tolerance of variations in abiotic factors whereas endemic darwinulids exhibit

a narrow tolerance (Van Doninck et al. 2003).

In oribatid mites, an analysis of the ecological distribution according to the

reproductive mode has been performed to test several predicates of differences

between sexual and asexual lineages (Cianciolo and Norton 2006). No evidence for

difference in ecological niche breadth between sexual and asexual lineages could be

found. Another postulate commonly held is that the frequency of asexual lineages

should be negatively correlated to the biological diversity in an ecological niche.

The same analysis showed no negative correlation between these two features.

Thus, no significant difference could be found in ecological pattern or niche breadth

between sexual and asexual lineages of oribatid mites.

In root-knot nematodes, apomictic (asexual, clade I) species have a broader host

spectrum as well as a wider geographical and ecological distribution than their

amphimictic (sexual, clade II) relatives (Triantaphyllou 1985; Castagnone-Sereno

2006). This observation is in total contradiction with the postulated better adapt-

ability of sexual species. In the particular case of plant parasites, this apparent

evolutionary success of asexual lineages may be related to their competitive

advantage due to the “twofold cost of sex” in a relatively stable and uniform

environment as recently proposed for agricultural pests (Hoffmann et al. 2008).

However, this argument only holds partially in root-knot nematodes as amphimictic

competitors of apomictic species are able to perform facultative meiotic partheno-

genesis, and are thus not completely subject to the twofold cost of sex. Furthermore,

if these tropical root-knot nematodes have actually been surviving for millions of

years without sex, they predated the development of agriculture and must have

survived in competition with sexual relatives in unstable environments. Hence,

other mechanisms of currently unknown nature may provide these obligate parthe-

nogenetic nematodes with a competitive advantage.
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Bdelloid rotifers are common micro-invertebrates inhabiting freshwater

environments but also temporary habitats that dry out frequently. They are able to

colonize such environments because they are both asexual and desiccation resistant.

Asexuality allows individual bdelloids to colonize empty patches or to reestablish

a population after experiencing severe bottlenecks. Desiccation resistance

enables bdelloids to inhabit environments that are prone to desiccation and to easily

disperse as dried propagules (Ricci 1998). Indeed, many bdelloid species are

cosmopolitan, exhibiting a worldwide distribution (Fontaneto et al. 2008) and

reaching a surprisingly high level of diversity at local scale (Fontaneto et al.

2006). Moreover, a recent study by Wilson and Sherman (2010) showed that

bdelloids can eliminate a lethal fungal parasite by drying out completely for a

prolonged period and escape by wind dispersal. Therefore, the combination of

asexuality and desiccation seems to allow bdelloids to thrive in unstable

environments and to compete with biotic factors. Finally, research by Fontaneto

et al. (2007) demonstrated that bdelloids have been able to diversify into distinct

evolutionary entities, successfully adapted to specific niches, in the absence of

sexual reproduction. Thus, evolution and speciation appear to have proceeded

unimpeded by this group’s lack of sexuality.

From the four examples discussed in this section, there is presently no evidence

that asexually reproducing animal species present a narrower geographical distri-

bution or a more restricted (specialized) ecological niche than their sexual relatives

(if any). In contrast, some asexuals even present a wider distribution than their

sexual relatives. Specific mechanisms of yet unknown nature or peculiar genomic

structures observed in these organisms may be related to their adaptability despite

the lack of sexual recombination.

13.3.2 Rates of Evolution and Clonal Decay

According to Muller’s ratchet theory (Muller 1964), strictly asexual lineages should

undergo “clonal decay” and disappear within a few thousand years. Therefore, the

persistence of some lineages for much longer periods of time without sex

contradicts this model and we expect those lineages to have a low rate of mutation

accumulation (maybe due to a particularly efficient DNA repair system).

Supporting this hypothesis, darwinulid ostracods (Sch€on et al. 1998) and oribatid

mites (Schaefer et al. 2006) have been shown to undergo slower rates of molecular

evolution than their sexual relatives. Thus, at least two out of the four examples of

ancient asexuals presented here exhibit relatively slower rates of evolution, but, is

that true for the other examples?

In bdelloid rotifers, the rate of accumulation of potentially deleterious mutations

appears to be higher than in their closest sexual relatives the monogonont rotifers

(Barraclough et al. 2007). Other works comparing bdelloids and monogononts

showed slightly higher rates of non-synonymous substitutions and slightly lower

rates of synonymous substitutions in bdelloids as compared with monogononts
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(Mark Welch and Meselson 2001). However, it should be noted that in the case of

bdelloid rotifers, this apparently high rate of mutation accumulation is probably

related to the tetraploid genome structure (made of two colinear pairs of

chromosomes with a high level of divergence between pairs). Within one colinear

pair, lower levels of divergence have been shown, including tracts of near identity

that may result from homogenization events such as gene conversion (Mark Welch

et al. 2009). These homogenizing events are suspected to occur during rounds of

desiccation and recovery that involve DNA double stand break repair.

In the root-knot nematode M. incognita, no precise evaluation of the rate of

mutation accumulation has been conducted so far to our knowledge. However, an

analysis of the internal transcribed spacers (ITS) of nuclear ribosomal genes

showed an extremely high heterogeneity of sequences within apomictic (obligate

asexuals) Meloidogyne species whereas the heterogeneity was virtually absent in

sexually reproducing Meloidogyne (Hugall et al. 1999). Nevertheless, as for

bdelloid rotifers, this apparent high divergence at the genetic level has to be put

in parallel with a peculiar genomic structure. Indeed, in M. incognita, most of the

genome is present as two highly diverged copies (~8% divergence at the nucleotide

level) that may represent former allelic regions or the result of an interspecies

hybridization. This feature, not observed in the close relative facultative sexual

species Meloidogyne hapla, is discussed further in Sect. 13.4.1. Concerning possi-

ble mechanisms of homogenization such as gene conversion, none have been

revealed so far in apomictic Meloidogyne.
Overall, no clear tendency regarding the rate of mutation accumulation appears

to emerge in the considered ancient asexual animal lineages. Half of the examples

show higher rates of mutation accumulation than their sexual relatives, though it is

certainly related to peculiar genomic structures, while the other half exhibit lower

rates. There is no clear evidence for a positive or negative correlation between

asexual reproduction and the rate of accumulation of potentially deleterious muta-

tion when considering these examples. Assuming that all examples truly represent

ancient strict asexuals, we cannot argue in that case that sexual reproduction

provides an evolutionary advantage in terms of resistance to the accumulation of

potentially deleterious mutations.

13.4 Genomic Consequences of Long-Term Asexuality

No whole-genome sequence for an obligate asexually reproducing animal was

available until recently, with the publication in 2008 of the genome of the tropical

root-knot nematode Meloidogyne incognita (Abad et al. 2008). Interestingly, the

genome of a facultative sexually reproducing relative was published a few months

later the same year (Opperman et al. 2008) and comparison of these two genomes

will allow identifying genomic marks of long-term asexual reproduction. Genome

sequence data is also emerging in bdelloid rotifers as the genome of Adineta vaga, a
long-term obligate asexual, is currently being sequenced and assembled. We will
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thus focus here on the genomic singularities that emerged from the analysis of the

genome sequence of M. incognita and from the preliminary assembly of the

genome of A. vaga.

13.4.1 Insights from the Genome of M. incognita

The M. incognita genome, sequenced using a whole-genome shotgun strategy and

assembled with Arachne (Jaffe et al. 2003) yielded 2,817 supercontigs. The size of

the assembly, totaling 86 Mb, is almost twice the size (between 47 and 51 Mb) that

had been estimated experimentally using flow cytometry approach (Leroy et al.

2003). Interestingly, an all-against-all comparison of supercontigs revealed that the

genome of M. incognita is mainly composed of pairs of homologous yet divergent

copies. The average divergence level at the nucleotide level observed between two

homologous pairs is ca. 8% (Abad et al. 2008). For comparison, the average level of

nucleotide divergence between individuals within an animal species is usually

below 2% and higher levels of dissimilarity is considered as an indication of

speciation (Birky et al. 2005). Highly divergent pairs in the genome ofM. incognita
cannot be interpreted as a mixture of individuals from different lineages or

populations since the sequenced material results from repeated infections from

the clonal offspring of a single female. Thus, this high divergence level can be

considered to occur within one individual. The highly divergent pairs can represent

former allelic regions or they can be the result of hybridization between two sexual

progenitors from distinct but closely related species (Triantaphyllou 1985;

Castagnone-Sereno 2006; Lunt 2008). In both cases, long-term absence of sexual

recombination may have allowed mutations to accumulate independently and

persist to reach the currently observed high divergence level as proposed under

the “Meselson effect” model (Mark Welch et al. 2004). These features, associated

to the relatively high frequency of observed polysomy and aneuploidy, are compat-

ible with a strictly mitotic parthenogenetic reproductive mode. The peculiar geno-

mic structure observed in M. incognita, composed of pairs of highly diverged

regions, is not found in its facultative sexual relativeM. hapla. Indeed, this species,
able to do meiosis, harbors a small genome (54 Mb, the smallest so far for an

animal) totally conform to the predicted size based on flow cytometry experiments

and no trace of pairs of diverged regions has been found (Opperman et al. 2008;

Bird et al. 2009). To evaluate whether the peculiar genome structure observed in

M. incognita had consequences at the protein level, predicted proteins were

grouped in cluster of at least 95% identical sequences, using the program CD-

HIT (Li and Godzik 2006). The results of this clustering showed that more than

69% of protein sequences were more than 5% divergent to any other. This indicates

that the observed 8% average divergence at the nucleotide level between pairs of

similar genomic regions include non-synonymous substitutions that may be

associated to functional divergence between gene copies.

In the case of root-knot nematodes, it appears that one remarkable consequence

of the long-term absence of sexual reproduction and meiotic recombination is a
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genome constituted of a juxtaposition of pairs of homologous but divergent copies

that might represent former paternal and maternal haplotypes. These divergent

copies include genes that encode proteins divergent enough to potentially support

subfunctionalization or neofunctionalization events. It will be necessary to check

whether similar peculiar genomic structures are observed in other obligate asexual

root-knot nematodes as well as in other species that have abandoned sexual

reproduction a long time ago in order to find out whether this might represent a

general genomic signature of long-term asexual reproduction.

The only other feature that emerged as an idiosyncrasy in the genome of

M. incognita as compared to those of M. hapla and other nematodes was the

proportion of the genome covered by repetitive elements, including transposable

elements. More than 36% of the M. incognita genome is covered by such elements

(Abad et al. 2008). This is substantially higher than for other nematodes, as only

17% were reported in M. hapla (Opperman et al. 2008); 16.5% and 22%, respec-

tively, reported for C. elegans and C. briggsae (Stein et al. 2003), 17% in

P. pacificus (Dieterich et al. 2008), and between 12% and 15% in B. malayi (Ghedin
et al. 2007). Whether some of these transposable elements are active and potentially

play a role in the plasticity of the genome of M. incognita, as previously suggested

(Castagnone-Sereno 2006), remains to be determined.

13.4.2 Emerging Results from the Adineta vaga Genome Project

Initial investigations of parts of the genome of bdelloid rotifers appeared to match

what was expected for ancient obligate asexuals: high intraindividual divergence

(ca. 15% at nucleotide level) between what was believed to be ancient allelic

sequences (Mark Welch and Meselson 2000), and an apparent lack of

retrotransposons (Arkhipova and Meselson 2000). Later on, however, the picture

started to change completely: the highly divergent gene copies co-occurring in

Philodina roseola were found to be actually ohnologs (Mark Welch et al. 2008),

i.e., paralogs resulting from complete genome duplication (Wolfe 2000), whereas

the level of divergence between ancient alleles was markedly lower (ca. 3%) and

not very different from the range observed in sexually reproducing species such as

Ciona savingnyi (Small et al. 2007). Subsequent observations in Adineta vaga
(another bdelloid species) confirmed this result (Hur et al. 2009). Recently, a

wide diversity of transposable elements was found in Adineta vaga near chromo-

some ends (Arkhipova and Meselson 2005a), most of them inactivated or decaying

but some still apparently active. Another unexpected finding at the telomeric

regions of Adineta vaga was the discovery of abundant horizontally transferred

genes (Gladyshev et al. 2008). Similarly, a high number of genes acquired via

horizontal transfer was found in the genome of the root-knot nematodeM. incognita
but also in its facultative sexual relative Meloidogyne hapla as well as in many

other plant-parasitic nematodes, including obligate sexuals (Danchin et al. 2010).
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Therefore, this feature may not be indicative of the absence of sexual reproduction

and it would be interesting to check whether similar abundance of genes acquired

by lateral transfer is found in sexual relatives of bdelloid rotifers such as

monogononts.

Since all these results were obtained from the analysis of a few selected genomic

fragments (fosmids), an international consortium decided to sequence the complete

genome of Adineta vaga in order to check the generality of these observations and

conduct more in-depth analyses. Sequencing was performed using mostly paired-

end pyrosequencing (Margulies et al. 2005), but the assembly proved challenging

due to the medium-range heterozygosity of this genome, a problem also encoun-

tered in other whole-genome shotgun sequencing projects such as the ascidians

Ciona savignyi and Ciona intestinalis (Vinson et al. 2005; Kim et al. 2007; Small

et al. 2007). While very divergent sequences assemble separately and very similar

ones are fused during assembly process, intermediate-level heterozygosity result

in incomplete fusion that makes a reference sequence particularly difficult to

produce.

Although the assembly and annotation of the complete genome sequence of

Adineta vaga is still in progress, the first preliminary results from this project seem

to confirm the absence of the Meselson effect in this species. Indeed, the average

divergence level between former allelic regions within a colinear pair is around 3%

over the whole genome of Adineta vaga. This figure appears surprisingly low for an

organism whose last genomic homogenization through meiosis is supposed to have

occurred several millions years ago. In comparison, the average divergence level

between homologous regions that might represent former alleles in Meloidogyne
incognita reaches 8%. Either Adineta does actually perform meiosis, albeit rarely

(and a search for meiosis-related genes in the complete genome sequence will be

required to bring a definitive answer to this question), or there must be some other

mechanism acting to homogenize ancient alleles and prevent their divergence. The

alternation of desiccation and rehydration phases in the life cycle of bdelloid

rotifers (Gilbert 1974) may provide such a mechanism. As shown by experiments

on Deinococcus radiodurans (Mattimore and Battista 1996), desiccation usually

results in DNA double-strand breaks. In eukaryotes, double-strand breaks are

repaired through heteroduplex formation (Resnick 1976), which, in turn, often

leads to gene conversion (Bishop et al. 1987), i.e., the copying of one region of a

chromosome over the homologous region of another chromosome, thus resulting in

sequence homogenization. Moreover, such repair mechanism only works if two

homologous regions are not too divergent. Hence, bdelloid rotifer that would have

accumulated a large amount of divergence between homologs would probably not

survive desiccation, as their damaged DNA could not be repaired. At the present

time, however, the only experimental evidence for the occurrence of gene

conversions in bdelloid rotifer comes from the isolation and sequencing of hsp70-
and histone-containing fosmids in A. vaga and P. roseola that revealed several

tracks of sequence identity or near-identity between ancient alleles (Hur et al.

2009). Therefore, this result will have to be confirmed and quantified at the genome
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scale to find out whether gene conversion really plays a role in limiting the

divergence between homologs in bdelloid rotifers.

13.5 Concluding Remarks

Strict asexuality and its ancientness in animal species both remain difficult to

establish. The four animal lineages we have described in the present chapter

represent, to our knowledge, the most plausible ancient asexual candidates. How-

ever, for none of these lineages, ancient asexuality can be stated in an absolutely

incontestable manner. The evidences used to indicate asexuality rely on the absence

of current observation of sexual-specific features such as males, meiosis or fertili-

zation, while support from the fossil record or divergence level between individuals

are used to state age of asexuality. The extensive study of the genomes of presumed

long-term asexuals, showing, e.g., that key genes involved in sexual reproduction or

meiosis are absent, may represent the most solid evidence in the near future.

Considering that the lineages presented here are most probably ancient asexuals,

several peculiarities and features can be sorted out. Recent genomic data for

bdelloid rotifers and root-knot nematodes suggest that a peculiar genomic structure

in which at least part of the genes are present in divergent copies may support

functional divergence and provide a genetic pool for adaptation. These singular

genomic structures may represent partial alternatives to sexual reproduction as a

source of genomic plasticity necessary for adaptation in changing environment.

On the other hand, in darwinulid ostracods, it has been proposed that a more or less

fixed general-purpose genotype has allowed these species to survive in a variety of

environments.

Another constraint linked to the absence of sexual recombination is that delete-

rious mutations are not eliminated as rapidly and tend to accumulate if no alterna-

tive elimination mechanism exists. In oribatid mites and in darwinulid ostracods, it

has been observed that asexual lineages present lower rates of accumulation of

mutations than their sexual relatives, possibly due to particularly efficient DNA

repair mechanisms. In bdelloid rotifers, a homogenization mechanism, possibly via

gene conversion during DNA repair after desiccation, has been proposed to main-

tain a low level of divergence between gene copies within a colinear pair while

allowing high divergence between copies in different pairs. Overall, it appears that

ancient asexuals may have evolved substitutes to sexual reproduction that would

allow their genomes to adapt to environmental changes while maintaining a low

level of potentially deleterious mutations. With the first genome for an animal

reproducing strictly without sex recently available and the forthcoming release of

another such genome, we are currently at the dawn of the genomic era for asexual

animals. Moreover, comparative analysis with genomes of close sexual relatives

will probably shed light on new features in the genomes of asexual species that

might represent signatures of the long-term absence of sexual reproduction.
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Chapter 14

Evolutionary Constraint on DNA Shape

in the Human Genome

Thomas D. Tullius, Stephen C.J. Parker, and Elliott H. Margulies

Abstract In the age of genomics, DNA is depicted as a string of letters. While this

is a useful device for representing the information in a genome, the molecular

nature of DNA is obscured. Proteins cannot actually “read” DNA letters – they

discriminate between DNA binding sites via molecular recognition, which is

sensitive to DNA structure. Since shape is essential to DNA’s biological function,

we hypothesized that natural selection can act to preserve DNA shape without

maintaining the exact sequence of nucleotides. To test this hypothesis, we devel-

oped a DNA structure database, ORChID, and used it to map structural variation

throughout the human genome. We then devised a computational algorithm, Chai,

to detect evolutionary constraint on DNA shape. We found that Chai regions

correlate better with experimental functional elements than do genomic regions

that are sequence-constrained. Our results support the hypothesis that DNA shape

can be a substrate for natural selection.
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14.1 Introduction

Since the discovery of the genetic code, in which triplets of nucleotides represent the

amino acids that make up proteins, the medium through which evolutionary selection

operates has been taken to be the sequence of nucleotides in a genome. It seems clear

how a random mutation in a gene might affect fitness: a mutation could be neutral,

deleterious, or beneficial to the fitness of the organism. Deleterious or beneficial

mutants would then be subject to either purifying or positive selection, respectively.

However, if we look a bit closer, we see that such a mechanism for evolutionary

selection presumes that the only important attribute of a genome is the sequence of

nucleotides (A, C, G, and T), which eventually is expressed as the sequence of a

protein. The simplicity and universal nature of the three-letter genetic code has led

to the abstraction of representing a genome by a string of letters. There is no doubt

that the simplification of a very long biopolymer into a string has made computa-

tional analysis of genomes feasible.

But when the human genome was sequenced, it was found that less than 2% of the

genome codes for proteins. The vast majority of the genome, therefore, is not made

up of genetic-code triplets. Within the 98% of non-coding sequence is housed the

elements that control how the genome functions. How does evolutionary selection

operate on the non-coding parts of the genome? In this chapter, we present a new

framework for understanding evolutionary constraint in the non-coding functional

regions of the human genome. We have found that the shape and structure of DNA,

and not just the sequence of nucleotide letters, can be under evolutionary constraint.

14.2 The ENCODE Project

Our work began as part of the Encyclopedia of DNA Elements (ENCODE) Project

(ENCODE Consortium 2004). This large international collaboration, organized and

supported by the National Human Genome Research Institute of the National

Institutes of Health, aims to uncover all of the functional elements in the human

genome. These functional elements include transcription factor binding sites,

deoxyribonuclease I (DNase) hypersensitive sites that are associated with active

chromatin, promoters, enhancers, histone epigenetic modifications, origins of rep-

lication, and so on. As part of ENCODE, a computational pipeline was developed to

integrate multiple datasets to determine “signatures” of various functional elements

in the genome.

14.2.1 Comparative Genomics and ENCODE

The ENCODE Project also makes use of comparative genomics to pinpoint non-

coding functional elements in the human genome (Margulies et al. 2007). This
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approach is based on the plausible expectation that genomic regions that are

conserved among distantly related species are highly likely to be functional. For

the Pilot phase of the ENCODE Project, which focused on 1% of the human

genome (30 Mb), the ENCODE consortium constructed multispecies alignments

of the orthologous genome sequences of 28 vertebrates. Four different computa-

tional methods were then used to detect sequences in this 1% of the human genome

that are under evolutionary constraint. These methods produced a set of constrained

sequences that represented approximately 5% of the ENCODE Pilot Project regions

(ENCODE Consortium 2007). Since most protein-coding sequences are identified

as constrained by these methods, this analysis suggests that around 3% of non-

coding sequences are constrained and therefore likely to be functional.

The ENCODE Pilot Project’s next step was to compare experimentally

annotated functional regions with regions identified as constrained by evolution.

In essence, two questions were asked: (1) Are constrained sequences functional? (2)

Are functional sequences constrained? Of course, most expected that these two

questions would give the same answer: (almost) all constrained sequences are

functional, and (almost) all functional sequences are constrained.

In Fig. 14.1, we depict four possible scenarios that might result from comparing

experimental functional annotations with constrained regions, as was done in the

ENCODE Pilot Project: (a) there is a substantial overlap between constrained and

functional sequences; (b) a region is identified as constrained, but no function is

detected there by experiment; (c) a small constrained region is found within a larger

functional region; (d) an experiment identifies a function in this region, but no

constraint is detected.

a b c d

evolutionary constraint

biological function

Fig. 14.1 Possible outcomes in comparing evolutionary constraint and biological function in the

genome. Horizontal lines represent a particular segment of the human genome. On this segment

are mapped regions identified as evolutionarily constrained in sequence (boxes, top), and regions

found by experiment to be biologically functional (ovals, bottom). When these two maps are

compared, four of the possible outcomes are depicted: (a), evolutionary constraint and biological

function overlap; (b) a region identified as constrained is not found by experiment to be functional;

(c) a constrained region overlaps only part of a larger region that is demonstrated to be functional;

and (d) biological function is found in a region of the genome that is not identified as being

evolutionarily constrained
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The first three scenarios can readily be understood: (a) is the most likely

expectation, (b) would result from the limited number of experiments (transcription

factors or cell types studied, for example) that are included in the ENCODE Pilot

Project datasets, and (c) is the consequence of the low resolution of some experi-

mental annotations. Scenario (d), however, is not what would be expected, and if

found to be widespread would question the assumption that evolutionary constraint

is always associated with function.

The results of the comparative genomics analysis were perhaps the most

surprising of the ENCODE Pilot Project (ENCODE Consortium 2007). These are

the answers that were found for the two questions posed above: (1) 40% of

constrained sequences have no identified function in the ENCODE Pilot Project

experimental datasets; (2) only 50% of most experimentally defined non-coding

functional elements are identified as constrained across all mammals. These func-

tional elements include 50 and 30 untranslated regions (UTRs), DNase hypersensi-

tive sites, FAIRE sites (nucleosome-free regions), and regulatory factor binding

regions (RFBRs).

As pointed out above, the lack of function exhibited by a large fraction of

constrained sequences (question (1)) is most likely the result of the limited set of

experiments included in the ENCODE Pilot Project. One might confidently

expect this fraction to increase as new assays, cell types, experimental conditions,

and so on are integrated into the analysis. And in fact, one result of the Pilot

Project was the demonstration that extension of ENCODE to the whole human

genome is feasible, and so we are now in the midst of the full ENCODE Project.

Parallel projects focused on model organisms (Drosophila, C. elegans, and

mouse) also have been initiated in recent years (the modENCODE Projects)

(Celniker et al. 2009). So a cornucopia of whole-genome functional data is

imminent, on a much wider variety of cell types and organisms (modENCODE

Consortium 2010; Gerstein et al. 2010). These data will be freely available to

all interested scientists.

The real surprise of the ENCODE Pilot Project was the remarkably low fraction

of functional sequences that were identified as being constrained (question (2)). In

the paper reporting on the Pilot Project, one of the possibilities mentioned by the

ENCODE consortium to explain this result was that there exists a neutral pool of

biologically functional elements that do not confer a selective advantage to the

organism, and that this neutral pool may be larger than previously supposed

(ENCODE Consortium 2007).

14.3 Is There Evolutionary Constraint on DNA Shape?

When we thought about these results, we wondered whether there might be another

reason for the lack of constraint exhibited by many functional elements. Our

idea was that nucleotide-sequence-based constraint might not be the only way

that evolutionary selection could work on non-coding functional sequences in a
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genome. If another property of DNA is essential for some biological function, but

this property is not strictly tied to nucleotide sequence identity, methods that assess

constraint only on the basis of nucleotide sequence may not assign these elements

as being under evolutionary selection.

More specifically, our hypothesis was that standard nucleotide sequence-based

analyses of the genome might miss signals that are encoded by DNA shape. After

all, a protein that controls genome function cannot “read” DNA letters to locate

its specific binding site. Proteins interact with the genome by exploiting intermo-

lecular forces, which ultimately are a function of molecular shape. And molecular

shape, while sequence-dependent, is not sequence specific. That is, different DNA

sequences can in principle give rise to similar DNA shapes.

So, if DNA shape is the feature that imparts function to a region in the genome,

then it is possible that the nucleotide sequence of the region could vary as mutations

accumulate, but function could be maintained if these sequence changes did not

affect shape. A method that relies on sequence identity to score evolutionarily

conserved genomic regions would not assign such a region as being constrained,

even though the functionally relevant feature (shape) actually is maintained

(conserved) through a set of species.

14.3.1 Mapping DNA Shape at Single-Nucleotide Resolution

We were well equipped to investigate this idea, because we had already produced a

genomic dataset in which an important property of DNA did not map perfectly to

nucleotide sequence. As our contribution to the ENCODE Pilot Project, we had

generated a high-resolution map of DNA structural variation throughout the human

genome (Greenbaum et al. 2007).

14.3.1.1 Hydroxyl Radical as a Chemical Probe of DNA Structure

Our work took advantage of the chemistry of the hydroxyl radical (•OH) (Tullius

1987). This reactive free radical makes a single-nucleoside gap in the DNA

backbone by abstracting a hydrogen atom from a deoxyribose residue (Pogozelski

and Tullius 1998). Because of its high reactivity, the hydroxyl radical is very

nonselective in its reactions with the DNA backbone, and so every nucleotide is

susceptible to attack.

We measure the extent of cleavage at each nucleotide in a DNA molecule

by electrophoretic separation of the reaction products. This method is capable of

resolving DNA strands that differ in length by only one nucleotide, so we are able to

obtain structural data on DNA at single-nucleotide resolution. While the extent of

cleavage is nearly equal at each nucleotide in a duplex DNA molecule, we do

observe relatively small but highly reproducible differences in cleavage that reflect
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the sequence-dependent structural variation of DNA (Tullius and Dombroski 1985;

Price and Tullius 1992).

We showed directly that hydroxyl radical cleavage is related to DNA shape

through deuterium kinetic isotope effect experiments (Balasubramanian et al.

1998), in which we chemically substituted deuterium for hydrogen in the deoxy-

ribose residues of DNA. We found that the solvent-accessible surface area of a

given hydrogen atom governs the extent of its reaction with the hydroxyl radical.

This is what would be expected for a highly reactive free radical for which the rate

of its chemical reaction with another species is controlled by diffusion (i.e., nearly

every collision of the hydroxyl radical with another molecule results in a reac-

tion). If the surface area presented by a particular deoxyribose is low, because of

local shape variation of the DNA molecule (e.g., a narrow minor groove), the

extent of reaction with the hydroxyl radical will be low, and we will observe less

cleavage.

14.3.2 DNA Shape and Biological Function

The idea that proteins recognize DNA based on shape and not nucleotide

sequence has gained substantial momentum in recent years (Tullius 2009; Rohs

et al. 2010). A pioneering study showed that the heterodimer of the Drosophila
Hox protein Sex combs reduced (Scr) and its cofactor Extradenticle (Exd)

distinguishes between two closely related DNA binding sites by differences in

the shape of the DNA minor groove (Joshi et al. 2007). A wide range of

experiments, including x-ray crystallography, Monte Carlo simulation, electro-

statics calculations, and in vitro and in vivo molecular biological assays, was used

to show that Scr inserts an arginine residue into an especially narrow region of the

DNA minor groove in the paralog-specific binding site. A physical basis for

the specificity of this interaction came from Poisson–Boltzmann calculations of

the electrostatic potential in the minor groove of the DNA molecule. These

calculations demonstrated that a narrow minor groove has a more negative

electrostatic potential, and so would interact more favorably with a positively

charged arginine residue from the Scr protein.

In a recent study, these same authors showed that shape-specific recognition of

DNA by protein is a widely occurring phenomenon (Rohs et al. 2009). They

surveyed the high-resolution, three-dimensional structures of a large number of

DNA–protein complexes obtained from the Protein Data Bank, and found that there

were many previously unrecognized examples of DNA-binding proteins that insert

arginine residues into narrow regions of the DNA minor grove. They also showed

that sequences with a narrow minor groove most often consist of short runs of

adenine nucleotides. This form of recognition was even seen in structures of the

nucleosome core particle. Other investigators showed that the E. coli Fis protein
specifically binds to narrow minor groove regions in DNA (Stella et al. 2010),

248 T.D. Tullius et al.



providing further evidence that DNA shape recognition is a general feature of

protein–DNA complexes.

14.4 ORChID: A Database of DNA Structure

Our previous work showed that experimentally determining the hydroxyl radical

cleavage pattern is an effective way to map structural variation for DNA molecules

in solution (Price and Tullius 1992). DNA molecules up to several hundred base

pairs in length may be studied conveniently. But in our work for the ENCODE

Project, in which we planned to map DNA structural variation throughout the

human genome, experimentally measuring hydroxyl radical cleavage patterns for

3 billion base pairs would be a daunting task. Instead, we took another approach,

summarized in Fig. 14.2 (Greenbaum et al. 2007).

PCR

clone, pick
individual colony,

sequence

hydroxyl radical
cleavage

fit peaks (Gaussian), integrate,
extract intensity patterns,
put in database (ORChID)

random 40-mers

primer/restriction sites

Fig. 14.2 Construction of ORChID, a database of DNA structural patterns. A library of DNA

molecules, each consisting of a central 40-nucleotide random sequence flanked by common

sequences, was synthesized. PCR was used to generate the complementary strand of each library

member. The library of DNA duplexes was cloned in a plasmid and used to transform E. coli.
Individual bacterial colonies, each of which harbored a different member of the library, were

picked. A library member was sequenced, and the DNA molecule was subjected to hydroxyl

radical cleavage. The cleavage pattern consists of a series of peaks on an electrophoretogram. The

peaks making up the cleavage pattern were integrated to determine the extent of hydroxyl radical-

induced cleavage at each nucleotide, a measure of the local variation in shape of the DNA

molecule. Finally, the cleavage patterns were housed in a DNA structural database, ORChID

14 Evolutionary Constraint on DNA Shape in the Human Genome 249



14.4.1 A Library of Experimental Hydroxyl Radical
Cleavage Patterns

We began by synthesizing a library of DNA molecules 158 nucleotides long, each

one containing a 40-nucleotide random segment in the center. The common flanking

nucleotides in each member of the library were used to prime the polymerase chain

reaction (PCR) and to serve as internal standards for data normalization. We next

used PCR to synthesize the complementary strands of the library members, cloned

the double-stranded DNA molecules into E. coli, picked individual colonies each

harboring one library member, and sequenced the inserts. We then used PCR, with

one primer labeled at its 50 terminus with a fluorescent tag, to produce a singly labeled

duplex DNA molecule with one library sequence at the center. We performed the

hydroxyl radical cleavage reaction on individual library members, and separated the

cleavage products on an automated slab gel electrophoresis device designed for DNA

sequencing. As DNA fragments emerged from the bottom of the electrophoresis

device, the fluorescence was monitored. The fluorescence intensity of each emerging

peak provided a quantitative measure of the extent of cleavage that occurred at each

nucleotide in the DNA molecule. Finally, the peaks in the fluorescence data trace

were integrated and the intensity patterns were deposited in a custom-constructed

relational database, OH Radical Cleavage Intensity Database (ORChID). This

database is accessible to interested scientists at http://dna.bu.edu/orchid/.

One of our first analyses of the experimental cleavage patterns in ORChID

focused on comparing the relative sizes of the “spaces” of DNA nucleotide

sequence and structure. In other words, how unique is a particular DNA backbone

shape? Can different DNA sequences adopt similar structures? We found that this is

indeed the case.

When we clustered experimental cleavage patterns of trinucleotides, we found

that sets of different trinucleotide sequences can yield very similar cleavage patterns.

We extended this analysis by searching ORChID for longer DNA sequences that are

similar in cleavage pattern but divergent in nucleotide sequence (Greenbaum et al.

2007). For example, we found a pair of 10-mers with no sequence identity (0 base

pairs in common) but with highly similar cleavage patterns (Pearson’s R ¼ 0.94).

Similarly, two 20-mers with only 10% sequence identity had cleavage patterns that

exhibited a correlation coefficient of 0.81. These observations supported our idea that

“structure space” is smaller than “sequence space,” and that structure could be

maintained without strict conservation of sequence.

14.4.2 Computational Prediction of Hydroxyl Radical
Cleavage Patterns

Once we had accumulated a sufficient number of experimental cleavage patterns

in ORChID, we developed a computational algorithm based on a sliding
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tetranucleotide window that was capable of predicting the hydroxyl radical cleav-

age pattern for any input DNA sequence of any length with high accuracy

(Greenbaum et al. 2007). Leave-one-out cross-validation studies showed that the

mean correlation coefficient (R value) between the predicted cleavage pattern of a

40-nucleotide DNA sequence compared to the experimental cleavage pattern was

0.88, demonstrating the excellent correspondence between experimental and

predicted cleavage patterns.

We used the ORChID server to predict the hydroxyl radical cleavage pattern,

first for the 30 Mb of the ENCODE Pilot Project regions of the human genome, and

more recently for the entire genome. We have deposited the ORChID patterns in the

UC Santa Cruz genome browser (http://genome.ucsc.edu/), where they are avail-

able for anyone to use. As an example, the ORChID pattern for a specific segment

of the human genome is shown in Fig. 14.3, at three genomic scales.

chr7:
--->

27174025 27174030 27174035 27174040 27174045 27174050 27174055 27174060 27174065
T T A A A G C G G C C C C T T C T C G A C T G A G A T T T C T G A A A C T G T G A T C T C T G A A A

ORChID

1.12578 -

-0.638 _

0 -

chr7: 27172000 27172500 27173000 27173500 27174000 27174500 27175000 27175500 27176000 27176500
HOXA9 MIR196B

ORChID
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0 _

chr7: 27000000 27050000 27100000 27150000 27200000 27250000 27300000 27350000 27400000
HOXA1
HOXA1
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HOXA3
HOXA3
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HOXA5
HOXA6
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Scale

50 bp

5,000 bp

500,000 bp

Fig. 14.3 DNA structural profile of the human genome. A 500-Kb region (bottom) of the human

genome is shown as depicted in the UCSC genome browser. The region highlighted is the

ENCODE target region ENm010 (the HoxA cluster). The same data are shown at two additional

resolutions: 5 Kb (middle) and 50 bp (top). The “ORChID” track represents the predicted structural
profile, based on the hydroxyl radical cleavage pattern, for the given region. Note the variability in

the structural profile that is apparent at each scale

14 Evolutionary Constraint on DNA Shape in the Human Genome 251

http://genome.ucsc.edu/


14.5 Chai: A Computational Method to Detect Evolutionary

Constraint on DNA Shape

Having established that ORChID can be used to map DNA shape variation through-

out the human genome at high resolution, we next embarked on testing our idea that

DNA shape is under evolutionary selection (Parker et al. 2009). To do this we

adapted methods that had been used by the ENCODE Project to assess evolutionary

constraint on nucleotide sequence in the human genome (Margulies et al. 2007). In

brief, these methods require multispecies alignments, and a way to take into

account phylogenetic distance to properly weight observed sequence similarities

among species. The basic idea is that nucleotide sequence identity among species

that are distant from each other in the phylogenetic tree is more significant in

indicating evolutionary constraint. For example, because human and chimpanzee

have nearly identical genome sequences, it is not possible to use sequence identity

to infer evolutionary constraint in a particular genomic region. But if a region is

identical in sequence (or nearly so) between human and chicken, then it is much

more likely that this region is under evolutionary constraint.

For our analysis we adapted the binCons algorithm (Margulies et al. 2003), one

of the four methods that had been used in the ENCODE Pilot Project to map

evolutionary constraint in the human genome (Margulies et al. 2007). As input

we used the 36-vertebrtate genome alignment that had been constructed for the

ENCODE Pilot Project. The first step in our method was to use ORChID to compute

hydroxyl radical cleavage patterns for all of the aligned genomic sequences.

We then calculated the Euclidean distance between cleavage patterns, as a quanti-

tative measure of the similarity of DNA shape between aligned regions of the

genomes that we studied. Finally, we developed an algorithm, based on binCons,

that weighted similarity in cleavage pattern by phylogenetic distance to detect

regions in the human genome that exhibit signs of evolutionary selection for

structure. Our computational approach is named Chai.

14.5.1 Sequence Constraint Versus Structure Constraint
in the Human Genome

For comparison, we also applied the binCons algorithm to the same set of

alignments we used for our Chai analysis. In Fig. 14.4, we show a genome browser

shot that depicts these alignments for a segment of human chromosome 7. At the

top of the figure we plot the Chai score that is calculated for each nucleotide, with

higher scores indicating a greater likelihood of evolutionary constraint on structure.

Below the raw Chai scores, and just above the alignments, we compare the genomic

regions that are marked by binCons and Chai as likely to be under evolutionary

constraint. While some regions are found to be both sequence- and structure-

constrained, there are numerous additional regions that are detected only by Chai.
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Analysis of Chai and binCons regions throughout the ENCODE Pilot Project

regions of the human genome showed that 6.7% of bases are sequence-constrained,

and 12% are structure-constrained (at a 5% false discovery rate).

Direct comparison of Chai and binCons regions in the 30 Mb of the human

genome that were studied in the ENCODE Pilot Project demonstrated that nearly all

regions that are identified as sequence-constrained by binCons also are scored as

structure-constrained by Chai (1.8 Mb). This makes sense, since identical

sequences will yield identical structures. We also find that an additional 1.8 Mb

are structure-constrained but not sequence-constrained.

Returning to our initial hypothesis, we tested whether genomic regions that are

under evolutionary constraint for structure are associated with experimentally

annotated functional elements. Recall that a big surprise of the ENCODE Pilot

Project was that only around half of experimentally determined functional elements

were found to overlap with sequence-constrained regions.

chr7:
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Fig. 14.4 Chai scores and regions in the human genome. This figure shows a UCSC genome

browser screenshot zoomed in on the 30 end of the human Hox A cluster (for which ORChID

patterns are depicted in Fig. 14.3). The “Chai scores” track shows the score produced by the

Chai algorithm, where higher scores represent regions with higher levels of constraint. The

“binCons” and “Chai” tracks show distinct regions that are identified as evolutionarily

constrained by the binCons and Chai algorithms, respectively. Note that there are several

Chai regions with no overlapping binCons region. Below the binCons and Chai tracks, the

similarity of orthologous sequence from different species relative to the human reference is

shown. The height of the bar graph for each species is proportional to the similarity to the human

sequence at that position
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In Fig. 14.5, we show the overlap of three types of functional elements

(coding sequences, DNase hypersensitive sites, and predicted enhancers) with

binCons (sequence-constrained) regions and Chai (structure-constrained) regions.

As expected, nearly all coding sequences overlap both types of constrained regions,

since protein-coding genes are highly conserved in sequence throughout

vertebrates, which also implies that they are conserved in structure.

Of much greater interest is our observation that functional elements (like the

enhancers and DNase hypersensitive sites that are shown in Fig. 14.5) have a much

greater overlap with structure-constrained regions than they do with sequence-

constrained regions. More than 80% of these two functional elements occur in

structure-constrained regions of the genome, compared to less than 60% that are

found in sequence-constrained regions (Fig. 14.5). This result demonstrates that

structure-constrained regions are not just randomly distributed around the human

genome. Instead, the structure-constrained territory of the genome preferentially

harbors genomic sequences that are involved in genome function.

14.6 Concluding Remarks

Recent studies clearly show that the shape of DNA is important for conferring

function to non-coding regions of the genome. Combining the ORChID DNA

structure prediction method with the Chai evolutionary conservation method allows

for the detection of functional non-coding regions that were previously undetect-

able by conventional sequence comparisons. These results are important because

they suggest a new way to interpret how information is encoded in genomic

sequences.
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We note that it is likely that not all of the structure-informed constrained

regions in the human genome have been discovered. The Chai algorithm relies

on existing multispecies alignments that were created based on primary DNA

sequence. Because the optimal DNA structural alignment may not be the same as

the optimal sequence alignment in all cases, there is an inherent bias in using

existing sequence alignments. The development of new computational tools to

align large regions of multiple genomes using DNA structural information will be

an important future step.

Incorporating local DNA structural information into genomic analyses is a

promising new direction for genomics. The largest contribution will most likely

be in understanding how functional non-coding information is encoded within a

genome. Perhaps new technologies that enable high-resolution profiling of

protein–DNA interactions in vivo will aid in deciphering the base preferences and

binding affinities for the many different regulatory factors that interact with DNA.

Integration of these types of data with DNA sequence and structural profiles within

and between species may ultimately lead to a set of rules that govern protein–DNA

interactions. Even though such an ambitious goal may not be realized soon, it is

clear that incorporating DNA structural profiles – instead of relying solely on four

“letters” to represent structural variations within the double helix – will help propel

the field forward.
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Chapter 15

Evolution of Fungi and Their Respiratory

Metabolism

Marina Marcet-Houben and Toni Gabaldón

Abstract The oxidative phosphorylation (OXPHOS) pathway plays a central

role in the energetic metabolism of aerobic organisms. Despite such centrality,

this pathway has not remained unaltered through evolution, and variations of it,

including its complete loss, can be found in organisms adapted to different eco-

logical niches. Fungi, a eukaryotic group of species with a high metabolic diversity,

represent an ideal phylum in which to study the evolutionary plasticity of the

OXPHOS pathway from a phylogenomics perspective. With more than 100

completely sequenced genomes, and thanks to recent progress in elucidating their

evolutionary relationships, fungal species have served to reveal the evolutionary

mechanisms that underlie the evolution of the core respiratory pathways. In this

chapter, we review recent progress toward the characterization of OXPHOS

components in fungi and in understanding their evolution. A special focus is

devoted to the history of duplications that the multi-protein complexes in OXPHOS

have experienced.

15.1 Introduction

The fungal kingdom, one of the eukaryotic groups with the highest number of fully

sequenced genomes (http://www.genomesonline.org), comprises a large diversity

of species, including mushrooms, yeasts, and molds. The exact number of species is

unknown but estimates set this value around 1.5 million (Hawksworth 1991), being

700,000 a conservative, lower estimate (Schmit and Mueller 2007). Therefore, only

between 5% and 10% of the total diversity of fungi has been characterized so far

(Mueller and Schmit 2007). Fungi are ubiquitous and are able to colonize a broad
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diversity of habitats. This high ecological plasticity has been driven by parallel

changes in their basic metabolism, resulting in a broad diversity of metabolic

capacities found across fungal lineages.

15.1.1 Adaptation of the Respiratory Pathway in Fungal Species

While most fungal species are aerobic, some lineages have adopted alternative

modes of respiration. A clear example is, for instance, the adaptation of some yeast

species to fermentation and to anaerobic lifestyles. Adaptation to anaerobic

environments can sometimes be very high. An early study performed by Visser

et al. (1990) found that some fermentative strains were able to grow even under

strict anaerobic conditions (i.e., Candida tropicalis or Saccharomyces cerevisiae).
Although in most cases growth rates were impaired, species closely related to

S. cerevisiae, were able to maintain near optimal growth rates. While all species

that have the ability to grow under anaerobic conditions are fermentative, the opposite

is not true. Species such as Debaryomyces hansenii or Pachysolen tannophilus are
fermentative and yet unable to grow under strict anaerobic conditions. Filamentous

fungi also have mechanisms to obtain energy when oxygen is limited. Two such

mechanisms are nitrate respiration (also known as denitrification) and ammonia

fermentation. These mechanisms have been thoroughly studied, for instance, in the

filamentous fungi Fusarium oxysporum (Takaya 2009). Under limited oxygen

conditions, F. oxysporum obtains energy from the denitrification pathway by reduc-

ing nitrate to nitrous oxide. When the amount of oxygen decreases further,

F. oxysporum switches to ammonia fermentation, reducing nitrate to ammonia.

Two extreme adaptations to anaerobic conditions are illustrated by two groups of

basal fungi: Chitrids and Microsporidians. Chitrids are anaerobic fungal species

that contain hydrogenosomes instead of regular mitochondria (Voncken et al.

2002). Although initially considered to be different organelles, it is now clearly

established that hydrogenosomes evolved from mitochondria (Hackstein et al.

2006). Hydrogenosomes are able to use protons as electron acceptors and gener-

ate hydrogen, acetate, and carbon dioxide. On the other hand, Microsporidia

contain yet another form of highly derived mitochondria, the so-called mitosomes.

Mitosomes are organelles devoid of DNA and which completely lost all com-

ponents of the OXPHOS pathway (Burri et al. 2006). It is likely that these species

only have the ability to produce energy via glycolysis and that they prefer to import

ATP from the host (Williams et al. 2010). Remarkably, genome analysis of the

microsporidian Enterocytozoon bieneusi shows a complete lack of the glycolitic

pathway in this intracellular parasite, illustrating extreme dependence on energy

provided by the host (Keeling et al. 2010).

There is plenty of evidence that all fungi have a mitochondria or related

organelle and even if the ability for aerobic respiration has been lost in some of

the early diverging fungal groups, it is safe to assume that the last common ancestor

of fungi was an aerobic organism with a fully functional OXPHOS pathway that has
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since undergone changes in a lineage specific manner, thereby enabling the adapta-

tion of fungi to a diverse variety of ecological niches.

15.1.2 Clinical Relevance of Fungal Respiratory Metabolism

Numerous fungal species are pathogenic. They can be commensals, becoming

pathogenic when the host is immunocompromised (e.g., Candida glabrata or

Candida albicans), or they can reside in the environment and only become patho-

genic when they enter in contact with their host (as it is the case with Histoplasma
capsulatum or Cryptococcus neoformans). The inner tissues of the hosts are usually
oxygen-poor, therefore adaptation to anaerobic lifestyles as discussed above can be

particularly helpful for survival of the fungal pathogen during infection. This

adaptation is extreme when the mode of parasitism is intracellular. Microsporidia

are obligate intracellular parasites that are unable to survive outside their host

unless it is in the form of spores. Such strict host-dependent lifestyle does not

require aerobic respiration, and as a consequence these species have lost the entire

OXPHOS pathway.

Adaptation to poor oxygen levels in plant and animal pathogens should be

parallel to adaptation to high oxidative stress. Although this may seem contradic-

tory, it is explained by the fact that oxidative burst, the rapid increase of reactive

oxygen compounds, is a common defense mechanism against infection. The objec-

tive of this defense mechanism is to degrade pathogenic organisms that enter

certain plant tissues or that have been internalized by phagocytes in animals. As a

defense, many fungi have an alternative respiratory mechanism. The alternative

oxidase bypasses complexes III and IV and greatly reduces the reactive oxygen

compounds generated by the fungal cell during respiration. This, coupled with

enzymes that are able to reduce the reactive oxygen species generated by the

host, increases the chance of survival of fungi during infection. For instance,

Aspergillus fumigatus (Magnani et al. 2008) is able to survive the host’s defense

mechanisms and continue with the infection once it has escaped the macrophages.

15.1.3 Industrial Relevance of Fungal Respiratory Metabolism

Fungi have been traditionally used in the elaboration of food and beverages such as

bread, cheese, wine, sake, or beer. Similarly, fungi were the source for the first

antibiotics (penicillin). Nowadays they are still used in industries related to these

and other products such as enzymes and acids, and it is clear that the interest in the

biotechnological potential of fungi continues to grow. Some of the species that are

more widely used in industry are the filamentous fungi Aspergillus or Penicillium
and the yeasts S. cerevisiae and Pichia pastoris (Li et al. 2010). For instance, citric
acid is used widely in the food and pharmaceutical industries. Before 1923, this
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compound was produced from lemons. Nowadays, this practice has been replaced

by the use of Aspergillus niger to synthesize citric acid. Fungi are also often used

for the synthesis of antibiotics. One example is cyclosporin, which can be isolated

from Tolypocladium inflatum (Suvase et al. 2010). This compound was first used as

an antifungal, but later, it was shown to possess immunosuppressive activity.

Cyclosporin A is currently the most widely used drug for preventing rejection of

human organ transplants.

In a biotechnological setting, fungal species are often placed in bioreactors and

subjected to over-oxygenation. This can lead to oxidative stress, defined as the

overproduction of reactive oxygen species (ROS), which cells cannot defend

against with their antioxidant defenses. ROS is generated in mitochondria during

the process of aerobic respiration. Fungal species under oxidative stress conditions

may suffer morphological changes, a slow growth rate, a low substrate consumption

rate, low protein, and ATP content. This last consequence can be attributed to the

switch from normal respiration to alternative respirations. In such situations,

alternative pathways can substitute parts of the electron transport chain, lowering

the production of ROS compounds. However, these alternative routes are unable

to translocate protons, therefore the amount of ATP derived from the OXPHOS

pathway is severely reduced.

15.1.4 The Oxidative Phosphorylation Pathway

The OXPHOS pathway is used by aerobic organisms to obtain energy. It can be

found in all the domains of life with very few exceptions. In most eukaryotic

organisms, the pathway is formed by five multi-subunit complexes that work

coordinately to produce energy in the form of ATP (Joseph-Horne et al. 2001).

The four first complexes (NADH: ubiquinone oxidoreductase, succinate dehydro-

genase, ubiquinol cytochrome c reductase, and cytochrome c oxidase) in the

pathway form the electron transport chain. This chain starts with the transference

of electrons from NADH or FADH2 to ubiquinone, a task carried out by complexes

I and II. The next step, performed by complex III, transfers the electrons from

ubiquinol to cytochrome c. Finally, complex IV transfers the electrons to molecular

oxygen. Electron transfer in complexes I, III and IV, is coupled with the transloca-

tion of protons across the inner mitochondrial membrane, creating a proton gradi-

ent. The energy produced during the release of the proton gradient is used by

complex V in order to produce ATP. The pathway is located in the mitochondrial

inner membrane, and, at least under certain circumstances, the complexes are

associated into supramolecular structures called respirasomes (Wittig et al. 2006).

Some of the subunits of the OXPHOS pathway are encoded in the mitochondrial

genome. Phylogenetic studies have tried to establish the origin of the different

components of the pathway and while some nuclearly encoded subunits have a

clear mitochondrial origin, the phylogenies of other genes are much more complex

(Gabaldon and Huynen 2003, 2004; Gabaldon et al. 2005).
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15.1.5 Alterations to the Main Pathway in Fungi

Beyond the common electron transport chain, in plants, fungi and several protists,

there are alternative pathways that can bypass some steps. These alternative

pathways have conferred a better adaptation for some fungal species and pro-

duced fail-safe mechanisms that act when the organism is under stress or toxic

conditions.

15.1.5.1 Alternative NADH Dehydrogenase

In contrast to mammals, plants, fungi, and bacteria can bypass complex I with

alternative types of NADH dehydrogenases (Kerscher 2000). The main functional

difference between alternative NADH dehydrogenases and complex I is that the

electron transport to ubiquinone by alternative NADH dehydrogenases is not

coupled to proton translocation. In addition, they use FAD or FMN as prosthetic

groups and work either as monomers or homodimers.

Alternative NADH dehydrogenases can act either alone, substituting complex I,

or in tandem with the regular complex. In S. cerevisiae, for instance, complex I has

been lost and in its place three different alternative NADH dehydrogenases can be

found. One of them faces the matrix while the others face the cytoplasm and

compensate for the absence of the malate/aspartate shuttle in this microorganism.

In baker’s yeast, the alternative NADH dehydrogenases are single polypeptides of

53 or 58 kDa (external and internal, respectively) and are devoid of iron–sulfur

centers (Helmerhorst et al. 2002).

These three alternative NADH dehydrogenases can also be found in Neurospora
crassa, which, unlike baker’s yeast, does contain complex I. It has been suggested

that in this case, the alternative dehydrogenases are used to prevent the over-

reduction of electron-transport carriers and the production of reactive oxygen

species. Numerous studies have been performed in order to elucidate the function

of these enzymes in N. crassa. For instance, it was seen that the internal NADH

dehydrogenase, while not essential for growth or sexual development, affected the

germination of ascospores and conidia (Duarte et al. 2003).

Numerous human mitochondrial diseases are associated with defects in the

functionality of complex I such as Leigh syndrome or Parkinson’s disease (Yagi

et al. 2006). In recent years, the inner alternative NADH of S. cerevisiae (NDI1) has
been considered as a potential treatment for those diseases. It has been shown in

mouse models that once NDI1 is imported into the cells it can be expressed and is

functionally active, and that it remains active for at least several years (Marella

et al. 2009). Thanks to the great structural differences between NDI1 and complex I,

the former is only one peptide while complex I is formed by around 40 different

subunits, this enzyme is totally insensitive to the compounds that can damage

complex I.
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15.1.5.2 Alternative Oxidase

Alternative oxidases can be found in numerous fungal species, higher plants, algae,

and some protozoa, though its distribution within these groups is patchy. Their main

function is to serve as an alternative pathway for the completion of the electron

transport chain. They bypass complexes III and IV by transferring electrons from

ubiquinol to the final acceptor, O2. They are located in the inner membrane of

mitochondria and confer resistance against toxic compounds such as cyanide, for

which complex IV is sensitive.

As with alternative NADH dehydrogenases, AOX are unable to translocate

protons when electrons are transferred, therefore no energy is produced in this

step. It would be extremely unlikely to find alternative NADH dehydrogenases and

AOX working together as that would imply a futile cycle. For this reason, it is not

surprising to observe that fungal species that lack complex I have also lost the

alternative oxidase.

Surprisingly, functional copies of AOX have been found in some anaerobic

Microsporidians (Williams et al. 2010). These enzymes have a high quinol oxidase

activity and it is thought that they are used in order to lower the reducing potential

created through continuous use of glycolysis. Even so, the distribution of AOX in

Microsporidians remains patchy and is missing in completely sequenced genomes

such as Encephalitozoon cuniculi, E. bieneusi, or Nosema ceranae.

15.2 Establishing the Evolutionary Framework: The Fungal

Species Tree

In order to trace the evolution of OXPHOS components across sequenced fungal

species, we first need to establish a reliable scenario depicting their evolutionary

relationships. In other words, we need to reconstruct a fungal species tree as well as

to evaluate the level of confidence of the inferred lineages. Efforts to reconstruct

fully resolved phylogenies have been much influenced by the availability of

completely sequenced genomes. In particular, methods based on tree concatenation

and supertree strategies (Delsuc et al. 2005) have been extensively used at different

taxonomic levels (Snel et al. 2005; Wolf et al. 2001). The large amount of available

sequence data for fungal species has opened the doors for the use of phylogenomics

to address the reconstruction of the still elusive fungal species tree.

Several species trees have been reconstructed over the last few years based on

completely sequenced genomes (Marcet-Houben and Gabaldon 2009; Fitzpatrick

et al. 2006; Wang et al. 2009). These trees, while slightly different in the distribu-

tion of some species, mostly support a similar topology (Marcet-Houben and

Gabaldon 2009).

In Fig. 15.1, we present the largest tree that has been reconstructed to date based

on phylogenomics data. The tree represents the evolution of 102 different fungal
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species and is based on the concatenation of 47 widespread proteins that complied

with two conditions: they displayed a one-to-one orthology relationship and they

were present in at least 90 species. Out-groups were chosen so that the number of

proteins used was maximized. The resulting topology is largely similar to the ones

published before. Still, some nodes present variability, such as the branching order

of the three groups of Basidiomycota or the relative position of C. glabrata and

Saccharomyces castellii in reference to the Saccharomyces group.
Traditional methods such as the bootstrap measure (Felsenstein 1985) or the

approximate likelihood ratio rest (aLRT) (Anisimova and Gascuel 2006) have

been used to determine the robustness of the nodes in a tree. Unfortunately, trees

derived from gene concatenation tend to have high support values independently

of the tree robustness. New methods are therefore needed to assess the robustness

of nodes in the species tree. The phylome support, as implemented in treeKO

(http://treeko.cgenomics.org), is one such method. A phylome is the complete

collection of phylogenetic trees based on each gene in a genome and this large

Pezizomycotina

Saccharomycotina

Taphrinomycotina

Basidiomycotina

Zygomycotina

Chitridiomycotina

Blastocladiomycetes

Microsporidia

Outgroups

Fig. 15.1 Species tree representing the evolution of fungal species. In order to reconstruct the

tree, 47 widespread proteins in 103 fungal species were concatenated and then the maximum

likelihood tree was reconstructed. Representation was done using iTOL (Letunic and Bork 2007)
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collection of trees can be used as a tool to identify nodes that are not well

supported by the information encoded in the genome. For each node in the tree,

the phylome support algorithm groups species derived from the node into groups

and then considers all the arrangements of the groups. Then, the support of each

arrangement within the phylome is calculated. The more supported it is, the more

often it will appear in the phylome. Nodes with a low phylome support are the

ones that we will need to consider carefully while studying the evolution of the

OXPHOS pathway.

15.3 Evolution of the Oxidative Phosphorylation Pathway

in Fungi

The OXPHOS pathway shows an enormous evolutionary plasticity. Therefore, it is

of great interest to see what changes have occurred and relate them to the different

respiratory phenotypes in extant fungal species. Lavin et al. (2008) performed a first

study by detecting homologs of OXPHOS components in 27 fully sequenced fungal

species. We later extended this study to encompass a total of 60 completely

sequenced species (Marcet-Houben et al. 2009). An important addition to our

study was the reconstruction of the phylogenetic trees of all OXPHOS components

across the 60 species under study. Such phylogenetic approach allowed us to

reliably distinguish between orthology and paralogy relationships and to investigate

the relative timing and taxonomic scope of the gene duplications that have affected

OXPHOS components. Gene duplication is considered to be one of the main

sources for functional diversification (Ohno 1970), and there are specific hypothesis

that predict evolutionary constrains to such mode of evolution in multi-protein

complexes (Papp et al. 2003). Thus, we wanted to investigate to which degree this

process had affected a group of families mostly coding for large multi-protein

complexes and, in principle, expected to retain their central functions. The details

of this study can be found in (Marcet-Houben et al. 2009), but we will offer here a

brief overview.

We started our search for homologs with a representative from each OXPHOS

pathway family, preferably from a model species such as S. cerevisiae, N. crassa, or
C. albicans. By searching against a database comprising 60 completely sequenced

species, we formed initial groups of homologs that were subsequently curated

manually to remove spurious hits or add homologs that had been missed due to

annotation errors or methodological artifacts. Finally, these homologs were aligned

and a Maximum Likelihood approach (Guindon and Gascuel 2003) was used to

infer the phylogenies for each of these groups. By using a species-overlap algorithm

(Huerta-Cepas et al. 2007), speciation and duplication events were mapped onto

the tree to define orthology and paralogy relationships. This data was used to derive

a phylogenetic profile for each family, comprising information about the number

of gene copies present in each genome. The main findings of this study are
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summarized in Fig. 15.2. We will now center our attention to some of the details

that came forth during the study.

15.3.1 Presence/Absence Pattern of the Fungal OXPHOS Genes

In Table 15.1, we show the percentage of fungal species that contain each subunit of

the OXPHOS pathway. Darker colors represent widespread proteins while lighter

colors represent genes that can only be found in some fungal groups. For instance,

the lighter color found in all the proteins in complex I shows that the entire complex

was lost in some fungal species. It is known that complex I was lost independently

in three lineages, namely, in Saccharomyces species, in Schizosaccharomyces
species, and in Microsporidia, which is confirmed by our analysis (Gabaldon

et al. 2005). Thanks to the information provided by the fungal species tree, we

can infer the relative timing (i.e., after which speciation events) of each of the three

independent losses.

On the other hand, while almost all the proteins of the other complexes can be

found in a high percentage of the fungal species, there are some proteins that have a

limited taxonomic scope. For instance, NUVM and NUWMwere at first considered
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- Lost three times 
during fungal evolution
- Contains some 
species specific 
subunits (NURM, 
NUWM,...)
- Contains the most 
duplicated subunit in 
fungi (NDUFB4)
- Can be bypassed by 
the Alternative NADH 
dehydrogenase
- The ACPM protein in 
yeast, which was 
thought to be the last 
remain of complex I, 
was found to be the 
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Complex II:
- Smallest number of subunits
- Nearly the whole complex appears 
duplicated in species that underwent 
the Whole Genome duplication that 
affected Saccharomyces species.

Complex III:
- Contains two highly duplicated 
proteins (QCR1 and QCR2) that do not 
have catalytic activity
- Can be bypassed by Alternative 
Oxidase

Complex IV:
- Except for complex II, it is the 
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- With complex III it can be bypassed 
by Alternative oxidase

Complex V:
- Contains two highly duplicated 
proteins (subunit alpha and subunit 
beta), their paralogs are part of the 
vacuolar ATP synthase.

Fig. 15.2 Representation of the main oxidative phosphorylation pathway and the main findings

for each of the five complexes that conform the pathway
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to be specific for the OXPHOS pathway in Yarrowia lipolytica (Abdrakhmanova

et al. 2004). Now, it has been seen that they are not so restricted in their taxonomic

sampling. NUWM orthologs can be found in all the members of the Candida group

while NUVM is extended to most Ascomycotina species.

There is a possibility that some of the proteins that have a restricted species

distribution belong to the same protein family but that due to accelerated evolution,

we are unable to identify them as such. We would then expect to have complemen-

tary species for each protein family. An interesting example of this possibility

would be the NUWM and NURM families since the first one is found only in

Saccharomycotina species that have complex I and the other one is only found in

Pezizomycotina species.

In the work published by Cardol et al. (2005), NUVM was proposed to be

orthologous to the mammalian NDUFB4. In light of our analysis this seems

unlikely, as NDUFB4 has other orthologs in fungal species, and not even with

the high level of duplicates found within this subunit were we able to find any

NUVM homolog. In fact, performing a blast search using the human NDUFB4 as

a starting point produced few, non-reliable, hits in the fungal database (e-values

>1.0), showing that the fungal NDUFB4 and NUVM are either not homologous

to the mammal NDUFB4 gene or that they have diverged too much to be able

to safely trace their evolutionary history back. Either way, the two genes do

not show any overlap and so we believe that they are two different subunits of

complex I.

Table 15.1 Table of subunits that form the oxidative phosphorylation pathway. Cells are colored

according to the presence rate of each subunit. The presence rate is calculated as the number of

species that contain at least one copy of the subunit divided with the total number of species

considered in the analysis. Darker colors represent higher presence rates and decrease in the

following intervals: 1.0–0.9–0.75–0.5–0.33–0

Presence rates

Complex I

1.6.5.3 NAD1 NAD2 NAD3 NAD4 NAD4L NAD5 NAD6

NDUFA1 NDUFA11 NDUFA12 NDUFA13 NDUFA2 NDUFA4 NDUFA5 NDUFA6

NDUFA8 NDUFA9 NDUFAB1 NDUFB3 NDUFB4 NDUFB7 NDUFB8 NDUFB9

NDUFS1 NDUFS2 NDUFS3 NDUFS4 NDUFS6 NDUFS7 NDUFS8 NDUFV1

NDUFV2 NI9M NURM NUVM NUWM NUXM NUZM –

Complex II Alternative NADH

dehydrogenase Alternative oxidaseSDHA SDHB SDHC SDHD

Complex III

CytB CytC ISP QCR1 QCR10 QCR2 QCR6 QCR7

QCR8 QCR9 – – – – – –

Complex IV

COX1 COX10 COX11 COX15 COX17 COX2 COX3 COX4

COX5 COX6 COX6A COX6B COX7 COX8 – –

Complex V

SUB 8 SUB A SUB a SUB B SUB b SUB C SUB D SUB d
SUB e SUB F SUB G SUB g SUB H SUB J SUB K SUB OSCP
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15.3.2 Duplication of OXPHOS Genes

Duplications are important events that can have a great impact in the evolution of

a given species. According to our data, the OXPHOS pathway has not been

exempt of such process despite the predicted low incidence of duplications

occurring in a protein complex. In our analysis (Marcet-Houben et al. 2009), we

found that more than 75% of the proteins that are part of the OXPHOS pathway

contain, at least, one duplication event. Table 15.2 summarizes the average

number of copies per species found for each protein in the OXPHOS pathway.

These values were calculated as the total number of homologs found for each gene

(orthologs and paralogs) divided by the number of species that contained at least

one copy of the given gene.

The gene balance hypothesis theorizes that genes that are part of a complex have

a lower chance of retaining both gene duplicates (Papp et al. 2003). The reason for

that is found in the change of stoichiometric relationships that would occur if the

expression level of only one of the genes in a complex was suddenly doubled.

Contrary to these expectations, we find that most genes have an average number of

copies per species superior to 1.

Seven genes have an average number of copies per species higher than 2:

NDUFB4 (complex I), SDHA (complex II), QCR1 and QCR2 (complex III),

subunits alpha and beta (complex V), and the alternative NADH dehydrogenase.

Table 15.2 Table of subunits that form the oxidative phosphorylation pathway. Cells are colored

according to the average number of copies per species of each subunit. This value is calculated as

the number of homologs of the subunit contained in each fungal species divided with the number

of species that have at least one copy of the subunit. Darker colors represent higher average

number of copies and go from 1.0 to 4.0 by increments of 1.0

Average number of copies

Complex I

1.6.5.3 NAD1 NAD2 NAD3 NAD4 NAD4L NAD5 NAD6

NDUFA1 NDUFA11 NDUFA12 NDUFA13 NDUFA2 NDUFA4 NDUFA5 NDUFA6

NDUFA8 NDUFA9 NDUFAB1 NDUFB3 NDUFB4 NDUFB7 NDUFB8 NDUFB9

NDUFS1 NDUFS2 NDUFS3 NDUFS4 NDUFS6 NDUFS7 NDUFS8 NDUFV1

NDUFV2 NI9M NURM NUVM NUWM NUXM NUZM –

Complex II Alternative NADH

dehydrogenase Alternative oxidaseSDHA SDHB SDHC SDHD

Complex III

CytB CytC ISP QCR1 QCR10 QCR2 QCR6 QCR7

QCR8 QCR9 – – – – – –

Complex IV

COX1 COX10 COX11 COX15 COX17 COX2 COX3 COX4

COX5 COX6 COX6A COX6B COX7 COX8

Complex V

SUB 8 SUB A SUB a SUB B SUB b SUB C SUB D SUB d
SUB e SUB F SUB G SUB g SUB H SUB J SUB K SUB OSCP
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This represents that 8% of the genes in the OXPHOS pathway have an average

number of copies higher than 2. For comparison, we scanned the C. albicans
phylome, namely, the collection of phylogenetic trees for each gene in the

C. albicans genome, in order to find genes that had an average number of copies

per species greater than 2. The C. albicans phylome was constructed using 83

fungal species and can be found in phylomeDB (http://www.phylomedb.org)

(Huerta-Cepas et al. 2010). Out of 5,824 genes, 951 had an average number of

copies per species greater than 2, representing about 16% of the genes, which

doubles the amount of genes found in OXPHOS. On the other hand, we find that

76% of the genes in OXPHOS have at least one duplication event, while in the

C. albicans phylome 77% of the genes have at least one duplicate. This indicates

that while the genes that are part of the OXPHOS pathway have been duplicated as

often as all the other genes in the C. albicans genome, they tend to conserve less

copies than other genes in the genome.

15.4 Examples of Evolutionary Events That Have Shaped

the OXPHOS Pathway in Fungi

15.4.1 QCR1 and QCR2

Complex III subunits are mainly nuclearly encoded. This complex usually has four

redox centers that are involved in electron transfer. There are two core proteins

facing the matrix (QCR1 and QCR2) that show homology to mitochondrial

peptidases involved in processing newly imported proteins. However the complex

III subunits in yeast are proteolitically inactive and are not involved in cytochrome

c reductase activity. Even so, the two proteins are needed for the correct assembly

of the complex. These two proteins are homologous to the mitochondrial processing

peptideases (Mas1 and Mas2 in yeast). They evolved from ancient duplication

events that happened before the divergence between humans, animals, and plants.

After this first round of duplications, no other duplications have occurred in these

complex III subunits except for a species-specific duplication resulting from the

WGD in Rhizopus oryzae (Ma et al. 2009).

15.4.2 ACPM Protein in Complex I

The ACPM protein found in complex I was predicted to be the only remaining

protein that could be found in Saccharomyces species after the loss of complex I.

The protein was found as part of the synthesis of octanoic acid and this change of

function served as explanation for this group of species to have retained it. We

showed that the functional change occurred before the loss of complex I in
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Saccharomyces species and that it was related to a duplication event that occurred

in Saccharomycotina species. The ACPM protein identified in yeast was actually

the paralog to the original complex I protein. This was seen due to the fact that

Candida species still retain both copies of the protein and a phylogenetic tree

clearly showed that a duplication event had happened followed by a loss of one

of the copies in yeast.

Yarrowia lipolytica also contains two copies of the protein. It was seen that

both copies were associated to complex I (Dobrynin et al. 2010). Deletion of

ACPM1, which is orthologous to the complex I subunit in N. crassa, was viable
but the organism was unable to assemble complex I, which clearly depicts an

association between complex I and ACPM1. On the other hand, deletion of the

second copy, the ortholog to the yeast ACPM protein, was not viable, hindering

the identification of its function. It is possible that ACPM2 would then be

associated to the synthesis of octanoic acid and that its association to complex I

is only used as a mechanism to be recruited to the membrane. In any case, further

experimental proofs are needed to establish the functional differences between

both paralogous groups.

15.5 Concluding Remarks

The OXPHOS pathway in fungi has undergone numerous changes during the

evolution of this diverse group of species. Events such as the loss of complex I in

yeasts adapted to fermentative lifestyles, the massive loss of the whole pathway in

parasitic Microsporidia, and the large number of duplications detected in all the

complexes of the OXPHOS pathway, have shaped the respiratory mechanisms of

fungi and allowed this kingdom to expand over numerous different environmental

niches. Additionally, the presence of alternative pathways to the primary electron

transport chain may have been a turning point in many evolutionary events such as

the shift from nonpathogenic to pathogenic or the shift of aerobic to anaerobic

lifestyles.

The large number of duplications detected in the OXPHOS pathway belies the

notion that proteins that are part of complexes are less likely to retain both copies

after a duplication event. We saw how the percentage of proteins in OXPHOS that

have, at least, one duplication was the same as the one found in the C. albicans
genome. The only difference observed was that OXPHOS proteins tend to have less

duplicates than other C. albicans genes, so there may be some restrictions acting on

the retention of too many duplicates of the complex.
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Chapter 16

Genome Structure and Gene Expression

Variation in Plant Mitochondria, Particularly

in the Genus Silene

Helena Storchova

Abstract The plant mt genomes are highly dynamic. Their evolution is driven by

frequent rearrangements and gene transfers, whereas substitution rate is generally

slow with several exceptions. The genus Silene (Caryophyllales) represents one of
them and exhibits high mutation rate in mt DNA. The gynodioecious species

(producing female and hermaphroditic individuals) of this genus show also a high

polymorphism in mt DNA due to the balancing selection in favor of various mt

genomes in the same population. Thus, Silene species possess plenty of mt markers,

which facilitate the study of the impact of mt genome rearrangements on mt gene

expression and function. They are also good models for the investigation of

functional and evolutionary aspects of heteroplasmy, the situation when two or

more organelles with distinct genomes co-occur in the same individual.

16.1 Introduction

Despite of the extensive investigation of plant mitochondrial (mt) genomes over the

last decades, many questions remain to be solved. Understanding the relationship

between the structure of mt genome and mt gene transcription is one of the topics

of great importance. The species of a plant genus Silene have been extensively

followed in population genetic and ecological studies. A recent progress in the

analysis of their mt genomes enables to relate the evolution of mt genome to

the evolution of populations and species (McCauley and Olson 2008). The genus

Silene has become an emerging model for the study of evolution and function of the

plant mt genome.
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16.1.1 Characteristics of Plant Mitochondrial Genomes

The structure of plant mt genomes is fluidic and varies substantially across

angiosperms. Rearrangement, duplications, insertions, and deletions of small or

large genomic regions are the prominent processes underlying the evolution of

plant mt genomes, in addition to single nucleotide substitutions. The basic features

have been documented by the fast growing number of completely sequenced plant

mt genomes (e.g. Arabidopsis thaliana – Unseld et al. 1997; Beta vulgaris – Kubo

et al. 2000; rice – Tian et al. 2006; maize – Allen et al. 2007; Vitis vinifera –

Goremykin et al. 2009). Altogether, 23 completely sequence mt genomes of seed

plants were reported by September 2010, but the speed of sequencing will acceler-

ate owing to a broad application of the next-generation sequencing.

Plant mt genomes are much larger than their animal and fungal counterparts.

Their size range spans from 200 kb to the astonishing 2,900 kb in Cucumis melo
(Ward et al. 1981), whereas it reaches 15–20 kb in animals (Boore 1999) and

17–100 kb in fungi (Cummings et al. 1990; Lee and Young 2009). The large size of

plant mt genomes is not associated with higher gene content than in animals or

fungi, but it is rather due to the large portion of non-coding intergenic DNA of

unknown origin. The described number of protein-coding genes in seed plant

mitochondria varies between 41 (Cycas taitungensis – Chaw et al. 2008) and

25 (Silene latifolia – Sloan et al. 2010a). Ongoing gene loss or transfer of the

genes between mitochondria, nucleus, and chloroplast has been observed across a

plant kingdom (reviewed in Adams and Palmer 2003). Plant mt genes use the

universal genetic code for translation, whereas animal mt genes are translated

according to a modified genetic code. The identity of mt and nuclear genetic

codes in plants facilitates the transfer of functional genes from mitochondria to

the nucleus (Adams et al. 2000).

Despite of the common habit to present mitochondrial genomic maps as the

circles, the actual morphological structure of plant mitochondrial genome is much

more complex. Direct microscopic observations revealed linear molecules of

various sizes, branched molecules, and small subgenomic circles, whereas large

circular molecules consistent with genomic maps were rather rare (Oldenburg and

Bendich 1996; Manchekar et al. 2009). Some of the complex molecular structures

(Y- and H-shaped molecules), as well as the frequent single-stranded regions may

be the intermediates of recombination and/or replication (Manchekar et al. 2006).

16.1.2 Three Categories of Recombination in Plant mt Genomes

Recombination is a major force shaping the dynamic structure of the plant mt

genomes (Mackenzie 2007). Recombination events occurring in plant mitochondria

could be classified to three categories (reviewed in Marechal and Brisson 2010).

First of them involves frequent recombinations mediated by long direct or inverted
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repeats (>1 kb), found in the majority of completely sequenced angiosperm mt

genomes. Their sequence and number vary. For example, two inverted repeats

(7.3 kb) were revealed in mt genome of Cucurbita (Alverson et al. 2010), three

copies of 6.2 kb repeat unit were described in Beta vulgaris (Kubo et al. 2000).

Some mt genomes (e.g., in maize) contain several sets of unrelated large repeats

(Allen et al. 2007). Homologous recombination in those repeats generates

rearranged isoforms in case of inverted repeats or subgenomic circular molecules

in case of direct repeats. Owing to the reversible character and high frequency of

recombination, various (sub)genomic molecules coexist in a stoichiometric equi-

librium (Palmer and Shields 1984).

The second class of recombination events is mediated by short repeats, ranging

approximately from about 50 bp to 1 kb. This kind of recombination is much less

frequent than previous one and often results in asymmetric products (Abdelnoor

et al. 2003; Shedge et al. 2007). It may cause a sudden change of copy numbers of

particular (sub)genomic molecule in the course of single generation, which is

termed substoichiometric shifting (Small et al. 1987, 1989). The preexisting rare

molecules (sublimons) are amplified by this process, or they are repeatedly created

by constant recombination (Woloszynska and Trojanowski 2009).

The frequency of asymmetric recombination across short repeats is controlled by

the nuclear genes MSH1 and RECA3 in Arabidopsis thaliana (Abdelnoor et al.

2003; Shedge et al. 2007). The msh1 recA3 double mutants are heavily impaired in

growth and exhibit high level of reorganization of mt and chloroplast genomes

(Arrieta-Montiel et al. 2009; Shedge et al. 2010). MSH1 probably modifies initial

stages of recombination, inhibiting DNA exchange and favoring the process of gene

conversion, which maintains sequnce identity of short repeats across mt genomes

(Shedge et al. 2007; Arrieta-Montiel 2009). TheMSH1 and RECA3 genes and their

homologs are therefore responsible for maintaining genomic stability in plant

organelles, together with the members of OSB family (organellar single-stranded

DNA-binding proteins) (Zaegel et al. 2006). Surprisingly, the only animals

possessing a MSH1 homolog are corals (Culligan et al. 2000), showing a sessile

lifestyle similar to plants.

Finally, rare illegitimate recombination in the regions of microhomology

(around 10 bp) was observed (Moyekens et al. 1995; Feng et al. 2009). It may be

the result of microhomology-mediated break-induced replication, which is an error-

prone process. Single-stranded DNA-binding proteins from Whirly family support

accurate repair of double-stranded DNA breaks (Cappadocia et al. 2010) and

prevent illegitimate recombination in organellar DNA.

16.1.3 Cytoplasmic Male Sterility and a Cytonuclear Conflict

Recombination mediated by short repeats or by microhomology regions sometimes

generates chimeric open reading frames (ORF) with mozaic structure. Some chi-

meric genes are expressed and play an important role in the reproduction system of
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numerous plant species. They are responsible for the cytoplasmic male sterility

(CMS). Novel proteins encoded by CMS genes interfere with anther development

and block pollen production (Hanson and Bentolila 2004). CMS genes are com-

posed of various portions of mt and chloroplast genes or of unknown ORFs (Dewey

et al. 1986; Balk and Leaver 2001).

CMS lineages are widely exploited in agriculture to produce hybrid seed and

their structure and function have been thoroughly investigated in crops; however,

much less effort has been focused on determining the molecular action of male

sterility in natural populations of wild plants. CMS is associated with a reproduc-

tion system termed gynodioecy, which is characterized by a co-occurrence of

hermaphrodites and functional females (lacking viable pollen) in the same popula-

tion. It represents the second most widespread breeding system in angiosperms

(Richards 1997), being present in about 7% of angiosperm species.

The progeny of male sterile plants contains variable portion of male fertile

(hermaphroditic) individuals, despite of prevailing maternal inheritance of mt

DNA. This variation is caused by nuclear fertility restorer (Rf) genes which interact

with the CMS genes to create a gender phenotype. Each Rf locus is assumed to have

both restorer alleles (Rf ) and non-restoration alleles (rf). Rf alleles are most

commonly dominant to rf; thus only one copy is necessary to restore male fertility.

Accumulating evidence (reviewed in Bentolila et al. 2002; Schmitz-Linneweber

and Small 2008) suggests that Rf genes encode pentatricopeptide (PPR) proteins.

PPR proteins are known to be localized in organelles and regulate all stages of gene

expression. It is thought that these proteins are sequence-specific RNA-binding

proteins capable to direct effector enzymes to organellar mRNA (reviewed in

Andres et al. 2007). Although the exact structure and action of only few Rf genes
is currently known, it is likely that these PPR proteins may affect size, stability, or

translatability of CMS transcripts, and restore functional development of anthers

(Wang et al. 2006; Gillman et al. 2007; Barr and Fishman 2010).

As CMS genes reside in mt genomes, they are inherited predominantly via

maternal transmission. In contrast, nuclear genes are transmitted by both pollen and

seeds. The contrasting transmission mode may lead to the cytonuclear conflict

between mt and nuclear genomes, which mutually compete for resources. Higher

production of seeds in females, partially due to the allocation of nutrients into ovules,

was reported in a number of gynodioecious species (Gouyon and Couvet 1987).

16.1.4 mt Genome Reorganization Influences Transcription
of mt Genes

The generation of chimeric genes responsible for CMS by DNA reorganization is

not the only impact of genomic rearrangements on mt function. The association of

mt genes or particular exons with different flanking regions may affect transcription

initiation, processing of transcript termini, or splicing (Forner et al. 2005, 2008).
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All three categories of recombination (see Sect. 16.1.2) taking place in plant mt

DNA may influence mt gene expression. For example, one of two copies of large

direct repeat present in maize mt genome lies between the gene encoding subunit II

of cytochrome c oxidase (cox2) and its promoter (Lupold et al. 1999). Another

promoter is located upstream of the second copy. Recombination between the two

copies places the cox2 gene alternatively under the control of the first or second

promoter. Because the strength of both promoters varies, the degree of cox2
expression within the same individual depends on the promoter-gene combination,

which is more frequent (Fig. 16.1a).

Recombination across short repeats (50 bp–1 kb), controlled by the MSH1 and

RECA3 genes, can also move the genes to the vicinity of different promoters and/or

processing regulating elements. Such reorganization is responsible for the variation

in transcript profiles observed among the ecotypes of A. thaliana (Forner et al.

2008), or among the lineages of sugar beet (Kubo et al. 1999). Temporary attenua-

tion of MSH1 suppression of asymmetric recombination via short repeats may lead

to the differences in mt genomes and transcriptomes reported among accessions

of A. thaliana (Arrieta-Montiel et al. 2009) and other species (Janska et al. 1998).

Rare recombination mediated by short microhomology sequences also con-

tributes to the genomic rearrangements exhibiting the impact on the transcript

size (Forner et al. 2005). Changes in genome configuration may lead to the associ-

ation of two or more genes into the same transcription unit (Forner et al. 2007).

Co-transcription facilitates expression of some CMS genes, which are placed

upstream (Hedgcoth et al. 2002) or downstream (Kim et al. 2007) of important

housekeeping genes (Fig. 16.1b). Transcriptional “hitchhiking” with the essential

genes may bedevil downregulation of CMS genes by nuclear factors and thus favor

these genes in the cytonuclear conflict (Hanson and Bentolila 2004).

The process opposite to the fusion of transcriptional units – the fragmentation of

genes into separate pieces belonging to different transcriptional units also takes

place in plant mt genome. Gene fission was described in the group II introns present

in the genes coding for NADH dehydrogenase nad1 (Chapdelaine and Bonen

Fig. 16.1 The impact of mt

genome rearrangements on

transcription of mt genes. The

recombination across large

repeats places the gene under

the control of one of two

promoters, which may differ

in strength (a). Rare

recombinations mediated by

short repeats or

microhomology regions

transfer the gene to the

vicinity of the essential gene

(e.g., cob), with which they

are co-transcribed (b)
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1991), nad2 (Binder et al. 1992), and nad5 (Knoop et al. 1991). Putting the remote

pieces of a fragmented intron together to generate a functional mRNA requires

mutual recognition of the separated intron halves. A conserved secondary struc-

ture of group II introns plays a key role in this process termed trans-spicing
(reviewed in Bonen 2008). As cis-spliced introns homologous to their trans-
spliced counterparts were found in bryophytes and ferns (Malek and Knoop

1998), trans-splicing is considered to be evolutionary derived (Malek et al.

1997). The transition from cis-spliced to trans-spliced introns occurred several

times during flowering plants evolutionary history (Qiu and Palmer 2004), but it is

still a very rare event in comparison with DNA rearrangements responsible for

within-species mt genomic variation described above (Forner et al. 2008; Arrieta-

Montiel et al. 2009). Group II introns behave like mobile elements in bacteria

(reviewed in Toro et al. 2007) owing to self-encoded reverse transcriptase/

endonuclease activities. However, their ability to transpose is limited in plant

mitochondria as documented by their occurrence in three nad genes only. Only

one mt gene with maturase activity matR located in the fourth intron of nad1 gene
was reported in flowering plants (Qiu and Palmer 2004). Fragmentations of group

II introns are caused by recombination events across repeats of various sizes. In

addition, selection stabilizing a current mode of splicing may play an important

role (Bonen 2008).

16.1.5 General Features of Plant mt Gene Expression

The viability and function of rearranged genomic structures is facilitated by the

existence of multiple promoters with quite diverse sequence in plant mt genomes.

Transcription of the transferred gene can be ensured by a so far silent

promoter located nearby. For example, the consensus motif YRTA (Y ¼ pyrimi-

dine, R ¼ purine) found in numerous plant mt promoters (K€uhn et al. 2005) was

discovered in only 2 of 12 promoters characterized in rice (Zhang and Liu 2006).

Moreover, transcription initiation sites are rather scattered along the specific area,

then concentrated in a single nucleotide. Transcription termination mechanism is

not known in plant mitochondria, which suggests a relaxed control of transcription.

This view is in agreement with the existence of large transcripts of unknown

function derived from intergenic regions (Giege et al. 2000). The abundance of

mt transcripts is rather regulated at the postranscriptional level by the control of

their stability and longevity (Leino et al. 2005).

The large family of PPR proteins involves many members responsible for

maturation, splicing, or translation of plant mt RNA (see Sect. 16.1.3). All these

proteins important in mt RNA metabolism are encoded by the nucleus, as well as

single-subunit phage-type RNA polymerases performing the transcription (Hedtke

et al. 2002; Kuhn et al. 2005).

Additional RNA polymerase, encoded by a linear plasmid, exists in plant

mitochondria. It was reported from Beta maritima (Saumitou-Laprade et al. 1991)
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and Daucus carota (Robison and Wolyn 2005). Whether it is capable to transcribe

mt genes on the main chromosome is not currently known (Handa 2008). Linear

plasmids, found in plant mitochondria, contain terminal inverted repeats and the

proteins covalently linked to their 50 ends (Handa et al. 2002), similarly to, e.g.,

phage phi-29 DNA termini (Mellado et al. 1980). The impact of the plasmids

on mt function and evolution is not known. They may participate in mt DNA

rearrangements (Newton et al. 1996) and be integrated to the main mt chromosome

(Robison and Wolyn 2005).

16.1.6 The Variation in Substitution Rate Among Plant
mt Genes

The capacity of plant mt genome for rapid changes in copy number and gene order,

insertions and deletions, transposition and intergenomic transfer, including hori-

zontal gene transfer across species (Bergthorsson et al. 2004) is enormous; it is

sometimes termed fluidity of mt genome. In opposition to high genomic fluidity, the

rate of nucleotide substitution in plant mt genes is slower than in chloroplast and

nuclear genomes (Wolfe et al. 1987). An exception to this rule is a recent finding of

elevated substitution rates in some lineages (Pelargonium – Palmer et al. 2000,

Plantago – Cho et al. 2004, Silene – Mower et al. 2007). As no increase in sequence

divergence of chloroplast and nuclear genes was observed in these lineages, rate

acceleration was most likely attributed to the activity of DNA replication and repair

enzymes in mitochondria causing high mutation rate (Mower et al. 2007; Sloan and

Taylor 2010).

16.1.7 RNA Editing

The impact of substitution rate on mRNA coding capacity is modified by the

process of RNA editing, which converts C to U (or less frequently U to C) (Yu

and Schuster 1995). Editing affects protein-coding genes in plant organelles. It

modifies non-synonymous codon sites more often than synonymous sites (Gray

2003) and contributes to the protein conservation across species (Covello and Gray

1989). In Pelargonium, highly elevated substitution rate was associated with

dramatic loss of editing sites, which suggests that the two processes are

interconnected (Parkinson et al. 2005). Another plant lineage with accelerated

substitution rate – the genus Silene (Mower et al. 2007) provides the unique

opportunity to study not only editing and mutation rate but more generally the

relationship between mt genome evolution and breeding system, speciation or

ecological requirements.
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16.2 Structure of the mt Genome of a Plant Genus Silene

The plant genus Silene attracted attention of famous scientists of nineteenth century.

Charles Darwin investigated Silene flower morphology and gender (Darwin 1877),

Johann Gregor Mendel worked with dioecious Silene latifolia (Weiling 1991),

blooming in his monastery backyard till recent days. Silene has become an emerging

plant model to study evolution of sex chromosome, interaction between the plant

and its fungal parasites, pollination, invasiveness, and the history of migration.

Silene also maintains lot of variation in breeding system within the genus, making

it a valubale comparative system (reviewed in Bernasconi et al. 2009).

16.2.1 mt Substitution Rate in Silene

High mt substitution rate described in Silene vulgaris (Mower et al. 2007) was

exceeded by substitution rates found in Silene noctiflora (Mower et al. 2007) and

Silene conica (Sloan et al. 2009). The rates estimated in the latter two species

approach the levels measured in Pelargonium and Plantago (Mower et al. 2007).

Similarly to Pelargonium and Plantago lineages, absolute mt synonymous substi-

tution rate varies across two orders of magnitude among Silene species and is not

accompanied by increased chloroplast or nuclear substitution rates (Sloan et al.

2009). In addition to among-species variation, rate variation among lineages within

Silene species was also observed (Barr et al. 2007; Sloan et al. 2008). Substitution

rate in synonymous sites is not uniform across all the genes of the same mt genome,

but varies substantially (Barr et al. 2007). The atp9 gene evolved more than 40

times faster than nad9 (Sloan et al. 2009). The reason for rate acceleration in some

genes is not clear. Sloan et al. (2009) suggest that an increased mutation rate is

responsible for rate divergence rather than horizontal gene transfer, balancing

selection in favor of ancient gene variants, or transfer to the nucleus. Coexistence

of multiple gene copies in the same individual (heteroplasmy), which was well

documented in S. vulgaris (McCauley et al. 2005; Pearl et al. 2009), may also

contribute to the high substitution rate in particular genes.

16.2.2 Polymorphism in mt Genes and Breeding System
of Silene

Within-species polymorphism of mt genes is very high in some Silene species

(Houliston and Olson 2006; Barr et al. 2007). As increased substitution rate may

produce different gene variants, the question arises, whether within-species poly-

morphism correlates with the level of substitution rate or with some other phenom-

enon. Touzet and Delph (2009) demonstrated that it was the breeding system which

was predictive of polymorphism. Gynodioecious species representing separated
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clades of the genus (S. vulgaris, S. nutans and S. acaulis) exhibited much more

polymorphism in the cob (cytochrome b) and cox1 genes than dioecious or her-

maphroditic species of Silene, including S. noctiflora with very high substitution

rate. The authors concluded that numerous haplotypes of the gynodioecious species

are maintained over long evolutionary timescale owing to the balancing selection.

This scenario was consistent with a previous study of cob polymorphism in

S. acaulis (Stadler and Delph 2002).

16.2.3 Heteroplasmy and Paternal Transmission
of Mitochondria in S. vulgaris

Earlier studies documented heteroplasmy, or within-individual diversity in mt

genomes, under rather artificial conditions such as in plants regenerated from tissue

cultures (Vitart et al. 1992) or nucleus–cytoplasm hybrids (Hattori et al. 2002).

More recently, organellar heteroplasmy in both chloroplasts and mitochondria was

recognized as a common phenomenon in natural populations of flowering plants

(reviewed in Woloszynska 2010).

Gynodioecious species of Silene are very nice models to investigate the

consequences of mt heteroplasmy owing to their high within-species polymorphism

in mt markers (Touzet and Delph 2009). Multiple bands in Southern-RFLPs

corresponding to the mt genes accompanied by various flanking regions and present

in the same individual of S. vulgaris or S. acaulis were observed by Olson and

McCauley (2000), Storchova and Olson (2004), Klass and Olson (2006). These

studies also documented non-complete linkage disequilibrium between chloroplast

and mitochondrial markers, which suggested deviation from strictly maternal

transmission of these organelles.

Rare paternal transmission of mt genome in S. vulgaris, which resulted in

heteroplasmy was described by McCauley et al. (2005). Quantification of atp1
(encoding ATP synthase subunit 1) variants occurring in the same individual was

achieved by qPCR (Welch et al. 2006). The rate of paternal transmission estimated

by Pearl et al. (2009) in 18 natural populations of S. vulgaris reached 8%, albeit in

most cases, paternal mitochondria represented just a minor portion of mt population

of a heteroplasmic offspring individual. The rate of paternal leakage varied among

populations and seemed to be dependent on the pollen donor (Bentley et al. 2010).

16.2.4 Heteroplasmy and Recombination in S. vulgaris

Heteroplasmy leads to the situation when recombination between two divergent mt

genomes may occur. The observation of mt genotypes which might have originated

due to the recombination was published by Stadler and Delph (2002) in S. acaulis,
and by Houliston and Olson (2006) and McCauley and Ellis (2008) in S. vulgaris.
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Thus, heteroplasmy facilitates intermolecular recombination between mt genomes.

On the other hand, heteroplasmy may arise due to the asymmetric recombination

across short repeats (Shedge et al. 2007), which creates new genomic configuration.

Then, the portion of newly generated molecules may suddenly change in the

course of substoichiometric shift (Small et al. 1987). The relationship between

heteroplasmy and recombination is therefore reciprocal, heteroplasmy facilitates

recombination, and recombination may lead to the heteroplasmy.

Whether heteroplasmy in Silene also originates owing to other processes than

rare paternal transmission is not currently known. However, Elansary et al. (2010)

observed within-individual and within-sibship variation in Southern-RFLPs, expli-

cable by substoichiometric shifting. Complete sequencing of mt genomes in Silene
is necessary to understand the extent of mt DNA rearrangements and its impact on

genome structure, mt gene expression, and phenotype.

16.2.5 Complete mt Genome of S. latifolia

The first complete sequence of mt genome of Silene has been published recently

(Sloan et al. 2010a), but additional complete genome sequences are expected to

appear soon. High polymorphism in S. vulgaris and other gynodioecious species

suggests that numerous divergent mt genomes exist in each species.

The mt genome of S. latifolia (Fig. 16.2) is small (253 kb) and contains the

fewest genes of any plant mt genome sequenced so far. Extensive loss of the

genes associated with translation was observed. For example, S. latifolia mt

genome encoded tRNAs capable to translate only 17 of 61 sense codons (Sloan

et al. 2010). Six copies of a >1 kb repeat were found to be at or near “recombina-

tional equilibrium” with evidence for all 36 possible pairings of single copy

sequences flanking the repeats. No chimeric ORF, which could be associated with

a putative gynodioecious ancestor of dioecious S. latifolia was found.

Extensive loss of editing sites was observed in S. latifoliamt genome. The extent

of loss of editing sites seems to be correlated with substitution rate, as it reached the

highest degree in S. noctiflora, which also exhibited very high substitution rate in

mt genome (Sloan et al. 2010b). Gene conversion with reverse-transcribed mRNA

(termed retroprocessing) acting at short regions covering one or two editing sites

was considered to be responsible for accelerated loss of editing sites in rapidly

evolving Silene mt genomes (Sloan et al. 2010b).

16.2.6 Heteroplasmy and Phenotype in S. vulgaris

The coexistence of two or more divergent mt genomes in the same individual may

influence its phenotype. Genetic evidence suggested that multiple CMS genes

existed in S. vulgaris (Charlesworth and Laporte 1998; Olson and McCauley
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2002) and S. nutans (Garraud et al. 2011). The presence of two different CMS genes

restored by distinct restorers may influence the gender. Andersson (1999) observed

female and hermaphroditic flowers on the same individual of S. vulgaris. The
flowers produced offspring with different sex ratio after pollination by the same

father. Andersson (1999) concluded that different CMS types prevailed in the

branches producing flowers of different gender. The investigation of CMS hetero-

plasmy is hampered by the absence of sequence knowledge of CMS genes in Silene.
The sequences of the first CMS candidate genes in S. vulgaris have been submitted

(Storchova et al. under review), others will be identified soon after mt genomes of

various haplotypes are completely sequenced.

Besides CMS determinants, heteroplasmy in the genes coding for essential

enzymes involved in mt respiration may also influence plant phenotype. McCauley
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Fig. 16.2 The complete mt genome of S. latifolia belongs to the smallest plant mt genomes (From

Sloan et al. 2010a)
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et al. (2005) studied heteroplasmy in a coding region of the atp1 gene. Information

about the expression of particular gene variants will provide ideas on how respec-

tive copies participate in plant metabolism. Quantitative RT-PCR becomes a

suitable tool for transcript level estimation, providing that the sequences of untrans-

lated regions (UTRs) are available for the design of variant-specific primers.

The study of transcription patterns of mt genes in a natural population of

S. vulgaris (Elansary et al. 2010) documented that high polymorphism in mt

genome structure was accompanied by the high variation in transcript profiles of

the atp1 and cox1 genes. For example, two bands corresponding to the transcripts

derived from the atp1 gene were found in Northerns performed with RNA of the

specific mt haplotype (Fig. 16.3). Further studies showed that the transcription from

an additional distant promoter was responsible for the larger one from the two

transcripts. As various mt haplotypes differed in DNA regions located upstream of

the atp1 gene, genome configuration was predictive of the transcript pattern.

16.3 Conclusion

S. vulgaris and other gynodioecious species of Silene represent an ideal model for

the investigation of transcription in plant mitochondria. The high natural polymor-

phism in gene flanking regions facilitates the study of cis elements important for

transcription and/or translation. The vast variation in nuclear genes associated with

worldwide distribution of some Silene species provides enough diversity to under-

stand the role of nucleus-encoded proteins in mt gene expression. The only obstacle

limiting the use of Silene as a model in research of plant mitochondria is a lack of

reliable transformation protocol. However, there is a hope that it will be elaborated

soon and Silene will become as useful and favored as Arabidopsis.
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Fig. 16.3 The atp1 transcription profile with two prominent bands detected by Northern was

observed in a specific mt haplotype of S. vulgaris. The sibling individual (23*) inherited

mitochondria from a pollen donor and exhibited a different transcription profile (From Elansary

et al. 2010)
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Chapter 17

Evolutionary Dynamics and Genomic Impact

of Prokaryote Transposable Elements

Nicolas Cerveau, Sébastien Leclercq, Didier Bouchon,

and Richard Cordaux

Abstract Transposable elements (TEs) are one of the major forces that drive pro-

karyote genome evolution. Analyses of TE evolutionary dynamics revealed extensive

variability in TE density between prokaryote genomes, even closely related ones. To

explain this variability, a model of recurrent invasion/proliferation/extinction cycles

has been proposed. In this chapter, we examine different parameters that influence

these cycles in two of the simplest TE classes: insertion sequences and group II

introns. In particular, we discuss TE transposition efficiency (mechanisms and

regulation), ability to transfer horizontally (through plasmids and phages), and impact

on genome evolution (gene activation/inactivation and structural variation). Finally,

we describe TE dynamics in bacterial endosymbionts, especially in Wolbachia, to
illustrate the importance of host population size in prokaryote TE evolution.

17.1 Introduction

Mobile genetic elements are one of the major forces that drive genome evolution in

all living organisms. Among mobile genetic elements, transposable elements (TEs)

can be defined as elements able to move from one genomic location to another.

While TEs sometimes represent a large fraction of eukaryote genomes (up to 80%

in maize), they generally do not account for more than a few percent of prokaryote

genomes (Siguier et al. 2006). In this chapter, we focus on two of the simplest

prokaryotic TEs, namely, insertion sequences (IS) and group II introns.

IS elements range in size from 0.8 to 2.5 kb and encode a transposase (Tpase)

protein allowing mobility (Chandler and Mahillon 2002) (Fig. 17.1). IS are
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typically bounded by terminal inverted repeats (TIRs) ranging in size from 10 to

40 bp, which are recognized and bound by the Tpase during the transposition

process. Most IS elements create 2–8 bp long direct repeats when inserting in a

new genomic location. They are divided in around 20 families (Chandler and

Mahillon 2002). Bacterial group II introns are 1.5–2.5 kb long elements, which

generally encode a multi-domain protein promoting self-splicing of the element and

reintegration into another genomic location (Fig. 17.1). They are distributed in nine

major classes (Lambowitz and Zimmerly 2010). Contrary to IS elements which use

a DNA intermediate during their transposition, group II introns use an RNA

intermediate with a typical 6-domain secondary structure.

The recent sequencing of hundreds of genomes revealed that IS and group II

introns are not uniformly distributed among prokaryotes (Touchon and Rocha

2007; Leclercq et al. 2011). This trend holds true even at the strain-level scale

(Sawyer et al. 1987; Tourasse and Kolsto 2008; Leclercq et al. 2011; Qiu et al.

2010). The basis of this variability depends on the underlying TE evolutionary

dynamics. Here, we summarize several aspects of TE dynamics, including mech-

anisms of transpositional activity and ability to horizontally transfer, which are

essential for TE invasion and propagation. Next, we focus on TE genomic impact

and on the selective pressures, which determine TE maintenance or loss in prokary-

otic genomes.

17.2 Mobility of Prokaryote Transposable Elements

17.2.1 IS Transposition

17.2.1.1 Transposition Mechanisms

Excellent reviews on IS transposition mechanisms have already been published

(Chandler and Mahillon 2002; Curcio and Derbyshire 2003). Briefly, IS transposi-

tion typically starts with the transcription of the Tpase gene. Most IS elements are

autonomous as they carry their own promoter. After translation, the resulting Tpase

binds to the TIRs of the target IS element, and cleaves both DNA strands at the

50 and 30 ends of the element to physically excise the IS element from the donor

Fig. 17.1 Schematic representation of an insertion sequence (a) and a group II intron (b).

DR direct repeat, TIR terminal inverted repeat, ORF open reading frame, RT reverse transcriptase,

X maturase, EN endonuclease (lacking in several group II introns). Flanking sequences are shown

in black. Drawings are not to scale
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location (Fig. 17.2a). The linear excised IS element forms a synaptic complex with

the Tpase, which targets a new genomic location and promotes element integration.

This pathway normally does not increase IS copy number in the genome, and is

referred to as non-replicative transposition. However, if transposition occurs during

replication, the IS element can excise from one newly replicated molecule and

insert in the other (or at a position not yet replicated), thus leading to duplication of

the element in the target molecule.

Other IS elements, such as those of the IS1 and IS6 families, use an alternative

pathway called cointegrative transposition, in which a single DNA strand at the

50 and 30 ends of the element is cleaved. The element is thus not excised when it is

integrated into the new genomic location, resulting in a covalent association

between the donor and the target locations (Fig. 17.2b). The second strand at the

50 and 30 ends can then be cleaved, which leads to the simple transfer of the element

Fig. 17.2 Major IS transposition mechanisms: classical excision-based transposition (a),

cointegrative transposition (b), figure-eight transposition (c), and rolling-circle transposition (d).

IS DNA is represented in black, the donor molecule in dark gray, and the target molecule in light
gray. Newly synthetized DNA is hatched. Shaded ovals represent Tpase proteins, and sparks
represent cleavage events
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from the donor position to the target position. The covalent association can also be

resolved by IS strand separation and replication. In this case, the IS element is

duplicated at the new genomic location and not excised from the donor location.

This replicative process also leads to the integration of the whole donor molecule

within the target molecule in a case of an intermolecular transfer, and to genomic

inversion in the case of an intramolecular transfer.

Another replicative pathway, termed “figure-eight” transposition, was identified

for IS911 elements and uses a circularized DNA intermediate (Duval-Valentin et al.

2004). Tpase binding creates specific molecular figure-eight structures, which are

resolved by replication of the IS element using the host replication machinery

(Fig. 17.2c). The circularized replicated IS DNA sequence can be inserted into a

new genomic location. This transposition pathway is probably used by members of

the IS3 family, such as IS2 and IS3, which produce circularized DNA intermediates

(Lewis and Grindley 1997; Ohtsubo et al. 2004). Contrary to cointegrative transpo-

sition, figure-eight transposition just duplicates the IS element without integrating

the donor molecule in the target molecule.

Rolling-circle transposition is another mechanism used by elements such as

IS91, in which a single-stranded IS molecule is transferred to the target molecule,

and concurrently replicated in the donor molecule (Garcillan-Barcia et al. 2002)

(Fig. 17.2d). Replication stops at a replication terminator located at the IS termini,

leading to the duplication of the IS element. However, the whole cointegration of

the donor molecule sometimes happens when the host replication system does not

recognize the replication terminator and performs several rounds of replication.

The four major transposition mechanisms discussed above are the most docu-

mented pathways, but other more atypical pathways have been described or proba-

bly remain to be discovered.

17.2.1.2 Control of IS Transposition

IS elements use several strategies to regulate their transposition, presumably to

limit their negative effect on the host genome, as detailed in Nagy and Chandler

(2004). For example, the production of a fully active Tpase may be conditional on a

ribosome frameshift during translation (Escoubas et al. 1991; V€ogele et al. 1991;

Lewis and Grindley 1997). This reduces transposition activity by half in the IS3

family (V€ogele et al. 1991) and by more than 99% for IS1 and IS2 elements

(Escoubas et al. 1991; Lewis and Grindley 1997). In other cases, transposition

may be regulated through impinging transcription, i.e., sequestering of the Tpase

translation initiation site in a secondary structure of the mRNA, generally induced

by inverted repeat sequences (Beuzon et al. 1999). This hinders the ribosomal

complex to initiate Tpase translation.

Other elements, such as IS10 and IS50, carry Dam sites that may be methylated,

leading to transcriptional inactivation (Roberts et al. 1985; Tomcsanyi and Berg

1989). During genome replication, methylated sites become hemimethylated,

leading to the reactivation of the IS element. This suggests that such IS elements
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increase their transposition rate during the replication phase of their host genome

(Roberts et al. 1985; Dodson and Berg 1989). Moreover, as explained above, these

IS elements use a non-replicative transposition pathway and they may benefit from

DNA replication to promote their duplication. Thus, replication-induced activity

could be an efficient evolutionary strategy for proliferation of these elements.

Another example of intrinsic regulation is given by the recently described IS608

elements. They are excised only as single-stranded DNA. Thus, they can transpose

only when the DNA molecule is opened, i.e., at replication forks (Ton-Hoang et al.

2010) or during repair after DNA fragmentation (Pasternak et al. 2010).

Transposition may also be limited by the availability of free insertion sites.

Although most IS families are able to insert at nonspecific positions, some fami-

lies show nonrandom insertion patterns. Insertion generally targets 2–5 bp DNA

sequences (Chandler and Mahillon 2002). Target insertion sites are sometimes

much more restrictive, as for elements of the IS30 family, which precisely insert

in a ~25-bp long palindromic sequence that resembles their own TIRs (Olasz et al.

1998; Kiss et al. 2007). Lack of this specific motif in a genome is a strong limitation

for insertion, as exemplified by Salmonella typhimurium, which naturally lacks the

IS30 target site and shows a very low IS30 integration rate (Casadesus et al. 1999).

When the relevant insertion site was experimentally added, IS30 transposition

greatly increased. This demonstrates that the site specificity of IS insertions is a

key factor for IS invasion and proliferation in bacterial genomes.

17.2.2 Group II Intron Mobility

Contrary to IS elements, group II introns transpose via an RNA-intermediate, which

necessarily leads to element duplication. They do not carry transcription promoters,

so they must be inserted in a transcribed region to be active. Mobility starts with the

transcription of the region containing the intron. The intron-encoded protein (IEP)

produced from the intron mRNA binds to the intron ribozyme to form a ribonu-

cleoprotein (RNP) complex and catalyzes intron self-splicing. The remaining

mRNA is religated and can then be normally translated, while the RNP complex

targets a new genomic location to insert the intron mRNA via reverse-splicing/

reverse-transcription mechanisms, as reviewed in Toro et al. (2007); Lambowitz

and Zimmerly (2010). Many group II introns insert directly within double-stranded

DNA using the endonuclease activity of their IEP to open one DNA strand.

However, some group II introns lack the endonuclease domain and are thought to

insert in single-stranded DNA at replication forks.

Group II intron mobility is often called retrohoming, as introns were primarily

observed to target intronless alleles of orthologous genes, defined as homing

sites. Intron insertions are highly site-specific and require a conserved region of

approximatively 30 bp. This very stringent insertion capacity presumably relies on

the need of the intron ribozyme to bind to specific DNA motifs to be correctly

spliced. As intron survival depends on its splicing ability (when inserted within
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genes and to promote mobility), it is more relevant to target genomic locations that

may promote intron transcription and activity (Mohr et al. 2010). Insertions at

ectopic sites, i.e., at genomic locations with limited similarity with the typical

insertion site motif were also observed (Cousineau et al. 2000; Martinez-Abarca

and Toro 2000). These events occur with a much lower frequency but they are

believed to contribute to group II intron proliferation, by ultimately diversifying

insertion sites (Leclercq et al. 2011; Mohr et al. 2010). Finally, some group II intron

families preferentially target structural regions rather than nucleotide motifs, such

as class C introns, which insert downstream of transcriptional terminators (Robart

et al. 2007) and the Avi.GroEL group II intron and relatives, which insert at or near

initiation/stop codons (Michel et al. 2007).

Regulation of group II intron mobility is poorly documented, except site speci-

ficity and the need to be inserted in a transcribed region to be active. It was recently

observed, though, that environmental conditions, such as temperature, may affect

mobility of natural group II introns (Mohr et al. 2010).

17.2.3 Horizontal Transfers

TE survival and evolutionary success in bacteria is intimately linked to their ability

to spread through horizontal transfers (HT). HT can be unambiguously detected

when two divergent bacteria share identical or almost identical TEs. Evidence for

HT within bacterial genera has been reported for both IS elements (Lawrence et al.

1992; Bisercic and Ochman 1993; Wagner and de la Chaux 2008) and group II

introns (Dai and Zimmerly 2002; Fernandez-Lopez et al. 2005; Tourasse and

Kolsto 2008; Leclercq et al. 2011). A typical example is provided by ISWpi1

elements in Wolbachia. Average nucleotide divergence between copies in 22

different strains is only of 0.22%, while the average divergence between highly

conserved housekeeping genes for the same strains is ~3.7% (Cordaux et al. 2008).

More ancient HT can also be detected by comparing presence/absence patterns of

IS families or intron classes in a set of prokaryote genomes and the phylogenetic

relationships of these prokaryotes. Using this method, it was inferred that no more

than 30 detectable HT are needed to explain the distribution of the 20 most abundant

IS elements in 450 fully sequenced bacterial genomes (Wagner and de la Chaux

2008). HT events were unequally distributed among nine IS families, with seven HT

inferred for the IS1 family, while other IS families displayed only one HT.

IS elements are commonly viewed as vectors for genetic exchanges between

bacterial strains because they can form composite transposons that may carry

virulence, resistance, or metabolic genes (Toussaint and Merlin 2002). However,

IS elements and composite transposons, just like group II introns, lack the genetic

material enabling HT between bacterial cells, and consequently, they are unable to

perform HT by themselves (Toussaint and Merlin 2002). They need to shuttle via

larger mobile elements, such as plasmids and bacteriophages, to be horizontally

transferred (Frost et al. 2005).
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17.2.3.1 Plasmid-Mediated Transfers

TE shuttling via plasmids has long been proposed, as IS elements and group II

introns are recurrently detected in plasmid sequences of prokaryote species (Hall

et al. 1989; Ng et al. 1998; Sundin 2007), in which they sometimes represent more

than half of the detected open reading frames (ORF), as in Shigella plasmids

(Venkatesan et al. 2001).

The first step for a plasmid-mediated HT is the transposition of the TE from a

chromosomal location to a plasmid location. This was demonstrated in vitro and

in vivo with mobility assays for IS (Schwartz et al. 1988; Wilde et al. 2003) and

group II introns (Martinez-Abarca and Toro 2000; Ichiyanagi et al. 2003). Chro-

mosome-to-plasmid transposition also occurs in natural populations, as exemplified

in Bacillus subtilis. Many strains of B. subtilis carry multiple ISBsu2 copies in their

chromosome and some strains also carry two plasmids only differentiated by an

ISBu2 insertion (Poluektova et al. 2002).

After HT of a TE-containing plasmid from one bacterial cell to another

by conjugation (Frost et al. 2005), the TE must move from the plasmid to the

bacterial chromosome. This transfer can be achieved through several ways. Direct

transfer through transposition is the most obvious possibility, and it is used in IS and

group II intron mobility assays in vitro and in vivo (V€ogele et al. 1991; Olasz et al.
1998; Cousineau et al. 2000). TEs can also be transferred to the host chromosome

indirectly via the integration of genomic islands, also known as conjugative

transposons, which are DNA regions containing virulence or adaptive genes and

occasionally TEs (Mullany et al. 1996; Burrus et al. 2002). Finally, integrative

plasmids are able to fully integrate into host chromosomes (Burrus et al. 2002),

leading to concomitant integration of plasmid-borne TEs.

17.2.3.2 Phage-Mediated Transfers

HT through bacteriophages is also commonly assumed for TEs but far less

documented than HT through plasmids. IS elements and group II introns are

frequently found in prophage sequences, i.e., silent phages integrated in the host

genome, but infrequently in active bacteriophage sequences. For example, several

IS and group II intron copies are found in WO prophages of Wolbachia genomes

(Leclercq et al. 2011; unpublished results). However, no intron and only one IS

element is inserted in the genome of the active WO phage sequenced by Tanaka

et al. (2009). When present, IS in active phages are found in only one or two copies,

and they often are defective (Lobocka et al. 2004; Creuzburg et al. 2005). One

exception is the C neurotoxin-converting phage of Clostridium botulinum, which
contains 12 IS elements belonging to 7 families (Sakaguchi et al. 2005). To our

knowledge, no intact group II intron has been reported to date in an active bacteri-

ophage sequence.
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17.3 Genomic Impact of Prokaryote Transposable Elements

IS elements and group II introns may impact genomic instability and variation in

various ways, which can be classified in two major categories: (1) insertional

mutagenesis, which refers to genomic consequences that directly follow insertions

at novel genomic sites, and (2) structural variation, which refers to genomic

consequences that take place at a post-insertional stage and are coupled with cell

mechanisms like recombination. These two major types of genomic impact

mediated by TEs are well illustrated by studies of experimental evolution. For

example, analyses of two Escherichia coli populations after 10,000 generations

of growth on glucose minimal medium led to the identification of several

IS-associated mutations (Schneider et al. 2000), such as four IS150 copies

disrupting genes and two additional IS150 copies, which had recombined, resulting

in the inversion of the intervening sequence.

17.3.1 Insertional Mutagenesis

17.3.1.1 Coding Sequence Disruption

Gene inactivation by TE insertion, particularly IS, is very frequent in bacterial

genomes. A study performed on E. coli demonstrated that the mutational spectrum

of a reporter gene is largely linked to IS insertions (60% of the mutants) that disrupt

the ORF (Rodriguez et al. 1992). Beyond studies using experimental systems, many

cases of specific genes interrupted by IS have been reported to naturally occur. For

example, the study of an unusual case of nonmobile and nonpathogenic strain of

Rickettsia peacockii led to the discovery that two genes are disrupted by IS

insertions (Simser et al. 2005). One disrupted gene is involved in actin-tail poly-

merization and the second gene is suspected to be involved in cell adhesion and

bacterial virulence. These observations provided new insight into pathogenesis

mechanisms in these bacteria.

While TE insertion in a coding gene is often thought to inactivate the gene

through introduction of a premature stop codon resulting in truncated, nonfunc-

tional proteins, this is not always the case. For example, IS insertion in the gene

coding the ribosomal protein S1 of E. coli did not preclude protein production,

although it lacked the last of six imperfect repeats (Skorski et al. 2007). Growth of

the E. coli strain expressing the smaller S1 protein was lower compared to the wild

type. However, growth delay is not due to the absence of the final repeat. Indeed,

experimental introduction of an early stop codon that suppressed the final repeat in

the wild-type S1 gene had no impact on bacterial growth. Instead, it was the

presence of the IS in the S1 gene that probably created an unnatural 30 end, which
favored exonuclease degradation and induced growth delay.
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The increasing availability of bacterial genomes provides the opportunity to

more systematically track IS-mediated gene disruptions. For example, analysis of

Anabaena sp. strain PCC 7120 genome identified 145 IS divided into several

families (Wolk et al. 2010). More than 20% of these IS are inserted in putative

protein-coding genes. By contrast, a systematic analysis of the pseudogenes in the

Sodalis glossinidius genome revealed that only 18 out of 1,051 pseudogenes were

associated with IS insertions, suggesting that IS elements are not a significant

source of gene disruption in this species (Belda et al. 2010).

In comparison with IS elements, there are far fewer examples of gene inactiva-

tion mediated by group II introns. This is at least partly attributable to their splicing

ability, which restores normal ORFs at the mRNA level. Furthermore, group II

introns are less prevalent than IS elements in bacterial genomes, so less likely to

disrupt genes (Touchon and Rocha 2007; Leclercq et al. 2011). One case of gene

disrupted by a group IIC intron has been reported in Geobacillus stearother-
mophilus (Moretz and Lampson 2010). Group IIC introns generally target tran-

scription terminators and thus avoid the disruption of host genes. Consistently, all

but one of the 20 intron copies identified in G. stearothermophilus strain 10 are

inserted in transcription terminators. The remaining copy is inserted in the rRNA

methylase gene. Experiments were performed to detect splicing of the intron copy

without success (Moretz and Lampson 2010). Thus, the authors suspected that this

intron is able to splice in vivo to avoid blocking of methylase synthesis, which is an

essential gene for the bacterial host.

Wolbachia is one of the few bacterial organisms for which information on

the mutagenic potential of both IS and group II introns is currently available.

Three of the four completely sequenced Wolbachia genomes harbor genes

interrupted by IS and intron insertions: up to 45 genes are disrupted by IS in

the Wolbachia wMel, wRi, and wPel genomes (Wu et al. 2004; Klasson et al.

2008; Klasson et al. 2009), and 12 of 18 introns detected in these Wolbachia
genomes are inserted in conserved genes (Leclercq et al. 2011). By contrast, the

genome devoid of IS- and intron-disrupted genes is also the only one that lacks

introns and potentially functional IS copies (Foster et al. 2005; Cordaux 2009;

Leclercq et al. 2011).

TE insertions in genes being mainly deleterious, they are widely used as

experimental tools to identify gene function or biosynthesis pathways (Reznikoff

2008). For example, the last unknown gene of the histidine biosynthesis pathway

of Corynebacterium glutamicum was identified by random IS6100 insertional

mutagenesis (Mormann et al. 2006). IS6100 had initially been described in a

C. glutamicum plasmid and experimentally shown to be potentially active in this

species using a transposition assay (Tauch et al. 2002). IS6100 was subsequently

used to create a transposon mutant library of C. glutamicum. One mutant

exhibited a histidine-auxotrophic phenotype. Analysis of the IS6100-disrupted

gene in the mutant revealed that it encoded an L-histidinol-phosphate phospha-

tase. This example nicely illustrates the usefulness of IS elements as experimen-

tal tools.
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17.3.1.2 Impact on Gene Expression

In the previous section, we discussed consequences of IS and group II intron

insertions in the coding sequences of bacterial genomes. In this section, we focus

on TE insertions in non-coding regulatory regions.

Some IS elements carry transcriptional promoters (Chandler and Mahillon 2002;

Nagy and Chandler 2004). Thus, IS insertions can radically change expression levels

of neighboring genes. For example, the internal promoter of IS3 has been shown to

activate argE transcription in E. coli (Charlier et al. 1982). More recently, it was

shown that glycerol use is modified by an IS insertion in E. coli (Zhang and Saier

2009). Expression of essential proteins for glycerol use (encoded by the glpFK
operon) is normally activated by the cyclic AMP receptor protein encoded by the

crp gene. However, expression of the glpFK operon was found to be activated by

an IS5 insertion in mutant strains lacking crp (Zhang and Saier 2009). IS5 partial

truncation experiments further demonstrated that only a short sequence is fully

responsible for the activation of the glpFK operon. Thus, IS insertions followed by

degradation can lead to the creation of new bacterial promoters.

IS insertions cannot only activate gene and operon expression, but they can also

increase expression levels of already expressed genes. For example, the virulence

level of group B Streptococcus, which mainly causes neonatal sepsis and meningi-

tis, is linked to an IS1548 insertion in the scpB-lmb intergenic region (Al Safadi

et al. 2010). This leads to overexpression of the lmb gene, which encodes laminin,

a surface protein that probably plays a crucial role in binding and invasion of

different host surfaces. Consequently, laminin-binding ability is increased and its

density on cell surface rises, which results in the induction of neonatal meningitis.

In another example, ampC gene transcription and b-lactamase protein production

were increased by 20-fold following an IS2 insertion in the ampC promoter of

E. coli (Jaurin and Normark 1983). In this case, the increase was not due to the

internal IS2 promoter, but rather to a cryptic�35 box-like sequence, which became

activated following IS2 insertion in a configuration restoring an optimal distance

between this cryptic �35 box and the endogenous �10 box of the ampC gene.

IS insertions can also interact with gene expression by inactivating their repres-

sion. For example, the expression of SrpABC, a gene encoding multidrug efflux

pump, was derepressed by IS insertions in Pseudomonas putida. It was shown that

the vast majority of P. putida strains are able to resist to 1% toluene shock, resulting

from ISS12 insertion-mediated inactivation of SrpS, which is a SrpABC repressor

(Wery et al. 2001). In another example, extended incubation of a nonmotile E. coli
strain led to discrimination of two motile subpopulations harboring an IS5 insertion

at one of two different sites in the flhD operon promoter region, which is the master

operon of the flagellar regulon (Barker et al. 2004). The IS5 insertions did not alter

the transcriptional start site of the operon. In addition, they cannot activate flhd
operon transcription because they are inserted in opposite orientation relative to the

operon. Thus, the authors suggested a disturbance of transcriptional repression due

to IS5 insertions (Barker et al. 2004).
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Other effects on gene expression involve transcriptional attenuation. Transcriptional

terminators were recently identified in IS elements (Naville and Gautheret 2010).

Two types of terminators were identified: (1) terminators located upstream of the

Tpase gene, which could limit IS proliferation, and (2) terminators located in IS-borne

sequences and immediately upstream of cellular genes. Many IS-related termi-

nators are conserved, suggesting that they may have an important impact on

genome evolution.

17.3.2 Impact on Genomic Structural Variation

17.3.2.1 Genome Size Variation

IS elements generally represent less than ~3% of prokaryote genomes (Siguier et al.

2006). However, IS elements sometimes cover more than 10% of the genome, as in

Sulfolobus solfataricus, Orientia tsutsugamushi, and Wolbachia (Br€ugger et al.

2004; Nakayama et al. 2008; unpublished results). Overall, genome size is posi-

tively correlated with IS number in prokaryote genomes (Touchon and Rocha

2007). This correlation is also suggested in Wolbachia genomes (Fig. 17.3). This

may not be so surprising because these bacterial endosymbionts have reduced

genomes in the Mb size range and high IS densities (48–118 copies/Mb, unpub-

lished results), as compared to other bacterial genomes in which IS density is

usually closer to ~3.5 IS copies/Mb on average (Touchon and Rocha 2007).

17.3.2.2 Genomic Rearrangements

The presence of multiple TE copies in a genome may induce a variety of changes on

chromosomal structure. TEs are generally of recent origin in bacterial genomes
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(Wagner 2006), and their high sequence similarity makes them ideal substrates for

ectopic (nonhomologous) recombination events. In addition, sequence homogene-

ity between copies within genomes may be maintained by gene conversion, as

described for IS elements in Wolbachia wBm (Cordaux 2009).

Sequence inversions are one of the potential genome rearrangements mediated

by recombination between TE sequences. Inversions may result from recombina-

tion between the two TIRs of a single IS copy (Ling and Cordaux 2010), but they

are more easily detected as recombination events between IS copies. For example,

the sgaA mutant in E. coli has been shown to result from a rearrangement between

two IS5 copies located ~60 kb apart from each other (Zinser et al. 2003). The IS5-

mediated genomic inversion in the sgaAmutant relocated the ybeJ operon under the
control of the promoter of another gene. As a result, the sgaA mutant was able to

grow with aspartate and grow faster with glutamate, asparagine, and proline as

carbon sources compared to the wild-type strain.

Deletions can also be mediated by IS elements. Growth of E. coli on glucose

minimal medium during 2,000 generations resulted in rapid and parallel losses of

D-ribose catabolism function (Cooper et al. 2001). The mutation frequency

between the wild type and the mutant was ~5.1 � 10�5 per cell generation. PCR

investigation of the rbs operon in 11 strains demonstrated that a fragment of

variable size of the operon was deleted in all strains. Interestingly, an IS150

insertion constituted a boundary shared by all deletions. The authors suggested

that the deletion process involved a second IS150 insertion at various sites in all

strains, followed by recombination events between the IS150 pairs.

In the last decade, the number of available genome sequences dramatically

increased. Comparative analyses have allowed quantifying IS-mediated rearrange-

ments. For example, the comparison of Rickettsia peacockii and R. rickettsii
genomes highlighted a lack of synteny, which is associated with the recent presence

of 42 ISRpe1 copies in the R. peacockii genome (while ISRpe1 is lacking in

R. rickettsii) (Felsheim et al. 2009). It turns out that 84% of syntenic block

rearrangements are associated with ISRpe1 and 71% of genomic deletions are

flanked by at least one ISRpe1 copy. These IS-mediated rearrangements might

have deeply impacted R. peacockii lifestyle, as R. rickettsii is virulent whereas

R. peacockii is nonpathogenic (Felsheim et al. 2009). Similar patterns of chromo-

somal rearrangements linked to IS elements have been reported in other genomes,

such as Bordetella (Parkhill et al. 2003) and Shigella (Yang et al. 2005).Wolbachia
genomes do not infringe the rule. Comparison between the two closely related

strains wMel and wRi identified 35 gene-order breakpoints, half of which are

flanked by IS elements (Klasson et al. 2009). Comparison of Wolbachia genomes

also provided evidence for the implication of group II introns in genomic

rearrangements, notably inversions (Leclercq et al. 2011). This is in contrast with

the traditional view that group II introns are rarely involved in recombination

events (Tourasse and Kolsto 2008). Thus, TEs may have an important impact on

prokaryote chromosomal architecture.
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17.4 Transposable Element Evolutionary Dynamics

in Prokaryote Genomes

In the previous sections, we described mechanisms of TE mobility and impact on

bacterial genome integrity. However, these properties cannot fully explain TE

abundance in bacteria without considering population effects. Theoretical models

of TE dynamics have been developed, involving positive or negative selection,

horizontal transfers, and/or genetic drift (Sawyer et al. 1987; Basten and Moody

1991; Bichsel et al. 2010). How do these parameters influence TE spread and

maintenance in bacteria?

17.4.1 Positive Selection

The most obvious way for a TE to be maintained in a genome is to be beneficial

enough to the host to be positively selected. Several cases of gene activation

following IS insertions have been shown to increase host fitness. For instance,

the fucAO operon in E. coli became constitutively expressed after an IS5

insertion, allowing growth on propanediol substrates (Chen et al. 1989). Also,

IS-mediated disruption of gene repressors can increase gene expression in a

beneficial way, as in the case of the multidrug efflux pump gene repressor

disrupted by ISPpu21 in Pseudomonas putida, which resulted in a 17,000-fold

higher resistance of the mutant to a solvent stress compared to the wild type

(Sun and Dennis 2009). Positive selection of IS elements was also observed in

studies of experimental evolution of E. coli populations, in which IS insertions

interrupted host genes and conferred selective advantages in minimal-glucose

environment or under conditions of freezing/thawing cycles (Cooper et al. 2001;

Sleight et al. 2008).

In a more general context, TEs are often considered as promoters of adaptability,

via the various genomic rearrangements they may induce (Naas et al. 1994; Yang

et al. 2005; Felsheim et al. 2009). A nice example is an inversion of a genomic

fragment located between two IS5 copies in E. coli that induced a change in an

operon expression pattern (Zinser et al. 2003) (see Sect. 17.3.2.2 above). This led to

faster growth on diverse substrates, but reduced fitness during starvation. TE

proliferation might thus be positively selected in bacteria living in highly unstable

environments. However, the exact beneficial effect of TE-mediated recombination

and resulting genomic variability on adaptability is still a matter of great debate

(Dale and Moran 2006; Rocha 2008). Indeed, most bacteria for which high

TE-mediated recombination levels were reported have small population sizes,

thus allowing the fixation of slightly deleterious recombination events because of

genetic drift and not necessarily because they are beneficial (see Sect. 17.4.4

below).
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17.4.2 Negative Selection

Despite several cases of positively selected IS insertions, TE effect on bacterial

genomes is thought to be mainly deleterious. Indeed, our vision of selection

underestimates TE deleteriousness due to several biases. First, one of the major

drawbacks of experimental evolution studies is that they proceed in controlled

environments. Consequently, IS-interrupted genes may not be considered as

essential although they could be in natural environments. Observed fitness

increases may thus reflect a deregulation only sustainable in the experimental

environment. A second and more important bias is that we cannot detect lethal

insertions in genes. Similarly, sublethal transposition events are quickly discarded

by natural selection and they are difficult to observe in natural prokaryote

genomes. As protein-coding genes generally cover at least 80% of bacterial

genomes (Lawrence et al. 2001), deleterious insertions in these genomic regions

are expected to occur frequently. Consistently, cases of TE deleterious activity are

regularly reported. For example, IS carry transcriptional terminators that nega-

tively influence downstream gene expression (Naville and Gautheret 2010), and

they can also induce mRNA destabilization (Skorski et al. 2007). Interestingly,

some IS elements and group II introns have been found to specifically insert in

other TEs, which may be a way to attenuate their deleteriousness in other genomic

regions (Copertino and Hallick 1991; Olasz et al. 1998; Fernandez-Lopez et al.

2005). Overall, negative selection is an important evolutionary force in TE

dynamics.

17.4.3 The Influence of Genetic Drift

In addition to TE intrinsic properties and deleteriousness, host effective population

size is another critical factor in TE dynamics because it determines the efficiency of

natural selection. Most bacterial species are assumed to have huge population sizes,

at least large enough to rapidly discard most deleterious mutations. In this case, the

spread of TE copies within genomes is strongly limited by negative selection,

leading to the relatively reduced TE abundance generally observed in free-living

bacteria (Moran and Plague 2004; Touchon and Rocha 2007). However, a reduction

in effective population size leads to decreased efficiency of selection on slightly

deleterious mutations, as well as increased fixation probability because of enhanced

genetic drift. This can ultimately lead to an increase in TE copies. There is ample

empirical evidence for this population genetics prediction, e.g., Pyrococcus,
a thermophilic archaeon with a fragmented habitat (Escobar-Paramo et al. 2005),

and recent pathogenic bacteria of human populations, cultured plants, and

domesticated animals (Mira et al. 2006).
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17.4.4 Cycles of Invasions and Extinctions

Deleteriousness raises the question of TE persistence in prokaryote genomes.

Analyses of IS elements among related strains of given species usually show very

high similarity between copies within strains, and striking differences in copy

number between closely related strains (Sawyer et al. 1987; Lawrence et al.

1992; Parkhill et al. 2003). This suggests that IS elements are not stably maintained

in bacterial genomes, but they rather undergo periodic phases of invasion, spread,

and extinction (Wagner 2006). Interestingly, our data on Wolbachia IS elements

provide direct evidence for such long-term dynamics (unpublished results).

The extinction–recolonization hypothesis is based on a balance between HT rate,

transposition rate, and strength of natural selection. HT is a major driving force of

bacterial genome evolution (Gogarten and Townsend 2005). Indeed, it has been

estimated that up to 17% of bacterial genome sequences were acquired by recent

HT (Ochman et al. 2000). Specifically, the HT rate depends on TE ability to invade

vectors such as plasmids or phages (see Sect. 17.2.3 above). However, genes

acquired by HT, and particularly TEs, are eliminated more rapidly than core

genes (Fuxelius et al. 2008). Transposition rates are directly linked to transposition

mechanisms (replicative vs. non-replicative), transposition regulation, and insertion

site availability (see Sect. 17.2.1 above). Thus, the issue of selection is critical in

this model. Hence, some authors consider that at least some TE copies must be

beneficial to the host for elements to be maintained (Blot 1994; Schneider and

Lenski 2004). Yet, recent models suggest that TE invasion and persistence in

bacterial genomes does not necessarily require positive selection (Bichsel et al.

2010).

Interestingly, the extinction–recolonization hypothesis seems to also apply to

group II intron dynamics (Tourasse and Kolsto 2008; Leclercq et al. 2011), despite

their splicing ability that should minimize their deleteriousness. In fact, the delete-

rious effect of group II introns could arise from less-than-100% splicing efficiency

(Chillon et al. 2011), potential loss of splicing activity after inactivating mutations,

or because of their recombinational power (Leclercq et al. 2011).

17.4.5 Transposable Elements in Bacterial Endosymbionts

Bacterial endosymbionts nicely illustrate the different forces that play on TE

dynamics. Indeed, the first step of endosymbiosis, i.e., the shift from a free-living

lifestyle to intracellularity, is generally linked to a sharp increase in TE density

(Moran and Plague 2004). Such TE proliferations reflect drastic reductions in

effective population size and ensuing relaxed selection and enhanced genetic

drift. Effective population size reduction is initially caused by the founding effect

during which a bacterial population becomes intracellular, and subsequently

accentuated by the recurrent bottlenecks undergone at each cellular transmission
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(Mira and Moran 2002; Moran and Plague 2004; Wernegreen 2005). Subsequently,

TEs are slowly degraded, but recolonization is prevented by the cellular confine-

ment, which limits HT. Finally, long-term endosymbionts are completely depleted

in TEs, as illustrated by the genomes of mutualistic endosymbionts such as

Buchnera aphidicola (Shigenobu et al. 2000). TE loss in long-term endosymbionts

can be attributed to genomic reduction, which corresponds to a sharp decrease in

genome size, by loosing all nonessential genes, including mobile genetic elements

(Wernegreen 2002).

Interestingly, Wolbachia endosymbionts harbor many characteristics of long-

term endosymbionts (i.e., small genome, host dependence). Yet, their genomes are

littered with IS elements, group II introns and phages, a good part of which is of

recent origin (Cordaux 2008; Cordaux et al. 2008; Kent and Bordenstein 2010;

Leclercq et al. 2011; unpublished results). Such TE dynamics is analogous to that

observed in recently host-associated bacteria. It is probably linked to Wolbachia
ability to switch hosts, leading to coinfections and breaking intracellular confine-

ment (Cordaux et al. 2001). This may facilitate DNA exchange and import of new

TEs between strains (Bordenstein and Reznikoff 2005).

17.5 Conclusion

A complex interplay between activity and HT, genomic impact and various selec-

tive pressures shapes TE dynamics in prokaryote genomes. These observations

suggest a model in which TEs are recurrently acquired and rapidly lost. By contrast,

eukaryote genomes often contain more ancient TE sequences, thereby offering a

perspective on TE dynamics at broader evolutionary timescales (Kapitonov and

Jurka 2003; Han et al. 2005; Cordaux and Batzer 2009). The fast-growing number

of available bacterial genomes will certainly provide the opportunity to further our

understanding of prokaryote TE dynamics at broader evolutionary timescales.
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Chapter 18

Transposable Elements in a Marginal Population

of Aegilops speltoides: Temporal Fluctuations

Provide New Insights into Genome Evolution

of Wild Diploid Wheat

Alexander Belyayev and Olga Raskina

Abstract The Middle East is considered the primary center of cereal species

variability that resulted from Pleistocene/Holocene climatic fluctuations. It is now

on record that environmentally sensitive transposable elements (TE) may be among

the most important internal sources for genotypic population change. Thus, we

explore the temporal dynamics of several TEs in individual genotypes from a small,

marginal population of Aegilops speltoides. The population is characterized by high
heteromorphy and possesses a wide spectrum of chromosomal abnormalities. The

dynamics of the TE complex was traced in three morphologically different

genotypes and their progeny. It was discovered that: (1) various families of TEs

vary tremendously in copy number between individuals from the same population

and the selfed progenies; (2) the fluctuations in copy number are TE-family

specific; (3) there is a great difference in TE copy number expansion or contraction

between gametophytes and sporophytes; and (4) a small percentage of TEs that

increase in copy number can actually insert at novel locations. We hypothesize that

TE dynamics could promote or intensify morphological and karyotypical changes,

some of which may be potentially important for the process of microevolution and

allow species with plastic genomes to survive as new forms or even species in times

of rapid climatic change.

18.1 Flora Dynamics and Climate Change

Speciation is the main event of evolution and the most intriguing enigma of

biology. Despite the different opinions about the causes and underlying processes

for speciation, evolutionary biologists agree that the climate fluctuations are the
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major factor causing the emergence of new species. In other words, the phyletic

group keeps pace with the climatic and edaphic changes by means of a succession

trend of species (Grant 1989).

We study speciation-related processes on species from the genus Aegilops L
(Poaceae). Systematically, this genus takes an intermediate position between the

genus Triticum and the genus Agropyron (Zhukovsky 1928). Among different

Aegilops species, we focus our research on Ae. speltoides, a diploid cross-pollinated
dimorphic grass species, a wild relative of the various wheat species, which belongs

to section Sitopsis. The species was proposed to be the closest to the wild diploid

progenitor of the G- and B-genomes of polyploid wheat (Sarkar and Stebbins 1956;

Riley et al. 1958; Maestra and Naranjo 2000; Raskina et al. 2002; Feldman and

Levy 2005), and is distributed in and around the Fertile Crescent. There are two

subspecies, ausheri and ligustica, and phenotypical expression is controlled by

several linked genes (Sears 1941). In nature, both subspecies exist in the mixed

cross-pollinated populations. It was suggested that ligustica and aucheri should be

considered not as subspecies but as two states of the dimorphic population. It was

also noted that the dominance of one of the subtypes depended on environmental

conditions. Such a dimorphic population state can be regarded as a speciation

precursor (Zohary and Imber 1963).

It has repeatedly been stated that the Middle East is considered the primary

center of Triticum/Aegilops species variability where local populations of wild

progenitors of cultivated wheats exhibit significant genetic diversity (Nevo 1998),

and up until the present time, this center has preserved its speciation potential

(Zhukovsky 1928). The extant biotic composition of the region results from very

complex chains of historical events, and there is no way to understand the recent

distribution and processes in plant populations without looking carefully into the

past (Tchernov 1988). Since the Tertiary period, when in the place of a modern

Middle East a land bridge was formed across the Tethys Ocean between the parts of

Laurasia and Gondwana, this region appears to be a “biogeographical crossroads”

for movement and exchange of biotas. The beginning of the Quaternary period was

marked by a sharp decrease of temperature and the formation of extensive ice

sheets. Notably, the expansion of the Fennoscandian ice sheet to the South was

maximal on the longitudes closest to longitudes of the Middle East. During the

Pleistocene, thermophilic Tertiary Mediterranean flora was replaced by evolved

mountainous and northern species, and plant zones significantly shifted to the

South. At the beginning of the Holocene (from 11,000 years ago to the present),

when the main trend of climate started to change in the opposite direction, and

according to the Greenland ice cores the average temperature had risen by 7� in 50

years, another recession of Palearctic flora to the North took place. However, even

though the Holocene climate was not stable: the temperate Boreal period gave way

to a warm and humid Atlantic, which, in turn, was replaced by Sub-boreal and then

by the relatively cold Sub-Atlantic (which includes the Little Ice Age) (Tchernov

1988; http://www.ipcc.ch) followed by modern global warming. Any change in

climate, in turn, causes the movement of plant zones. Moreover, if cooling led to

imminent death/retreat of southern flora, warming, and shifts in vegetation zones to
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the north does not mean compulsory extinction of all northern species in southern

regions. As a result, the modern mosaic of the Eastern Mediterranean flora was

formed.

Thus, over the past few million years, species repeatedly changed their areal, and

plant populations on the periphery of the distribution area will be the first to suffer

the impact of climate change. Certainly, this would have caused reactions of plant

organisms and could lead not only to their extinction but possibly to the formation

of new forms and species (Raskina et al. 2004b). The communication system of

environment–organism is largely unexplored, but in recent years several possible

mechanisms have been proposed (Martienssen 2008). One of these is the well-

known expression of mobile elements (that may share up to 80% of repetitive DNA

fraction of large cereal genomes) under environmental stress. It is now on record

that transposable elements (TE) may be among the most important internal sources

for genotypic population change as a result of their ability to create mutations, alter

gene expression, and promote chromosomal aberrations (Kidwell and Lisch 1998,

2000; Kumar and Bennetzen 1999; Grandbastien et al. 2005). The main question is:

whether and to what degree the TEs contribute to evolutionarily significant shifts in

the genotypic structure of populations, especially in small stressed populations

where microevolutionary processes are intensified?

18.2 Transposable Elements Activity in Marginal Population

of Ae. speltoides

Extrapolating the Dobzhansky Central–Marginal Model (Da Cunha and

Dobzhansky 1954) on TE fraction, and given the fact that TEs are sensitive to

changes in the external environment, we hypothesize that in peripheral plant

populations under abiotic stress, TEs may be activated and contribute to evolu-

tionarily significant shifts in the genotypic structure of populations by producing

an extended number of genomic variants for natural selection (Belyayev et al.

2010).

To find stressful populations in which significant microevolutionary events

were expected, we analyzed 19 populations from different ecogeographical zones

(Raskina et al. 2011). The criteria for stressful populations were: a position relative

to the center of the species range; altitude; population size, local ecology; and the

level of population destruction (mainly by human activity). After an analysis of

populations of Ae. speltoides and closely related Sitopsis species by Inter

Retrotransposons Amplified Polymorphism (IRAP) fingerprinting (Kalendar and

Schulman 2006), was revealed that 17 populations were more or less similar, but

two populations, namely, Technion 2 and Kishon showed an unusual distribution of

TE. The Kishon population for a number of parameters fell under the definition of

stressful. The population is small (�100 m2) located at the sea level near Akko

domain of desert plants and represents the southern extent of the species range.

18 Transposable Elements in a Marginal Population of Aegilops speltoides 315



Three original plants were selected from the Kishon population of Ae. speltoides.
Each selected original genotype represents three groups of previously investigated

plants (five to seven individual original spikes in each group), which have been

clustered due to their morphological and cytogenetic similarity, e.g., spike mor-

phology, B-chromosomes existence, appearance of additional 5S rDNA chromo-

somal clusters, and specific chromosomal rearrangements (Raskina et al. 2004a, b).

The progeny from each genotype were obtained in three rounds of selfing. We

simulated the situation in nature where, in marginal populations under critical

external conditions, outcrossing plants and particularly Ae. speltoides, very often,

transit to self-pollination. It is well known since the nineteenth century that the

transition to self-pollination is a powerful stress–defense mechanism (Darwin 1859;

Zohary and Imber 1963; Stebbins 1970). Theoretically, selfing genotypes may have

an inheritance advantage over outcrossing genotypes because reproductive assur-

ance can overweigh the disadvantages of inbreeding (Kelly 2005; Grant-Downton

and Dickinson 2004), and it is a very important event because the change of mating

system can be regarded as a precursor for reproductive isolation, i.e., speciation.

For the present research, we used total DNA of two types: one from young

leaves, the other from spikes in the microsporogenesis stage. Thus, we expected to

compare the dynamics of mobile elements in time in the vegetative and generative

tissues. The copy numbers of several TE families were determined by qPCR for

each original genotype and its offspring. Quantitative PCR data were verified by

dot-blot analysis. The transpositional activities of TEs were inferred by IRAP

retrotransposon display (Kalendar and Schulman 2006). We applied a set of non-

TE markers (5S rDNA, Spelt 1, and Spelt 52) that could be followed both cytologi-

cally and by their copy number in order to separate TE activity from chromosomal

aberrations and reorganization per se.
An analysis of spike size and morphology revealed significant intrapopulation

morphological variability of Ae. speltoides (Fig. 18.1). We must emphasize that,

Fig. 18.1 Changes in spike morphology in three self-pollinated generations of three genotypes

from the Kishon population of Ae. speltoides. Spike morphology of plants from the TS–84

population was used as the control (Belyayev et al. 2010)
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except genotype 9, which is lethal in S2 generation, and despite pathological

morphology, all plants were fertile. Moreover, in genotype 14, after several gen-

erations of pathological spikes, plants returned to normal morphology. Peculiarities

of morphology guided the cytogenetical screening. We found a fan of chromoso-

mal rearrangements. On the meiotic plate in Fig. 18.2c, the main chromosomal

rearrangements can be seen: deletion, pericentric inversion on chromosome 2, and

translocation.

When we traced the dynamics of TEs over three rounds of selfing, it was

discovered that various families of TEs vary tremendously in copy number between

individuals from the same population and the selfed progenies, and the fluctuations

in copy number are TE-family specific (Fig. 18.3a). The TE copy numbers

decreased or increased significantly, with a rise in one generation followed by a

drop in the next and vice versa in an oscillatory fashion. The second remarkable

feature is that in generative tissues, these oscillations displayed much higher

amplitudes. We supposed that more than the differences between tissues, this

phenomenon reflects differences between the alternating sporophyte and gameto-

phyte generations. Regularities found are true for all explored elements that belong

to Classes I and II. We compare temporal TE dynamics with dynamics of the inert

tribe specific tandem repeats Spelt 52 and 5S rDNA. These inert repeats exhibited

absolutely different dynamics. These observations were supported by the principle

component analysis (Fig. 18.3b–d). Thus, we propose that by modeling natural

situations in small marginal plant population, we managed to stimulate intensive

rearrangement of TE fraction. We also assume that increased variability in the TE

complex may balance against inbreeding.

Can part of this activity be attributed to transpositional activity? To answer this

question, we apply IRAP analysis for several TE in progeny of three genotypes. In

IRAP, the insertion of a retrotransposon near another creates a new template for

PCR amplification. The IRAP display data, in particular the appearance of unique

novel bands in S2 and S3, are consistent with TE activation. Most of the

unique bands were seen in G13. Of these, retrotransposons WIS-2, Daniela pro-

duced the greatest number. Cloning of the unique IRAP bands makes it possible to

propose that a small percentage of TEs that increase in copy number are transposi-

tionally active and can actually insert at novel locations (Belyayev et al. 2010). But

still question remains: whether the detected bands considered transposition or do

they may arise from ectopic exchanges? The result of ectopic exchange is the

appearance of the structures of the two or more tandemly organized similar mobile

elements. Indeed, such an organization is often observed in plants. But, in our case,

sequencing of the regions of the TE insertion did not reveal the presence of related

elements and, with reasonable certainty, we can assume that the case of transposi-

tion had been detected.

We might ask: what mechanisms induce wavelike TE copy number changes in

succeeding generations? Most likely, mass amplification of the TE is caused by a

combination of two factors: a permanent ecological shock and a genomic shock, as

a consequence of inbreeding. Increases in TE copy numbers successfully enhance

illegitimate recombination that is proposed as the main driving force behind
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Fig. 18.2 In situ hybridization (FISH) and differential staining with DAPI on somatic and meiotic

chromosomes of Ae. speltoides. (a) FISH with 5S rDNA (red), 45S rDNA (green), and differential
staining with DAPI (blue) on somatic chromosomes of the original G9 plant (left). Chromosomes

1, 6 (arrows), and Bs carry additional 5S rDNA sites (arrows, right). (b) FISH with Spelt 52 (red),
Spelt 1 (green, shown by arrows in B chromosomes), 5S rDNA (yellow pseudocolor), and 45S

rDNA (blue pseudocolor) on the somatic chromosomes of the G9 S1 plant (left); FISH with 5S

rDNA (red) on the same metaphase plate (right). Additional 5S rDNA sites on chromosomes 1 and

6 are shown by arrows. (c) From left to right: FISH with 5S rDNA (red) and 45S rDNA (green),
and staining with DAPI on the meiotic chromosomes (late diakinesis stage) of the G9 S2 plant;

second from the left: 5S rDNA probe alone, chromosomes 1, 6 (two arrows), and Bs carry

additional 5S rDNA sites. Third from left: FISH with Spelt 52 (red) and Spelt 1 (green) on the

same chromosomes. All B chromosomes carry intercalary Spelt 1 clusters. Fourth from left: FISH

with CCS-1 probe (red) and 45S rDNA (green). A pericentric inversion on chromosome 2 is

shown by an arrow. Fifth from left: the scheme of the main chromosomal rearrangements
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genome size decrease. Thus, one event (increase of TE amount) sooner or later

induces the other (illegitimate recombination) as a response.

Taking these strands together, we can conclude that in small marginal population

where the majority of plants transit to self-pollination: (1) various families of TEs

vary tremendously in copy number between individuals from the same population

and the selfed progenies; (2) the fluctuations in copy number are TE-family

specific; (3) there is a great difference in TE copy number expansion or contraction

between gametophytes and sporophytes; (4) a small percentage of TEs that increase

in copy number can actually insert at novel locations and could serve as a bona fide

mutagen.

What could be the consequences of TEs abnormal activity in stressed plant

population? We propose that TE dynamics could promote or intensify morphologi-

cal and karyotypical changes, some of which may be potentially important for the

process of microevolution (Raskina et al. 2008), and allow species with plastic

genomes to survive in times of rapid climatic change (Raskina et al. 2004b). The

scenario could be as follows: in small marginal plant population under the influence

of unusual ecology, transposable elements became active, especially in generative

tissues. The mobilization of TE is known to be associated with high rates of

karyotypic change, genetic variations (though limited in marginal populations),

and epigenetic alterations (an important source for phenotypic variability). Some of

�

Fig. 18.2 (continued) (see LEGEND). (d) Differential staining with DAPI (left) and FISH (middle)
with 5S rDNA (red) and 45S rDNA (green) on the meiotic chromosomes (diakinesis stage) of the

G13 S2 plant. A scheme of the main chromosomal rearrangements is on the right (see LEGEND).
(e) FISH with Spelt 52 (red) and Spelt 1 (green) on the diplotene stage of the G13 S3 plant (left).
Paracentric inversion in the long arm of the chromosome 5 marked by a small Spelt 52 cluster

shown with an arrow. In the middle: FISH with 5S rDNA (red) and 45S rDNA (green) on the same

chromosomes (stained with DAPI). Two points of heterologous synapses involving both short and

long arms of chromosome 5 are shown by two white arrows; heterozygous deletion of the satellite
of chromosome 6 is shown by the yellow arrow. On the right: additional 5S rDNA clusters on

chromosomes 1 and 6 in the NOR regions (arrowed). (f) First from the left: differential staining

with DAPI and FISH with the CCS-1 probe (red) and 45S rDNA (green) on the meiotic (late

diakinesis stage) chromosomes of the original G14 plant. Second from the left: FISH with Spelt 52
(red) and Spelt 1 (green) on the same chromosomes. Sites of 45S rDNA are in blue pseudocolor,
5S rDNA are in yellow pseudocolor. The clusters of Spelt 1 that mark a homozygous paracentric

inversion on chromosome 4, and a Spelt 1 cluster on the B chromosome are shown by arrows. Third
from the left: FISH with 5S rDNA (red) and 45S rDNA (green) on the same chromosomes. Fourth

from the left: a scheme of the main chromosomal rearrangements (see LEGEND). (g) FISH with

Spelt 52 (red) and Spelt 1 (green) on the chromosomes at the metaphase I stage of the G14 S2 plant

(left). The clusters of Spelt 1 that mark a homozygous paracentric inversion on chromosome 4 and

cluster of Spelt 52 that marks a heterozygous inversion on chromosome 5 are shown by arrows.
FISH with 5S rDNA (red) and 45S rDNA (green) is in the middle. B-chromosomes carry 5S rDNA

clusters in both arms. The scheme of the main chromosomal rearrangements is shown on the right

(see LEGEND). (h) FISH with Spelt 52 (red) and Spelt 1 (green) on the chromosomes at the

metaphase I stage of the G14 S3 plant (left). Homozygous paracentric inversion on chromosome 4 is

shown by arrows. FISH with 5S rDNA (red) and 45S rDNA (green) on the same chromosomes

(right). (i) Somatic chromosomes of TS 84 differentially stained with DAPI (left). FISH with

Spelt 52 (red) and Spelt 1 (green) on the same chromosomes (right) (Belyayev et al. 2010)
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these mutations could be heritable. The combination of genetic/epigenetic

alterations with karyotypic rearrangements allows some genotypes to survive as

new forms or even species under intensive environmental pressure.

18.3 Conclusive Remarks

The value of wheat in the world’s economy can hardly be overestimated. While

crop yields, for the most part, increased recently, the genetic basis for most of the

important food crops has been rapidly narrowing (Avery 1985). This is due to the

global extension of modern pure breeding practices, which increase genetic homo-

geneity (Frankel and Soule 1981). The loss of genetic diversity of some of the

world’s crops has accelerated greatly in recent decades with many crops becoming

increasingly susceptible to diseases, pests, and environmental stresses. Wild cereals

are widely adaptive to all of these stressful factors. Genetic diversity in central and

semi-isolated, and ecologically peripheral and marginal isolated populations

include specific alleles and allele combinations predominating as coadapted blocks

of genes that can adapt to diverse environments. This explains the interest in wild

relatives of cultivated wheat, and in particular to species of genus Aegilops, which
has been proposed by many researchers as the donor of B- and G-genomes of

polyploid wheat (Sarkar and Stebbins 1956; Zohary and Feldman 1962; Kimber and

Sears 1987; Feldman et al. 1995). The wild diploid species of Aegilops, enriched
with genes of resistance to various diseases and drought, are widely used to create

new varieties of wheat by chromosomal engineering (Feldman and Sears 1981).

Exploration of the wild wheat natural variability and genetic diversity across a

geographic range and timescale will allow the establishment of a novel view on the

adaptation and speciation phenomena, highlight the evolution of wheat, and con-

tribute to the development of new strategies in wheat improvement.
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Chapter 19

Analysis of the Conservative Motifs

in Promoters of miRNA Genes, Expressed

in Different Tissues of Mammalians

Oleg V. Vishnevsky, Konstantin V. Gunbin, Andrey V. Bocharnikov,

and Eugene V. Berezikov

Abstract Numerous miRNAs play an important role in translation regulation,

modulating embryo development, stem cells proliferation, and tissue differentia-

tion. Aberrant miRNA expression has been associated with diseases like cancer,

microcephaly, and schizophrenia. It is too little known about regulation of miRNA

expression. A computer approach was developed in order to reveal the significant

oligonucleotide motifs in the regulatory regions of eukaryotic genes. The regulatory

signals that are specific to the promoter regions of miRNA containing genes, which

are expressed in different tissues of mammalians, were obtained and classified.
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19.1 Introduction

miRNAs are short (~22 bp) RNA sequences that bind to the 30-untranslated region

(30-UTR) of the mRNAs of target human genes (Kim 2005; Bartel 2004; Pasquinelli

et al. 2005). This binding event causes translation repression (Wightman et al.

1993) or stimulates rapid degradation of the transcript (Giraldez et al. 2006). Other

types of regulation, such as translation activation (Filipowicz et al. 2008) and

heterochromatin formation (Kim et al. 2008), have also been described. About

30% of all protein-coding human genes are targets for miRNAs (John et al. 2004).

miRNAs are believed to particularly target genes of transcription factors, such as

nuclear hormone receptors (John et al. 2004). One miRNA can target hundreds of

downstream target mRNAs, while one mRNA can be targeted by multiple miRNAs.

miRNAs control the expression of large number of genes (Lewis et al. 2003;

Enright et al. 2003) and play an important role in the regulation of the main

biological mechanisms that guide the development of organisms, stem cell prolif-

eration, apoptosis, and the processes of tissue differentiation (Foshay and Gallicano

2009; Johnnidis et al. 2008; Shcherbata et al. 2006; Stadler and Ruohola-Baker

2008; Yi et al. 2008). Disturbances in the expression of miRNAs result in

pathologies during development and serious diseases (Davis et al. 2008; Stark

et al. 2008; Alvarez-Garcia and Miska 2005; Jiang et al. 2008). Recent studies

have implicated miRNAs in numerous human diseases such as colorectal cancer,

chronic lymphocytic leukemia, and Fragile X syndrome (Calin et al. 2002, 2004,

2005; Caudy et al. 2002; McManus 2003; Croce and Calin 2005).

The vast majority of miRNAs (Fig. 19.1) are transcribed by RNA polymerase

II (Pol II) (Lee et al. 2004; Cai et al. 2004) as long primary transcripts (pri-

miRNA) (Bartel 2004; Lee et al. 2002; Cullen 2004), that contain single or

multiple hairpin-like structures (Cullen 2004; Cai et al. 2004; Lee et al. 2004;

Altuvia et al. 2005). Approximately 50% of mammalian miRNA loci are found in

close proximity to other miRNAs (Lee et al. 2002). Like other Pol II transcripts,

pri-miRNAs are 50- capped and 30- polyadenylated (Cai et al. 2004; Lee et al.

2004; Bracht et al. 2004). pri-miRNAs are processed in the nucleus into approxi-

mately 70 nT hairpins (pre-miRNA) by Drosha, an RNAse-III like enzyme acting

with DGCR8 and other cofactors (Lee et al. 2002, 2003). The pre-miRNAs are

exported by Exportin 5 (EXP5) to the cytoplasm (Kim 2004). EXP5 is a member

of the nuclear transport receptor family (Lund et al. 2004; Yi et al. 2005;

Bohnsack et al. 2004). In the cytoplasm, a second RNAse-III like enzyme,

Dicer cleaves the pre-miRNA into a mature double-stranded dsRNA duplex

(Bernstein et al. 2001; Grishok et al. 2001; Hutvágner et al. 2001; Ketting et al.

2001; Knight and Bass 2001). Dicer is a highly conserved protein that is found in

almost all eukaryotic organisms, including Schizosaccharomyces pombe, plants
and animals. One strand of the 21–23 nucleotide dsRNA is packaged into the

RNA-Inhibiting Silencing Complex (RISC) and guided to target mRNAs. Pairing

between microRNAs and target mRNAs takes place in association with one or

more Argonaute proteins, the major protein component of RISCs. Depending
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upon the degree of complementarity between the target mRNA and the miRNA,

the mRNA is either subject to repression of translation or cleavage and degrada-

tion. It has been demonstrated that six nucleotides at positions 2–7 relative to the

50 end of the miRNA (called seed) are crucial in base pairing with the target

mRNA in animals, while the remaining portion of the 30-miRNA seems less

important (Bartel 2004, 2009).

The transcription of most miRNA genes is mediated by RNA polymerase II,

although a minor group of miRNAs that are associated with Alu repeats can be

transcribed by Pol III (Borchert et al. 2006).

Approximately 50% of human miRNAs appear to be expressed from introns of

protein-coding transcripts (Rodriguez et al. 2004). Some part of miRNAs was found

in exons of protein-coding genes. Others are transcribed by Pol II as independent

transcription units using its own promoter.

Expression analyses show that miRNAs are expressed in a tissue-specific man-

ner at specific times (Lagos-Quintana et al. 2002; Sempere et al. 2004; Krichevsky

et al. 2006; Landgraf et al. 2007). Brain development has been associated with

highly dynamic and temporally regulated waves of miRNA expression, with spe-

cific groups of miRNA being expressed only at specific time points during embry-

onic development of the nervous system (Stadler and Ruohola-Baker 2008; Dogini

et al. 2008; Miska et al. 2004; Wheeler et al. 2006).

A range of Pol II–associated transcription factors control miRNA gene tran-

scription (Lee and Dutta 2009; Cao et al. 2006; Kosik 2006; Zeng 2009). For

instance, myogenic transcription factors, such as MyoD1, induce the transcription
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Fig. 19.1 Pathway of microRNA (miRNA) biogenesis and action
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of miR-1 and miR-133 during myogenesis (Chen et al. 2006; Kim et al. 2006; Rao

et al. 2006). Also in the brain, transcription of miR-134, participating in the

regulation of BDNF-stimulated synaptic plasticity (Schratt et al. 2006) is regulated

by neuronal activity via factor Mef2 (Fiore et al. 2009; Pulipparacharuvil et al.

2008). Some miRNAs are under the control of tumor-suppressive or oncogenic

transcription factors. The tumor suppressor p53 activates transcription of the

miR-34 family of miRNAs (He et al. 2007), whereas the oncogenic protein MyC

transactivates or represses a number of miRNAs that are involved in the cell cycle

and apoptosis (He et al. 2005; Chang et al. 2008). The canonical TATA box motifs

have been identified upstream of miRNA genes (Stormo 2000).

Epigenetic control also contributes to miRNA gene regulation (Lujambio et al.

2007; Saito et al. 2006). For instance, the miR-203 locus frequently undergoes

DNA methylation in T-cell lymphoma but not in normal T lymphocytes (Bueno

et al. 2008).

RNA editing is another possible way of regulating miRNA biogenesis. The

alteration of adenines to inosines has been observed in miR-142 (Yang et al.

2006) and miR-151 (Kawahara et al. 2007). RNA editing can also change the target

specificity of the miRNA (Kawahara et al. 2008).

The development of high-performance deep-sequencing techniques (Lu et al.

2005; Margulies et al. 2005) and in silico prediction methods (Lai et al. 2003; Nam

et al. 2005; Li et al. 2006; Huang et al. 2007) has accelerated the discovery of

miRNAs. Based on these technologies (Berezikov et al. 2005), the human genome

is now believed to contain more than 1,000 miRNA genes. The diversity of the

miRNA repertoire increases with the organism’s complexity: humans and other

mammals have about four times more annotated miRNA genes compared to

insects and nematodes, suggesting the role of miRNAs in the development of

this complexity.

Many of the animal miRNAs are phylogenetically conserved; ~55% of

Caenorhabditis elegans miRNAs have homologues in humans. It means that

miRNAs have had important roles throughout animal evolution (Ibáñez-Ventoso

et al. 2008). At the same time, many miRNAs were conserved only between

primates and some were even species-specific, suggesting the existence of recently

evolved miRNA genes (Berezikov et al. 2006).

Although we know that miRNAs are expressed in tissue-specific manner, we

know very little about peculiarities of regulation of miRNA expression. The aim of

our research is to reveal and analyze the regulatory signals in promoter regions of

miRNA genes, expressed in different tissues of mammalians.

19.2 Materials and Methods

The sets of the regulatory regions of miRNA genes expressed in the brain, lungs,

and excretory system of 12 species of mammalians (Homo sapiens, Pan troglodytes,
Pongo pygmaeus, Gorilla gorilla, Macaca mulatta, Callithrix jacchus, Bos taurus,
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Equus caballus, Canis familiaris, Mus musculus, Rattus norvegicus, Sus scrofa)
were generated. The [�1,000; +1] regions of miRNA genes relative to the tran-

scription start site were analyzed.

For this, at the first stage, information about localization in the genome of human

1,572 miRNAs, which were predicted by experimental and computer approaches,

was obtained from the Ensembl database (http://www.ensembl.org). Then the

nearest transcription start sites in the 50-region of miRNAs were located at a

distance of not more than 3,000 nucleotides in relation to the beginning of the

miRNA. This information was obtained from the FANTOM4 database (Kawaji

et al. 2009). This database contains information about 50-ends of more than 24

millions of human mRNAs and information about tissues, where these mRNAs

were detected. Based on this information, the sets of promoters of human miRNA

genes, expressed in brain, excretory system, and lungs in the [�1,000; +1] region

relative to the transcription start site were generated. After this, homologous

1,000 bp genome regions were obtained for 11 species of mammals in Ensembl

Compara database using Compara Per1API. This database contains the whole

genomic alignments of different species and is widely used in methods of compar-

ative analysis. Finally, the sets of promoters of miRNA genes of 12 species of

mammalians, expressed in brain (“brain set”), excretory system (“excretory set”),

and lungs (“lungs set”) have been produced.

The 36 sets constructed strongly differ by size (Fig. 19.2). The biggest sets were

obtained for primates. Non-primates have approximately two times less size of the
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sets for all tissues. The sets of promoters of miRNA genes, expressed in brain, were

the biggest. The size of the sets varies from 273 sequences for human brain set to

57 sequences for excretory set of rat.

The search for significant regulatory signals that are related to the structural–

functional organization of promoters was performed in 36 sets of species- and

tissue-specific sequences using the method (Vishnevsky and Kolchanov 2005) of

revealing degenerate oligonucleotide motifs, i.e., short words of a fixed length

written in the 15 single letter-based IUPAC code (A,T,G,C, R ¼ G/A, Y ¼ T/C,

M ¼ A/C, K ¼ G/T, W ¼ A/T, S ¼ G/C, B ¼ T/G/C, V ¼ A/G/C, H ¼ A/T/C,

D ¼ A/T/G, N ¼ A/T/G/C). This approach is based on the analysis of oligo-

nucleotide vocabularies of the promoters, finding and clustering of the similar

oligonucleotides characterized by low Hamming distance and located in sequences

of different promoters, with continuous iteration building of IUPAC-consensus for

every class of the oligonucleotides. We consider the motif as significant, if it occurs

in the high number of promoter sequences, located in the low number of random

sequences and its probability P(n, N) to occur by chance in the set of promoters

is low.

The probability P(n, N) is calculated as follows. Let us consider an oligonucleo-
tide motif M ¼ m1, m2,. . ., ml of length l in the expanded 15 single letter-based

IUPAC code. The probability of this motif to occur at a particular position in the

DNA sequence Sk of length L is: PðMÞ ¼ Ql
i¼1

Pi, where Pi is a frequency of a letter

mi assessed from the nucleotide content of Sk. The binomial probability P(n, N)
to observe the motif M in more or equal than n (0 � n � N) sequences is:

Pðn;NÞ ¼ PN
i¼n

Ci
NP

ið1� PÞN�i
, where PðSkÞ ¼ 1� e�ðL�lþ1Þ�PðMÞ.

This approach does not need the preliminary experimental information about

transcription factor binding sites or multiple alignments to reveal significant signals

in the analyzed set of the sequences.

The graphics accelerators (GPU) and chips with programmable logic (FPGA)

were applied to increase the calculation speed. It allows us to increase the speed of

calculation in 50 times for GPU and in 500 times for FPGA in comparison with

single CPU.

To assess the similarities in the regulatory regions of genes based on oligonucle-

otide motifs, we developed a method (Vishnevsky and Kolchanov 2005) based on

a comparison of the abundance and character of the distribution of motifs in

sequences under study. As a measure of similarity between the jth promoter and

the sequence studied, the value Pj ¼ � PL
k¼1

log pk=L is used, where L is the length of

the sequence analyzed and pk is the product of frequencies of nucleotides, which are
consistent with the motifs covering the kth position. The greater is Pj, the lower is

the probability of chance occurrence of the motif set characteristic of the jth
promoter in the sequence.
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19.3 Results and Discussion

The number of the motifs, revealed using the ARGO program, strongly varied for

different tissues in different species (Fig. 19.3). For example, it was found 363

motifs in the human excretory set. Against this, only 10 significant motifs were

obtained from the lung promoters of mouse. These differences could be explained

as by differences in size of the sets analyzed, as by different heterogeneity of the

sets. In general, the most of the motifs were found in the sets of brain-specific

promoters of primates.

Characteristics of the most significant oligonucleotide motifs found in the sets

of human promoters are shown in Table 19.1. For example, the AGRRRGAA ¼
(A)(G)(G/A)(G/A)(G/A)(G)(A)(A) motif is presented in 37% of human brain-

specific promoters. It was found in 5% of random sequences, generated with the

same mononucleotide content. The logarithm of binomial probability P(n, N) to
observe the motif by chance is �39. An analysis of the motifs demonstrates that

some of them are rather complex words, but others look like polyA–polyT runs or

TATA-like sequences.

The next step we estimated the tissue specificity of the motifs revealed.

Figure 19.4 demonstrates that along with the motifs, overrepresented in one set of

promoters, there are motifs, equally distributed in promoters of all the tissues

analyzed. For example, the motif VRTCAGCM, revealed in the brain set, occurs
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in 40% of brain-specific sequences, but it was found only in 20% of excretory set

or lung set promoters. At the same time, the motif GSBGCVGS, revealed in the

excretory set, equally occurs in the sets of all tissues analyzed. We suppose that

Table 19.1 Characteristics

of the most significant motifs,

revealed in the promoters of

genes, expressed in different

tissues of Homo sapiens

Motif

Occurrence

in promoters

Occurrence

in random

sequences log(P(n, N))

Brain set

AGRRRGAA 0.37 0.05 �39.61

TTTTYATT 0.30 0.03 �34.23

VTYCCCAG 0.28 0.02 �31.00

CTTYYTCT 0.24 0.02 �30.64

CCYCWBCC 0.26 0.05 �26.50

YCCCAGSN 0.21 0.05 �25.28

Excretory set

TTTWTWTT 0.40 0.04 �31.56

GCAGMGVC 0.40 0.02 �30.89

GGCKGBRG 0.39 0.05 �28.28

GAAMCAAW 0.29 0.08 �27.58

AAAMAMYC 0.27 0.06 �26.75

SCWGGAGY 0.29 0.05 �25.90

Lungs set

CCYBYCYC 0.46 0.10 �33.94

TTYTTWTT 0.34 0.03 �33.36

TBSMCAGG 0.28 0.03 �22.42

HCYCARCC 0.37 0.07 �21.01

MWKSCCAG 0.39 0.09 �19.10

GGNGSCKG 0.30 0.08 �18.77
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these common motifs could correspond to the basic properties of promoter regions

of miRNA genes, independent from the tissue specificity of gene.

Then we estimated the distribution of the motifs along the promoter sequences,

relative to the transcription start site position. Figure 19.5 demonstrates the

occurrence rate of the motifs in the 500-bp window, which slides along the

promoter sequences with the step 10 bp. The analysis of the graphs demonstrates

that most of the motifs are located in the region [�500; +1] relative to the start of

transcription. At the same time, some other motifs, e.g., GGYBGSRG, are equally

distributed along the promoter sequences.

The comparison of the motifs with the known binding sites of transcription

factors and position weight matrixes from TRANSFAC (Matys et al. 2006), TRRD

(Kolchanov et al. 2002) and Jaspar (Portales-Casamar et al. 2010) databases

indicates that the majority of them have similarities with binding sites of transcrip-

tion factors, which participates in development, regulation of the cell cycle, and

apoptosis (Table 19.2). For all species were found motifs, presented in all three

tissues. Some of them correspond to the ubiquitous binding sites like TATA-box or

CCAAT-box. At the same time, part of the motifs corresponds to tissue-specific

binding sites. For instance, the motifs for binding sites of TATA binding protein or

SP1, important for the early development of an organism were found in all three sets

of promoters. On the contrary, the motifs of CREB binding site, required for brain

development and functioning were found in the set of brain-specific promoters. A lot

of the motifs were not interpreted significantly. These unclassified motifs could
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correspond to still unknown species-specific transcription factor binding sites or to

some structural features of promoters, like short polyA-polyT runs, which are known

to induce DNA curvature or serve as “easily melting” sites.

Finally, we estimated species-specificity of the motifs obtained in the pro-

moters of different mammalian species. For this purpose, we calculated the average

oligonucleotide similarity HOli(Homo,X) between human promoters and the pro-

moters of other mammalians using the ARGO program as follows. Let’s compare

the set of human promoters and the set of chimpanzee promoters. At first, we

calculate the oligonucleotide similarity of the first human promoter and all

promoters of chimpanzee, to find the maximal value of similarity function. Then

we repeat this procedure for all other human promoters and finally estimate the

oligonucleotide similarity FOliðHomo;PanÞ ¼
PN
i¼1

maxFi=N of the sets analyzed. Finally,

the value of the average oligonucleotide similarity is: HOliðHomo;PanÞ ¼
FOliðHomo;PanÞ�FOliðHomo;RandomÞ
FOliðHomo;HomoÞ�FOliðHomo;RandomÞ

, where FOli(Homo,Random) is the oligonucleotide similarity

between the set of human promoters and the set of random sequences, generated

with the same mononucleotide content. FOli(Homo,Homo) is the oligonucleotide simi-

larity of the set of human promoters with itself.

To estimate the dependence of the average oligonucleotide similarity HOli on the

homology of the sequences analyzed, we calculated the average homology HAlign of

the sets using the pairwise alignment by the same way.

Figure 19.6 demonstrates the results of comparison of the human promoters and

promoters of other species. The highest values of the similarities to human are

typical for other primates. Promoters of all tissues demonstrate the similar values of

average homology and oligonucleotide similarity. It is of interest that oligonucleo-

tide similarity of the set of brain-specific dog promoters is slightly higher then the

oligonucleotide similarity in promoters of other non-primate species and it is equal

to the value of macaque.

Table 19.2 Classification

of the motifs using TRRD,

TRANSFAC, and Jaspar

Brain set Excretory set Lungs set

SP1 SP1 SP1

SREBP1 SREBP1 SREBP1

TBP TBP TBP

NKX NKX NKX

NFk_B NFk_B NFk_B

IRF1 IRF1 IRF1

AP2 AP2 E2F

EGR CP2 CP2

Max GR Max

CREB GATA1-3 GATA1-3

MYT1 STAT6 STAT6

MYC PAX PAX

SRF E2F SRF
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Comparison of the oligonucleotide similarity and average homology demonstrates

that for phylogenetically close to human species like other primates, these values

differ no more than per 30% in all tissues. For chimpanzee, this difference is less than

15%. For tissue-specific promoters of evolutionary distant from human species, like

non-primates, the average homology values are relatively low, but oligonucleotide

similarity values are rather high. The value of difference varies from 40% to 55%.We

suggest that it could be explained by evolutionary conservation of the tissue-specific

regulatory signals located in upstream regions of genes of phylogenetically distant

species, despite of upstream region low similarities.

19.4 Conclusion

The potential regulatory signals in promoters of miRNA genes, expressed in

different tissues of mammalians were revealed; these may be used for the further

experimental analysis. The vast majority of the motifs obtained, correspond to the

transcription factor binding sites, involved in the regulation of the organism devel-

opment, tissue differentiation, cell cycle regulation, and apoptosis. It was shown

that in tissue-specific promoters of evolutionarily distant species of mammalians,

similarity at the level of regulatory signals is significantly higher than the average

homology of sequences.
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The nuclear RNase III Drosha initiates microRNA processing. Nature 425:415–419

Lee Y, Kim M, Han J, Yeom KH, Lee S, Baek SH, Kim VN (2004) MicroRNA genes are

transcribed by RNA polymerase II. EMBO J 23:4051–4060

Lewis BP, Shih IH, Jones-Rhoades MW, Bartel DP, Burge CB (2003) Prediction of mammalian

microRNA targets. Cell 115:787–798

Li SC, Pan CY, Lin WC (2006) Bioinformatic discovery of microRNA precursors from human

ESTs and introns. BMC Genomics 7:164

Lu C, Tej SS, Luo S, Haudenschild CD, Meyers BC, Green PJ (2005) Elucidation of the small

RNA component of the transcriptome. Science 309:1567–1569

Lujambio A, Ropero S, Ballestar E, Fraga MF, Cerrato C, Setién F, Casado S, Suarez-Gauthier A,

Sanchez-Cespedes M, Git A, Spiteri I, Das PP, Caldas C, Miska E, Esteller M (2007) Genetic

unmasking of an epigenetically silenced microRNA in human cancer cells. Cancer Res

67:1424–1429

Lund E, G€uttinger S, Calado A, Dahlberg JE, Kutay U (2004) Nuclear export of microRNA

precursors. Science 303:95–98

Margulies M, Egholm M, Altman WE, Attiya S, Bader JS, Bemben LA, Berka J, Braverman MS,

Chen YJ, Chen Z, Dewell SB, Du L, Fierro JM, Gomes XV, Godwin BC, He W, Helgesen S,

Ho CH, Irzyk GP, Jando SC, Alenquer ML, Jarvie TP, Jirage KB, Kim JB, Knight JR, Lanza

338 O.V. Vishnevsky et al.



JR, Leamon JH, Lefkowitz SM, Lei M, Li J, Lohman KL, Lu H, Makhijani VB, McDade KE,

McKenna MP, Myers EW, Nickerson E, Nobile JR, Plant R, Puc BP, Ronan MT, Roth GT,

Sarkis GJ, Simons JF, Simpson JW, Srinivasan M, Tartaro KR, Tomasz A, Vogt KA, Volkmer

GA, Wang SH, Wang Y, Weiner MP, Yu P, Begley RF, Rothberg JM (2005) Genome

sequencing in microfabricated high-density picolitre reactors. Nature 437:376–380

Matys V, Kel-Margoulis OV, Fricke E, Liebich I, Land S, Barre-Dirrie A, Reuter I, Chekmenev D,

Krull M, Hornischer K, Voss N, Stegmaier P, Lewicki-Potapov B, Saxel H, Kel AE,

Wingender E (2006) TRANSFAC and its module TRANSCompel: transcriptional gene regu-

lation in eukaryotes. Nucleic Acids Res 34:D108–D110

McManus MT (2003) MicroRNAs and cancer. Semin Cancer Biol 13:253–258

Miska EA, Alvarez-Saavedra E, Townsend M, Yoshii A, Sestan N, Rakic P, Constantine-Paton M,

Horvitz HR (2004) Microarray analysis of microRNA expression in the developing mamma-

lian brain. Genome Biol 5:R68

Nam JW, Shin KR, Han J, Lee Y, Kim VN, Zhang BT (2005) Human microRNA prediction

through a probabilistic co-learning model of sequence and structure. Nucleic Acids Res

33:3570–3581

Pasquinelli AE, Hunter S, Bracht J (2005) MicroRNAs: a developing story. Curr Opin Genet Dev

15:200–205

Portales-Casamar E, Thongjuea S, Kwon AT, Arenillas D, Zhao X, Valen E, Yusuf D, Lenhard B,

Wasserman WW, Sandelin A (2010) JASPAR 2010: the greatly expanded open-access data-

base of transcription factor binding profiles. Nucleic Acids Res 38:D105–D110

Pulipparacharuvil S, Renthal W, Hale CF, Taniguchi M, Xiao G, Kumar A, Russo SJ, Sikder D,

Dewey CM, Davis MM, Greengard P, Nairn AC, Nestler EJ, Cowan CW (2008) Cocaine

regulates MEF2 to control synaptic and behavioral plasticity. Neuron 59:621–633

Rao PK, Kumar RM, Farkhondeh M, Baskerville S, Lodish HF (2006) Myogenic factors that

regulate expression of muscle-specific microRNAs. Proc Natl Acad Sci USA 103:8721–8726

Rodriguez A, Griffiths-Jones S, Ashurst JL, Bradley A (2004) Identification of mammalian

microRNA host genes and transcription units. Genome Res 14:1902–1910

Saito Y, Liang G, Egger G, Friedman JM, Chuang JC, Coetzee GA, Jones PA (2006) Specific

activation of microRNA-127 with downregulation of the proto-oncogene BCL6 by chromatin-

modifying drugs in human cancer cells. Cancer Cell 9:435–443

Schratt GM, Tuebing F, Nigh EA, Kane CG, Sabatini ME, Kiebler M, Greenberg ME (2006)

A brain-specific microRNA regulates dendritic spine development. Nature 439:283–289

Sempere LF, Freemantle S, Pitha-Rowe I, Moss E, Dmitrovsky E, Ambros V (2004) Expression

profiling of mammalian microRNAs uncovers a subset of brain-expressed microRNAs with

possible roles in murine and human neuronal differentiation. Genome Biol 5:R13

Shcherbata HR, Hatfield S, Ward EJ, Reynolds S, Fischer KA, Ruohola-Baker H (2006) The

microRNA pathway plays a regulatory role in stem cell division. Cell Cycle 5:172–175

Stadler BM, Ruohola-Baker H (2008) Small RNAs: keeping stem cells in line. Cell 132:563–566

Stark KL, Xu B, Bagchi A, Lai WS, Liu H, Hsu R, Wan X, Pavlidis P, Mills AA, Karayiorgou M,

Gogos JA (2008) Altered brain microRNA biogenesis contributes to phenotypic deficits in a

22q11-deletion mouse model. Nat Genet 40:751–760

Stormo GD (2000) Gene-finding approaches for eukaryotes. Genome Res 10:394–397

Vishnevsky OV, Kolchanov NA (2005) ARGO: a web system for the detection of degenerate

motifs and large-scale recognition of eukaryotic promoters. Nucleic Acids Res 33:w417–w422

Wheeler G, Ntounia-Fousara S, Granda B, Rathjen T, Dalmay T (2006) Identification of new

central nervous system specific mouse microRNAs. FEBS Lett 580:2195–2200

Wightman B, Ha I, Ruvkun G (1993) Posttranscriptional regulation of the heterochronic gene

lin-14 mediates temporal pattern formation in C. elegans. Cell 75:855–862
Yang W, Chendrimada TP, Wang Q, Higuchi M, Seeburg PH, Shiekhattar R, Nishikura K (2006)

Modulation of microRNA processing and expression through RNA editing by ADAR

deaminases. Nat Struct Mol Biol 13:13–21

19 Analysis of the Conservative Motifs in Promoters of miRNA Genes 339



Yi R, Doehle BP, Qin Y, Macara IG, Cullen BR (2005) Overexpression of exportin 5 enhances

RNA interference mediated by short hairpin RNAs and microRNAs. RNA 11:220–226

Yi R, Poy MN, Stoffel M, Fuchs E (2008) A skin microRNA promotes differentiation by

repressing ‘stemness’. Nature 452:225–229

Zeng Y (2009) Regulation of the mammalian nervous system by microRNAs. Mol Pharmacol

75:259–264

340 O.V. Vishnevsky et al.



Index

A

ab initio, 164
Adaptability, 303

Adaptation, 29

Adaptive evolution, 108, 113, 118

Agent, 78

Alignment, 252, 254

Amphipathic amino acid, 54

Ancestral states, 73

Ancient asexuals, 224, 225, 227, 233, 238

Androdioecy, 35

Annelid, 173, 176, 180–187, 194, 195

polychaetan, 194

Anomalocaridids, 212, 213

Apateon, 128
Aragón, 195, 200, 201

Arginine, 248

Arthropod, 171, 173, 174, 176–183,

185–187, 194, 195

Asociación Paleontológica Aragonesa

(APA), 201

Autopod, 124

B

Bacterial endosymbionts, 305

Bacteriophages, 296

Bayesian method, 130

Bilbilian stage, 195, 200, 201

BinCons, 252–254

Bioinformatics, 75

Biological system, 65

BLAST, 157

Brachiopods, 199

Brain evolution, 169, 186, 187

Branch length, 122

data, 133

transformations, 132, 133

Brownian motion, 126

C

Cadenas Ibeéricas, 195, 197

Caenorhabditis, 36
C. elegans, 37
C. remanei, 44

Cambrian, 193–214

cephalorhynchs, 210

explosion, 194

xenusian, 208, 210, 213

cAMP receptor protein (CRP), 114–116

Caputi, L., 93, 98, 99

Cephalorhynchs, 194, 195, 210, 211, 214

nematomorph, 211

palaeoscolecidan, 199, 209

priapulids, 209

Chai, 252–254

Character history, 130

Chemostat, 108–113, 115, 118

Chromosomal structure, 301

Ciona intestinalis
cryptic species, 92, 94

culturing, 93

dispersal, 99

distribution, 92, 93

ecology, 94

genetic diversity, 96–98

invasive, 95, 96

mutant, 100–102

polymorphism, 96–98

P. Pontarotti (ed.), Evolutionary Biology – Concepts, Biodiversity, Macroevolution
and Genome Evolution, DOI 10.1007/978-3-642-20763-1,
# Springer-Verlag Berlin Heidelberg 2011

341



Ciona intestinalis (cont.)
population, 97

sperm, 93

Clonal interference, 108–112, 118

Clonal reinforcement, 109, 112–113, 118

Clonal succession, 108

Coding sequences, 245, 254

Coexpression, 52

Cointegrative transposition, 293

Colonization, 36

Comparative biology, 121

Comparative genomic analysis, 156

Comparative genomics, 244, 246

Complex diseases, 52

Complex forming, 61–66

Complex number, 61

Complex trait, 46

Continent–island model, 28

Continuous analysis, 128

Convergence, 84–85

Co-occurrence, 73

Correlative, 73–75

CpxR, 114–116

Crowea exalata, 141
Crustaceans, 195

Cycloneuralians, 194, 213

Cytoplasmic male sterility (CMS), 276

restorer alleles (Rf ) genes, 276

D

Dam sites, 294

Darwin, 194, 213

Darwinulid, 224, 227, 228, 232, 233, 238

Daylength, 139

Degrees of freedom, 123

Deleterious insertions, 304

Deletions, 302

Deme, 27

De novo, 163

Deuterium kinetic isotope effect, 248

Developmental sequence, 128

Directional stochastic effects, 25

Disease, 52

causing, 59

protein, 60

DNase hypersensitive sites, 246, 254

DNA shape, 247, 248, 252

Drift, 21

Duplication, 72

E

Ecdysozoa, 194, 195, 208, 212–213

Ectopic (nonhomologous) recombination, 302

Ediacaran, 194

Editing

C to U, 279

loss, 282

U to C, 279

EDX, 203

Electrophoresis, 250

Electrostatic potential, 248

Emigration, 27

Encyclopedia of DNA Elements (ENCODE),

244–247, 249, 251–253

Endocytosis, 154

Enhancers, 244, 254

Environment, 139

Escherichia coli, 64, 108, 110, 112–116, 118
Euarthropoda, 183, 184, 195, 212

Eucephalorhynch, 195

Eukaryotes, 153–165

Eulimnadia texana, 36
Event pairing, 128

Events, 82

Evo-Devo, 127

Evolution

constraint, 244–246, 252, 253

distances, 62

dynamics, 303

fitness, 140

force, 304

rate, 51, 133

trends, 123, 129

Exocytosis, 154

Experimental tools, 299

Expression level, 51

Extinction recolonization, 305

Extradenticle (Exd), 248

F

F-box, 43

“Figure-eight” transposition, 294

First amniotes, 131

Fis protein, 248

Fitness, 23

Flowering, 139

FOG–2, 40

Fragaria spp, 147

Frequency operators, 23

Functional elements, 244, 246, 253, 254

Functional predictions, 72

Fungi

Candida albicans, 259, 264, 268, 269
Saccharomyces cerevisiae, 258, 259,

261, 264

342 Index



G

Gene

conversion, 227, 228, 231, 234, 237,

238, 302

duplicability/duplications, 42, 56

expression, 300

inactivation, 277

losses, 83

MSH1, 277

RECA3, 277

Genetic

code, 244

drift, 21, 304

Genome, 74, 156

deletions, 274

duplications, 274

insertions, 274

mitochondrial (mt), 273

rearrangement, 274

size, 129, 301

walking, 158

Genomic instability, 298

Geometric mean, 22

GLD–1, 40

Global warming, 140

Grafen’s rho transform, 132

Group II introns, 291

H

Hardenbergia, 147
Harmonic mean, 27

Heritability, 29, 30, 148

Hermaphrodites, 35–47

Heterochrony, 127

Heteroplasmy

atp1, 284
paternal transmission, 282

HMMer, 158

Homology, 72–73

Horizontal gene transfer, 84

Horizontal transfers (HT), 296

Hotspot, 43

Housekeeping, 56

Hox gene, 124
Hubs

date, 53

party, 53

Human β-globin gene

anemias, 8, 9, 16

beta-thalassemias, 8, 9, 16

Hydrophobicity, 55

Hydroxyl radical, 247–252

Hypervariable immunoglobulin genes

antibody diversity, 12–13, 15–16

I

Immigration, 27

Inheritance, 22, 29

Insects, 195

Insertional mutagenesis, 298

Insertion patterns, 295

Insertion sequences (IS), 291

Insertion site, 295

In silico, 75, 164
Interacting domain coverage of proteins, 57

Interacting protein length, 57

Interactome, 63

Intrinsically disordered hub, 56

Intron

cis-spliced, 278
trans-spliced, 278

Inversion, 302

L

Lagerstätte, 196, 209, 212

LECA, 155

Linear discriminant models, 130

Linkage, 73

Lobopodian, 210, 212

Logic, 78

Long-term dynamics, 305

Lophotrochozoa, 194

M

Maximum likelihood (ML), 74

Mean population fitness, 24, 25

Meloidogyne, 224, 229, 234, 236, 237
Meselson effect, 227, 228, 230, 235, 237

Metapterygial axis, 124

Migration, 22, 27

Minimal branch lengths, 136

Minor groove, 248

miRNAs, 325–329, 333, 335

ModENCODE, 246

Monogenic disease, 60

Moran models, 24

Motifs, 325, 328, 330–335

Multifunctionality, 51

Multi-interface, 58, 59

Multiple-interface hubs, 52

Multiple linear regression models, 130

Multiple regression analysis, 59

Index 343



Murero Lagerstätte, 195–210

Mureropodia, 195, 198–207, 209, 211, 212
Murero xenusian, 199
Mushroom body, 173, 179, 180, 184–186

Mutation, 100–102

Mutualism, 109, 113–118

N

Natural selection, 304

Negative selection, 304

Neuroanatomy, 170, 171, 173, 174, 183, 186

Neurophylogeny, 169–171

Non-complex forming, 62–65

Non-complex proteins, 62

Nondisease, 52

Non-replicative transposition, 293

NS, 64

Nucleosome, 246, 248

O

OH Radical Cleavage Intensity Database

(ORChID), 249–252, 254

Olfactory receptor genes, 3, 12, 14

Ontology, 78

Onychophoran, 194, 195, 208, 211–213

Organelle, 159

Oribatid, 224, 228, 232, 233, 238

Orthology, 72

Osteocyte lacuna size, 129

OWL, 78

Oxidative phosphorylation (OXPHOS), 258–

260, 262, 264, 265, 267, 268

complexes I and II, 260

complexes III and IV, 259, 262, 265

complexes I, III and IV, 260

complex I, 261, 262, 265–268

complex II, 265–267

complex III, 260, 265–268

complex IV, 260, 262, 265–267

complex IV and complex II, 265

complex V, 260, 265–267

P

Palaeozoic Lagerstätte, 195

Paleobiological inference models, 122, 129

Paleogenomics, 128

Paleontological and molecular ages, 134

Panarthropods, 186

Parallel evolution, 47

Paralogy, 72

Parsimony, 74

Pattern, 74

Pentastomids, 213

Phenology, 140

Phylogenetic, 161

regression, 126

signal, 127

trees, 263, 264, 268, 269

variance, 127

Phylogenetic independent contrasts

(PIC), 122, 125

Phylogeny, 76

Phylome, 263, 264, 268

Pimelea ferruginea, 140
Pipeline, 76

Plasmids, 296

Polygenic disease, 60

Populations

marginal population, 315

sizes, 304

Positive selection, 303

Precambrian vendobionts, 194

Predicted cleavage radical, 251

Principal component analysis (PCA), 61

Probability, 72

Probability operators, 23

Prolog, 79

Protein–protein interaction network, 51

Protocoatomer, 154

Pseudogenization, 83

Pseudohermaphrodites, 44

Pseudomonas fluorescens, 110
PSI-BLAST, 158

Pycnogonids, 213

R

Rab GAP, 160

Rab GTPases, 159

Random variables, 22, 24

Rates

dN, 58, 64

substitution, 279

Recombination, 274, 298

asymmetric, 275

illegitimate, 275

Reconstructions, 74

Regulation, 296

Retrohoming, 295

Retromer, 154, 155, 158–160, 162–164

RNA-intermediate, 295

Rolling-circle transposition, 294

Rotifer, 224, 237

RpoS, 110, 114, 115

344 Index



S

Saccharomyces cerevisiae, 64, 108,
110–112

SAMPUZ, 201

Scr, 248

Secondary losses, 155

Selection, 22, 29

Selection differential, 27

Self-catalyzed DNA depurination

apurinic sites, 4, 9, 15

catalytic intermediate, 5

consensus sequences, 5

cruciform extrusion, 6

error-prone repair, 4, 5, 8, 9, 16

short deletion mutations, 9–10

stem-loop-forming sequences, 6

substitution mutations, 3

Self-splicing, 295

Seminal fluid, 44

Sex determination, 39

Sexual reproduction, 223, 226, 227, 229, 231,

233–235, 237, 238

shavenbaby, 43
SHE–1, 41

Shuffling, 82

Shuttling, 297

Silene
acaulis, 281
conica, 280
latifolia, 280
noctiflora, 280
nutans, 281
vulgaris, 280

Silurian, 195, 196, 212

Silurian Xenusia, 213

Simulation, 123

Single-interface hubs, 52

Singlish, 59

Solvent-accessible surface area, 248

Solvent-exposed surfaces, 53

Sorting nexin, 160

Spain, 193, 195, 197, 199–201

Spearman’s rank correlation analysis, 62

Speciation, 29, 316

Sperm, 44

Spermatocytes, 38

Sponges, 195

demosponges, 199

5S rDNA, 317

Standardization, 126, 136

Standard statistical methods, 123

Structural variation, 298

Survival, 144

swm–1, 44
Syntenic, 158

T

Tandem repeats, 317

Spelt 52, 317
Tardigrades, 208, 211, 213

Tardipolypoda, 194

Temperature, 141

Time constraints, 134

Timetree, 134

Tissue specificity, 52

TRA–2, 39

Trace fossils, 199

Transcriptional attenuation, 301

Transcriptional promoters, 300

Transcriptional repression, 300

Transposable elements (TEs), 291, 313–322

Trilobite, 195, 197, 199

Triops cancriformis, 36
Trypanosoma, 164

U

Unicellular, 63

Urbilaterian, 186, 187

V

Valdemiedes Formation, 195

Variance partition with PVR, 126

Vendobionts, 194

Vesicle, 159

W

Wheat

Aegilops speltoides, 313–322
Poaceae, 314
Sitopsis, 314
Triticum, 314

Wolbachia, 306
Wright-Fisher model, 24

X

Xenusia, 194–196, 199, 201, 208–214

Xenusiid, 201

Z

Zaragoza, 196, 199, 201

Index 345


	Evolutionary Biology – Concepts, Biodiversity, Macroevolution and Genome Evolution
	Preface
	Contents
	Contributors
	Part I: Concepts
	Part II: Biodiversity and Evolution
	Part III: Macroevolution
	Part IV: Genome Evolution
	Index




