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bly pushes macroeconomic theory, particularly critical/heterodox theory, in new 
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integrated heterodox approach based on the original contributions of Keynes, Marx and 
early institutionalists. An integrated theory that is more coherent, logically consistent, 
realistic, flexible and capable of explaining modern macrodynamics in historical time has 
emerged.
 Heterodox Macroeconomics offers a detailed understanding of the foundations of the 
recent global financial crisis. The chapters, from a selection of leading academics in the 
field of heterodox macroeconomics, carry out a synthesis of heterodox ideas that place 
financial instability, macroeconomic crisis, rising global inequality and a grasp of the per-
verse and pernicious qualities of global and domestic macroeconomic policy making 
since 1980 into a coherent perspective. It familiarizes the reader with the emerging unified 
theory of heterodox macroeconomics and its applications.
 The book is divided into four key parts: 

I heterodox macroeconomics and the Keynes–Marx synthesis; 
II accumulation, crisis and instability; 
III the macrodynamics of the neoliberal regime; and 
IV heterodox macroeconomic policy. 

The chapters include theoretical, international, historical and country perspectives on 
financial fragility and macroeconomic instability.
 This book will be of interest to students and researchers in macroeconomics, hetero-
dox economics, political economy, Marxian economics, post Keynesian economics, crisis 
theory, globalization and financialization.
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Preface

As we put the finishing touches on our manuscript (November, 2008), the global 
economy is in the midst of a financial crisis that may rival the Great Depression. 
The vast majority of commentaries/analyses of the current crisis are myopic in 
nature. They focus on the interconnection between financial deregulation and 
financial innovation and view the current situation as if it was an isolated finan-
cial crisis. While all the chapters in this volume, with the exception of the 
 Conclusion (Chapter 20), were written just prior to the onset of the immediate 
turmoil in August of 2007, their common purpose of developing an integrated 
heterodox macroeconomic theory and applying it to the current Neoliberal era 
serves as the foundation for understanding the structural and deep-seated nature 
of current macroeconomic events.
 The integrated Keynes–Marx framework developed here provides a deeper 
understanding of the macrodynamics of the world economy. The current crisis 
combines the development of under-consumption, over-investment and financial 
fragility tendencies built up over the last 25 years and associated with a finance-
led accumulation regime. As the distribution of income in advanced capitalist 
economies shifted from labor to industrial capitalists and finance capitalists, an 
under-consumption problem emerged. The realization of this problem was first 
deferred via the emergence of a two-earner household, is later propped up via 
copious amounts of debt, and finally via wealth effect producing asset bubbles. 
At the same time, the Neoliberal policies of free trade and financial liberalization 
created more competition between industrial capitalists and also among finance 
capitalists. As a result, industrial capitalists were forced to protect their illiquid 
capital through cost-cutting investment that exacerbated an already developing 
excess capacity problem. In an effort to shore up profits, these industrial capital-
ists pursued low-road labor strategies that reinforced the tendency to under- 
consumption. This contradictory and self-reinforcing chain of under-consumption 
and over-investment is known as the “Neoliberal paradox.”
 At the same time, competition among financial capitalists led to unregulated 
financial innovation that resulted in increased financial fragility and asset 
bubbles. Asset bubbles served a reproductive function by sustaining consump-
tion with additional credit and via a wealth effect. Of course, the glaring contra-
diction of this growth mechanism is that the level of debt-supported consumption 



Preface  xix

is unsustainable. The extent and bursting of the housing bubble and the extent of 
toxic asset holdings brings to the forefront the under-consumption problems that 
lie at the heart of Neoliberal macrodynamics.
 The chapters in this book lay out an integrated heterodox theoretical frame-
work and apply that framework to develop a detailed foundation for understand-
ing the current crisis of globalization.
 The final chapter, written in January 2009, serves as an epilogue that ties 
together the integrated heterodox macrofoundations to explain the current crisis.

Jonathan P. Goldstein and Michael G. Hillard
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Part I

Heterodox macroeconomics 
and the Keynes–Marx 
synthesis





1 Introduction
A second-generation synthesis of 
heterodox macroeconomic principles

Jonathan P. Goldstein and Michael G. Hillard

Over the years, both internal and external challenges to heterodox macro-
economic theory have pushed that theory in new directions. A subset of these 
developments, in response to some of the more serious challenges, has resulted 
in a much improved integrated heterodox approach based on the original contri-
butions of Keynes, Marx and early institutionalists. The result is an integrated 
theory that is more coherent, logically consistent, realistic, flexible and capable 
of explaining modern macrodynamics in historical time. This new integrated 
approach is the subject matter of this book.
 We call this unification of alternative macro perspectives the “second- 
generation integration.” The first integration occurred shortly after Keynes’ 
seminal work and lasted into the early 1970s. Since the end of that period, a 
richer and more complete integration has gradually emerged with many import-
ant innovations not appearing until the 1990s and later. Given these recent exten-
sions and the lack of a volume that reflects on those innovations, the purpose of 
the original papers in this book is to familiarize the reader with the emerging 
unified theory of heterodox macroeconomics and its applications.
 The second-generation integration overcomes the stagnation that occurred in 
the unification of heterodox perspectives as a direct result of divisions that 
emerged from the first integration (internal challenge). In retrospect, the earlier 
integration merely generated a set of core heterodox general principles (Sawyer 
(Chapter 2)) and a critique of mainstream theory, but was incapable of gendering 
consensus concerning key behavioral relations that explain macroeconomic 
evolution.
 While the goal of this book has not been to develop a fully agreed upon 
model, the chapters within reconsider core principles and make some important 
progress on developing core behavioral micro and macro relations. The funda-
mental distinction between this second integration and the earlier one is the 
transition from common core principles to common behavioral relations.
 It is often and understandably stated that it is easier to know what heterodox 
macroeconomics is not than to know what that doctrine is. This book helps to 
resolve this problem by overcoming previous impediments to an identifiable 
unified body of heterodox macroeconomics and by further branding/extending 
that unified theory.
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 The macro theory developed also responds to external challenges, particularly 
the long dominance of macroeconomics by New Classical economics, the effect-
ive demise of viable orthodox alternatives and the failure/crises associated with 
Neoliberal development strategies/policies.
 In the remainder of this introduction, we briefly address the well-known 
external challenges, focus more on the lesser-known internal challenges and in 
so doing, briefly introduce the reader to second-generation ideas. We consider 
different variants of an integrated analysis and finally, we assess how the chap-
ters in this volume contribute to the overall theme of a unified heterodox 
approach.

External challenges
As stated, it is well known what heterodox economics is not. Thus, what is exter-
nal to alternative approaches is well defined. Additionally, the heterodoxy has 
advanced, early on, well-developed critiques of mainstream economics (David-
son (1983, 1992, 2001), Harcourt (2001), Robinson (1962, 1971), Taylor (2004a: 
Chapter 7, 2004b), McLeod (1997), Lee and Keen (2004), Cohn (2007), Pasi-
netti (2000) and Seidman (2005) to mention a few). The goal of this book is to 
highlight and unify the positive/alternative aspects of heterodox thought and is 
not to harp on criticism. Yet, the failures of traditional theory and policy par-
tially underlie the direction in which heterodox theory evolves.
 In particular, there is the current Neoliberal stage of capitalist development 
where free market economics/ideology and the associated doctrines of free trade 
and financial liberalization have guided the economic development of an integ-
rated world economy. Here, the challenge is to explain the failures of that guid-
ance – increasing inequality, financial crises, slow demand growth, destructive 
competition, and a tendency to global excess capacity and unemployment – and 
to offer alternatives. These failures cry out for a viable and unified alternative 
perspective, particularly one that can understand the macrodynamics of the Neo-
liberal regime and provide sound policy recommendations (both sub-themes of 
this book).
 On the theoretical plane, the dominance of New Classical economics within 
the profession and the convergence of the neoclassical synthesis in its New Key-
nesian form to be virtually indistinguishable from New Classical analysis have 
made the orthodoxy less receptive to alternative ideas. These shifts in theory and 
lack of tolerance respectively require an extended critique (Crotty (1996), Dav-
idson (1992), and Rotheim (1998)) and a renewed strengthening of alternative 
perspectives.

Challenges from within
The origins of modern-day challenges to orthodox macroeconomic theory (mon-
etarism, New Classical and New Keynesian economics) are rooted in classical 
economics, particularly the works of Marx and Ricardo, early institutionalist 



Introduction  5

perspectives such as the treatises of Veblen, Mitchell, Means and Schumpeter, 
and Keynes’ pioneering contributions. The seminal ideas in these three traditions 
were synthesized into a coherent alternative. This first generation synthesis of 
heterodox ideas, also referred to as the reconstruction of political economy 
(Kregel (1973)), has dominated the development of heterodox macroeconomics 
for around 50 years. Yet, this particular synthesis now faces a crisis of practical, 
political and theoretical proportions.
 The first-generation synthesis is best represented by the contributions of Rob-
inson, Sraffa, Kalecki,1 Kaldor, Baran and Sweezy, and Steindl. These authors 
developed the general principles that underlie much of heterodox macro-
economic theory. Sawyer (Chapter 2) elaborates these central core propositions. 
These authors extended or integrated from the original works the concepts of 
monopolistic market structure, effective demand, under-consumption and even 
stagnation, the accumulation of capital, decision-making under true uncertainty, 
historical time, and the importance of social relations. In addition, much atten-
tion was given to extending macroeconomics to consider a long period analysis. 
For many contributors, Marx’s reproduction schemes along with the classical 
form of competition, expressed by the process of the equalization of profit rates, 
served as a departure point for discussions of growth and sometimes crisis. The 
long period analysis that developed consisted primarily of studies of balanced 
growth with a focus on the link between profit, the distribution of income and 
growth and innovation and its relation to growth.
 Despite the best intentions of the early synthesizers, the initial integration 
treated many core elements of a unified heterodox framework in a superficial 
manner, focused on what turned out to be less useful/relevant aspects of the orig-
inating approaches and generated the conditions for a division in the future 
development of the heterodox agenda. After this seminal integration, heterodox 
macro theories – post Keynesian, institutionalist and Marxian – have developed 
in near isolation from one another with only minimal interaction and further inte-
gration.2 As a result, the preliminary integration has stagnated. The isolated 
development of constituent traditions has further cemented existing divisions 
and impeded future integration. Thus, there is fertile ground to pursue a second 
unification in hopes of developing a more potent and realistic approach.
 The problematic/controversial and/or less useful aspects of the first synthesis 
includes the concept of equilibrium and the simple concept of competition both 
embodied in reproduction schemes and the associated notion of balanced growth. 
The latter, discussed below, is most responsible for creating divergent paths in 
heterodox theoretical development.3
 In addition, many elements of the first synthesis were superficially developed. 
The consideration of fundamental uncertainty has eluded a tractable treatment 
and the integration of real and financial sectors, in both Keynes’ and Marx’s 
work, was never effectively included in the early integration.4 The treatment of 
social relations has been restricted to the capital–labor relation and within that 
realm limited to a conflict theory of inflation and a justification of the classical 
assumption on savings and consumption. A richer analysis of this relation can be 
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used to underpin cyclical fluctuations, both under-consumption and profit 
squeeze variants, by bringing the critical role of the profit rate to the fore in the 
theory of effective demand. This relation can also justify underemployment as a 
normal condition of capitalism.5 Additionally, other social relations such as the 
relation among industrial capitalists (competition) and the relation between 
industrial capitalists and finance capitalists, particularly during the current period 
of financial liberalization, have important implications for macroeconomic 
dynamics.
 Second-generation integrationists have more centrally placed the profit rate in 
the theory of effective demand (Goldstein (1985 and Chapter 3), Crotty (2003, 
2005) and Moseley (Chapter 10), have extended the Marxian concept of com-
petition) and have analyzed the relationship between industrial and finance capi-
talists (Epstein (2005), Crotty (2005) and Orhangazi (Chapter 9)) in order to 
produce a better understanding of macrodynamics under the Neoliberal regime.
 The development most responsible for the stagnation in the integration of het-
erodox economics, over the past quarter century or more, is the pursuit of theo-
ries of balanced growth by a significant subset of first-generation economists. 
This generated a split in the long period analysis between growth theorists and 
crisis theorists. Given Marx’s well-developed theory of economic crises, this 
division tended to run along Marxian and post-Keynesian lines.6 The crucial 
issue of whether a unified heterodox theory should incorporate a crisis theory is 
affirmatively addressed by Dymski (Chapter 5).
 Coming off of Marx’s expanded reproduction schemes,7 the early integration 
economists such as Robinson and Kaldor developed growth models to establish 
the “rules of the game”/“tranquility assumptions” necessary to keep the system 
expanding. While methodologically, this was perceived as a first step for analyz-
ing why balanced growth may not be attained (Kregel (1973: 41)), most post-
Keynesians following in this tradition never implemented the crucial second 
step.8 Thus, a theory of balanced growth emerges. Later followers, such as 
Eichner (1973, 1987), extend this approach by developing a microfounded 
theory of pricing consistent with balanced growth. In this approach, the mark-up 
and thus the profit rate are subservient to the dictates of accumulation. The 
mark-up rises to generate the internal funds necessary to finance new 
investment.9
 This approach significantly deviates from heterodox fundamental principles 
(Sawyer (Chapter 2)). It establishes an a priori compatibility between micro 
decisions and macro stability, it implies that expectations are usually justified, it 
violates the fundamental uncertainty associated with both expectation formation 
and the determination of the profit rate, it diminishes/restricts the innovative 
integration of monopoly (mark-up) pricing particularly in an environment of 
class struggle over the distribution of income and it employs an equilibrium 
methodology.
 These developments derailed the integration of the various strands of hetero-
dox macroeconomics. The fundamental uncertainty of the profit rate and its 
impact on effective demand has long been a mainstay of heterodox economics 
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including the historical determination of the relative strength of capital vis-à-vis 
labor with respect to wage bargaining.10 In addition, there is the need for a realis-
tic microeconomic approach that considers the potentially contradictory nature 
of micro decisions on the macro level. This issue is addressed by Goldstein 
(1986, 2006, Chapter 3) and Gibson (Chapter 6). Finally, the pioneers of altern-
ative macroeconomics, despite confusing indications to the contrary, rejected 
equilibrium analysis in favor of a dynamic non-equilibrium methodology.11

 Thus, it is time to follow through on the intentions of the founders and first-
generation followers to analyze the impediments to balanced growth. Is it a 
necessary step to first refine the theory of balanced growth to achieve this goal? 
Probably not, analyses of crisis clearly identify the impediments to continued 
growth. In the unified framework advanced here (Goldstein (Chapter 3), 
Orhangazi (Chapter 9), Moseley (Chapter 10), Boddy (Chapter 12) and Kotz 
(Chapter 13)) provide an alternative long period analysis, basically indistinguish-
able from a series of short period outcomes.
 This long period approach integrates the analyses of crisis and regulation/
reproduction. It recognizes the fundamental role played by institutions, ideolo-
gies, politics and potential tendencies to economic crisis and their interactions. It 
also analyzes the numerous dichotomies in both microeconomic behavior and 
macroeconomic outcomes (Goldstein (Chapter 3)) to develop a theory of macro-
dynamics based on the resulting micro and macro regime shifts or stages of 
development.12 This approach explains both long waves/stages of economic 
development and interim dynamics within a stage to produce a convincing 
theory of capitalist development.

Strands of unification
Over the years, some authors have overcome divisions between heterodox tradi-
tions to lay the foundations of a unified approach. The associated works can be 
classified into five traditions – the social structure of accumulation (SSA) frame-
work, structuralist macroeconomics (SM), financial integrationists/Minskians, 
Kaleckians and Crottians. SSA authors (Bowles et al. (1986, 1990), Kotz (2001, 
2003), Kotz et al. (1994), McDonough (2003, 2006) and O’Hara (2000, 2002)) 
have integrated social relations, and the institutional foundations of growth with 
short-run crisis theory and long wave analysis. SM economists (Taylor (2004a), 
Dutt (2002) and Gibson (2003, 2005)) place emphasis on how a particular eco-
nomy’s unique structure – institutions and social relations – shapes aggregate 
economic behavior. These structural elements are placed within realistic macro 
models that combine the insights of Keynes and Kalecki on effective demand, 
mark-up pricing and the distribution of income. Kaleckians (Sawyer (1985, 
1999, 2001a), Mott (2002), Lopez and Mott (1999), Fazarri and Mott (1987) and 
Trigg (2002, 2004)) have advanced Kalecki’s integration of effective demand, 
monopoly microfoundations, the distribution of income and business cycle anal-
ysis. Financial integrationists/Minskians (Wray (2002), Fazzari (1992), Wolfson 
(2000, 2001, 2002), Dymski (2003, 2005), Dymski and Pollin (1994), Pollin 



8  J. P. Goldstein and M. G. Hillard

(1997), Epstein (1992, 2005), Sawyer (2001b) and Dufour and Orhangazi (2007)) 
have furthered Minsky’s (1975, 1982) seminal unification of real and financial 
sector interactions that result in crisis/instability. Additionally, some of these 
authors have wedded the social relations between industrial and financial capital-
ists within a theory of financial instability. Finally, Crottians (Crotty and Goldstein 
(1992), Crotty and Dymski (2001), Crotty and Lee (2006), Goldstein (1985, 1986, 
Chapter 8), Dymski (Chapter 5) and Boddy (Chapter 12)) have extended the con-
tributions made by Crotty (1985, 1993, 1994, 2003, 2005) that integrate real and 
financial sectors within a Keynes–Marx theory of effective demand, expand the 
Marxian concept of competition and the theory of accumulation, advance a tracta-
ble treatment of fundamental uncertainty based on institutions as a stabilizing 
mechanism, and consider the relevance of profit squeeze, under-consumption and 
over-investment crises for post-World War II capitalist development.
 While these different groups of integrationists have often worked in isolation, 
many of their salient ideas are brought together in this volume with the theme of 
unifying their contributions.

A unified heterodox macroeconomic approach
The chapters in this volume articulate a unified heterodox macroeconomic 
approach in the following four areas corresponding to the section divisions of 
this book: 

1  heterodox macroeconomics and the Keynes–Marx synthesis; 
2  accumulation, crisis and instability; 
3  the macrodynamics of the neoliberal regime; and 
4  heterodox macroeconomic policy.

 Besides the general themes of this volume – the integration of heterodox 
ideas, a more realistic theory of macrodynamics, flexible macro modeling, and 
an analysis of macro regime shifts – subsets of chapters share common sub-
themes. Goldstein, Gibson, Fazzari, Goldstein and Naples, in Chapters 3, 6–8 
and 11, emphasize a role for heterodox microfoundations. Goldstein, Dymski, 
Orhangazi, Boddy and Kotz, in Chapters 3, 5, 9, 12 and 13, consider macroeco-
nomic regime shifts, while these same authors in addition to Goldstein, Moseley 
and Naples, in Chapters 8, 10 and 11, analyze specific crisis mechanisms. 
Dymski and Moseley, in Chapters 5 and 10, consider the integration of Minsky’s 
work with Marx’s theory. Finally, Dymski, Boddy, Kotz, Hillard and McIntyre, 
Itoh, Lee, Epstein, and Grabel, in Chapters 5, 12–16 and 18–19, address macro-
dynamics under the Neoliberal regime.

Heterodox macroeconomics and the Keynes–Marx synthesis
The five chapters in Part I, excluding this introduction, focus on the central 
 principles, core behavioral relations and methodology of a Keynes–Marx– 
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Institutionalist heterodox synthesis. In order to quickly familiarize the reader 
with this integrated macroeconomic approach, we start with the two chapters – 
Sawyer (Chapter 2) and Goldstein (Chapter 3) – that provide good overviews of 
this brand of macroeconomics. After the reader is given an introduction to the 
integrated framework, we next turn to broader methodological issues that under-
lie the integrated approach. Goldstein addresses the importance of unification, 
microfoundations and regime shifts, while Wolfson (Chapter 4) considers 
general methodological principles and Dymski (Chapter 5), more narrowly, 
focuses on the importance of crisis theory in general and an integrated real and 
financial sector crisis mechanism. Finally, Gibson (Chapter 6) addresses not only 
the relevance of microfoundations, but their form.
 Sawyer’s chapter acts as a bridge between first- and second-generation inte-
grations. He establishes the core general principles that serve as the basis for a 
modern integration. These principles define the “boundaries” of heterodox 
macroeconomics.
 Sawyer views the macro economy as a fully integrated system of real and 
financial sectors embedded in a real environment – institutions and social 
arrangements – characterized by fundamental uncertainty. He recognizes eight 
key heterodox features of that economy. First, aggregate demand determines 
output in both the short and long runs. This implies that there is no steady state 
for the macro economy. Second, the distribution of income, rather than relative 
prices, is a key determinant of aggregate demand. The resulting distribution is 
closely linked to a mark-up pricing mechanism. Third, within the theory of 
effective demand, investment plays a critical role as an uncertain activity that 
exhibits volatile behavior. Fourth, the demand and supply sides of the economy 
are interdependent and follow an evolutionary path – a series of short-run equi-
libriums – influenced by institutions and social interactions. Fifth, financial 
factors are fully integrated, particularly via an endogenous money supply and the 
possibility of financial fragility.
 The next two principles are related to wage and price determination and infla-
tion. Wages and prices are not set in the labor market. Instead, they are based on 
mark-up pricing and the relative bargaining power of labor and capital. In turn, 
wage and price determination affects the profit rate which has feedback effects 
to aggregate demand. Inflation is primarily the result of unresolved conflicts over 
income shares. It is not a monetary phenomenon. Finally, an open economy 
analysis is fundamental particularly given the integrated nature of the world 
economy.
 A secondary theme of the chapter concerns heterodox macroeconomic policy. 
Sawyer argues that demand management policies, the establishment of an infla-
tion barrier through the equation of wage and productivity increases and the rec-
ognition that money/credit matters, particularly for sustaining investment, are 
important policy prescriptions. While Sawyer does not consider policies related 
to the open nature of most economies – capital flows, trade and financial liberali-
zation, development strategies etc. – subsequent chapters (Grabel (Chapter 19) 
and Epstein (Chapter 18)) address these issues.
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 Goldstein (Chapter 3) advances a unified heterodox theory by suggesting key 
behavioral components. The synthesis includes the Keynesian concepts of fun-
damental uncertainty, endogenous money/credit, endogenous expectations/pref-
erences, financial innovation, financial fragility and effective demand. From the 
Marxian literature, crisis theory, class relations, a conflict-determined distribu-
tion of income linked to effective demand, the centrality of accumulation, the 
Marxian concept of competition and a long-run analysis associated with the SSA 
framework and endogenous dichotomies/regime shifts in micro behavior and 
macro outcomes are incorporated. From the institutional approach, the role of 
institutions in securing a profitable environment for accumulation, providing an 
environment that supports stable expectations and confidence formation and is 
responsible for the constitution of economic agents and thus their choice of 
micro behavior is employed.13

 The framework developed starts with macrofoundations. The macro environ-
ment consists of the class structure including the competition among capitalists 
and the institutional structure and non-ergodic nature of the environment under-
lying the class structure. This environment is characterized as a hostile, threaten-
ing, coercive and unforgiving arena. Underlying this characterization is the 
Marxian concept of competition as distinct from the classical/neoclassical notion 
that underlies harmonious and reproduction outcomes. Coercive competition 
instead supports frenzied micro survival strategies that may be contradictory at 
the macro level. The environment also exhibits fundamental uncertainty and a 
tractable method for integrating it into macro analysis is discussed.
 Next, a priority and rationale is established for microfoundations of individual 
and/or class behavior in a broadly defined manner. Micro behavior is constrained 
by the macrofoundations of the economy. Thus, micro analysis allows for a 
foundation to be established for potentially contradictory macro outcomes via a 
micro–macro interaction.
 A basic heterodox model of effective demand is also incorporated where both 
the consumption and investment functions depend on the distribution of income. 
In addition, an extension of the standard heterodox investment function with the 
profit rate and capacity utilization as determinants is incorporated from Gold-
stein’s (Chapter 8) microfounded investment theory. In this approach, invest-
ment depends on the profit rate, the degree of competition, the financial condition 
of the firm and the interactions between these factors. This extended theory 
better allows real and financial sector impediments to accumulation to be incor-
porated and also permits coercive competitive constraints to override those 
impediments potentially resulting in more serious future challenges to growth.
 A microfoundation for the determination of the distribution of income is also 
incorporated in the form of a variable mark-up theory of pricing. Here, the firm 
optimally determines its mark-up by negotiating a tradeoff between its mark-up 
and its market share. Thus, the critical role of competition is used to potentially 
restrict and make mark-up determination less certain.
 Financial elements are fully integrated in this framework as is evidenced by 
the description of the investment relation above. Beyond this, the endogenous 
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role of money/credit and the financial instability hypothesis are employed. The 
latter is extended, via Crotty (1990), to include the interaction between real and 
financial sectors in the determination of fragility. In addition, the class relation 
between industrial capitalists and financial capitalists is incorporated. The poten-
tial for financial capitalists to redistribute industrial profits to themselves raises 
the possibility of a financial profit squeeze.
 In this approach, the likelihood of balanced growth is found to be tenuous. 
Five forms of crisis mechanisms are identified. The economy has no steady state 
and is viewed as a non-equilibrium process. The long-run is analyzed by consid-
ering the impact of changing institutional structures and regime shifts in micro 
behavior and macro outcomes on crisis and growth. This framework also identi-
fies five crucial dichotomies that underlie regime shifts. Institutional change and 
the interacting nature of these dichotomies offer many possible outcomes for the 
dynamic path of the macroeconomy. Thus a rich long-period analysis, dependent 
on historical and institutional conditions, replaces the first generation focus on 
balanced growth.
 Turning to methodological foundations, Wolfson (Chapter 4) addresses the 
underlying core methodology for heterodox macroeconomics based on the con-
tributions of Keynes, Marx and early institutionalists. He identifies four meth-
odological principles: 

1  contradictions, particularly as a result of class interactions, underlie endog-
enous change and the business cycle; 

2  decision-making under fundamental uncertainty results in real and financial 
sector interactions that can result in financial crisis; 

3  alternative institutional arrangements define different stages of capitalism 
and their dynamics; and 

4  the interactions between contradictions/crises and the institutional structure 
lead to changing institutions and thus historical change.

 Wolfson identifies the work of Crotty (1985, 1990, 1993, 1994) as important 
for integrating these methodological principles that have their origin in different 
strands of heterodox approaches.
 Dymski’s chapter (Chapter 5) serves a dual purpose with respect to the 
themes of this volume. First, he examines, in more detail, one of the methodol-
ogy pillars identified by Wolfson – contradictory behavior that can potentially 
result in economic crises. This analysis takes place on an abstract level. Second, 
he considers a concrete form of crisis, Minsky’s financial instability hypothesis, 
and argues, contrary to Minsky, that the likelihood of such a crisis has increased 
in recent times. This analysis is primarily based on empirical evidence, particu-
larly concerning structural changes that have occurred in the Neoliberal era. In 
this sense, Dymski’s chapter is similar to the chapters in Part II by Kotz and 
Boddy that examine regime shifts associated with crisis mechanisms.
 Given the split among heterodox theorists over balanced growth versus crisis, 
Dymski makes a methodological case for including crisis theory in a unified 
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framework. Dymski argues that balanced growth is only a means to an end. That 
end being an examination of the impediments to growth.
 Dymski then critically analyzes the assumptions of neoclassical models that 
support Say’s Law. He strengthens the methodological status of crisis analysis 
by rejecting these assumptions and by considering Marx’s concept of abstract 
forms of crisis – Marx’s general analysis of crisis possibilities in exchange econ-
omies. He establishes that any critique of Say’s Law effectively recognizes the 
possibility for economic crisis. Given that all heterodox economists reject Say’s 
Law, a consideration of crises is central to heterodox analysis.
 Dymski then turns to the debate over a concrete form of crisis theory – Min-
sky’s financial instability theory. He argues for extending Minsky’s approach to 
fully integrate real sector influences on financial crises and to be adapted to the 
new macro realities, including major changes in financial markets, associated 
with the Neoliberal era. He outlines the nature of such extensions.
 Gibson (Chapter 6) addresses a controversial methodological issue for hetero-
dox macroeconomics – a primacy for a microeconomic base.14 Not only are 
microfoundations a general methodological issue, but they are intimately linked 
to Dymski’s call for crisis analysis. A major aspect of crisis mechanisms is the 
idea that individual reproductive/survival strategies may not be consistent with 
the reproduction of a broader class of similar agents and thus macro stability.
 Gibson strongly supports the incorporation of micro analysis into macro 
theory. He also addresses a perennial and thus far intractable problem associated 
with micro-based macro analysis – the aggregation problem. An analysis of this 
problem leads him to abandon representative agent-based microfoundations in 
favor of multi agent-based models that avoid ex ante aggregation and alterna-
tively aggregate heterogenous individuals ex post. In this view, macro outcomes 
are the emergent properties of agent-based models.
 While the call for microfoundations has become less controversial over the 
years as the class of useful micro analyses has broadened, Gibson’s call for a 
particular type of, although flexible, micro modeling may renew part of the 
microfoundation debate.

Accumulation, crisis and instability
In Part II, we turn from general sketches of behavioral principles, behavioral 
relations and methodological precepts, to the detailed building blocks of behav-
ioral relations and macroeconomic outcomes. A Crottian theory of the active 
firm, rather than passive neoclassical firm, is advanced by Fazzari in Chapter 7. 
Fazzarri uses two applications, production and investment decisions, to illustrate 
this concept of the firm. He establishes the centrality of the firm’s investment 
decision as the cornerstone of the theory of effective demand. Goldstein, in 
Chapter 8, expands upon Fazzari’s last application by developing a full-fledged 
microfoundation of the investment decision of a firm with Keynesian–Marxian 
attributes. The end result is the extended theory of investment described earlier. 
Goldstein applies this theory of investment to the macrodynamics of the Neolib-
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eral regime and isolates specific crisis tendencies. In Chapters 9 and 10, 
Orhangazi and Moseley pick up on the crisis theme by respectively considering 
other recent crisis tendencies and the increased likelihood of financial instability 
in the current period. Naples (Chapter 11) develops a microeconomic rationale 
for the cyclically complex relationship between labor demand and the real wage 
– a relation with asymmetric responses in different cycle phases – advanced by 
the cyclical profit squeeze theory of crisis.
 Fazzari defines an active firm as considering principal-agent problems (social 
relations), making decisions under fundamental uncertainty and assessing 
demand fluctuations via expectations formed under uncertainty. The dynamic 
characteristics of the firm include a changing system of agent relations, prefer-
ences, expectations and the influence of institutions. The firm is thus a complex 
social institution exhibiting rich behaviors and making strategic decisions. Its 
behavior deviates from the standard theory of the firm. For example, this firm 
makes production decisions on the basis of an uncertain demand constraint 
requiring active management decisions that deviate from the typical cost mini-
mization calculus. Investment decisions are also strategic due to the impact of 
uncertainty and the irreversible nature of investment. In this environment, the 
firm’s decision will deviate from the typical equation of the marginal productiv-
ity of capital with the user cost of capital plus marginal adjustment costs.
 Goldstein (Chapter 8), develops a microfoundation for an active firm’s invest-
ment decision. The firm is situated in a Keynes–Marx environment. As a result, 
the model employs a unique and realistic objective function where the manager 
must negotiate a profit-financial security (likelihood of default/financial prob-
lems) tradeoff in determining the optimal investment strategy. The model 
includes a Marxian competitive environment via a constraint on the firm’s 
market share and Keynesian fundamental uncertainty and the possibility of 
fragile financial outcomes.15 Other Keynesian elements include endogenous 
expectations and preferences. Additionally, the structure includes the Marxian 
imperative to accumulate capital and two different forms of investment – offen-
sive and defensive investment. Only defensive investment can be used to 
increase the firm’s market share, but such investment comes with large reorgani-
zation costs. Both forms of investment are considered to be irreversible. The 
manager’s preferences for each of the sub-objectives are endogenously deter-
mined by the firm’s changing financial situation. Thus, the model is both flexible 
and realistic with respect to both the objective function and the model structure.
 The optimal investment decision serves as a foundation for a variety of macro 
investment behaviors. The model can capture macro transitions from an offen-
sive investment strategy to one dominated by defensive investment and vice 
versa. A binding competitive constraint in conjunction with a declining mark-up 
(exogenous) generates the result of forced massive investment in an already 
financially precarious environment (low profits/cash flow) resulting in the poten-
tial for financial crisis. In addition, a binding competitive constraint with a rising 
mark-up can result in an over-investment situation along with the possibility of 
under-consumption.
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 Goldstein applies the Keynes–Marx theory of investment to the Neoliberal 
period in order to explain the tendency to global excess capacity/over-invest as a 
result of slower aggregate demand growth, increased international competition 
and destructive price competition within an industry. While Goldstein does not 
address increased financial fragility in this environment, Orhangazi develops a 
complementary perspective that focuses on this element of the crisis in the next 
chapter.
 Orhanganzi (Chapter 9) examines the changing relationship between indus-
trial capitalists and finance capitalists/financial markets during the Neoliberal 
era. Orhangazi documents alterations in the firm’s strategy/behavior and a result-
ing financial squeeze of industrial profits that occurs through the mechanism of 
“coupon capitalism.” The chapter provides an excellent consolidation of the bur-
geoning financialization literature. Orhangazi then makes the link between finan-
cialization and macroeconomic instability concluding that the changing nature of 
relations between firms and financial markets has resulted in more unstable 
investment, increased financial fragility and less transparent financial dealings.
 Moseley (Chapter 10) proposes an alternative crisis mechanism to explain 
current economic conditions. In particular, he explores the integration of Min-
sky’s financial instability hypothesis with Marx’s real sector crisis theories. He 
argues that previous integrations have been restrictive with respect to incorporat-
ing Marx’s theory and as a result less effective in explaining current economic 
conditions. In particular, Moseley argues that previous integrations have focused 
on Marx’s profit squeeze theory and have ignored the relevance of the falling 
rate of profit mechanism and other determinants of profits.16 He argues that this 
exclusion matters for the mechanism/policy that can result in recovery from 
crisis. In particular, to restore the full employment profit rate resulting from a 
falling rate of profit mechanism requires that capital be significantly devalued.17 
He doubts that stabilization policies will wipe out enough debt, reduce the value 
of capital by enough and thus restore the profit rate to its full employment level. 
Thus, the primary mechanism to restore recovery is the devaluation of capital 
through bankruptcies as a result of the restorative properties of a full recession/
depression.
 Moseley concludes that the use of misdirected government stabilization pol-
icies over the past 30 years has resulted in stagnation by placing a floor under 
the profit rate18 that does not allow enough capital devaluation to return the profit 
rate to its full employment value – the necessary condition for growth. This 
nexus of crisis and policy mechanisms offers an alternative perspective on slow 
growth than the theories that examine a tendency to global excess capacity asso-
ciated with the Neoliberal era.
 Naples further strengthens the cyclical profit squeeze argument by developing 
a microeconomic rationale for the complex cyclical relationship between labor 
demand and the real wage.19 Naples starts from a active/flexible/strategic firm, 
such as those discussed by Fazzari and Goldstein (Chapters 7–8), characterized 
by constant short-run returns to labor and strategic decision-making in pursuit of 
satisfying behavior/long-run profit strategies.20 These assumptions motivate the 
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relative autonomy of wage-setting with respect to firm employment decisions. In 
particular, wages are partially set institutionally on the basis of company and 
industry specific factors. Using these factors and the above assumption set, 
Naples is able to justify the positive relation between labor demand and the real 
wage in the early expansion and a negative relation in the late expansion.

The macrodynamics of the Neoliberal regime
The five chapters in Part III all focus on regime shifts in economic performance 
and institutional structures associated with the transition to the Neoliberal era. 
The chapters by Boddy (Chapter 12) and Kotz (Chapter 13) consider qualitative 
changes in the crisis mechanisms operating during the Golden Age (Keynesian/
regulated regime) and Neoliberal capitalism. Hillard and McIntyre (Chapter 14) 
analyze how labor movements have influenced different institutional regimes. 
Itoh (Chapter 15) considers changes in the social structure of accumulation and 
uses the theory of unequal exchange to explain the further polarization in wealth 
and power during the current period. Finally, Lee (Chapter 16) explains a differ-
ent transition, particularly the transition from growth to crisis in the Korean 
economy as a result of Neoliberal-induced policy shifts from capital controls to 
financial liberalization.
 Boddy empirically tests the cyclical income share implications of one of the 
most common behavioral relations used in heterodox models – mark-up pricing. 
Boddy develops a unified theory of the determinants of labor share of income 
over the business cycle by integrating competing heterodox theories of mark-up 
pricing. Those determinants are unemployment, capacity utilization and a thresh-
old level of unemployment. He econometrically tests his specification and shows 
that the relation between labor share and capacity utilization and the degree of 
unemployment has shifted/weakened between the Keynesian period and the 
Neoliberal era. The weakening of the profit squeeze mechanism has occurred 
despite lower unemployment rates over the last two Neoliberal cycles. This 
outcome reflects the weakened economic and political position of labor.21

 Boddy’s findings on the weakening of the profit squeeze mechanism over 
time, indirectly supports the increased likelihood of either under-consumption 
and/or over-investment problems.22 Kotz (Chapter 13) picks up where Boddy’s 
analysis leaves off by empirically testing the relative strength of alternative crisis 
mechanisms across the regulated and Neoliberal macro regimes. Kotz uses an 
accounting decomposition of the profit rate, in the tradition of Weisskopf (1979), 
to analyze the link between institutional structure and crisis. In his analysis he 
isolates four crisis tendencies – profit squeeze, under-consumption, over- 
investment and asset bubbles. The inclusion of speculative bubbles is an import-
ant extension of the profit rate decomposition methodology. He concludes that 
during the regulated Keynesian era, the profit squeeze was prevalent in all five 
cycle expansions, while in the two cycles associated with the Neoliberal era 
over-investment problems occur and in the latter cycle a bubble is present. These 
findings are consistent with other authors (Crotty (2003, 2005), and Orhangazi 
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(Chapter 9)) who have combined over-investment and financial instability expla-
nations of crisis during the Neoliberal period.
 Historical contingency and institutional specificity of particular national econ-
omies are central heterodox macroeconomic methodological assumptions. Using 
this approach, Hillard and McIntyre (Chapter 14) focus on the capital–labor 
dynamics that have emerged in advanced economies in the Neoliberal era. They 
address what accounts for the somewhat diverging patterns of inequality and 
erosion of social insurance in many economies since 1970, with emphasis on the 
US experience. Their answer lies in uncovering historically developed distinc-
tions in the institutional and class formation in the countries considered. Through 
their historical-institutional analysis, they account for the specifically intense 
deterioration of working conditions in the USA, identifying how the class forces 
and even political dynamics of particular economies can account for secular and 
cyclical macroeconomic developments, particular the deleterious ones of the 
Neoliberal era.
 Itoh (Chapter 15) revisits an important methodological question in heterodox 
theory – what theoretical alternatives exist for underpinning an analysis of 
wealth and income inequalities generated in the international economic system. 
After a review of the history of thought for the doctrine of unequal exchange, he 
observes: 

the wide gap in wages between the central and the peripheral countries is an 
essential source of international unequal exchange and exploitation, thus 
differences in social structures and institutions for capital accumulation . . . 
between the center and the periphery of the world capitalism must be 
important in this context. 

Based on his institutional analysis, he identifies three distinct groups of periph-
eral countries’ experience with the Neoliberal regime – the oil-producing coun-
tries that have generally prospered because of huge ground rents collected on oil; 
a second group of “least among the less developed countries” (LLDC), such as 
sub-Saharan African nations deeply poor to begin with and recently battered by 
debt and high energy costs; and the prospering East Asian economies that have 
deployed national industrial policy models and financial controls that permitted 
development. Despite these distinct experiences, he concludes that there is 
“common pressure and difficulties of working people . . . under dominant neo-
liberal globalization of world capitalism” and a “common need . . . to amend the 
neo-liberal globalization policy tide for the sake of the great majority of working 
people in the world.”
 Kang-Kook Lee (Chapter 16) presents a case study for the Korean economy 
that forcefully argues that national industrial policy, supported by extensive 
capital controls on international financial flows, can succeed, contra the Neolib-
eral model, in promoting impressive macroeconomic strength; and that, con-
versely, liberalizing international capital controls can, and in South Korea’s case 
did, result in dramatic volatility and macroeconomic reversals, despite the opti-
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mistic ideology of Neoliberal policy proponents. He supports this conclusion via 
a detailed depiction of how capital controls dovetailed with a national economic 
development policy to create sustained macroeconomic stability and prosperity 
(what Epstein (Chapter 18) refers to as the technical aspects of controls); how 
the circumstances and fallout of capital control liberalization in the mid-1990s 
contributed to a massive financial crisis; and how the subsequent embrace of 
expanded liberalization by South Korea led to an attendant loss of control over 
the domestic economy, general economic stagnation, a significant deterioration 
in the economic standing of Korean working people and a persistent susceptibil-
ity to continued macroeconomic volatility.
 Lee demonstrates the main policy themes of heterodox macroeconomics, 
namely that a highly regulated financial system, particularly with respect to 
international finance, is a precondition for stability, not a source of instability, as 
Neoliberal policy advocates have maintained. In this regard, this chapter antici-
pates the chapters by Epstein and Grabel in Part IV.

Heterodox macroeconomic policy
In Part IV, alternative macroeconomic policies are considered. Kim (Chapter 17) 
argues from a methodological perspective that a unified heterodox policy per-
spective requires that Keynesian policy principles need to be enhanced through 
the consideration of the class implications of policies and the class nature of 
policy formation and implementation. Epstein (Chapter 18) reconsiders the case 
for capital controls and Grabel (Chapter 19) examines the failure of IMF policy 
prescriptions and argues for alternative policies based on capital controls, 
gradual liberalization and national and greater regional macro policy autonomy.
 Soohaeng Kim (Chapter 17) presents a Marxian critique of Keynes’s analysis 
of macroeconomic crisis and his policy orientation that serves as the basis for 
unifying Keynesian and more radical policy perspectives. Kim’s central point 
elucidates a well-defined fissure between Keynesians and Marxians going back 
to the first generation integrationists, namely, whether capital–labor relations are 
an equal object of policy transformation along with state and investment rela-
tions, with Keynesians historically focusing on just the latter. Kim argues that it 
is necessary for the contemporary “second generation” heterodox macro synthe-
sis to surmount this fissure by recognizing the class nature of policies and policy 
formation. In this vein, Kim also argues that Keynes’ vision of an impartial state 
is blind to powerful class forces that shape macroeconomic policies. Kim also 
identifies and contrasts Keynes’ vision of the socialization of investment with 
that of Marx’s, showing how Keynes’ formulation relied on an underspecified 
view of capitalist behavior. These methodological suggestions serve as the basis 
for the policy formulations related to current macrodynamics discussed in the 
remainder of Part IV.
 Epstein (Chapter 18) makes the case for both the technical and transformative 
aspects of capital controls in the era of Neoliberalism by synthesizing the differ-
ent perspectives of Keynes and Marx on the topic. With respect to the technical 
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characteristics, he considers how capital controls can facilitate desirable policies 
pertaining to employment, growth and an equitable distribution of income. On 
the transformative side, he argues that controls can facilitate progressive political 
and economic transformations even in the current macro environment.
 Grabel (Chapter 19) examines the detrimental and unintended consequences 
of the global Neoliberal regime on developing countries. She takes a broader 
view of the very same questions examined by Lee by focusing on IMF policies. 
Those policies have subjected world policy makers to conform because of “the 
new commitment to policy coherence and by interlocking commitments to 
 liberalization that are embodied in bi- and multi-lateral trade and investment 
agreements.” This new policy regime has contributed directly to a chronic and 
widespread series of financial/currency crises in Asia and Latin America that 
commenced with the Mexican peso collapse of 1994–1995. Grabel’s analysis 
employs the financial instability thesis and argues that such modern cyclical 
asset dynamics are accelerated and accentuated by Neoliberal policy structures. 
She finds that “neoliberal financial reform heightens the stagnationist tendencies 
and inequalities of wealth, income, and power that are an inherent feature of 
developing, and, indeed all capitalist economies.”
 Grabel provides a crucial analytical foundation for explaining why Neoliberal 
policies and institutional frameworks have created systematic tendencies towards 
crisis. She then provides clear policy alternatives that include capital controls, 
gradual financial integration and liberalization, the protection of national and 
regional policy space and the dramatic examples of many Latin American and 
Asian nations pulling back or outright withdrawing from the Neoliberal policy 
apparatuses. Beyond the USA, if not inside it, the insights and recommendations 
of heterodox macroeconomists are beginning to find a new saliency.

Conclusion
In the final chapter, Goldstein applies the integrated heterodox macroeconomic 
framework, developed throughout this volume, to explain the causes of the 
current global financial crisis. He argues that the source of the crisis is deep 
rooted and goes well beyond the readily visible financial aspects. In particular, 
the crisis is seen as involving the nexus of under-consumption, over-investment 
and financial crises. The origins of the crisis are associated with structural and 
institutional changes that begin around 1980 with the Neoliberal regime. Gold-
stein concludes that in order to restore balanced growth, the corporate form of 
globalization with its finance-led accumulation regime must be dismantled and 
replaced with a bounded wage-led accumulation regime combined with fair trade 
and financial regulation.

Notes
 1 Given Kalecki’s anticipation of many of Keynes’ major contributions, published in 

Polish, he could easily be incorporated into the group of founding, rather than synthe-
sizing, economists. See Feiwel (1975: 27–86) and Sawyer (1985: Chapter 9).
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 2 Goldstein (Chapter 3) confronts the contention of certain heterodox economists that a 

convergence within heterodox thought has taken place.
 3 The theories of stagnation based on rising monopoly profits and under-consumption 

(Baran and Sweezy (1966) and Steindl (1952)) also were less useful for the analysis 
of the first phase of post-World War II economic development. There is a direct 
lineage from the under-consumption arguments of Marx to Luxemburg to Kalecki to 
Baran and Sweezy and Steindl. Boddy and Crotty (1975) were responsible for chang-
ing the focus of theories of the Golden Age from under-consumption to profit squeeze 
dynamics by reviving the reserve army crisis theory of Marx. This is not to say that 
under-consumption crises have not become relevant again in the Neoliberal era.

 4 Minsky (1975, 1982), who we consider as an early second-generation theorist, 
developed, via his financial instability hypothesis, an integration of the real and finan-
cial sectors. Also, Crotty (1985) argues that Marx fully integrated these two sectors 
and Crotty (1986, 1990) calls for a richer interaction of these sectors than the one 
established in Minsky’s work.

 5 Kalecki (1943) analyzed the political aspects of full employment. Bowles (1985) 
extends Kalecki’s notion in a formal model of contested exchange. Additionally, 
Marx’s (1967: Chapter 25) analysis of the reserve army serves as an alternative justi-
fication for unemployment as a condition of existence of capitalism. These two expla-
nations of unemployment stand in contrast to New Keynesian theories of 
underemployment equilibrium based on asymmetric information and monopolistic 
competition, although some similarities exist between contested exchange and effi-
ciency wages.

 6 The tension within first generation heterodox economists is evident in Kalecki’s criti-
cism of growth theory (Feiwel (1975: 9, 48, 56)) and his pursuit of business cycle 
models and Baran and Sweezy’s and Steindl’s development of crisis theories.

 7 An obvious tension exists in Marx between balanced growth analysis (reproduction) 
and crisis dynamics. This same tension underlies Marx’s alternative use of equilib-
rium concepts and non-equilibrium arguments.

 8 Goodwin’s (1967) growth cycle is an exception.
 9 See Shapiro and Sawyer (2003) for a review of post-Keynesian approaches to pricing.
10 Goldstein (1985) offers an alternative theory of dynamic mark-up pricing that serves 

as the basis for a theory of price in an integrated heterodox framework (Goldstein 
(Chapter 3)).

11 Despite their fundamental objections, Keynes, Marx, Robinson and Kalecki all flirted 
with and used the concept of equilibrium.

12 Kalecki (1968) integrated trend and cycle and Baran and Sweezy (1966) considered 
the monopoly stage of capitalism as a qualitatively distinct period.

13 This last point identifies a preference for microfoundations in Goldstein’s approach 
that may not be accepted by all second-generation economists. While Sawyer 
(Chapter 2) does not rule out the possible productiveness of micro analysis, he does 
not place a priority on it. Additionally, SM economists do not use microfoundations 
in their structuralist models. In contrast, Goldstein (Chapter 3), Gibson (Chapter 6) 
and Fazzari (Chapter 7) emphasize their importance.

14 As Goldstein (2006) argues, this controversy has been overblown by the reaction of 
heterodox economists to an extreme form of micro methodology purported by the 
methodological individualist wing of Analytical Marxists. Goldstein (2006) develops 
a moderate, rather than fundamentalist, justification for heterodox microfoundations 
and identifies various forms of micro analysis outside of rational choice models that 
can satisfy this methodological priority.

15 In some sense, the model can be considered a microfoundation for Minsky’s financial 
fragility hypothesis.

16 Such as increases in unproductive labor, decreases in the length of the working day 
and decreases in the intensity of labor.
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17 It should be noted that a major difference between Moseley and other crisis theorists in 

this volume is his reliance on the restoration of the full employment profit rate, rather 
than a recovery in the general profit rate, as the necessary condition for a recovery.

18 This floor is established as stagnant growth hurts labor and reduces the real wage.
19 Goldstein (1985) developed a microfoundation for the non-labor market aspects of the 

profit squeeze.
20 Short-run profit maximization is not consistent with constant returns.
21 Boddy shows that the last Neoliberal cycle (ending in 2001) does exhibit some more 

pronounced profit squeeze characteristics, but he dismisses the revival of this crisis 
mechanism by arguing that monetary policy mistakenly allowed the expansion to con-
tinue for too long a period.

22 The shift in the balance of power from labor to capital is either associated with 
corporate responses to increased competitive pressures and/or a weakening of labor 
independently of competitive pressures. In the former case, over-investment is likely 
to emerge while in the latter under-consumption could occur.
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2 The central core of heterodox 
macroeconomics

Malcolm Sawyer1

Introduction
This chapter is firmly based on the idea that there is a common core of heterodox 
macroeconomics. It seeks to sketch the contents of that core, and to briefly con-
sider some of the implications of the heterodox analysis particularly in the policy 
direction. In this chapter I have avoided using the term post-Keynesian (rather 
than heterodox) as many of the propositions advanced below either do not make 
an appearance in Keynes’ writings or run counter to his analysis (and it enables 
me to side-step the issue of what is post-Keynesian, though leaving the question 
of what are the boundaries of heterodox macroeconomics). Although we do not 
seek to ascribe the origins of the ideas sketched here, many of them come from 
the works of Kaldor, Kalecki and Robinson.
 The chapter outlines what are considered to be the eight key features of a het-
erodox macroeconomic analysis. The following section draws out three sets of 
implications from those features. Whilst we would argue that the eight features 
listed are the central ones, the three sets of implications are intended to be illus-
trative rather than exhaustive.

The key features of heterodox macroeconomics
Heterodox macroeconomics is macroeconomics in the sense described by Pasi-
netti that it is 

not “macro-economic” in the sense of representing a first simplified rough 
step towards a more detailed and disaggregated analysis. It is macro- 
economic because it could not be otherwise. Only problems have been dis-
cussed which are of a macro-economic nature; an accurate investigation of 
them has nothing to do with disaggregation. They would remain the same – 
i.e. they would still arise at a macro-economic level – even if we were to 
break down the model into a disaggregated analysis.

(Pasinetti, 1974)

 But it is also the case that heterodox macroeconomic analysis has always 
involved microeconomics in the obvious sense that the behaviors of households, 
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workers, social classes and firms are analyzed and modeled. The ways in which 
that microeconomic analysis is undertaken varies considerably between authors: 
this is particularly noticeable with respect to the behavior of firms and the nature 
of competition. Whereas there is a uniformity in the mainstream approach with 
utility and profit maximization widely applied, there is no attempt to apply the 
same mode of behavior to all, and any notion of methodological individualism is 
rejected. The institutional and social arrangements in an economy have to be 
reflected in the ways in which economic behavior is analyzed.
 Heterodox macroeconomics analysis is clearly intended to be that of a mone-
tary capitalist economy in which the monetary and financial sectors play a 
central role (in contrast to the passive monetary sector as envisaged in most 
mainstream macroeconomics). The decision-making of individuals and firms, 
the interactions of those decisions and the evolution of the economy have to be 
analyzed in the context of fundamental uncertainty (in the sense of Keynes) 
where the future is unknown and unknowable, and the evolution of the economy 
must depend on the collective decisions which are made.
 There are, we suggest, eight key features in heterodox macroeconomic analysis, 
and it is to these we now turn.

Aggregate demand

A central element in heterodox macroeconomics is that the level of demand is 
always important for the level of economic activity, that is in the long run 
(however that is defined) as well as the short run. There is thereby a denial of the 
validity of approach of the neoclassical synthesis portraying the long run as char-
acterized by supply-side equilibrium (at full employment). Whilst some other 
approaches to macroeconomics recognize the role of demand in the short run but 
not in the long run, the heterodox approach views the role of demand as perva-
sive. There are then no market forces which could be relied on to propel the level 
of aggregate demand towards any supply-side equilibrium (or towards any other 
desired level of economic activity). There is a denial of the operation of relative 
prices to clear markets or of the real balance effect (in an endogenous money 
world) as the instrument of adjustment. Indeed, as illustrated in the paper of 
Hein and Stockhammer (2007), how private aggregate demand changes in the 
face of unemployment depends on the reactions of wages and prices, the change 
in the distribution of income and the impact which that has on the level of 
demand, and those changes may lead aggregate demand towards a supply-side 
equilibrium, or may lead demand away. There are numerous ways in which the 
level of demand impacts on supply and the evolution of supply potential, and 
this is outlined below (pp. 27–8).

Role of investment

There has long been agreement in heterodox macroeconomic analysis on the 
key and dual roles played by investment as a relative volatile component of 
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aggregate demand and the driving force in the savings–investment relationship, 
and as involving the creation of productive potential. Investment by its nature is 
forward-looking and firms are looking for rewards from their investment over a 
long future time horizon. But the future is inherently uncertain and unknowable, 
and investment decisions cannot come from or be modeled by precise 
optimization.
 Investment is undertaken by firms, and hence the amount of investment 
undertaken depends on the objectives of the firms, their organization structure 
and goals as well as the market structure and competitive framework within 
which they operate. Heterodox macroeconomists have provided many analyses 
of investment, based on different approaches to firms’ organization and behavior 
(see, for example, Crotty, 1990). Limitations of space preclude any significant 
discussion of those analyses, except to say that the analysis of investment behav-
ior has to be institutional specific. A significant development in the past two 
decades or so has been that of financialization (e.g. Epstein, 2005) and the 
changing relationship between industry and finance. In macroeconomic terms a 
key aspect of that has been the impact on rate of investment and capital accumu-
lation (there are, of course, many other important aspects). The pace of invest-
ment at any time has also to be understood in the context of the prevailing 
technological paradigm.
 In terms of the macroeconomic variables which influence investment, there is 
broad agreement, notably profitability as a source of finance and as a spur to 
capital accumulation, and the level and change in capacity utilization through 
some form of accelerator mechanism. Investment in effect fuses together the 
demand and supply side in that it is a component of demand but adds to produc-
tive potential. The particular significant aspect of the heterodox approach is that 
investment responds to ongoing events including those impacted by the level of 
demand (most obviously capacity utilization) rather than being the way in which 
the capital stock adjusts to the pre-determined growth path of the economy. “The 
long-run trend is but a slowly changing component of a chain of short-period 
situations; it has no independent entity” (Kalecki, 1968, p. 263). Further, “tech-
nical progress is infused into the economic system through the creation of new 
equipment, which depends on current (gross) investment expenditure” (Kaldor 
and Mirrlees, 1962, p. 174).

Income distribution

Distributions of income, personal and functional, are, of course, of considerable 
interest and concern in their own right. Heterodox macroeconomics has viewed 
the functional distribution of income as determined within the macroeconomic 
analysis, and that the distribution of income impacts on the level of demand. It is 
a basic proposition from Kaldor (1956) and Kalecki that the propensity to save 
out of wages is small (or zero) and out of profits substantial. Kaldor (1956) 
clearly indicates the relevance of that proposition for the distribution of income 
between wages and profits, though his analysis is based a full employment 
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assumption. The Kaleckian approach views the distribution of income as set by 
the degree of monopoly, leading to the view that the volume of profits is deter-
mined by the spending decisions of capitalists; the well-known aphorism that 
“workers spend what they earn, capitalists earn what they spend” summarizes 
this view.2
 The view that the propensity to spend out of wages was much larger than that 
out of profits led to a stagnationist view, namely that low demand and hence 
stagnation could result from wage share being relatively low thereby depressing 
consumption demand. The incorporation of the idea that investment depends on 
profitability and capacity utilization by Bhaduri and Marglin (1990) along with 
the differential propensities led to the distinction which they drew between a 
stagnationist regime and an exhilirationist regime, now more usually referred to 
as wage-led or profit-led regimes. The significance of this approach is that it 
brings income distribution into a central role in the determination of aggregate 
demand and the level of economic activity. It also serves as a reminder that shifts 
in behavior or in structure – in this case in the differential in propensity to 
consume and the influence of profitability on investment – can have marked 
effects on approach to policy. The particular important element of this approach 
is the view that in a wage-led regime application of the orthodox medicine for 
unemployment – that is restraint of real wages – becomes counterproductive. 
The establishment of whether an economy is in a wage-led or profit-led regime 
then becomes a matter of some importance.

Interdependence of demand and supply and path dependency

The independence of demand and supply has been a (perhaps the) central pro-
position in mainstream economics, whether at the microeconomic level where 
the demand and supply curves only interact through the price mechanism with a 
separation of the factors influencing demand and those influencing supply or at 
the macroeconomic level. The AD-AS analysis rather replicates the microeco-
nomic demand and supply analysis. The separation of the real and monetary 
sides of the economy, reflected in the classical dichotomy and the use of the term 
“natural” “to try to separate the real forces from monetary forces” (Friedman, 
1968, following Wicksell). The way in which the growth process has been 
modeled as converging on the “natural rate of growth” is a further illustration.
 The interdependence of demand and supply is closely related with path 
dependency. The term path dependency is used to emphasize two features. First, 
the path of the economy is not pre-determined as in neoclassical growth theory 
(including endogenous growth theory) but rather the path emerges in an evolu-
tionary manner. Second, it is used rather than the term hysteresis which tends to 
suggest a movement from one equilibrium to another, albeit that the equilibrium 
toward which there is movement is influenced by the path taken.
 The mechanisms by which there is path dependency and by which the path of 
demand opens up future supply are various, but three are generally to the fore. 
The first one, already discussed in the context of investment, where it is clear 
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that current demand influences investment which thereby adds to the capital 
stock. This general idea can readily be extended to a range of investment includ-
ing that in education and health provision. The second is the way in which 
people are drawn into or pushed out of the effective labor supply through 
demand. Participation rates vary, ages of entry into and exit from the labor force 
change and there is regional and international migration. Clearly not all of such 
changes can be ascribed to pressures of demand as demographics, changes in 
social attitudes etc. are involved. But the evolution of the labor force cannot be 
understood without reference to demand. The third comes from the operation of 
a Verdoorn law type effect and “learning by doing” (and a variety of other forms 
of learning, e.g. “learning by exporting”). The rate of productivity change is then 
linked with the level of activity in the economy, which itself is determined by 
the level of demand.
 Bhaduri (2006) provides an example of a growth model which fuses together 
the demand and supply sides. His model is one in which “both investment and 
savings decisions exert their influences on the long-run equilibrium growth of 
output.” While this result is a natural outcome of introducing aggregate demand 
in the analysis by separating investment from savings decisions, it is the endog-
eneity of labor productivity growth with increasing returns that provides the 
main impetus to the growth process on the supply side. A novel aspect of this 
model is to view the growth in both the real wage rate and in labor productivity 
“as being driven simultaneously by the forces of intra-class competition among 
capitalist firms over market shares, as well as by inter-class conflict over income 
shares” (p. 80). Dutt (2006) is a further example with “a simple model with 
endogenous technological change in which aggregate demand and aggregate 
supply both have a role to play and in which long-run growth can be affected by 
aggregate demand” (p. 331).

Money and credit

The role of money created through the credit system and now labeled endog-
enous money has been a central element in heterodox macroeconomics for the 
past quarter of a century, though ideas on endogenous money and the develop-
ment of the circuitist approach go much further back. Moore (1988) was a major 
contribution which marked out the way for post-Keynesian analysis, and ensured 
an emphasis was given to the money creation processes.3 Kalecki (as argued in 
Sawyer, 2001), Kaldor (1970), Robinson (1956) and others had incorporated an 
essentially endogenous money approach. Keynesian analysis (in the form of 
IS-LM) had, of course, proceeded with exogenous money and all that entailed, 
and it was perhaps only the onslaught of monetarism which required more 
serious attention be given to the nature and role of money (Kaldor, 1970).
 Endogenous money is important for macroeconomic analysis in a number of 
ways. First, an adjustment process which relies on some idea of real balance 
effect is no longer viable since endogenous money does not constitute net worth; 
the orthodoxy (in the form of the new consensus in macroeconomics, NCM: see 
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Arestis and Sawyer, 2008) has now adopted some aspects of endogenous money 
but rely on the wisdom of the Central Bank in the setting of interest rates (at the 
“natural rate of interest”). The adjustment process becomes a matter of adminis-
trative decision rather than market mechanism. Second, the manner in which 
loans are provided by the bank system becomes a central question. It is not only 
that banks hold the key to expansion since any refusal on their part to provide 
loans would limit any expansion of expenditure. The way in which the inevitable 
credit rationing occurs in terms of who are “awarded” loans and who are not 
reflects a wide range of discrimination (gender, ethnicity etc.). The type of 
sectors (e.g. large vs. small business, high tech vs. low tech) favored which influ-
ence the evolution of the economy in a path dependent world. The terms and 
conditions on which loans are supplied can also interact with the analysis of 
financial liberalization. Instead of the “loanable funds’”approach of McKinnon 
(1973) and Shaw (1973) in which banks act as intermediaries between savings 
and investment, the banks provide credit “off their own bat.”
 Third, monetary policy becomes more closely identified with interest rate 
policy, though interest rate policy has always been the key element in monetary 
policy even in the heyday of monetarism. But the heterodox analysis suggests 
that interest rate movements have relatively small effects and points to the need 
for a broader concept of monetary policy (see Arestis and Sawyer, 2006a).
 Fourth, the behavior of banks and related credit institutions become important 
for the economy. Their willingness or otherwise to provide loans and the terms 
on which they are provided impact on the level and structure of demand. Further, 
the financial sector is prone to act in ways which generate bubbles and crises: 
“instability is determined by mechanisms within the system, not outside it; our 
economy is not unstable because it is shocked by oil, wars or monetary surprises, 
but because of its nature” (Minsky, 1986, p. 172).
 Finally, any notion of the non-neutrality of money disappears. It is difficult to 
even envisage what a non-monetary economy would look like in order to judge 
the neutrality or otherwise of money. But since money comes into existence via 
the credit process, the ways in which credit is created impacts on investment, 
and thereby the productive potential of the economy.

Price and wage determination and the supply-side of the economy in 
the short run

There have been many contributions by heterodox economists to the analysis of 
price determination and of wage determination. Here we can only sketch some 
aspects.4 Firms make interrelated decisions on price, output supply and employ-
ment offers in light of the demand conditions which they face and their own pro-
ductive capacity. In doing so, firms set the relationship between price and wage, 
and their pricing decisions bear on profit determination. The determination of 
wages is represented by a wage curve as a positive relationship between real wages 
and employment and based on efficiency wage considerations and/or on collective 
bargaining. From the interaction of these price and wage determinations a form of 
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supply-side equilibrium can be derived, which can be seen as forming an inflation 
barrier. This could be seen as akin to a non-accelerating inflation rate of unem-
ployment (NAIRU). But this inflation barrier differs from the NAIRU in (at least) 
two major respects. First, it is presented in a manner which seeks to emphasize that 
the interaction of prices and wages do not take place in what may be described as 
“the labor market,” and hence the supply-side equilibrium is not set by the features 
of the labor market. Instead the emphasis is placed on the role of productive capac-
ity. Second, there is no presumption that the inflation barrier acts as a strong (or 
even weak) attractor for the actual level of economic activity. There are no market 
forces which lead the level of aggregate demand to adjust to the inflation barrier.

Inflation

Inflation is a non-monetary phenomenon in the sense that changes in the stock of 
money do not determine the rate of inflation in any causal sense, but rather the 
rate of change of the stock of money (endogenously) adjusts to the pace of infla-
tion. There are a range of factors which impact on the rate of inflation including 
a struggle over income shares, the level of and rate of changes of the level of 
aggregate demand and cost-push factors coming notably from the foreign sector 
(change in import prices and the exchange rate).
 A heterodox approach (which we labeled a structuralist approach, Arestis and 
Sawyer, 2005) concentrates on three key elements in the inflationary process. 
One set of inflationary pressures comes from the level of demand relative to the 
size of productive capacity. There is no presumption that there is adequate 
capacity in an economy to support the full employment of labor, and hence 
enterprises may be operating at or even above normal capacity with substantial 
levels of unemployment.
 A second and related set of inflationary pressures comes from the inherent 
conflict over the distribution of income. The ability of the economy to reconcile 
the conflict depends, inter alia, on the productive capacity of the economy. The 
determination of an inflation barrier (as indeed in the literature on the NAIRU 
and on the “natural rate of unemployment”) involves the notion that wages and 
prices rise together with the difference in the rate of increase of wages and that 
of prices being equal to the rate of labor productivity growth. In other words, the 
distribution of income between wages and profits would remain constant. This 
serves as a reminder that there are basic conflicts over the distribution of income. 
If all groups and classes in society were in effect content with the existing distri-
bution of income, then it could be expected that there would not be a problem of 
inflation: at a minimum it would mean that the rate of inflation was constant. An 
increase in the rate of inflation can be viewed as arising from some combination 
of intention of some groups to increase their share of income and enhanced 
opportunity to do so. A higher level of demand for labor may, for example, be 
seen as enhanced opportunity for workers to increase their share. But a related 
higher level of demand for output would allow firms to increase their profits. 
The “conflict theory” of inflation can be seen as based on this insight.
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 Third, the level of economic activity depends on the level of aggregate 
demand, and there is no presumption that the level of demand will generate full 
employment of labor and/or full capacity utilization. Investment has a crucial 
dual role to play through its impact on aggregate demand and through its enhanc-
ing impact on capital stock. Further, there is no automatic mechanism, which 
takes the level of aggregate demand to any supply-side equilibrium. Mechanisms 
such as adjustment of real wages to clear the labor market, or the operation of 
the real balance effect, are explicitly rejected.

Open economy considerations

The openness of an economy means that the domestic economy is buffeted by events 
in the rest of the world. There is no reason to think that the domestic economy can 
be insulated from the rest of the world through smooth adjustments in the exchange 
rate: hence inflation in the rest of the world impacts on domestic inflation in that it 
cannot be assumed that some form of purchasing power parity holds under which 
the nominal exchange rate would move to offset any inflation differential.
 It would be generally agreed that there has been considerable volatility of 
exchange rates (both nominal and real) under the floating exchange rate regime, 
and that capital related flows, rather than trade related flows, across the 
exchanges are the dominant factor influencing movements in the exchange rate. 
It has not been possible to understand the movements in the exchange rate, 
perhaps other than to say that uncovered interest rate parity does not apply. 
Whilst the real exchange rate has some mean reverting properties, these do not 
prevent movements of the order of +/–25 to 30 percent in the real exchange rate 
(and also in the nominal exchange rate given the similarities of inflationary 
experience across industrialized countries).
 Orthodox economics makes much of “inter temporal budget constraints” and 
the limitations which they place on the behavior of individuals and of government. 
Yet the most significant of those type of constraints, namely that on the country as 
a whole, has played little role.5 In heterodox economics by contrast a variant of 
such constraints has played a considerable role, notably in the form of balance of 
payments constrained growth as developed by Thirlwall (e.g. Thirlwall, 1979). 
The argument is straightforward: as a country cannot borrow more and more on its 
capital account, this places a constraint on its current account and trade position. 
Imports and exports of goods and services have to grow at much the same rate, 
and putting continuous real devaluation to one side, this leads to growth of 
domestic income equal to the income elasticity of demand for exports multiplied 
by growth of world income divided by income elasticity of demand for imports.

Some implications
In this section we briefly draw out three sets of implications from the heterodox 
analysis to indicate the importance and relevance of that analysis for our under-
standing of the world.
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Demand management policies

In the heterodox approach, securing a high level of aggregate demand and of 
economic activity retains a high priority for the usual reasons (including the low-
ering of unemployment) but also for the longer term effects. There is clearly no 
presumption that the level of demand will be consistent with a high level of eco-
nomic activity (nor that there is sufficient productive capacity to employ the 
available labor). Nor is there any clear market mechanism which would secure 
the required level of demand. The heterodox approach would tend to view fiscal 
policy as a much more potent means of securing the high level of demand than 
monetary policy (Arestis and Sawyer, 2003). The arguments which have been 
advanced against the use of fiscal policy are based on the assumption that there 
is no issue over the lack of aggregate demand (Arestis and Sawyer, 2006b): for 
example crowding out arguments assume there is something to be crowded out.

The nature of inflation barriers and policy implications

A key aspect of the prevailing orthodoxy can be summarized in the terms 
“natural rate of unemployment” (NRU) and “non-accelerating inflation rate of 
unemployment” (NAIRU).6 The significance of those terms is that the emphasis 
is placed on the labor market (if such exists) as the arena in which the level of 
unemployment is effectively determined. It is a supply-side concept with the 
(often implicit) assumption that the level of economic activity will gravitate to 
that level of unemployment. Further, there is the suggestion that a relatively high 
level of unemployment is a consequence of poorly functioning, over-regulated, 
inflexible labor markets.
 The heterodox approach has often been viewed in terms that money wages 
may be settled in the labor market (whether through collective bargaining or not) 
but real wages are effectively set in the product market through the pricing 
decisions of firms. This type of view is evident in Keynes (1936) and Kalecki’s 
analysis of the degree of monopoly which not only is seen to set the distribution 
of income but also the level of real wages. Whilst accepting that the setting of 
wages must necessarily be in money terms, and that pricing decisions of firms 
are significant for real wages, we bring in the effects of workers’ aspirations and 
bargaining power into the determination of any inflation barrier. There is a con-
flict over the distribution of income, and the inflation barrier represents the posi-
tion where there is some “reconciliation” of that conflict.
 In market economies, there is often a mismatch between available productive 
capacity and the labor force and its geographical distribution. Specifically, the 
zero output gap (where output equals trend output) and the full employment of 
labor cannot be used interchangeably. Higher levels of employment require more 
productive capacity. The aligning of productive capacity with the size and distri-
bution of the work force is a major task, which is rarely accomplished. There are 
generally supply-side (as well as demand-side) constraints on the achievement of 
full employment of labor. But the nature of those constraints comes from the 
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lack of productive capacity rather than any notion of them arising from inflexible or 
rigid labor markets. Industrial and regional policies are required to ensure that any 
inflation barrier is compatible with the full employment of labor. Public expendi-
ture, particularly investment, can also be structured to ease supply constraints. It 
then follows that policies which may be described as industrial and regional policies 
are required to address these issues of lack of productive capacity.

The non-neutrality of money and finance

“Money matters” is a rather bizarre way of summarizing monetarism in the sense 
that while money supply was viewed as a causal factor in inflation, it had no 
effect on the level of or composition of output and employment. The neutrality 
of money and the classical dichotomy were central to monetarism and related 
approaches. In a similar vein the Wicksellian based new consensus in macro-
economics retains a sense of neutrality in that it is based around a “natural rate 
of interest” which 

is neutral in respect to commodity prices, and tend neither to raise nor to 
lower them. This is necessarily the same as the rate of interest which would 
be determined by supply and demand if no use were made of money and all 
lending were effected in the form of real capital goods. It comes to much the 
same thing to describe it as the current value of the natural rate of interest 
on capital. 

(Wicksell, 1965, p. 102)

 It is difficult (impossible) to envisage how a sophisticated market economy 
would operate without money or finance, and hence the “benchmark” of a real 
economy against which the neutrality of money and finance would be assessed is 
not available. It is clearly possible to write down macroeconomic models without 
explicit mention of money or finance, as is done in many Kaleckian models. But 
there is an implicit (and sometimes explicit) view of the banking system to the 
effect that loans will be forthcoming to enable investment to be financed and that 
if loans were not provided then the investment could not occur.

Conclusions
The belief which lies behind this chapter is that there is a set of propositions 
which are broadly shared by heterodox macroeconomists. We have sought to 
sketch out those propositions and to illustrate their significance, and to look at 
some of the implications of this heterodox approach.

Notes
1 I am grateful to Philip Arestis and John King for comments on an earlier draft, and to 

the participants at the Rebellious Macroeconomics conference held at the Political 
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Economy Research Institute of the University of Massachusetts for general discussion 
and comments.

2 Ascribed by Joan Robinson to Kalecki, but not actually to be found in his writings (see 
Robinson, 1966, p. 341).

3 See Arestis and Sawyer (2006c) for a wide range of essays on heterodox approaches to 
money and finance.

4 This section is heavily influenced by Sawyer (2002).
5 It is well-known that a deficit (of whatever kind) of d relative to income will lead to a 

debt ratio which would stabilize at b = d(g – r); this requires g > r, which may hold for 
governments (who can borrow at the risk free rate of interest and in effect pay the post-
tax rate of interest) but is unlikely to hold in general for individuals or for countries.

6 The terms are often used synonymously though we would associate the “natural rate of 
unemployment” with the market-clearing position of a competitive labor market, and 
hence akin to full employment, and the “non-accelerating rate of unemployment” with 
imperfectly competitive markets (e.g. Layard et al., 1991).
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3 An introduction to a unified 
heterodox macroeconomic theory

Jonathan P. Goldstein

An introduction to a unified heterodox macroeconomic 
theory
In the Neoliberal era, free market economics/ideology and the associated doc-
trines of free trade and financial liberalization have guided the economic devel-
opment of an integrated world economy. The resulting development path has 
been marred by increasing income inequality, financial crises, slow aggregate 
demand growth, destructive competition and a tendency to global excess capac-
ity and unemployment. These outcomes arise from the anarchy and inherent con-
tradictions of global free markets and the accompanying complement of 
Neoliberal policies. The benefits of this Neoliberal regime have primarily 
accrued to financial capitalists and, to a lesser extent, to international industrial 
capitalists at the expense of other social groups.
 Despite this poor track record, the economic foundations that underlie this 
development strategy – neoclassical microeconomics and new classical macro-
economics – have dominated the economics profession for over 25 years. The 
drawback of this method, based on its unrealistic set of assumptions, is its real 
world irrelevance for a global economic system far removed from perfect com-
petition and dominated by coercive decisions influenced by an endogenous dis-
tribution of income and made under fundamental uncertainty. Despite this 
fundamental irrelevance, neoclassical practitioners have readily enlisted policy-
makers and power/class brokers to adopt free market policies purely on ideo-
logical and self-interested grounds.
 The one orthodox alternative, the new Keynesian new neoclassical synthesis 
(Goodfriend (2004)), attempts to integrate Keynes’ critique of neoclassical eco-
nomics within the neoclassical general equilibrium framework. This alternative 
subsumes Keynes within neoclassical economics and thus is disappointing 
 (Davidson (2003), Crotty (1992, 1996)). Besides the derivation of an under-
employment equilibrium as an alternative center of gravity for the economy, a 
strong faith in the effectiveness of policy is all that is needed to bring the new 
Keynesian alternative equilibrium in line with the new classical full employment 
solution and thus establish an uncomfortable convergence of the two approaches.1
 On the other hand, heterodox economics, particularly post-Keynesian, institu-
tionalist and Marxian analyses, have developed flexible models based on realis-
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tic assumptions that help us to better understand the contradictory evolution of 
the global economy and the detrimental impact of Neoliberal policies. Unfortu-
nately as Goldstein and Hillard (Chapter 1) argue, the full potential of heterodox 
alternatives has not been realized. Despite some authors’ insistence that hetero-
dox theories have followed a convergence path (Lavoie et al. (2004), Lavoie 
(2006), and Tymoigne and Lee (2003: 284)), the convergence has been superfi-
cial at best and an integration of heterodox ideas into a more potent theory has 
not occurred (Fontana (2005: 412)). Basically, fundamentalists’ positions on 
both the post-Keynesian and Marxian sides and a self-preserving reluctance 
among post-Keynesians to associate with the more systematic (radical) Marxian 
critiques of capitalism have created barriers to such an integration. Despite these 
impediments, numerous authors (referenced in Chapter 1) have laid a foundation 
for integrating Keynesian, Marxian and institutionalist approaches.
 The goal of such an integration is a flexible and realistic theory of the evolu-
tion of the capitalist global economy achieved by combining the best com-
plementary aspects of alternative left theories, rejecting problematic and 
unrealistic aspects of those approaches and by resolving contradictory compet-
ing claims of those theories. In this chapter, I focus on the integration of Marxian 
and Keynesian ideas.
 This synthesis adapts from post-Keynesian economics  true/fundamental 
uncertainty, endogenous money/credit, endogenous expectations, financial 
innovation, financial fragility and effective demand. These elements are integ-
rated with Marxian crisis theory, adversarial class relations, a conflict- determined 
distribution of income and its impact on effective demand, the imperative to 
accumulate and the Marxian concept of competition as distinct from the classi-
cal/neoclassical concept of competition. In addition, the social structure of accu-
mulation (SSA) approach and its associated long wave theory is used to establish 
the institutional mechanisms and change that underlie long-term growth/accu-
mulation. From both approaches, the role of institutions is integrated, particu-
larly with respect to the constitution of the individual economic agent, the 
formation of expectations and confidence in expectations and as a support 
system for profitable long-term accumulation.
 Also, problematic positions/theories in both camps, discussed in Chapter 1, 
that act as barriers to a synthesis, are set aside for the pragmatic purpose of 
developing a unified theory.

Integrating Keynesian and Marxian economics: the nexus of 
Marxian competition, irreversible investment, crisis theory, 
financial fragility and fundamental uncertainty
In this section, I sketch an integrated Keynes–Marx approach to macro-
economics. The hallmarks of this method are a flexible and realistic approach to 
macroeconomics that is capable of explaining the dynamics of the macroecon-
omy including key regime shifts/transitions. While many of the basic concepts 
are rooted both in Keynes’ and Marx’s writings, many of the integrative ideas 
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and extensions come from the work of Crotty (1980, 1983, 1985, 1986, 1989, 
1990a, 1990b, 1992, 1993, 1994, 1996, 2000, 2002, 2003a, 2003b, 2005). I start 
by considering the class and uncertain nature of the macro environment. The 
resulting environment is argued to be a hostile/threatening, coercive and 
unknowable one with the potential for contradictory outcomes. Next, I consider 
the theory of effective demand where the accumulation of capital plays a central 
role and the demand side is integrally linked to the supply-side of the economy. I 
outline a Keynes–Marx theory of investment that goes beyond simple Keynesian 
and Marxian variants of the determinants of investment. Next, I consider pricing 
and profit rate determination then crisis mechanisms, the illusive nature of bal-
anced growth, long-run adjustments through institutional change and long-run 
dynamics via regime shifts.

Macrofoundations: a hostile, forbidding and unforgiving 
arena
While I argue below that microeconomic behavior is integrally linked to the macro 
environment, I start with macrofoundations because they characterize the environ-
ment that determines/constraints the menu of individual actions that can be 
pursued. Macrofoundations encompass the existing class structure and the com-
petitive, institutional and non-ergodic nature of the environment that underlies that 
class structure. While the elements of macrofoundations have a historic-specific 
character,2 I only focus on a general theoretical framework in this chapter.
 The starting point is a well developed set of capitalist class relations where 
the Marxian concept of class interactions is employed. From that perspective, 
class relations relate to the production, appropriation and distribution of surplus 
value/profits in a capitalist economy. While many different forms of class rela-
tions exists, the central ones are between capital and labor (K–L), capital and 
other capitals (K–K) or capitalist competition and finance capital and capital 
(FK–K). Given that many Marxists focus on the capital–labor relation, the 
capital–capital and finance capital–capital relations have been under-analyzed.
 It is the historically contingent and institutionally-specific determination of 
the balance of power between classes that is central to how class interactions 
affect the economy. Changes in the balance of power have significant impacts on 
the distribution of income with important feedbacks to effective demand, supply 
decisions and the role played by financial markets. Additionally, the balance of 
power significantly and endogenously shapes/constrains the preferences, objec-
tives and behavior of individual agents.
 Marxian competition as the antithesis of classical competition is brought to 
life in Crotty (1993, 2003a). Here, Marxian competition takes on a fundament-
ally uncertain, warlike nature where “capitalists eat other capitalists.” On the 
micro level, individual capitalist reproductive behavior must consider this type 
of competition. This competitive relation neither produces a harmonious 
outcome nor a stable set of class relations. In fact, it underlies potentially coer-
cive and frenzied microeconomic survival behavior that may be inconsistent 
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with the reproduction of all capitalists – a micro–macro dialectic exists (Gold-
stein (1986a)). Thus, it serves as the basis for crisis tendencies, particularly a 
direct tendency to over-investment and an indirect tendency to under-consumption 
as attempts are made to extract more profit at the expense of labor in order to 
finance the accumulation process.
 It is this nature of competitive relations that serves as the basis for the central-
ity and volatility of investment in a theory of effective demand. In such a bellig-
erent environment, a competitive criteria may dominate the typical optimality 
criteria, such as the maximization of profits, when it comes to individual behav-
ior.3 Crotty (1993) discusses an “invest or die” strategy that fulfills a competitive 
criteria. Here, significant amounts of defensive investment may become an 
imperative despite the current profit and financial status of the firm. In addition, 
the qualitative and innovative nature of investments geared at securing the com-
petitive survival of the firm are likely to generate significant costs of adjustment 
within the structure/operation of the firm.
 Crotty (1993: 4–8, 2003a) in developing and systemizing the concept of the 
Marxian competition locates two forms of competition: fraternal or corespective 
competition and fratricidal or coercive competition.4
 In a corespective competitive regime, competing firms coordinate their activ-
ities in a manner that bounds the intensity of competition among them. In this 
competitive regime, competition is restricted to competition over market share 
through advertising and more effective marketing and distribution. Price wars, 
especially in a sluggish demand growth environment, are avoided. Price-cost 
mark-ups are maintained, and investment activity is coordinated to avoid 
unwanted excess capacity. High profits support a moderate pace of innovation 
that increases productivity.
 In contrast, coercive competition has as its mainstay destructive price com-
petition. The primary tool is cost-cutting technological innovation. Given the 
irreversible nature of investment that creates an inability for firms to freely exist 
the industry, firms face an invest-or-die defensive strategy. Due to fundamental 
uncertainty over which firms will survive the next competitive onslaught, there 
is an overall tendency for firms to over-invest in this situation. This strategy is 
typically coupled with low road labor strategies – cutting wages and benefits and 
using layoffs – to increase competitiveness. Thus, tendencies to under-consump-
tion and excess capacity emerge. This represents another example of the micro–
macro dialectic at work.
 These competitive regime distinctions add a first layer of numerous 
 dichotomies in the heterodox macroeconomic framework developed here. These 
dichotomies/regimes add a historic and institutional flexibility to the method that 
allows it to explain fluidity in the evolution of capitalist economies.
 These alternative competitive regimes also have important implications for 
microeconomic behavior as they impact the objective function of the firm. 
Shaikh (1978) and Goldstein (1985a) were the first to establish these microeco-
nomic effects. Shaikh conceptually established a competitive criteria as distinct 
from profit maximization (Goldstein (2006: 581, fn. 12)), while Goldstein 
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(1985a, 1985b) developed a formal model where the firm’s profit maximization 
objective is constrained by a competitive market share constraint. Crotty and 
Goldstein (1992a, 1992b) and Goldstein (Chapter 8) use a competitive market 
share constraint to effect changes in investment strategy from offensive to defen-
sive investment that effectively amount to a shift from profit maximization to 
meeting a competitive criteria.
 Fundamental or Keynesian uncertainty lies at the core of the macro environ-
ment.5 True uncertainty affects the most crucial decisions and responses of the 
firm. When exist from an industry is costly, the firm’s competitive survival/
investment strategy is fraught with uncertainty. Also, the profit rate as a heuristic 
for the general health of the economy as well as its individual determinants are 
inherently uncertain. The fallout from declining profit rates, both in the real 
(declining demand) and financial sectors (bankruptcies and diminished cash 
flow) and the taking on of financial obligations when cash flows are unknown 
are all uncertain activities. Despite the centrality of uncertainty, a tractable 
method for incorporating it into an integrated framework has been elusive. True 
uncertainty seems to imply theoretical chaos.
 Crotty (1994) offers a methodological approach that both bounds the unset-
tling aspects of uncertainty, while preserving the volatile and contradictory 
aspects of decision-making under uncertainty. His suggestions allow Keynesian 
uncertainty to be successfully integrated into a heterodox macroeconomic frame-
work. His solution is based on the stabilizing aspects of institutions and the dia-
lectical interaction of individual decision-making with the institutional structure.
 In particular, institutions form a macroeconomic foundation of conditional 
stability for decision-making under true uncertainty. The institutional structure 
or SSA under normal circumstances bounds the overall behavior of the economy 
and underlies a process of conventional expectation formation and confidence 
formation. Given that agents are socially constituted and have a deep psycholog-
ical need to create the illusion of order and continuity, they rely on conventional 
expectations and confidence levels based on rules and heuristics. Yet, they also 
know that the conventional wisdom periodically makes large forecast errors. 
Thus, expectations are fragile and subject to sudden change; particularly when 
social conventions are challenged by recent events. Such challenges are inevita-
ble given the contradictory nature of microeconomic behavior that are at the core 
of the integrated theory’s microeconomic foundations.
 This treatment of uncertainty adds a second dichotomy, for micro behavior 
and macro outcomes, between stable expectations and a crisis of confidence.
 In sum, the existing power relations between classes, the intense competitive 
and uncertain environment serve as the macroeconomic basis for a rich hetero-
dox theory of capitalist evolution.

Microfoundations
The approach developed here places a priority for reducing the underlying mech-
anisms for economic and social outcomes to a basis in human agency. Goldstein 
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(2006) develops a rationale for microeconomic reduction based on a rejection of 
fallacy of composition (holism) critiques of microfoundations and the use of 
flexible and realistic objective functions and model structures that capture crit-
ical social interactions and potentially contradictory behavior.6
 In such models, individual behavior is conditionally/conjuncturally deter-
mined by the macrofoundations discussed above. In turn, individual or group 
behavior alters the social and economic environment with important feedback 
effects to micro behavior. Goldstein (1986a, 2006) refers to this micro–macro 
interaction as the micro–macro dialectic, while Crotty (1990a, 1994, 2003a) rec-
ognizes the mutual determination of both spheres.
 It should be made clear that while a preference exists for rational choice 
models to achieve micro reductions, in no way is this an absolute priority. Such 
micro reductions simply may not be feasible. The non-existence and lack of 
uniqueness of optimizing behavior make it necessary to adopt different methods 
for achieving micro reduction. In particular, rules of thumb, bounded rationality, 
the use of habits, norms, conventional wisdom and rituals can all underlie micro-
economic behavior. The incorporation of such foundations for individual behav-
ior is perfectly acceptable. Thus, the call for microfoundations in an integrated 
approach is to use micro reductions when they are feasible.
 The prevalence of microfoundations in the components of an integrated het-
erodox macro theory will be obvious in the subsequent presentation (see Chapter 
7). In particular, formal micrfoundations for pricing and the related distribution 
of income (Goldstein (1985a, 1985b)) and of the investment function (Crotty 
and Goldstein (1992a, 1992b) and Goldstein (Chapter 8)) are developed. In addi-
tion, much of Crotty’s integrative contributions use informal microfoundations. 
In particular, Crotty (1994) relies on conventional wisdom to explain the stability 
and potential volatility of the expectation formation process and to understand 
the inter-firm interactions associated with destructive competition (Crotty 
(2003a, 2003b)).

Effective demand and the distribution of income
The Marxian competitive environment, even in its fraternal form, places the dis-
tribution of income, particularly the generation of profits, at the center of the 
theory of effective demand. While profits can be affected in numerous ways, 
conflictual struggles over the distribution of income, especially when competit-
ive pressures intensify, play an important role. Alterations in the distribution of 
income can have important and potentially offsetting impacts on the level of 
effective demand. These mechanisms are captured through the consumption and 
investment functions used in heterodox macroeconomics. The consumption 
function derives from the classical analysis of consumption and savings. In par-
ticular, an income share-weighted Keynesian consumption function is employed 
where in a simple two-class world

C = b0 + bL  1 __ a  Y + bK1 –   1 __ a  Y
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and βL is the marginal propensity to consume of labor,   1 __ a   is labor’s share of 
income, βK is the marginal propensity to consume of capital,  ( 1 –   1 __ a   )  is profits 
share of income, C is consumption, Y is income, β0 is a constant and βL > βK. 
The simplest investment function can be expressed as I = f(πR) where πR is the 
profit rate. The current profit rate, or weighted past values, serves as a heuristic 
for the uncertain future profitability of investment. The profit rate in turn depends

on the profit share of income and the capital-output ratio; pR =   
 ( 1 –   1 __ a   ) 

 _____ 
  K __ Y  
   . It should

 be noted that the typical Keynesian emphasis on the role of capacity utilization 
on investment is captured within the   K __ Y   term of the profit rate.
 In this effective demand system, the distribution of income has competing 
effects on aggregate demand. Decreases (increases) in the profit share of income 
reduces (increases) investment, while increasing (decreasing) consumption. The 
integrated approach developed here, takes the responsiveness of investment to 
short-run changes in the distribution of income to outweigh consumption 
responses. This crucial aspect of the relation between aggregate demand and the 
distribution of income is based on more than the centrality of investment to 
the theory of aggregate demand. It is supported by larger cyclical swings in the 
profit share then in the capital-output ratio, evidence in favor of slow changes in 
consumption patterns and the centrality of future expected long-run profits, in 
contrast to transitory demand-induced changes on the expected profit rate. Yet, 
in the long-run a larger response of consumption to decreases in labor’s share 
may dominate.
 While many heterodox theories of investment never go beyond the profit rate 
and/or capacity utilization as the key determinants of investment, important 
extensions of the simple theory of investment have been developed by Crotty 
(1993), Crotty and Goldstein (1992a, 1992b) and Goldstein (Chapter 8). These 
authors developed a microfounded Keynes–Marx theory of investment that 
further incorporates the external financing of investment based upon uncertain 
future profit flows, the irreversibility of investment and the coercive role of com-
petition on investment. In this approach, the investment function is extended to 
depend on the profit rate, long-term and short-term heuristics for the firm’s finan-
cial robustness and the intensity of competition. It is the interaction of these 
factors that fundamentally alters the nature of the investment function, particu-
larly the typical role assigned to capacity utilization. The main dynamic of the 
model is an investment-induced growth-financial safety tradeoff facing the firm. 
Using this approach, a ceteris paribus increase in the financial fragility of the 
firm reduces investment and can be used to explain autonomous financial crises. 
In addition, the typical behavior of the profit rate, particularly changes in income 
shares, is preserved in this theory. Along these lines, the interaction of the profit 
rate and financial determinants allows for real sector sources of financial fragil-
ity to be incorporated into a macro model. Here, a profit squeeze that shifts 
expectations of future profits forces firms and lenders to alter their perceptions 
on short-term and long-term levels of acceptable debt. The responses of these 
agents can produce a cycle based on increases in financial fragility.
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 Finally, it is the role of competition that brings out other contradictory possib-
ilities in the model. As in Goldstein (1985a), competition is treated via a com-
petitive share constraint that alters the objective function of the firm. The 
binding/non-binding nature of the constraint is respectively analogous to Crot-
ty’s (1993) coercive/co-respective forms of competition and the firm’s invest-
ment strategies respectively takes two forms: defensive/offensive investment. 
Defensive investment is a form of coercive investment where firms are forced to 
implement cost-cutting technology that dramatically disrupts the organizational 
culture of the firm in order to ensure its survival by recapturing its market share. 
In other words, when the constraint is binding, firms face a fundamentally uncer-
tain invest-or-die situation. Given the irreversibility of investment, exit from the 
industry is typically not a viable option. There is always the uncertain hope that 
the firm can be one of the survivors in the shakeout and reorganization of the 
industry that drives the decision to invest and that underlies a tendency for all 
firms to over-invest.
 When the constraint does not bind, investment behaves as described above 
via the navigation of a growth–financial safety tradeoff. In the coercive (binding) 
competitive case, competition forces the firm to invest irrespective of the trade-
off. If the constraint binds when the profit rate is low, firms are forced to invest 
and take on more debt when their financial position is already compromised. If 
the constraint binds when excess capacity is prevalent, the firm is forced to take 
on more capacity as its survival strategy. In this case, capacity utilization is no 
longer a good indicator of investment behavior. Finally, in the case where both 
the profit rate is low and excess capacity exists, further investment leads to both 
financial and capacity (over-investment) crises.
 This extended theory of investment integrates both real and financial determi-
nants of investment and includes the coercive role that competition plays. The 
competitive effect and the dominance of investment sensitivity to changes in the 
distribution of income squarely place investment at the center of an integrated 
theory of effective demand. The coercive nature of competition underlies Marx’s 
imperative to accumulate capital – “accumulate, accumulate is Moses and the 
prophets.”
 This integrated theory of effective demand that considers conflict over the 
distribution of income, coercive competitive relations, irreversible investment, 
the fundamental uncertainty of the profit rate, the financial condition of the firm 
and competitive survival at its core produces a richer theory of effective demand 
than pre-existing strands of heterodox theory. This approach moves investment, 
profitability, financial robustness/fragility and expectation formation to the 
center of the theory of effective demand.

The microfoundations of the distribution of income
The distribution of income is essential to the theory of effective demand. The 
heterodox tradition has linked macro distribution issues to the pricing decisions 
of the firm, particularly mark-up pricing. While various mark-up pricing 



44  J. P. Goldstein

 hypothesis exist (Shapiro and Sawyer (2003), Lee (1984), Lavoie (2001)), I 
argue that the theory of price most consistent with an integrated approach is one 
that respects the fundamental uncertainty of the profit rate and one that considers 
the firm’s strategic/survival responses that may alter/constraint the ability to 
maximize profits. Goldstein (1985a, 1985b) developed a microfoundation for a 
variable mark-up on prime costs, rather than full cost, with these characteristics. 
While the model serves as a microfoundation for a cyclical profit squeeze crisis, 
it has broader implications for pricing, the distribution of income, and crisis.
 In the model, the firm faces a tradeoff between its mark-up (price and profit) 
and its market share. This tradeoff is consistent with the Marxian concept of 
competition, which includes a competitive criterion or emphasis on defensive 
actions geared at reproducing the firm by maintaining its market share in the 
long run. One of the model’s optimal conditions that marginal revenue is less 
than marginal cost captures the key role played by competition. The price 
leader gives up some of its monopoly profits in order to preserve its market 
share.
 The optimal solution demonstrates that a rational pricing strategy includes a 
reduction in the firm’s mark-up during the crucial mid-expansion phase of the 
cycle. This is the result of the nexus of class relations impinging on the firm. The 
decline in the markup is understood as the result of an organic whole – a dual 
shift in the balance of power between capital and labor during different phases 
of the cycle rather than the one-sided portrayal of labor as the predator of profits 
in Goodwin (1967).
 The necessary conditions for the profit squeeze are an effective competitive 
constraint on demand and a set of adversarial industrial relations. Thus, bounded 
competition and/or bounded industrial relations can offset a profit squeeze.
 The model has broader implications. Goldstein (1986b) showed that the 
optimal cyclical mark-up-pricing trajectory is consistent with the actual behavior 
of mark-ups/profit margins.
 Given criticism of Marx’s labor theory of value as a theory of price, this 
result suggests that mark-up pricing may be a suitable substitute for the labor 
theory of value in this context (Goldstein (1985a: 107–9, 2000)).
 The necessary conditions of the profit squeeze can be extended in a secular 
sense to the occurrence of both under-consumption crises and long-term oscilla-
tions between secular profit squeeze crises and under-consumption crises. An 
intense competitive environment can underlie a tendency to an over-investment 
crisis as exhibited in the theory of investment developed above. Additionally 
adversarial industrial relations can result in long periods of erosion of labor’s 
share of income and a tendency to under-consumption when capital has the 
upper hand.7 When the balance of power shifts secularly toward labor, both of 
these factors can generate a long-term profit squeeze crisis. Goldstein (2000) and 
Bowles et al. (1990: 28–9) recognized this tendency for long-run swings 
between profit squeeze and under-consumption crises. In this same vein, these 
conditions suggest that stable economic growth is likely to be illusive for 
advanced capitalist economies unless a regime of bounded competition and 
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bounded industrial relations can be maintained. Gordon (1980: 13) recognized 
the importance of moderation in competition for stability.
 Thus, the theory of variable mark-up pricing serves as a bridge between the 
distribution of income and the theories of effective demand and crisis. This part 
of an integrated theory adds another layer of interacting dichotomies ultimately 
used to explain transitions in economic evolution. Here, shifts in the balance of 
power between labor and capital underlie different potential crisis mechanisms: 
under-consumption verses profit squeeze.
 Finally, in light of Crotty’s (2000, 2002, 2003a, 2005) identification of 
destructive product market competition in the form of price wars, the above 
mark-up model should be extended to include alternatives to the price leader 
relationship in domestic industries. This extension will not change the qualita-
tive aspects of the variable mark-up theory because it merely adds further com-
petitive intensity already handled in the model.

Financial elements: financial fragility and impatient finance
The full integration of financial and real sectors is a major element of a united 
heterodox macroeconomic approach. Yet, impediments exist to such an integra-
tion. Keynes’ (1936) integration of these sectors through his treatment of liquid-
ity preference did not consider the key role played by financial intermediation. 
The Modigliani–Miller (1958) theorem that argued that the financial structure of 
the firm, internal versus external financing, had no macroeconomic relevance 
diverted neoclassical Keynesians from a consideration of financial factors and 
debt-deflation mechanisms.8 Marxian economics had its equilvalent of the 
Mogdigliani–Miller theorem that the sphere of circulation was thought to be 
methodologically subordinate to the sphere of production.
 Despite these impediments, important breakthroughs emerged that allowed 
for a monetary/credit sector to play an integrative role in heterodox analysis. 
Minsky (1975, 1982) developed the financial instability hypothesis (FIH), New 
Keynesians applied asymmetric information to credit markets to develop a 
theory of credit rationing,9 and Crotty (1985) argued that Marx fully integrated 
the spheres of circulation and production through his concept of abstract forms 
of crisis. In addition, Crotty (1985) flushes out Marx’s conception of financial 
crisis to reveal that this mechanism shares a lot in common with Minsky’s finan-
cial instability hypothesis.
 Minsky’s FIH serves to integrate financial markets. In brief, Minsky’s theory 
of endogenous money supply/credit linked to endogenous expectations about the 
buoyancy of real and financial markets, particularly changes in perceptions about 
the acceptably of short-run indebtedness levels, lubricates an expansion through 
the provision of credit. When traditional forms of credit expansion hit con-
straints, financial innovation, feeding off of buoyant expectations, takes over. 
This system of interdependent financial obligations is all supported by a funda-
mentally uncertain distribution of profit flows used to meet financial commit-
ments. This endogenous money supply/credit mechanism bolstered by illusionary 
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and over-optimistic expectations, as the conventional wisdom enables higher 
debt levels, underlies a potential over-investment crisis by facilitating investment 
as a survival mechanism for an uncertain competitive process. It also serves as a 
financial crisis mechanism by founding investment on fragile financial supports. 
A crisis can evolve in different ways: either endogenous credit avenues dry up 
and the interest rate rises resulting in decreased investment, or a major firm or 
bank fails resulting in a reversal of expectations, or profit-taking triggers a 
reversal of expectations. In all cases, the financial bubble bursts and debtors are 
forced to sell financial assets to cover debt obligations and the downturn is exac-
erbated by Keynes’ debt-deflation mechanism.
 Crotty (1986, 1990a) critiques the pure financial nature of such a crisis and 
Crotty and Goldstein (1992a, 1992b) and Goldstein (Chapter 8) integrate real 
sector influences into a financial theory of investment. Crotty (1986, 1990a) 
rightfully recongnizes that the fundamental uncertainty of the profit rate and its 
real sector determinants, from both the supply and demand side, is an important 
impulse mechanism for a financial fragility crisis. Crotty and Goldstein (1992a, 
1992b) and Goldstein (Chapter 8) show how changes in the mark-up/distribution 
of income can result in financial fragility-induced declines in investment and 
how competition-coerced investment can result in financial instability.
 Besides finance-related crisis mechanisms based on endogenous credit and 
expectations and investment behavior, there are the class and distributional 
aspects of the financial sector. The rise to power of rentiers/finance capitalists in 
the Neoliberal era has generated important distributional and competitive effects 
that have adversely impacted both industrial capitalists and labor. Crotty (2005), 
Dumenil and Levy (2005) and Epstein and Jayadev (2005) have empirically doc-
umented the impact that finance capitalists have had in lowering the profitability 
of non-financial corporations. The complementary policies of free trade and 
financial liberalization, embraced by finance capitalists, have intensified com-
petitive pressures on industrial capitalists, while rentiers’ impatient desire for 
short-term financial returns have penetrated corporate governance structures and 
have shortened managerial planning horizons and diverted some funds to specu-
lative financial investments away from investment in physical capital.10 The rise 
to power of finance capitalists has resulted in a financial squeeze of profits. On 
one side, financial markets extract higher payments from industrial capitalists, 
while on the other side, increased competition restricts those costs from being 
passed on. One contradictory response by firms is a regime of wage and benefit 
cutting that slows aggregate demand growth and further intensifies product 
market competition.11

 The full integration of financial markets adds additional layers of interacting 
dichotomies that are ultimately used to explain dynamic changes in the course of 
capitalist development. In particular, the distinctions between financially fragile 
and financially stable environments and profit-led and finance-led accumulation 
regimes add further flexibility to a heterodox theory of capital development.
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Crisis mechanisms and the illusive nature of balanced 
growth
The integrated framework developed here has at its roots antagonistic class rela-
tions, coercive competitive relations, the potential for contradictory micro behav-
ior and a notion of economic evolution without a steady state. These attributes 
establish a set of conditions for the attainment of balanced growth that are 
unlikely to be met. Thus, the potential for economic crises and for crisis-free, but 
potentially future crisis-producing growth are given equal weight. Prolonged 
periods of crisis-free growth are possible, but they require offsetting/postponing 
possible crisis through policy intervention and/or institutional change and/or 
modified micro behavior. The potential contradictory impact of such changes 
suggests that periods of smooth growth can be interrupted at any time.
 Within the integrated theory developed here, the interaction of effective 
demand with pricing/distribution of income mechanisms and financial markets 
generates tendencies to five forms of crisis: traditional profit squeeze, under-con-
sumption, over-investment, financial profit squeeze and financial fragility crises. 
Each crisis has both cyclical and secular variants although the conditions that 
underlie a cyclical variant of under-consumption are unlikely to develop. In 
addition, some crises have alternative impulse mechanisms. Over-investment 
can be induced by coercive investment or through endogenous credit based on 
over-optimistic expectations. Under-consumption crises can be set off via a 
redistribution of income from labor to capital or by macro policies that slow 
aggregate growth and profit crises can be influenced by different forms of coer-
cive competition acting either as a competitive pricing constraint, a market share 
constraint and/or price wars associated with insufficient aggregate demand when 
shares remain constant.
 While the occurrence of crises are merely possibilities until the conditions 
that underlie these crisis tendencies obtain, the conditions for a profit squeeze, 
established in Goldstein (1985a, 1985b) and by extension the conditions for 
under-consumption crises when considered together suggest that a profit squeeze 
or an under-consumption crisis are likely to exist under a broad set of realistic 
circumstances and that the economy may sequentially experience these two 
forms of crisis over longer periods of time. In particular, when adversarial K–L 
relations exist and the balance of power favors labor and a viable competitive 
constraint on prices exists then a profit squeeze is likely to occur. In contrast, 
when the balance of power shifts to capitalists and competition is coercive, a 
tendency to an under-consumption and over-investment crisis exists. It is only 
when both competition and adversarial industrial relations, including the K–FK 
relation, are bounded that balanced growth is likely to be achieved. Even in this 
situation, it may be necessary for state policies to bolster consumption demand. 
In addition, this scenario is further complicated by financial market conditions/
stability which can have their own autonomous influences.
 Thus, the integrated Keynes–Marx theory suggested here does not support the 
notion that balanced economic growth is the long-run tendency for advanced 
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capitalist economies. While potent offsetting tendencies to economic crises exist, 
particularly for an under-consumption crisis, these are not equilibrium mechan-
isms for balanced growth. Rather they displace or postpone current contradic-
tions with future exacerbated variants of the same crisis mechanism or new or 
compounded future crisis mechanisms.12 Thus, the evolution of the economy 
more closely resembles a disequilibrium process without a steady state.
 Part and parcel of this long-run adjustment process are changes in institutions, 
ideologies and policies initiated by capitalist class interests in an attempt to 
maintain or restore a profitable environment for the accumulation of capital. This 
SSA approach to long-run dynamics was initially developed by Bowles et al. 
(1986). This method has been used to analyze the rise and fall of the Golden Age 
(1945–1980) and recent extensions (Kotz (2003) and McDonough (2003)) have 
focused on the Neoliberal period. These studies have paid particular attention to 
the instability of the current regime.13

 Crotty (2002, 2003a, 2003b, 2005) has combined the crisis theory associated 
with the short to medium analysis of the integrated Keynes–Marx approach with 
the institutional and macrofoundation changes associated with the long-run anal-
ysis to develop a theory of the contradictory dynamics of the world economy 
under the Neoliberal regime.
 Crotty uncovered a global excess capacity crisis rooted in under-consump-
tion, over-investment and financial profit squeeze tendencies that he refers to as 
the Neoliberal Paradox. These crises were brought on by shifts in the balance of 
power from labor to capital, capital to finance capital and a shift to a coercive 
competitive regime. In particular, slow aggregate demand growth as a result of 
Neoliberal policies, shifts in the distribution of income away from labor, and 
intensified coercive international competition, as a result of slow demand 
growth, free trade policies and the industrialization of developing nations, and a 
financial squeeze of industrial profits have resulted in an over-investment and 
under-consumption crisis with self-perpetuating tendencies. The significant cost 
of existing in an industry where investment is substantially irreversible and the 
uncertain outcome of the competitive struggles compel firms to defend their sub-
stantial sunk capital by investing in cost-cutting technology. This expansion of 
capacity, particularly by marginal firms hoping to survive the competitive shake-
out, in a period of slow demand growth leads to over-investment, excess capac-
ity, in turn, can lead to destructive price wars that further reduce profits. 
Additionally, the rise to power of impatient finance capitalists siphons off more 
profits from the firms and pressures firms to achieve ever-expanding earnings on 
a quarterly basis. This forces managers, egged-on by corporate financial officers, 
to improve earnings by further cutting wages and benefits, thus resulting in 
further slower demand growth, intensified competition and further defensive 
investment. Thus, a vicious cycle that perpetuates the over-investment and 
under-consumption tendencies exists.
 In addition, this crisis tendency underlies a financially fragile environment. 
Consumer spending is bolstered by unsafe levels of debt and in a coercive com-
petitive regime with a financial squeeze of profits and price wars that further 
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reduce industrial profits, corporations become more debt dependent in an envir-
onment with more uncertain profit flows.

Dichotomies, regime shifts, institutional change and long-run 
capitalist development
The flexible, realistic, historically contingent and institutionally specific aspects 
of the integrated heterodox macro framework developed here make it well suited 
for explaining long-run capitalist development, particularly fundamental trans-
itions in that development path. Key layers of interacting dichotomies and tri-
chotomies in the integrated framework facilitate this long-run analysis.
 Key distinctions between conditions that support profit squeeze and under-
consumption crises, coercive and corespective competitive regimes and the asso-
ciated defensive and offensive investment strategies, fragile versus stable 
financial structures, stable expectations versus a crisis in confidence and profit-
led, wage-led and finance-led accumulation regimes underlie this flexible theory 
of capitalist development. These dichotomies are integrally linked to the balance 
of power and effective competitive conditions for balanced/unbalanced growth. 
The conditions for balanced/sustainable growth require bounded competition and 
bounded/cooperative K–L relations along with a cooperative/supportive K–FK 
relation and macro policies that bolster consumption and investment expendi-
tures. These conditions were met during the Golden Age when a wage-led 
growth regime and Keynesian macro policy flourished.
 The dynamics of the Neoliberal regime are readily understood in this frame-
work as described above

Conclusion
The unified heterodox macroeconomic framework discussed here integrates 
Keynesian uncertainty, Minskian financial fragility, volatile effective demand, 
Marxian class conflict, particularly over the distribution of income, Marxian 
competition, Marxian crisis theory and an institutional theory of macrofounda-
tions supportive of profitable accumulation. This realistic and flexible framework 
sheds problematic aspects of existing theories and unifies the significant contri-
butions of those theories into a potent approach capable of explaining the contra-
dictory path of capitalist development across different historical eras.

Notes
 1 Crotty (1989) has examined the limits of Keyesian macropolicy in the Neoliberal era.
 2 Crotty (1990b, 1994, 2000, 2003a) emphasizes the institutionally specific and histori-

cally contingent nature of this environment.
 3 See Shaikh (1978) and Goldstein (2006: 581, fn. 12). Coercive competition may force 

a survival investment strategy that otherwise would not be undertaken.
 4 Crotty adapts corespective competition from Schumpeter (1976 [1943]).
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 5 The concept of fundamental uncertainty is well defined. Thus I do not elaborate on it 

here. For discussions of the concept see Davidson (2003), Shackle (1955), Rosser 
(2001) and Crotty (1994).

 6 Goldstein (2006) argues that the flexibility and realism of microeconomic models 
allows holism and reductionism to be reconciled.

 7 See Crotty (2002, 2003a, 2003b) and Goldstein (2000) on recent tendencies to over-
investment and under-consumption.

 8 As Tobin (1975) points out, Keynes lost the under-employment equilibrium debate 
with Pigou, by not considering the dynamics of debt-deflation.

 9 Given that new Keynesian credit rationing theories mischaracterize the objectives of 
the managerial firm, treat uncertainty in an erodic fashion and result in an exogenous 
theory of cyclical fluctuation, they are not further considered here. Second-generation 
new Keynesian financial theories based on bankruptcy costs resolve the first problem, 
but not the remaining ones. For a critique of new Keynesian theories, see Crotty 
(1996).

10 Crotty (2003a, 2005) discusses the implications of institutional changes in financial 
markets on the accumulation/growth process.

11 Crotty (2002, 2003b, 2005) analyzes these contradictory tendencies under the title of 
the “Neoliberal Paradox.”

12 For example, the extension of credit may temporarily offset an under-consumption 
problem, but in turn generates both a future compounded under-consumption and 
financial crisis.

13 See Chapters 12 and 13 in this volume.
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4 Methodology and heterodox 
economics

Martin H. Wolfson

Introduction
Heterodox economics has always encompassed a wide variety of economic theo
ries and perspectives. In fact, printed in each issue of the Review of Radical 
Political Economics is the following statement: 

As the journal of the Union for Radical Political Economics, the Review 
publishes innovative research in political economy broadly defined as 
including, but not confined to, Marxian economics, post-Keynesian eco
nomics, Sraffian economics, feminist economics, and radical institutional 
economics.

 Given the broad purview of heterodox economics, the question arises: do the 
various theories that make up the subject have some methodological coherence, 
or are they disjoint – united in their opposition to neoclassical economics, but 
with theoretical assumptions, principles and methods, i.e. methodologies, that 
are incompatible with each other?
 The argument of this chapter is that there is coherence.1 In particular, there is 
an emerging heterodox macroeconomic framework that builds upon the perspec
tives of Karl Marx, John Maynard Keynes and institutionalists like Wesley Clair 
Mitchell.2
 In the next section of the chapter, key assumptions and principles of the 
Marxian, Keynesian and institutional perspectives, which form the building 
blocks for the new framework, will be discussed. In the third section, the contri
butions of heterodox macroeconomist James Crotty to combining, deepening, and 
extending these perspectives into a new framework will be addressed. Finally, the 
fourth section concludes with a statement of the new methodological framework.

Building blocks: Marx, Keynes and Mitchell
Below are the building blocks, or starting points, for the new heterodox macro
economic framework. They are basic methodological assumptions and principles 
from Marx, Keynes and Mitchell. They are often taken to be representative of 
three separate theories, with little or no convergence.
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Karl Marx

Historical materialism

This basic philosophical perspective of Marx’s has been the subject of numerous 
books, articles and treatises. At the risk of oversimplification, I take it to mean two 
basic concepts. First, people’s “material conditions,” especially the social relations 
of production (the relationships people enter into in the process of production), 
have an important influence on the ideas, culture, religion, politics and other 
aspects of the “superstructure” of society. This materialist point of view should be 
distinguished from determinism, which claims that the material conditions deter‑
mine the superstructure, and from the view that the superstructure has no effect or 
influence on the material conditions. An important implication of Marx’s material
ist philosophy is that one needs to make a “concrete analysis of concrete con
ditions,” i.e. thoroughly investigate the reality one is trying to explain.
 Second, historical analysis is an essential component of the Marxian perspec
tive. One cannot understand current reality without analyzing the historical 
forces that have brought the present into being.

Dialectical contradiction

The process that propels history forward is the working out of the contradictory 
relationship between two opposing forces. These opposing forces have different 
interests and are always in struggle with each other. This perspective has two 
important and related implications.
 First, the change that results from contradictions is endogenous. It is internal 
to the contradictory relationship being analyzed. Second, there is no permanent 
equilibrium. The two opposing forces within a contradiction can arrive at a tem
porary equilibrium, which is best understood as stabilization at a moment in 
time. But because the two forces continue to be in contradiction with one 
another, struggle will continue that will eventually disrupt that temporary 
equilibrium.
 This is not to say that exogenous events cannot play a role in Marxian analy
sis. But Marx’s concept of dialectical contradiction rules out the neoclassical 
view of equilibrium as a permanent end point that can be disrupted only by 
exogenous “shocks.”

Class conflict

In Marx’s analysis, the fundamental contradiction in capitalist society is between 
capital and labor. The historical working out of the contradiction between these 
two opposing forces is the key to understanding the dynamics of a capitalist 
economy.
 Also important are intra-class conflicts, such as those between industrial and 
financial capital, among capitalist firms competing with each other, and also 
among segments of the working class.
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Theory of the state

In capitalist society the dominant class, i.e. the capitalist class, has a dominant 
influence on the “state,” taken to be the apparatus of government broadly con
ceived: the legislative and executive branches, the courts, police, military, etc. 
Many Marxists view the state as a “contested terrain,” in which labor can vie for 
influence, but in which the capitalist class usually dominates because of instru
mental and structural influences.
 Because of its income and wealth, the capitalist class can influence the levers, 
or “instruments” of state power. For example, representatives of the capitalist 
class can be appointed or elected to positions of power, and their lobbyists can 
influence decisions.
 Also, capitalists hold a central structural position within a capitalist economy. 
They hire and fire workers and make decisions about the expansion of produc
tion and investment. Even governments sympathetic to labor are influenced by 
the powerful role capitalists play in a capitalist economy.

Evolution of economic systems

Marx analyzed a progression of economic systems, from simple commodity pro
duction, slavery, feudalism, to capitalism. He predicted that capitalism would be 
replaced by socialism. In the contradiction between capital and labor, labor 
would become dominant and would change the institutional structures defining 
capitalism to those compatible with a socialist system. Aiding this transition 
would be the contradiction between the forces of production (such as plant and 
equipment, technology, and human skills and abilities) and the social relations of 
production. Marx thought that capitalist social relations would increasingly 
become obstacles to further growth of the forces of production, and would be 
transformed.
 Despite continuing controversies about Marx’s prediction of socialism, his 
theory that class struggle, and the contradiction between the forces and social 
relations of production, would lead to a new institutional structure is a key build
ing block of the new macroeconomic framework, as discussed below.

John Maynard Keynes

Fundamental uncertainty

Nobel laureate Niels Bohr said “it is difficult to make predictions, especially 
about the future.” As Keynes stressed, about much of the future, we simply do 
not know. Note that this is much different from the neoclassical concept of risk, 
which enables one to know all possible future events and establish a probability 
for each.
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Financial crises and speculation

Because of fundamental uncertainty, financial markets are subject to crises and 
speculation. Herd behavior leads to euphoric booms and sudden panic, when the 
optimistic expectations that fueled the boom are not fulfilled.

Wesley Clair Mitchell

Endogenous business cycle

Mitchell, the founder of the National Bureau of Economic Research, was a 
leading institutional economist of the early twentieth century. He pioneered 
quantitative research on the business cycle. Based on his research, he hypothe
sized an endogenous business cycle with various stages, such as recovery, 
expansion, crisis, panic and depression. Mitchell’s business cycle is endogenous 
in the sense that it traces a process of cumulative change in which one stage of 
the cycle is transformed into the next.

Institutional methods

Mitchell’s methods were both quantitative and institutional. He accumulated 
data on hundreds of data series and then analyzed the data inductively to create 
his theoretical concepts. He focused on quantitative data. Other institutionalists 
have used other methods, such as surveys, participant–observer techniques, 
pattern models, historical analysis, etc. But like all institutionalists, he under
stood that a concrete, detailed investigation of institutional conditions was a 
necessary element to the understanding of social reality.

Crotty’s contributions
James R. Crotty starts with the basic building blocks from Marx, Keynes and 
Mitchell, but extends them by combining, deepening and extending the basic 
theories.

Combining Mitchell and Marx: class conflict and the business cycle

Crotty, with co-author Raford Boddy (1974, 1975), viewed Mitchell’s endog
enous business cycle through the lens of class conflict. Mitchell, using data from 
business cycles in the early twentieth century, observed an increase in labor costs 
and a decline in labor productivity toward the end of the businesscycle expan
sion, with a resultant negative effect on profits and investment. Boddy and 
Crotty, analyzing the business cycles of the early post-World War II period, 
observed similar trends but interpreted them in the context of Marx’s “wage-
squeeze” crisis theory.
 In Marx’s theory (1967, Chapter 25), the wage squeeze is due to a depletion 
of the industrial reserve army (the unemployed) and thus an increase in the 
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 bargaining power of labor. Boddy and Crotty extend Marx’s theory by viewing 
capital’s reaction in the context of macroeconomic policy and Marx’s theory of 
the state. In the business cycles that Boddy and Crotty investigated, the Federal 
Reserve raised interest rates, which slowed economic activity and helped to 
replenish the reserve army. It thus intervened on the side of capital to reduce the 
power of labor and the wage squeeze on profits.
 In addition, in their analysis Boddy and Crotty employed the approach of both 
Marx and Mitchell: the institutional investigation of concrete conditions.

Adding Keynes: financial crises and speculation

Boddy and Crotty’s analysis of the business cycle, carried out in the 1970s, 
focused primarily on real variables. As time went on, it became clear that the 
financial system played a significant role in the dynamics of the business cycle 
and needed to be incorporated into the macroeconomic framework.
 Post-Keynesians had stressed the neglect by neoclassical economists of 
Keynes’ theory of fundamental uncertainty. But if the future was unknowable, 
how could decisions that implied knowledge of the future be made? By incor
porating Keynes’ ideas about conventions, herd behavior and conditional 
stability, Crotty (1994) demonstrated how fundamental uncertainty could be an 
essential part of a coherent macrotheory and an integral part of businesscycle 
analysis.
 Those who need to make a decision, but who do not know the future, would 
fall back on “conventional wisdom,” what most people thought most other 
people thought. Often the conventional wisdom was that the future would be like 
the past. Speculative booms could develop, as financial market participants pro
jected an optimistic scenario far into the future. Even market professionals would 
invest because they thought everyone else would be investing.
 But because these conventions were not based on any firm knowledge of the 
future (which was impossible), they were liable to be quickly rejected at the first 
sign of trouble. Financial market participants could quickly head for the exits 
and initiate a financial crisis.

Deepening our understanding of Marx: finance and the business 
cycle

Most discussions by radical political economists in the 1970s of Marxian crisis 
theory considered only real variables. The assumption was that Marx saw crises 
originating in the real sector, in the sphere of production. So if one wanted to 
combine the real and financial sectors of the economy in a more comprehensive 
business-cycle theory, it would be necessary to go beyond Marx by incorporat
ing insights from Keynes.
 However, in an insightful analysis in the mid-1980s, Crotty (1985, 1987) 
argued that the limitation of Marx’s crisis theory to the sphere of production was 
a misunderstanding of Marx’s methodology. Crotty’s argument was that Marx 
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treated production and circulation as a unified whole and did not give production 
a logical priority over circulation.
 Crotty’s interpretation of Marx’s argument is that a crisis comes about as a 
result of the interaction of both the real and financial sectors. Once money is used 
as a means of payment (to repay debts), contractual commitments on debt can 
escalate over the course of the business-cycle expansion. Problems with profita
bility make it difficult to repay these debts. It is the interaction of profitability 
problems with the high level debt repayment commitments that causes the crisis.
 Thus Crotty’s analysis shows that Marx analyzed both the real and financial 
sectors, and that a heterodox macroeconomic framework is strengthened by 
incorporating the analyses of both Marx and Keynes on financial crises and 
instability.

Extending institutional analysis: stages of capitalism

The increased attention to financial variables in the 1980s was not a coincidence. 
More attention was paid to these variables because financial problems and crises 
became more prominent. Radical political economics, and others, devoted 
increasing attention to changes in the US and global economies over the course 
of the post-World War II period. It became clear that institutional changes had 
occurred that had led to a qualitatively different stage of capitalism.
 These qualitatively different stages of capitalism were characterized by 
changes in how the macroeconomy operated and how macrotheory was to be 
interpreted (more on that below). Thus radical political economists had to adopt 
an institutional methodology if they were to comprehend the changes in the 
economy and adopt a relevant macrotheory.
 A number of theories of stages of capitalism exist. Baran and Sweezy’s 
Monopoly Capital (1966) is one; the social structure of accumulation theory by 
David Gordon and his coauthors (Gordon et al., 1982) is another. But Crotty 
(2002) is a leader in analyzing the post-World War II stages of capitalism as a 
transition from a “Golden Age” to a stage characterized as “Global 
Neoliberalism.”

Deepening our understanding of Keynes: Keynes’ institutional 
methodology

Neoclassical economics views Keynes’ General Theory (1936) as a timeless 
analysis of capitalism as an economic system. Even some radical political econ
omists view it in this way. But, as Crotty (1990) demonstrates, Keynes’ analysis 
in the General Theory applied only to the specific institutional structures that 
existed in early twentieth-century capitalism. Keynes thought that the different 
institutional conditions of the nineteenth century constituted a different stage of 
capitalism with different economic characteristics.
 Keynes, according to Crotty, saw a “heroic” entrepreneur in the nineteenth 
century, one who viewed investing as a way of life and plowed back the firm’s 



60  M. H. Wolfson

profits into investment without regard to cost–benefit analysis. Accompanying 
the heroic entrepreneur was the Victorian rentier class that was content to put its 
savings into longterm bonds and preferred stock (not common stock) for long
term income rather than shortterm capital gains. Under these conditions, long
term real investment was encouraged.
 In contrast, in the twentieth century institutional conditions were significantly 
different. Inflation following World War I undermined the rentier class, firms 
began to rely much more on external equity financing, and owners became increas
ingly distinct from managers. Under these conditions, the speculation and instabil
ity of investment described by Keynes in the General Theory became the norm.
 The important points to note, at this point, are the centrality of institutional 
analysis to the emergent heterodox macroeconomic framework, and the ease 
with which Keynes’ analysis falls within the institutionalist perspective.

Extending institutional analysis: macrotheory differs across stages of 
capitalism

The significance of stages of capitalism for a heterodox macroeconomic frame
work is that the behavior of economic actors and the nature of macro policy 
differ across different stages, and thus the relevant macrotheory does as well. In 
a series of articles, Crotty has systematically investigated this process. In par
ticular, he has explored the behavior of industrial and financial corporations, the 
nature of macro policy, and the characteristics of economic and financial crises.

The behavior of industrial and financial corporations

Crotty (1993) cites Marx’s distinction between “fraternal” and “fratricidal” 
modes of competition. Under these two modes of competition, investment 
behavior by industrial corporations differs. Fraternal competition leads to “core
spective” behavior and investment that is primarily capital widening (expanding 
the scale of investment incorporating current technology). In contrast, fratricidal 
competition leads to “coercive” investment that emphasizes capital deepening 
(investment incorporating new technology that has the potential to undermine 
the value of the existing capital stock).
 Crotty applies this analysis to the corespective Golden Age and the competitive 
neoliberal era. He describes some additional characteristics of corporate behavior 
under neoliberalism: “Disrupting organizational structure and routine, firing 
workers, slashing wages, closing (or slaughtering) nonamortized plants, attacking 
unions, taking on debt levels previously considered to be intolerably dangerous” 
(Crotty, 1993: 19). He notes that these behaviors are risky tactics. They did not 
characterize corporate behavior during the corespective Golden Age; they are 
adopted in the neoliberal era only because of the pressure of fratricidal competition.
 The changed corporate behavior has important implications for the global 
economy. Crotty (2000, 2003a) concludes that this behavior (coercive invest
ment, attacking labor etc.) under neoliberalism has led to both chronic excess 
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aggregate supply and chronically inadequate global aggregate demand. This ina
bility of aggregate demand and supply to equilibrate, an impossibility in neoclas
sical analysis, is explained by Crotty (2000: 367) as the interaction of demand 
and supply effects in a vicious cycle: 

The more competitive pressures develop, the more they force firms to cut 
wages, smash unions, substitute low for high wage labor, and pressure gov
ernments to cut spending and generate budget surpluses. But these actions 
constrain global aggregate demand even more tightly, creating yet stronger 
competitive intensity.

 Deregulated financial markets in the neoliberal era have also been subject to 
increased competitive pressures. This has led them to become increasingly spec
ulative and to take on increasing risk, a process that thus far has enabled finan
cial corporations to report increased profits (Crotty, 2007).
 However, financial markets have put additional pressure on non-financial cor
porations. Crotty (2003b) analyzes the shift in financial markets from “patient” 
finance to impatient financial markets. He points out that financial markets under 
neoliberalism have forced a portfolio conception onto non-financial corporate 
behavior: corporate assets must continually be restructured to maximize the cor
poration’s stock price. Moreover, the pay structure of corporate management has 
shifted: instead of being rewarded according to the long-term success of the firm, 
corporate manager compensation is now much more firmly tied to the corporate 
shortterm stock price.
 This has led to what Crotty (2003b: 271) calls the “ ‘neoliberal paradox’: 
financial markets demand that corporations achieve ever higher profits, while 
product markets make this result impossible to achieve.” He concludes that this 
impossible situation led to the increase in financial accounting fraud that was 
observed in the late 1990s.

The nature of macro policy

The change from the Golden Age to the neoliberal stages of capitalism has had 
implications for the nature of macroeconomic policies. Crotty (2003a) describes 
a number of changes in macro policy under neoliberalism, all of which have con
tributed to the problem of chronically inadequate aggregate demand growth.
 Monetary policy has become decidedly more oriented to an anti-inflation 
stance. The deregulation of financial markets has enabled financial corporations 
to use capital flight to punish countries that do not adopt the corporations’ pre
ferred high interest-rate, low-inflation monetary policies.
 Fiscal policy has also become increasingly restrictive. Crotty notes that large 
cuts in the social safety net and an aversion to fiscal deficits have characterized 
fiscal policy under neoliberalism.
 Restrictive monetary and fiscal policies have been enforced on many coun
tries by the International Monetary Fund’s austerity policies. Crotty estimates 
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that 40 percent of the world’s population, living in 55 countries, has been subject 
to such policies. Also, financial deregulation and liberalization, and the IMF’s 
dominant role, have forced many countries to abandon policies that regulated the 
macroeconomy, such as capital controls and state regulation of credit allocation.

The character of economic and financial crises

In a series of articles on the Asian financial crisis (such as Crotty and Dymski, 
1998), Crotty and his co-authors explain the connection between increasing 
international financial crises and the neoliberal model. The defining elements of 
the neoliberal model – deregulation, privatization, and liberalization – have led 
to heightened capital mobility, widespread speculation and increasing financial 
crises.
 It is perhaps no accident that we observe both increasing financial crises and 
chronically inadequate aggregate demand in the neoliberal era. Both likely can 
be linked to some of the corporate behavior discussed earlier: firing workers, 
slashing wages and attacking unions. These strategies, along with tax cuts that 
favor the wealthy, and a whole host of government and corporate policies, have 
dramatically increased income and wealth inequality. And as John Kenneth Gal
braith (1988: xiv) so colorfully reminds us, “what well-rewarded people regu
larly do with extra cash” is to “sluice funds into the stock market” and other 
financial investments.
 Falling wages and weakened unions, along with increasing inequality and 
financial capital mobility, have resulted in chronic under-consumption problems 
and increasing financial speculation and financial crises. The conditions that led 
to the wagesqueeze economic crises in the Golden Age have changed, and so 
have the nature of economic and financial crises in the neoliberal era.2 Although 
Crotty has not yet revisited this issue in the context of his 1970s papers with 
Raford Boddy, it may well be on his agenda.

Extending Marx: historical change in the capitalist global economy

The idea of stages of capitalism obviously raises the issue: how does one stage 
of capitalism transform into the next? What is the process of historical change?
 Here is where Marx’s concepts of class struggle and contradiction between 
the forces of production and the social relations of production come into play. 
Crotty (2002) shows that a similar analysis can be used to analyze the transition 
from the Golden Age to neoliberalism.
 Although the Golden Age constituted a settled institutional structure, the 
ongoing contradictions of a capitalist society (between capital and labor, between 
industrial and financial capital, among capitalist firms, etc.) changed the eco
nomic environment. Crotty (2002) discusses rising inflation, increased trade 
competition, balance of payments deficits, etc. These changes in the economic 
environment put pressure on the existing institutional structure of the Golden 
Age, such as the Bretton Woods monetary system. Eventually the old institutions 
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could no longer function. A crisis ensued, and the old institutions were 
dismantled.
 What would be the new institutional structure to be created? Crotty (2002) 
explains that the new institutional structure, neoliberalism, was not inevitable. 
Neoliberal institutions were created because they were the deliberate choice of 
“elites” (capital) and because the capitalist class had the power to enforce its 
choice. Here the basic concepts of Marx are extended to apply to the historical 
change that transforms one stage of capitalism into another.

Methodology and heterodox economics
What, then, are the methodological principles that constitute the emergent heter
odox macroeconomic framework? Below is a summary of the main points that 
emerge from the review of Crotty’s contributions.

Contradictions, class conflict, endogenous change and the business 
cycle

The working out of the main contradictions of capitalism, particularly the class 
conflict between capital and labor, provide the impetus for endogenous change 
in the capitalist economy. In particular, class conflict (and intra-class contradic
tions) strongly influence the dynamics of the business cycle.

Fundamental uncertainty, financial crises and speculation

Macroeconomic activity takes place under conditions of fundamental uncer
tainty. Speculation and financial crises are an outcome of decision-making under 
fundamental uncertainty and the interaction of real and financial developments.

Institutional conditions and stages of capitalism

The macroeconomy behaves differently under different institutional conditions, 
in particular the different institutional conditions that characterize different 
stages of capitalism. The behavior of industrial and financial corporations, 
macro economic policy, even the dynamics of the business cycle and the nature 
of economic and financial crises, have changed as the institutional conditions of 
the Golden Age were replaced by those of neoliberalism.

Historical change and possibilities for the future

Historical change takes place as economic changes, driven by the contradictions 
of capitalism, erode, or come up against, the institutional structure. A crisis takes 
place as the old institutional structure is swept away. The new institutional struc
ture that takes its place, whether a new stage of capitalism or a new economic 
system, depends on the relative balance of power between the economic classes.
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 The emergent heterodox macroeconomic framework depends on an integra
tion of principles from Marx, Keynes and institutionalists like Mitchell. To that 
new framework, Jim Crotty’s contribution is significant. His analysis is leading 
the way forward to a new methodology for heterodox macroeconomics.

Notes
1 This chapter concentrates on methodological assumptions and principles. For a discus

sion of institutional methods, see Wolfson (2001).
2 For more on this issue, see Wolfson (2003) and Kotz (2007).
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5 Does heterodox economics need a 
unified crisis theory?
From profit-squeeze to the global 
liquidity meltdown

Gary A. Dymski

Introduction
This chapter makes two abstract theoretical arguments and one empirical one. 
The first theoretical claim advanced here concerns the nature of heterodoxy in 
economics. All economic theories define both the primary actors and forces that 
constitute any society’s economic relations, and propose some vision of the suc-
cessful reproduction of these relations. Usually successful reproduction is 
equated with stable growth. Some theories embed the assumption that if a given 
set of economic relations can achieve stability or balance, it can, if left undis-
turbed, sustain stable growth. Other theories embed the assumption that the pos-
sible breakdown of stable growth is endogenous: a crisis in reproduction is 
immanent in the very nature of economic relations. This distinction – the exoge-
neity or endogeneity of the possibility of crisis – defines the difference between 
heterodox and orthodox approaches to economic theory.
 The second theoretical claim advanced here is that heterodox theories are 
more robust when they encompass the possibility that stable growth can be 
undermined, and crisis can emerge, for different reasons. A multidimensional 
approach, which encompasses several possible avenues in which economic rela-
tions can break down, is contrasted here with unicausal approaches in general 
and, in particular, Minsky’s single factor crisis mechanism.
 An empirical argument is then made, using a stylized rendering of aggregate 
US empirical evidence. Specifically, it is shown that Minsky’s ideas about what 
causes crisis, and about what policy measures can overcome crises, are largely 
consistent with these data through 1980; but after 1980, his specific theoretical/
policy approach are inconsistent with the data. Minsky remains a protean figure 
in heterodox theory because he insists so strongly that instability will invariably 
emerge from stability – a lesson that non-heterodox thinkers never seem to learn. 
But a multifaceted approach provides a surer framework for understanding the 
trajectory of lived crises, from the profit-squeeze episodes of the 1960s and 
1970s to the global liquidity meltdown of the present day.
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What is heterodox economic theory?
Many economists have dissented from the strictures on theorizing implicit in 
orthodox economic theory since the latter theory took shape in the writings of 
Walras, Jevons and Marshall. What these economists have shared is dissatisfac-
tion with the critical assertion of the orthodox approach: the insistence that 
autonomous market forces tend to lead the economy to an equilibrium that 
cannot be improved by government policy interventions.
 A question that has persisted throughout the century or more that heterodox 
thinking has gathered force is this: what defines or binds those who dissent from 
the orthodox – the “mainstream”? Heterodoxy and orthodoxy in any theoretical 
field exist in dialog. Orthodoxy authorizes certain methods and ideas and then 
polices their boundaries. A heterodoxy develops alternative methods and ideas 
to reach conclusions that are ruled out under orthodox constraints.
 In the field of economics, orthodox macroeconomic theory crafted its vision 
of smooth, undisturbed economic growth precisely by discarding central ideas of 
some of its principal historical forebears – Marx, Keynes and Schumpeter. These 
theorists all build on the idea that emphasize endogenous forces would eventu-
ally undermine any period of economic growth. But this is precisely what was 
abandoned in neoclassical theory. A satisfactory demonstration that a decentral-
ized “general” equilibrium could be achieved by agents interacting in markets – 
the avatar of the orthodox approach, achieved by Debreu (1959) – was possible 
only if time and ignorance, as well as power, were eliminated from consideration 
in advance. Introducing time means allowing both for the fact that some eco-
nomic processes require the passage of time, and for the fact that everything 
doesn’t happen at once. Ignorance refers to the inability of agents in any eco-
nomic setting to comprehend what is happening, or what might happen; of 
special importance is uncertainty – that is, agents’ inability to predict future 
events with complete confidence, no matter how much historical data they 
possess. Power, in turn, is exerted in an economic setting when one agent can 
use some advantage – larger size, threat of force or superior liquidity – to extract 
additional rent or effort from another.
 Removing power permits economists to abstract from the social processes 
that underlie and construct market relations, and from the social consequences of 
economic processes. Removing time and ignorance eliminates examination of 
agents whose economic roles require them to make decisions in real time, based 
on conventional beliefs about their future prospects, which they hold with greater 
or less degrees of confidence. That is, this step removes any consideration that 
expectations about future events are fragile, and based on understandings that 
can change violently when circumstances change.1
 So once time, ignorance and power are eliminated, one can then build eco-
nomic models in which well-behaved, fully informed agents make choices based 
on their own net individual gain from any sequence of transactions. The terrain 
of orthodox theory has broadened considerably from the timeless, once-and- 
for-forever market framework that was used to demonstrate the existence of 
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decentralized equilibrium itself. Orthodox theory now incorporates many varie-
ties of game-theoretic and dynamical models, which respectively envision 
sequences of moves among interacting agents and sequences of choices across 
time. The equilibria that can be achieved in these more open frameworks are 
weaker, and often non-unique. However, a distinctive orthodox approach per-
sists, in that the emphasis remains on how sustainable equilibria can be sustained 
in these thicker interactional or longer-term settings. And while the tools of 
utility maximization and equilibrium market exchange are being applied to ever 
more diverse social settings – leading to the creation of a contemporary field of 
“political economy” that has usurped a term formerly associated exclusively 
with the classical tradition of Smith, Ricardo and Marx. This new “political 
economy” remains orthodox in that it explains why the social or political phe-
nomena analyzed – ranging from government policy choices, to election out-
comes, to laws about abortion or adoption – can be explained as the result of a 
well-formed calculation of self-interest by the agents involved, given their 
information sets, endowments and preferences. That is, emphasis remains on 
how a given event could arise and persist as a result of a consensual process.2
 A different type of unifying thread runs through heterodox theory: an insistence 
that economic systems contain within themselves the possibility of disruptures – of 
crises of reproduction and growth. The theories embodying this approach have dif-
ferent substantive foci – some center on the impact and consequences of power 
relations, some on uncertainty, and some on firm strategies. But in every case, 
these investigations identify structural elements within the economy that create 
ruptures. These ruptures – that is, serious disruptions in the overall capacity of cap-
italist economies to increase aggregate income levels and generate profit and inter-
est for owners of firms and of assets – can be described as crises.
 So whereas orthodox theory seeks to characterize the movement of the capi-
talist economy through time as a harmonious dynamic of equilibrium market 
exchanges, heterodox theory centers on the fragility and unsustainability of 
growth trajectories. Thus, heterodox economics cannot be accurately labeled an 
anti-doctrine, nor can it be reduced to a curiosum of special-case parameters in 
equilibrium models.3 Rather, heterodox macroeconomic theory has arisen and 
persisted as a terrain of inquiry precisely because of its preoccupation with the 
problem of crisis. So heterodox economic theory doesn’t just need a crisis 
theory: it is crisis theory.

One critical flaw or many?
For many years, heterodox economists have divided into schools of thought 
based on the flaws they have identified in capitalist dynamics and, in turn, in 
orthodox theory. Some have turned to Keynes and his vision of how uncertainty 
undermines belief and convention in unstable market settings; some turn to 
Kalecki and his vision of how conflict over distribution undermines capitalist 
dynamics; some turn to Marx and his focus on conflict at the point of production, 
or on secular long-term forces that gradually constrict the rate of profit.
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 This is where divisions emerge in heterodox economic theory. Capitalist eco-
nomic growth can rupture in several different ways; and the theoretical basis for 
these different breakdown mechanisms is associated with different foundational 
figures – Marx, Keynes, Kalecki, Schumpeter and so on. So heterodox theorists 
differ over whether there is one primary flaw in economic reproduction mechan-
isms, or many. Some build on one foundational figure, others on several. This 
means that there are as many substantive controversies between heterodox theo-
rists as between heterodox and orthodox theorists.
 Heterodox economics is best served when it allows for different forms of 
crisis and is open to the insights of multiple foundational figures. If the point is 
to understand how crises can arise, then frameworks that encompass more crit-
ical dimensions of capitalist dynamics are more likely to capture the various 
forms of crisis that may occur.
 James Crotty’s extensive writings (see references) on capitalism take pre-
cisely this expansive approach to crisis, and thus provide arguably the best basis 
for surveying the terrain of heterodox macroeconomic theory.4 Further, Crotty is 
without parallel in emphasizing that contemporary heterodox theory is both 
forward- and backward-looking: forward-looking in that it is based on a critique 
of orthodox theory, and backward-looking in being built largely on the living 
ideas of ancestral progenitors. And in addition, as discussed below, Crotty’s 
close reading of Marx led him to introduce the crucial distinction between the 
possibility and the occurrence of crisis into contemporary discourse. This dis-
tinction gave precedence to financial aspects of capitalism just as financial insta-
bility became a defining feature of the emerging neoliberal age.
 Crotty’s critique of orthodoxy centers on four points: 

1  it presumes pre-coordination in market exchanges, thus denying the possi-
bility that market outcomes can frustrate participants’ intentions; 

2  it ignores power; 
3  it ignores the role of firm strategy; and 
4  it pays no attention to the institutional features of real-world economies. 

The first three of these critiques aim squarely at the orthodoxy’s approach to 
theory qua theory. In Crotty’s view, an opposition to orthodoxy must be based 
first and foremost on an analytically coherent counter-approach. To deny any 
model’s conclusions requires clarity about alternative assumptions that can gen-
erate other conclusions.
 Following in the footsteps of both Marx (Crotty 1985) and Keynes (Crotty 
1986), Crotty showed that embracing real time and ignorance means not only 
acknowledging the importance of fundamental uncertainty, but also discarding the 
possibility of pre-coordination.5 Even small failures in agents’ abilities to signal 
their intentions lead to aggregate demand/supply mismatches. That is, a real-time 
framework is invariably one in which unemployed labor and unsold goods are pos-
sible in equilibrium states. This in turn implies that aggregate demand has different 
determinants than aggregate supply, and may take on different magnitudes.
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 That is, Crotty’s orthodox framework is one in which Say’s Law – “supply 
creates its own demand” – does not hold. Crotty’s analysis was based in large 
part on – and helped to revive interest in – Marx’s ideas about the possibilities of 
crisis in his Theories of Surplus Value (especially Chapter 17). Marx, in these 
passages, not only anticipated Keynes’ reflections on the monetary implications 
of real time and uncertainty; they anticipated Minsky’s ideas about financial fra-
gility.6 Crotty himself, as shown below, extensively studied and debated Minsky.
 Drawing on his theoretical reflections on Marx, Keynes and Minsky, Crotty 
has emphasized that monetary and financial relations become uniquely import-
ant, and uniquely fragile when Say’s Law is violated. Important, because when 
everything does not happen at once, and when future outcomes are unknowable, 
those seeking goods must exchange either money or the promise of monetary 
payments to obtain them. To speed up the pace of production and exchange – 
and hence profit-making – capitalist firms will tend to use trade credit and other 
debt obligations (that is, obligations to provide monetary payment after goods or 
services are received) more. Fragile, because such latticeworks of credit become 
more likely to break down, the further they are extended in periods of tranquility 
or sustained growth. In effect, the very structure of economic transactions – the 
interpenetration of credit commitments and payments – creates the possibility of 
crises. Financial and credit relations are consequently a uniquely vulnerable 
element in capitalist reproduction. In short, any framework that embodies a cri-
tique of Say’s Law effectively recognizes the possibility for economic crisis. 
Given that all heterodox economists reject Say’s Law, a consideration of crises 
is central to heterodox analysis.
 Another implication of a real-time framework is that the financial sector plays 
an “active” role in determining the level of employment and output. Insofar as 
the financial sector transfers funds from net savers to net borrowers, its assess-
ments of real-sector risks and opportunities – not to mention the terms and con-
ditions on which it makes loans – determine how much growth occurs, and how. 
So financial firms and wealth-owners, in contending with the unknowable, 
develop conventions in the face of uncertainty, and the confidence to believe 
their own conventions.
 This leads immediately to the idea that financial instability is an inherent 
tendency in the capitalist economy: competitive pressures among firms and 
wealth-holders lead them to take on increasing degrees of leverage in search of 
higher rates of return; so when conditions change, they invariably are overcom-
mitted. These pressures can lead to rapid asset-price shifts; and these shifts in 
turn undercut confidence further, leading to more instability, and so on.
 The second element in Crotty’s critique involves orthodoxy’s inattention to 
power. Power in Crotty’s conception has both micro and macro dimensions. At 
the micro level, power is exerted in work-settings over those who must sell their 
labor to reproduce themselves, and whose labor is exploited by those who hire 
them. This exploitation is organized by the firms that manage the production 
processes creating the goods and services needed for human reproduction and 
consumption. At the macro level, power is asserted at the national or even super-
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national level. This last point – which places the insights of Boddy and Crotty 
into the international setting – leads to globalization of labor processes; and this 
brings the problematic of national power/hegemony into the discussion of eco-
nomic fluctuations.
 Crotty also insists on the importance of firms’ strategies, especially those of 
the large firms that shape market forces. The real-business cycle (and other 
mainstream) model(s) conceptualizes only the self-consistent behavior of one 
representative agent. But it is the possibly contradictory interactions of key 
sectors and key actors that demands our attention.7 In the financial sector, as 
noted, instability rests in lenders’ dual goals of minimizing their exposure to 
risks, on one hand, and their desire to maximize returns. Firms in the real sector 
also undertake self-undermining actions: for example, they expand production to 
widen their market reach in periods of economic expansion, while seeking to 
sustain profits by repressing wages. Again, outsourcing and global-factory solu-
tions can mitigate the resulting tension between product-market demand and 
labor cost, but there is no avoiding a day of reckoning.8 As Crotty has put it, “in 
order to be able to explain adequately the dynamics of the capitalist economy, a 
macrotheory must root instability in both the real and financial sectors” (Crotty 
1990: 540)
 Finally, Crotty insists on the importance of the institutional context within 
which cyclical and other economic forces play out. The lynchpin of Crotty’s 
work on Korea and its crisis, for example, is his appreciation of the unique set of 
institutions that had permitted Korea to grow rapidly for so long prior to the 
Asian financial crisis (Crotty and Dymski 1998).

From profit-squeeze in the USA to Korea in the grip of 
neoliberalism
In the realm of macroeconomic dynamics, a crisis occurs when the overall repro-
duction of social relations and asset values in the economic realm is jeopardized 
and/or breaks down. What are the links between the theoretical first principles 
discussed above and real-world crises? Crotty has applied his ideas about crisis 
principally to two episodes in recent history.9
 Crotty’s celebrated essay with Raymond Boddy (1975) identified a “political 
business cycle” in the US economy of the 1960s and 1970s, triggered by recur-
rent profit squeeze. This model drew primarily on Kalecki and Marx to argue 
that US macro policy protected the interests of capitalists by slowing the 
economy – and thus deepening the reserve army of labor – when workers’ exces-
sive wage demands threatened profit rates. This paper was prescient in pointing 
out tensions that had arisen amidst the “Golden Age”:

There are contradictions in the application of macroeconomic policy . . . 
First, as evidenced by the Indochina War, domestic cycle relaxation needs 
can conflict with the requirements of imperialist war. The latter obviously 
takes precedence, but only at the cost of severe future economic  dislocations. 
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Second, the internal need to discipline labor through the cycle conflicts with 
the long-term planning which is crucial if the U.S. is to regain undisputed 
international capitalist hegemony.

(Boddy and Crotty 1975: 16)

Crotty’s work with Boddy emphasized the problem of power in capitalist rela-
tions. In the early 1980s, Crotty began to develop his ideas about the centrality 
of financial fragility and business strategy in capitalist crisis. This new approach 
to crisis came at a crucial time in the trajectory of heterodox macroeconomic 
theory. It was common, until the mid-1980s, to differentiate between shorter-
term or cyclical models, such as the Boddy–Crotty framework, and longer-term 
of secular models, such as the Cambridge heterodox approach.10 Mimicking a 
distinction in neoclassical economics between demand-management and long-
term growth models, the former class focused on fluctuations, the latter on 
longer-run equilibrium states. But by the 1980s, this conventional division col-
lapsed, as the cyclical dynamics of the US economy were undergoing a funda-
mental shift, as the next two sections show. The US macroeconomy’s new 
empirical patterns challenged this distinction: the US macroeconomy’s formerly 
dependable cyclical patterns dissolved from 1980 onward; the long-run trajec-
tory of the US economy slowed; and ferocious and unrestrained financial crises 
became a defining feature of the post-1980 world economy.
 The age of globalization had arrived. And Crotty’s reconceptualization of 
crises as manifestations of theoretical possibilities of rupture – that unfold in 
institutionally-specific (and hence ever-changing) ways, and that heterodox 
theory can consider because of its pre-commitment to the importance of power, 
inequality, and instability – itself proved prescient.

Minsky on stabilizing instability in the US economy
Crotty’s multi-source, multi-influence approach to crisis, set out above 
(pp. 000–000), can be contrasted with that of Hyman Minsky – a celebrated het-
erodox macroeconomist who emphasized one progenitor (Keynes) and one root 
cause of crisis (financial instability). Crotty, while among Minsky’s deepest 
admirers, criticized his inattention to the determinants of investment, and by 
extension to capital–labor conflict. Crotty’s insights into capital–labor conflict 
can explain why Minsky’s policy prescription for capitalist instability falls short 
in the neoliberal era, and moreover help us to understand the ever-new faces and 
phases of crisis in the contemporary global economy.
 Beginning in the 1970s, Hyman Minsky wrote a series of papers and books 
arguing that advanced capitalist economies are subject to cyclical variability 
because of their financial instability.11 The availability of financing boosts 
demand, but carries a cost: the economy becomes more financially fragile as 
financial commitments rise relative to income flows. Minsky argued that expec-
tations, debt-financed expenditures and balance-sheet relationships – and hence 
financial fragility – evolve systematically during the business cycle, from 
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“robust” to “fragile” to “Ponzi.” Eventually, a significant number of borrowers 
cannot meet repayment demands and cash-flow disruptions spread throughout 
the economy’s balance sheets. As financial instability worsens, asset values fall 
and a debt-deflation cycle may be unleashed.
 Minsky argues that there was a fundamental transformation in the dynamics 
of capitalism because of Depression-era government policy reforms. In the pre-
Depression era of what Minsky called “small-government capitalism,” financial 
instability operated via cataclysmic downward debt-deflation cycles, which 
wreaked havoc on wealth-owning and asset-owning units. As the 1929 stock 
market crash and 1933 banking holiday dramatically demonstrated, this was a 
very socially wasteful method of ridding the economy of unsustainable debt 
commitments. With the New Deal, in Minsky’s account, two crucial new roles 
for government were embraced: the Federal Reserve accepted its role as “lender 
of last resort” for the financial system; and the federal government committed to 
using public spending to stabilize aggregate demand.
 These changes defined the initiation of “big-government capitalism.” Cyclical 
dynamics changed fundamentally, in Minsky’s characterization. Price deflation 
was checked by the interventions of the Federal Reserve and by counter-cyclical 
government expenditures. Consequently, the threat of debt-deflation was replaced 
by an inflationary bias. The huge increases in business failures, bank failures, and 
unemployment that had accompanied cyclical downturns were eliminated. 
Balance sheets are not thoroughly “cleaned” through widespread business failures 
in the downturn, as in the small-government period; so debt/income ratios build 
up over time. Investment too is stabilized at a low but positive level. Debt/income 
levels rise both cyclically and secularly. In effect, a tendency toward price infla-
tion was the price of an interventionist state that “stabilized the unstable 
economy” (Minsky 1986). Minsky asserted that robust economic growth could 
resume once stable financial conditions were reestablished.12

Empirical evidence about Minsky’s big-government/small-
government claim
Dymski and Pollin (1994) investigated Minsky’s claim that capitalism could be 
divided into “small” and “big” government eras, and that adequate policy tools 
for stabilizing the economy and assuring prosperity had been found. These 
authors collected annual US data for the period 1887–1988 for key variables in 
Minsky’s model. Observations in each data series were then grouped, using 
NBER business-cycle turning-point data. The observation for a given variable in 
a “peak” year preceding a downturn was denoted that for “year 0;” its value in 
the following year was termed “year 1,” and so on. Typical cyclical trajectories 
were then computed for these variables by averaging (without permitting any 
double-counting). The two periods of World War (1913–1918 and 1937–1951) 
were discarded.
 Was Minsky right? Yes – to a point. Several variance-based tests determined 
that these cyclical patterns did indeed fall naturally into “small government” and 
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“big government” groupings – but only until the arrival of the 1980s. The con-
trast between these two regimes is clearly seen in the contrasts in their average 
post-peak cyclical behavior.
 As Figure 5.1 shows, average GDP decline in the downturn is substantially 
larger in the small-government than in the big-government era. Big government 
puts a higher “floor” under real GDP growth. And while the unemployment rate 
(Figure 5.2) grew and remained high for a sustained period in the small- 
government era, in the big-government era its explosive growth was blocked, 
and it remained at a much lower level than in the previous era.
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Figure 5.1  Post-peak US real GDP growth: small and big government and neoliberal 
eras.
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Figure 5.2  Post-peak US unemployment rate: small and big government and neoliberal 
eras.
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 The contrast in the behavior of price movements is even sharper. Figure 5.3 
shows the contrast between the two eras most dramatically. The cyclical data for 
the small-government era reveal the sustained deflationary momentum that 
follows the downturn. The big-government era is characterized instead by 
mounting inflationary pressure in the downturn, as the monetary authority inter-
venes and counter-cyclical spending is triggered. Here is evidence that govern-
ment macro-managers are exploiting the inflation/stability tradeoff in favor of 
stability. The data for real interest rates in Figure 5.4, not surprisingly, show 
very similar patterns (since nominal interest rates usually move much less than 
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Figure 5.3  Post-peak US price inflation (changes in GDP deflator): small and big govern-
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prices over the cycle). In the small-government era, the real interest rate rises 
substantially and for a prolonged period after the peak – a pattern related to that 
era’s deflationary bias. By contrast, real interest rates fall after the peak in the 
big-government era due to Federal Reserve intervention.
 There are also strong contrasts between the post-peak behavior of stock 
market prices and of the bank failure rate.13 In the small-government era, stock-
market prices decline and the bank failure rate climbs post-peak; in the big- 
government era, by contrast, stock-market prices actually rise in the post-peak 
period, while the rate of bank failures is low and shows no cyclical momentum.

Financial instability and crisis in the neoliberal era
If US cyclical patterns remained as they were prior to the 1980s, Minsky might 
have been right that “big government” could tame capitalist instability and 
assure managed prosperity. But they have not. To the contrary, post-1980 busi-
ness cycles have followed a new behavioral pattern. Consequently, the idea of 
aggressive countercyclical government spending has evaporated: the US 
economy has left the “big government” era and entered the neoliberal age.

Neoliberal-era cyclical patterns

Cyclical dynamics have been transformed in the neoliberal era.14 As Figure 5.1 
demonstrates, GDP growth rates in the neoliberal era show substantial variation. 
The 1981–1987 cycle is remarkably volatile; however, in the next two cycles, 
GDP growth rates have shown relatively little variability. In Figure 5.2, which 
depicts the cyclical dynamics of the unemployment rate, the neoliberal era marks 
a sharp break with the big-government pattern: in both the 1981–1987 and 
1990–1996 periods, the unemployment rate climbs quickly to higher levels than 
in previous eras, and then drifts steadily downward.
 Another sharp difference in the neoliberal era is seen in the price-movement 
data in Figure 5.3. The patterns for all three post-1970s business cycles are very 
similar, and utterly different than the big-government pattern. In the 1981–1987 
and 1990–1996 data, inflationary pressure is highest at the initial business-cycle 
peak. This pressure then moderates steadily through the downturn and renewal 
of expansion. In the 2000–2006 data, there is literally no cyclical inflationary 
pressure. Similarly, as Figure 5.4 shows, the real interest rate – by contrast with 
the big-government era – are virtually constant through this period.
 Cyclical movements in stock-market prices in the neoliberal era follow no 
single pattern; but the bank failure rate has varied in a revealing way. As the 
1980s unfolded, the first significant wave of bank failures since the Great 
Depression era gradually gathered force. During the 1990s, this wave dampened; 
by the turn of the new century, the bank failure rate was again almost nil.
 In short, the US economy has entered a new period of cyclical behavior from 
the 1980s onward. Real interest rates and price inflation no longer vary system-
atically over the cycle; these variables appear to be responding to forces other 



A heterodox economics crisis theory  77

than the cyclical momentum of the US economy. Whatever measures are taken 
by government in the wake of recessions, they do not dampen the upward drift 
of the unemployment rate in the downturn.
 In the USA, the neoliberal era has been defined by fundamental economic 
transformations: systematic financial deregulation; increasingly globalized finan-
cial and consumption markets; steadily declining real wages and unionization 
rates for workers in many industries; and outsourcing and the use of extended 
cross-border supply chains in production. The Reagan administration signalled a 
sea-change in social-welfare government spending, especially for the unem-
ployed and the poor. Counter-cyclical and safety-net policies were rejected in 
favor of “supply-side” tax cuts. Percentage changes in post-peak per-capita 
federal outlays on individuals were substantially lower in the neoliberal era than 
in the big-government era.

Crotty’s sympathetic critique of Minsky
So what went wrong? Why all these changes, if the solution was already at 
hand? An explanation can be found in Crotty’s extended argument with Minsky 
over the nature of economic crisis.
 These two thinkers had several face-to-face dialogs over the years. Crotty 
also reflected on Minsky’s financial instability hypothesis in several articles and 
chapters.15 On numerous occasions, Crotty praised Minsky’s analytical insight 
and his willness in policy debate to unabashedly advocate “big government” 
spending to combat stagnation (Crotty 1986: Introduction). But Crotty raised 
deep objections to Minsky’s conceptual apparatus. Crotty had a “thick” approach 
to crisis, encompassing numerous real- and financial-sector factors; Minsky had 
a “thin” approach, encompassing only financial factors.
 Crotty observed that “Minsky can find no impediment to perpetual balanced 
growth in the real sector of the economy” (Crotty 1992: 536). Minsky assumed 
that productive investment would follow passively from stable financial con-
ditions; and while this may have reflected his sympathy for Schumpeter’s model 
of enterpreneurship (see footnote 12), in Minsky’s work, “the real sector of the 
economy has no active, essential role to play in the fundamental behavioral proc-
esses of his theory” (Crotty 1986: 10). A further problem was Minsky’s inatten-
tion to labor-market or capital-labor relations. Crotty observed:

the constant-mark-up Kalecki model of profit determination used by Minsky 
. . . [is] quite unsatisfactory. This model assumes cyclical and secular con-
stancy in the mark-up and the marginal efficiency of investment, the absence 
of any tendency for the rate of profit on capital to fall until after the expan-
sion ends, and secular constancy in the rate of profit on capital.

(1986: 6–7)

Not only were these assumptions contradicted by available empirical evidence; 
building them into the model blinded it to any potential instability in the  
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capital–labor relationship due to wage-related conflicts or struggles over de-
industrialization. But this was precisely a problematic aspect of cyclical dynam-
ics in the big-government era. Figure 5.5 shows the problem clearly. Real wage/
salary payments rose systematically through the entire post-peak period, in the 
big-government era. This was the price for maintaining stability by reflating the 
economy just when it was perched to plunge into what would otherwise be a 
debt-deflation collapse. This figure also demonstrates that the cyclical behavior 
of real wage/salary payments was remarkably consistent and very different in 
the neoliberal era. Real wage/salary levels plunged after cyclical peaks in the 
neoliberal era.
 How about the effect of the neoliberal era on profit rates? Figure 5.6 illus-
trates the post-peak behavior of profits by depicting year-over-year percentage 
changes in the manufacturing profit rate (calculated on an after-tax basis relative 
to owners’ equity). In the big-government era, profit rates rise mildly in the first 
year after the peak, and then fall; in general, their behavior is sluggish. In the 
neoliberal era, two distinct patterns are found. In the 1981–1987 period, the 
profit rate falls after the peak year, but then recovers. In the next two cyclical 
episodes, the profit rate falls after the peak, but then climbs spectacularly for an 
extended period.
 Clearly, Minsky’s “hedgehog” model (in Pollin and Dymski’s 1993 charac-
terization), which focused only on the need to check financial instability, pro-
vided a lens for seeing only a portion of the entire landscape of macroeconomic 
forces. The very factor that Boddy and Crotty emphasized – the constraints on 
the profit rate under the institutional conditions of the big-government era – was 
apparently among those that inclined owners of the US corporate sector to 
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embrace the dismantling of the social-welfare state that had been built up since 
the 1930s (and dubbed big-government capitalism by Minsky).

Global instability and stability in the neoliberal era

How did Minsky and Crotty adjust as the neoliberal era deepened? Minsky 
found that the major dangers in the neoliberal era would arise from the global 
spread of unchecked, highly-leveraged financial market relations. Even in his 
last essay, Minsky (1996) wrestled with the implications of what he called 
“money manager capitalism” and its implications for uncertainty and the 
problem of coordinating expectations in globalizing financial markets.
 Crotty, by contrast, approached neoliberalism as a complex global phenome-
non. His thick framework was far better suited to comprehend. His writing 
examined the global capital–labor struggle as well as the implications of the 
explosively growing financial markets. With the coming of the Asian financial 
crisis, Crotty made South Korea the focus of his study of neoliberalism. Korea 
was an apt choice. Not only had it so quickly changed places from “model of 
development” to a global site of rent-seeking elites, but Korea’s long-term 
success had proven fragile, masking a cauldron of state violence, class conflict 
and institutional power plays.
 This contrast is not made to show that Minskyian financial crises are obsolete. 
To the contrary, financial instability is an ever-more-common feature of global 
dynamics, as the East Asian, Brazilian, Russian, Turkish and subprime- 
mortgage-based crises attest.16

 Further, the search for stability – another of Minsky’s themes – has remained 
a key part of the global economy. Indeed, the most recent global crisis is rooted 
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in that search.17 The roots of the subprime lending crisis are to be found in one 
of the global economy’s distinctive structural features since the mid-1980s – a 
growing US current-account deficit. This deficit has been balanced by steady 
financial inflows, many of which have bought mortgage-backed securities 
(MBSs). The volume of MBSs has grown dramatically, fed by the rapid growth 
of US mortgage loans – and in turn by some rapid advances in financial interme-
diaries’ capacity to bundle, securitize and sell mortgage debt into the market.
 Figure 5.7 shows that except for two years of market disorganization in the 
early 1980s, real per-adult US mortgage debt has grown steadily. This growth is 
related, of course, to the US economy’s systematically low interest rates in the 
neoliberal era (Figure 5.4) – and the stagnant Japanese economy’s even lower 
interest rates (Slater, 2006). Further, mortgage debt has been relatively impervi-
ous to the business cycle. The willingness of many global funds to hold – and 
the low apparent risks associated with – MBSs led many lenders to devise fee-
based strategies, paying little attention to recourse or default risk. Investors’ 
apparently insatiable demand for MBSs induced lenders to create instruments 
that teased new buyers into the market. Those previously excluded because of 
racial discrimination or because of inadequate savings or incomes could now 
have their housing purchases financed. The higher fees, rates and penalty clauses 
associated with these subprime mortgages meant both more income up-front for 
lenders and a steady set of steroid boosts to housing demand.
 Ironically, the very fact that US-originated MBSs seemed to offer an island of 
tranquility in a world of chronic financial crises created incentives for perverse 
competitive forces. These ultimately have undermined entire portions of the US 
mortgage market – and threatened financial market stability the world over. The 
bank run of the 1930s has been transformed into the non-bank bank run – the 
liquidity black hole – of the new century (Persaud 2007).
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 Certainly, this situation is symptomatic of the transplanting of Minsky’s 
model of the US economy onto the global stage. The current crisis arose when 
US households’ burden of being simultaneously the world’s consumers of last 
resort and its borrowers of first resort, in a world of risk-evading financial inter-
mediaries and shifting currency values, became too great to bear. Localized 
defaults spread, fed by intermediaries that have forgotten how to bear risk, and 
that now have the world’s economies into a global liquidity meltdown.
 Minskyian policy measures have attempted to stabilize this latest instantiation 
of instability. Several times, the Federal Reserve’s “big bank” interventions have 
attempted to calm the markets and restore order (and liquidity).18 But these 
measures have not worked as intended. The Federal Reserve cannot get the 
cooperation it needs to ease cash-flows in ever more distant corners of the money 
markets. It is clear that as the neoliberal era goes on and unchained markets and 
bank strategies have gotten ever bolder, those who are assigned lender-of-last-
resort duties are ever farther from knowing how to restore order. They simply do 
not control enough of the markets in which the players that have taken incalcula-
ble risks have made their plays.
 So it is not enough to find out (and respond to), as Minsky liked to say, finan-
cial market-makers’ “model of the model.”19 The challenge is to find the crisis 
within the crisis. And here all the elements that Jim Crotty has identified for het-
erodox economics – instability, the active and sometimes destabilizing role of 
the financial sector, the use and abuse of power, firm strategies and the peculiar 
institutional framework of the neoliberal order – are there to be unwound.

Conclusion
Heterodox economists have long been united in agreeing that the neoclassical 
model constitutes a fundamentally flawed approach to understanding real-world 
economic dynamics. At the same time, they have otherwise constituted a group 
whose diversity of approach sometimes seems Babel-like: it is not just that fol-
lowers of Keynes diverge from followers of Marx, but that followers of Keynes 
and of Marx disagree among themselves about how to construct more represent-
ative models of capitalist relations. This creative, if cacophonous, outpouring of 
insight leads to two central problems: what does define heterodox theory in eco-
nomics? And how can one choose which approaches in heterodox theory show 
more promise?
 This chapter has argued that the term “heterodox” should apply to all theoret-
ical approaches that build in the assumption that capitalist economic relations 
are prone to immanent breakdown for endogenous reasons. Heterodox theory is 
coterminous with approaches that view crises of reproduction as a defining char-
acteristic of capitalist economies. How then to choose which are the more prom-
ising approaches to heterodox theory? We have argued here that heterodox 
economic theory should be thick – sensitive to the possibility that reproduction 
crises can arise in several different ways – and not thin (focused on one source 
of breakdown).
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 The ideas of James Crotty provide an exemplar of the approach to heterodox 
theory set out here.
 Crotty places the problem of crisis – sustained breakdowns in economic 
reproduction – not evolution, at the center of the heterodox agenda. He is careful 
to acknowledge and build on ideas handed down from intellectual progenitors. 
Further, in Crotty’s vision, no contributor can or should settle on one source of 
crisis, or on one solution to crisis. Crises can arise due to asymmetric economic 
power, the vicissitudes of uncertainty, or inconsistent firm strategies – or due to 
contradictory interactions among these elements. There is no magic bullet. The 
analyst should not simplify too quickly, but should continually examine her logic 
from the multiple points of view that co-exist, however uneasily, within the fire-
lit sanctuary of heterodox theory.
 To illustrate these two approaches within heterodox theory, Crotty’s approach 
has been contrasted here with Minsky’s “hedgehog”-like financial-fragility 
framework. This chapter has shown that Minsky’s model does not hold up as a 
characterization of economic dynamics in the neoliberal era. This doesn’t mean 
Minsky is wrong; to the contrary, his ideas – as the subprime crisis shows – are 
more relevant than ever. But his approach should be extended so that it fully 
integrates real-sector influences on financial crises, and so it accounts for the 
new macro realities, including shifting financial markets and processes, that have 
unfolded in the neoliberal era.
 What will bring economics out of this neoliberal midnight? None can say. 
But might not this renewal start with a flickering insight, born in the uneasy 
reflections of a heterodox imagination? It would not mark the first time that 
devalued but carefully kept traditions have rekindled our understanding of what 
has happened, and what must be done next in the world in which we live:

As I see it, Marx, Keynes, and Minsky might all be embarrassed to be found 
in bed together, but they are not such strange bedfellows after all. Each has 
his role to play in constructing a theory of political economy adequate to our 
needs.

(Crotty 1986: 29)

Notes
 1 There is not space here to work through the specific implications of the removal of 

time, ignorance and power from market-exchange frameworks. For detailed examina-
tions of these relationships, see Crotty (1985), among others.

 2 This is not to belittle the usefulness of equilibrium reproduction frameworks as indica-
tive tools and as points of reference within heterodox theory. Understanding how some-
thing works is fundamental in understanding how it can break down: the analysis of 
balanced growth is a useful means to the end of examining impediments to growth. This 
way of understanding equilibrium growth frameworks, of course, implies that crises are 
not simply short-run phenomena experienced on the way to long-term steady states; to 
the contrary, these steady states are reference points for understanding crisis.

 3 And it is often misunderstood in the latter way. For example, a New York Times 
reporter (Hayes 2007) wrote that “heterodox” “categorizes people by what they don’t 
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believe . . . in the case of heterodox economists, what they don’t believe is the neo-
classical model that anchors the economics profession.”

 4 We have not emphasized the micro/macro distinction, as it is not important for the 
larger argument being made in this chapter. Crotty’s writings have examined both 
macroeconomics and paid little attention to explicitly microeconomic frameworks.

 5 Also see Dymski (1990).
 6 See Crotty (1985, 1986).
 7 The inescapability of contradictory relationships among economic agents and structures 

is one reason why, in Crotty’s conception, macroeconomic dynamics lead to recurrent 
crises, and also why crises involve interactions at a macro-scale; see Crotty (1993b).

 8 There is recent evidence that China is beginning to confront labor shortages; see 
Barboza (2006).

 9 Crotty’s writings about real-world capitalist crises represent contributions to the 
broader landscape of heterodox crisis theories. Kotz (2006) sets out a useful typology 
of heterodox crisis theories.

10 This latter bias is especially evident in Marglin (1984).
11 See especially Minsky (1975). Pollin and Dymski (1993) succinctly summarize his 

framework.
12 Minsky believed that sustained financial stability would permit Schumpeterian entre-

preneurs to obtain financing and create new sources of employment and investment 
(Minsky 1986; Ferri and Minsky 1992).

13 These data are not shown here, but are available from the author.
14 This argument is developed in Dymski (2002), which extends the Dymski–Pollin 

method for the first two post-1970s cycles and presents some pertinent comparative 
data for the three eras.

15 See especially Crotty (1986, 1990, 1993a).
16 See Kregel (1998) and Crotty and Dymski (1998), among others.
17 Two useful discussions of this unfolding crisis are Slater et al. (2007) and Ip and 

Hilsenrath (2007).
18 As Kregel notes, this “big bank” role far outweighs the “big government” role in 

global financial crises.
19 The phrase was Peter Albin’s; it is quoted in Minsky (1996).
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6 The current crisis in 
macroeconomic theory

Bill Gibson1

Introduction
Since the 1970s, mainstream economics has attacked Keynesian macro-
economics for not being a science in the proper sense of the term. The latter 
lacks realistic microfoundations, according to the orthodoxy, and is generally 
inconsistent with the Walrasian system. This chapter argues that the problem lies 
deeper than the absence of a choice theoretic framework in the Keynesian model. 
The main problem with macroeconomics of any theoretical flavor is aggregation 
and because macroeconomics aggregates ex ante it arrives at an indefensible 
position of using aggregates as policy instruments. Aggregation is an intractable 
problem and is at the root of controversies that run from Marxian value theory to 
the capital controversy to the negative result of Sonnenschein, Mantel and 
Debreu (SMD), that no coherent microfoundations for aggregate economics 
exists.
 There have been various responses to the inability to unify macro and micro 
theories. The rise of “clean identification” methods in econometrics is an effort 
to restore scientific credibility to economics. Many of the traditional problems 
central to the discipline, however, were abandoned as the literature focused on 
“cute and clever” microeconomics.
 It is argued here that it is possible that macroeconomics can be rescued by 
way of agent-based models. These models require no ex ante aggregation and 
provide a platform for policy intervention since the “representative agent” is no 
longer required. Outcomes can be then be measured by aggregating the hetero-
geneous individuals ex post. Familiar macroeconomic characteristics arise from 
these complex systems as emergent properties. What is sacrificed as we turn to 
computer simulations is the elegant formal mathematical analysis that character-
ized the Walrasian system of the past.
 The chapter is organized as follows: the next section reviews the problems of 
Keynesian economics and the reaction of heterodox economists and asks why the 
project of the unification of micro and macro has largely been abandoned. The 
subsequent suggests that agent-based models may be a way to recover realistic 
microfoundations for macroeconomics. The final section concludes with some 
comments on the nature of big problems in economics and science generally.
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The crisis of Keynesian economics
On a recent trip to the UK, a passport inspector noted that I had listed my profes-
sion as Professor of Economics. “Hum . . .” he said, as he regarded me with the 
mix of curiosity and suspicion required of his post. “Economics, that is . . . like 
. . . Keynesian economics, right?” I nodded affirmatively and after a pregnant 
pause he asked “What is Keynesian economics?”
 The innocence of his question set me thinking: here is a public official, in the 
land of Keynes and where the Keynesian edifice was constructed, and yet he 
does not even know what it is. Is this just some form of rational ignorance? A 
second darker hypothesis is that what we do as economists has little “street 
value,” nothing of worth in a social context. Science generally does have street 
value, both private and public, as is made clear every day in the press. Break-
throughs are regularly reported in publications such as the New England Journal 
of Medicine, Science, Nature, along with a host of television programs.
 Certainly at one stage of the not-too-distant past economics, and especially 
macroeconomics, possessed a good deal of street value. The golden age of 
macroeconomics, in the 1960s, was based on the widely accepted notion that the 
economy was a complex machine that would occasionally get out of sorts with 
itself and require some adjustment. Government relied on macroeconomists for 
advice through the Council of Economic Advisors. Most large corporations, and 
virtually all banks, had large and expensive econometric forecasting teams. 
Microeconomics was a sideshow with its cost curves, discounting formulas and 
welfare triangles.
 Keynesian theory enjoyed almost complete hegemony, even among the  
most conservative members of the profession. By the late 1980s, however, micro 
had staged a dramatic comeback and macroeconomics was almost entirely dis-
placed from graduate curricula across the country. Part of the reason was an 
inconsistency in advanced general equilibrium theory noticed by Debreu and 
others.2
 At the policy level, it was the stagflation of the 1970s that reduced to rubble 
the simple Keynesian program of “if there is inflation, run a surplus and when 
there is unemployment, run a deficit.” At the center of the controversy was the 
instability of the Phillips curve:

the inflationary bias on average of monetary and fiscal policy (in the 1970s) 
should . . . have produced the lowest average unemployment rates for any 
decade since the 1940s. In fact, as we know, they produced the highest 
unemployment since the 1930s. This was economic failure on a grand scale. 

(Lucas and Sargent (1978: 277))

As the Phillips curve dissolved into a shapeless scatter diagram, the street value 
of macroeconomics and its associated macroeconometric models diminished. 
Lucas identified a fundamental problem in the macroeconometric literature based 
on the Keynesian structural model, that agents would alter their behavior in reac-



The current crisis in macroeconomic theory  87

tion to changes in policy (Lucas (1976)) The structural parameters could change 
in response to policy initiatives and if this were not part of the analysis, it would 
become impossible to predict the effects of policy. Only self-interest remained 
invariant to policy change.
 Moreover, models that assumed no theory whatsoever, the vector-autoregres-
sion models, seemed to do as well as those that traveled with heavy theoretical 
baggage. As Diebold notes, “the flawed econometrics that Lucas criticized was 
taken in some circles as an indictment of all econometrics.” New York Times 
economic columnist Peter Passell, in an article titled “The model was too rough: 
why economic forecasting became a sideshow,” wrote that “Americans held 
unrealistic expectations for forecasting in the 1960’s – as they did for so many 
other things in that optimistic age, from space exploration to big government” 
(New York Times, February 1, 1996). Rather than predict interest rates with a 
staff of the econometricians, firms hired MBAs to hedge against its movements. 
Public policy, as Keynes himself predicted, is still a few decades behind the 
curve and references to aggregate demand and other Keynesian motifs can still 
be heard, whether at the Federal Reserve, Wall Street or the Congressional 
Budget Office. Theoretical economics, however, has by and large moved on, 
with the exception of heterodox economists.

The heterodox reaction
Here is a proposition: it could be that none of this talk of science, microfounda-
tions and the like is relevant. Indeed economics, and especially macroeconomics 
and macroeconomic policy, is just a tool of the rich used to bludgeon the poor 
into accepting low wages. Economics is not a science and never was, but is 
rather auxiliary to the broader project of class domination by the rich and power-
ful. The poor and powerless are the victims of policy designed to shift resources 
and political power to capital. Economists are implicated in this grand scheme of 
domination, a band of self-referential (and self-refereeing) pseudo-scientists, 
who as a subsumed class take a cut of the surplus for themselves. Their main 
task is thus ideological, rather than scientific, jawboning. The political creed of 
the orthodoxy in economics is anti-progressive, essentially libertarian on 
domestic issues and neoliberal internationally. The scientific method is no more 
central to this project than it is to, say, religion or a backyard barbecue.
 Fine, but isn’t this proposition contradicted by the evolution of heterodox 
economics? In the 1960s and 1970s Marxian economics was a professionally 
viable alternative to orthodox economics. As a result, some of the more broad-
minded neoclassical economists, Samuelson and Morishima for example, took 
up Marxian themes. At the same time, radical economics began to insert itself in 
graduate programs around the United States and Europe, graduate programs that 
were training young economists in the standard tools of scientific inquiry. It was 
in some ways natural that cross-pollination would come about and in the late 
1970s a number of non-neoclassical analysts produced work that bore the 
imprint of their training. Sweezy, Baran and Emmanuel, and Samir Amin, gave 
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way to Marglin, Bowles, Gintis, Gordon, Roemer and others from both sides of 
the Atlantic. Their work was defined by four essential features: 

1  they addressed the decidedly “nonscientific” questions of income distribu-
tion, power, racism, sexism, imperialism and inequality as opposed to the 
traditional efficiency of resource allocation issues; 

2  they were unafraid of “bourgeois” tools of analysis, especially mathematics, 
data analysis and econometrics; 

3  they were sensitive to the criticism of dogmatism in their analysis and 
sought to remove elements that could not be substantiated by logic or fact; 

4  they rejected the relativism of emerging post-modernism in favor of meth-
odological individualism (at least to a considerable degree). 

These writers were above all eclectic, accepting or rejecting hypotheses on their 
own terms as opposed to tradition. Although they were unified by themes that 
had traditionally been of interest to Marxists, the project as a whole was a defini-
tive break from the traditional Marxism of the preceding 150 years.
 These analytical Marxists continued to define themselves in opposition to the 
orthodoxy, often unclear about their positive contributions, but very clear about 
what they were not: neoclassicals. Ironically, much of neoclassical theory found 
its way into their work, but piecemeal, one component at a time. Some used the 
Walrasian system, others growth theory, monetary theory or computable general 
equilibrium models and, especially, game theory. There was no part of neoclas-
sical theory that was completely off limits and it is probably fair to say that all of 
it was used one way or another at some point.
 Anti-neoclassicism then flowered into many theoretic directions, surveyed by 
(Colander (2003) and (Gibson (2003)). The term “Marxist,” for example, began 
to fall out fashion, but more for substantive than stylistic reasons. The backdrop 
was an explicit recognition of the possibility that the scientific method could 
illuminate the incoherencies and irrationalities of the capitalist system. Many 
heterodox writers accepted the view that the nature of the analytical tools 
employed is not constitutive of the conclusions derived. Roemer and his associ-
ates expressed the proposition most clearly: if exploitation was a fundamental 
fact of capitalist society, it should be able to survive the transition to the Walra-
sian environment. That is, given tastes, technology and the distribution of the 
endowment, exploitation was logically entailed. This specialized project drew 
the attention of a specialized audience, certainly, but it was at the same time 
widely respected.
 Walrasian Marxism was subject to the same SMD criticism as the orthodoxy; 
in short, no more macroeconomics was to come from Walrasian Marxism than 
from the standard approach. Certainly this feature was of little concern for 
Roemer, who was primarily interested in the more basic issues of traditional 
Marxian economic theory, such as exploitation and its relationship to social 
class. But from the general perspective of microfoundations of macro, the work 
led to a dead end.
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Declare victory and withdraw
Branching out from the work of the early anti-neoclassicals was a wide range of 
heterodox approaches to problems of growth, distribution, and trade and finance, 
powered by standard analytical methods of comparative statics, dynamics, 
econometrics and game theory. Most of the macromodels in the tradition of Dutt, 
Skott, Semmler, Taylor, Setterfield and many others had no specific microfoun-
dations, but relied instead on a demonstrated correspondence to the object of 
study, a particular economy at a particular time. Most heterodox economists 
were simply unconcerned with microfoundations (Dutt 2003). Macromodels 
were structural in nature and gave content to welfare propositions that hinged 
essentially on the level of output, employment and inflation.
 The traditional problems of preference revelation and preference aggregation 
were not ceded any space; there was no need to aggregate the utilities of the 
employed and unemployed since they were incommensurate. It follows that the 
welfare of the system as a whole was not to be determined by an aggregate of 
the welfare of individuals.
 Macropolicies that improved outcomes for the rich and the rich only, even if 
there were no change in the well-being of the poor, were not necessarily superior 
as they would be in standard analysis. Thus social welfare could not be mediated 
exclusively by private welfare no matter how it was aggregated. The aggregation 
problem, which dogged the traditional approach since its inception, was solved 
by critical acclamation. In the process, the unification project was sacrificed.
 Naturally the balance of anti-neoclassical micro-oriented economists took an 
entirely opposite approach. For Bowles, Gintis, Skillman, Roemer and others 
attracted to game theory it was literally impossible to forego maximizing models 
with some conception of individual welfare at the core. Imagine, for example, a 
prisoners’ dilemma in which the detainees were indifferent to their own freedom. 
When it came down to micro foundations versus macroeconomics, they followed 
the orthodoxy in dismissing the latter. Bowles and Heinz (1996), for example, 
used industry level data to show that raising wages in South Africa would cause 
a contraction in employment despite the fact that progressive macroeconomists 
had compiled data showing that the economy was “stagnationist” in Bhaduri and 
Marglin’s infelicitous terminology (Bhaduri and Marglin (1990); Nattrass 
(2000)).
 Keynesian theory seemed to be abandoned by the orthodoxy not necessarily 
because it conflicted with empirical observation, but because it was incomplete 
and at variance with their libertarian, individualist biases. The heterodox à la 
carte approach never produced a coherent alternative because it could not coa-
lesce around a common theoretical framework. The debate seemed not to be 
about science and method, but about competing philosophical positions.
 Granted, heterodox economists might object that their work is scientific, 
solid, empirically grounded, objective and replicatable. Heterodox articles are 
frequently peer-reviewed and this forces objectivity as it does elsewhere in the 
scientific community. There is certainly something to this argument. It might be 
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possible to feign objectivity individually, but it is very difficult for a crowd of 
skeptically minded individuals to do so, unless as Surowiecki (2004) notes, the 
“wisdom” of the crowd is highly correlated. But the view that heterodox eco-
nomics is not truly heterodox according to the ordinary definition of the term, 
but rather the name of a broad coalition of anti-capitalist researchers might still 
be vindicated. Indeed, heterodoxy is far more homogeneous than the economics 
profession it opposes. There are no personally right-wing economists who are 
attracted to the field of heterodox economics for purely methodological, techni-
cal or other professional reasons. The closely correlated attitudes of the hetero-
dox clan undermines their objectivity in Surowiecki’s scheme.
 Perhaps, then, macroeconomics is just a logical impossibility, like a failed 
state, vulnerable to take-over by anti-scientific types. If so, then the options 
appear to be limited. One can press on with the Keynesian model with its 
obvious deficiencies. Or one can decamp to something with more scientific 
content, as much of the profession seems to be doing.

Smart rats and clean identification
One of the greatest problems of aggregation is that one cannot often hold the 
composition of the aggregated variables constant. Were there a tight lattice struc-
ture preventing slippage within society, then we could be more confident about 
policy recommendations. Competition plays this role in economics but it cannot 
be relied upon to hold structure entirely constant. But since structure tends to 
self-organize in response to policy, it becomes ever more difficult to distinguish 
correlation and causality. This is, of course, an age-old problem and it pervades 
every branch of science. Feynman (1999) in the classic “Cargo-cult science” 
describes the attempts of a psychologist, identified only as Young, to hold varia-
bles constant in a experiment with rats looking for food:

The question was, how did the rats know, because the corridor was so beau-
tifully built and so uniform, that this was the same door as before? Obvi-
ously there was something about the door that was different from the other 
doors. So he painted the doors very carefully, arranging the textures on the 
faces of the doors exactly the same. Still the rats could tell. Then he thought 
maybe the rats were smelling the food, so he used chemicals to change the 
smell after each run. Sill the rats could tell . . . He finally found that they 
could tell by the way the floor sounded when they ran over it. And he fixed 
that by putting his corridors in sand. So he covered one after another of all 
possible clues and finally was able to fool the rats so they would go in the 
third door. If he relaxed any of his conditions, the rats could tell. 

(Feynman (1999: 215))

Feynman goes on to claim that this is “A-number-1 science” because it reveals 
the efforts one must undertake to hold everything constant. Macroeconomics 
also seems to have had its smart rats.
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 In retrospect, it seems clear now that macroeconomics of the 1950s and 1960s 
was held together by spurious correlation of macro variables driven by time. 
When time was removed by way of co-integration techniques, much of the sup-
posed causality in macroeconomic theory evaporated. One reason macro-
economics enjoys so little street value now is that it has been so difficult to 
rebuild it on a solid foundation since. Micro has to some degree risen to the 
challenge.
 Levitt and Dubner (2005) is perhaps the most visible evidence of the restora-
tion of the scientific method in economics, but this has been accompanied by an 
invasion of social science by methods from chemistry, biology, geology and a 
wealth of other disciplines. Diamond is another well-known architect of the 
interdisciplinary approach, but there is also Hoxby’s study of competition in 
schools as demarcated by streams and rivers in urban environments (Diamond 
(1997, 2005)). More streams implied more schools and better learning outcomes 
(Hoxby (2000)). Another well-known example is Donohue and Levitt’s (2001) 
claim that the legalization of abortion after Roe vs. Wade resulted in the lowered 
crime rates in the 1990s. Their work challenged Lott’s (2000) assertion that 
“shall carry” laws were responsible.
 These last papers are all based on natural or quasi-experiments, differential 
applications of policies in an arguably random way.3 Natural experiments are 
second only to the gold standard of controlled experiments, such as the well-
known Star study of the effect of student teacher ratios on test scores (Mosteller 
(1995)). But controlled experiments, like professional football, are often expen-
sive and sometimes dangerous and almost always imperfectly controlled.4 Still, 
clean identification is an attempt to more closely adhere to Feynman’s definition 
of A-number-1 science in the effort to distinguish correlation from causality.
 The quasi-experimental approach, what Heckman has called the “cute and the 
clever,” is an effort to restore credibility to correlations attacked by skeptics 
(Scheiber (2007)). These studies range from Levitt’s “Why drug dealers don’t 
live with their mamas,” to point shaving in basketball and sumo wrestling.5 The 
methods and datasets used in some of these studies have already found their way 
into econometrics textbooks and serve to educate future econometricians.
 To the heterodox mind, this may just be additional evidence of the complete 
sell-out of the orthodox establishment, hiding behind methodological refine-
ments to avoid confronting more serious problems.6
 Traditional economic issues such as poverty, inequality, business cycles, 
global warming and environmental racism all go unanalyzed for lack of proper 
instruments or experiments by which confounding factors may be eliminated or 
controlled for. From this optic, there are too few, not too many, interesting prob-
lems amenable to statistical analysis based naturally randomizing treatment 
effects afforded by quirks of nature or the whim of policymakers.
 Big issues, however, almost always arise as outcomes, or ex post aggregates. 
They result from something more fundamental at the ground level, behavior that 
was not adequately captured in the aggregate models. Thus, even if they were 
correct, the models would not lead to any clear policy implications because they 
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do not model the diversity of underlying agents. On the other hand, Levitt’s 
studies of criminal behavior does at least show that criminals are partially 
rational and will therefore likely respond to incentives to obey the law. Most 
macroeconomic indicators, by contrast, are signals that some underlying behav-
ior in the system might be out of adjustment. What it is and how we are to get it 
back into sync remains unspecified by the model. This is why studies with clean 
identification are reviewed in scientific publications such as Nature, Science and 
Scientific American while macro studies undertaken by heterodox economists 
never are. The former have street value, clearly understandable methodologies 
and direct policy implications.
 There is one set of macro studies undertaken by heterodox economists that 
does seem to draw a reaction from outside the heterodox community, agent-
based or multi-agent systems models.

Agent-based models
Choi and Bowles (2007), for a recent example, published a study in Science 
using an agent-based framework to study the coevolution of altruism and war. 
Agent-based models grew out of game theoretic simulations and papers by Fehr, 
Basu, Axelrod and others have been regularly reviewed in the scientific press.7 
They hold out the promise of separating correlation and causality because they 
allow experiments to be undertaken in silico, with literally everything else held 
constant.8 They are also relatively inexpensive and safe, except for the occa-
sional laptop fire. The catch is convincing the scholarly community that the sim-
ulation is realistic and appropriate to the problem.
 Might it be possible, then, to have a macro-theoretical framework that relies 
on individual self-interest, however imperfectly expressed, and at the same time 
addresses bigger questions than the cute and clever micro literature? Let us first 
specify what we mean: agent-based models blend structure and agency in a way 
that emphasizes the individual. This is not to say that “structure does not matter,” 
inasmuch as decisions made by agents in the past confront current agents as ossi-
fied structure and is, therefore, ultimately endogenous. The macro features of the 
model are not imposed, but rather arise out the micro specification as emergent 
properties (Gatti et al. (2008)). Following Jensen and Lesser (2002) for a general 
definition, a multi-agent system S, is composed of n agents A = {a1,a2, . . . ,an} 
and an environment E. Each agent is an object with methods that cannot gener-
ally be invoked by other agents. Agents operate on state variables and transform 
them according to the methods each agent employs. State variables are passed to 
agents and serve to define the spatial distribution of resources, information about 
other agents and any additions or updates of the methods by which this informa-
tion is processed. The concept of an agent includes the standard notion of con-
sumer or producer as special cases, but is broader and more general.
 Agents in multi-agent systems are best thought of as heterogeneous computa-
tional entities who make decisions based in an informationally constrained envir-
onment and with limited computational means (Wooldridge (2002); Sandholm 
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and Lesser (1997)). Agents may lack the resources to make the appropriate cal-
culations leading to an optimal allocation and/or may not have the time to com-
plete calculations already begun if the environment E changes. “Social 
pathologies” studied in the game theoretic literature, various prisoners’ dilem-
mas, suboptimal spending on public goods and ultimatum irrationalities can 
easily arise in multi-agent systems (Jensen and Lesser (2002)).
 Schelling’s (1971) neighborhood model is an early example of a multi-agent 
system. White liberals following simple behavioral rules to generate entirely 
segregated neighborhoods, despite preferences for more integrated ones. Each 
agent is unaware of the true nature of its neighbors and only processes informa-
tion about skin color. Where white neighborhoods will be in the next round is 
more difficult for the agents to compute, however, and in the simplest version of 
the model, agents move randomly, away from their current, undesirable location, 
without thinking about where it will land. An agent might improve the chances 
that it would not have to move a second time by way of a method that predicts 
the moves of other white liberals.
 Agents are then computational entities or objects and any personality that 
might or might not evolve is itself an emergent property of these computations. 
In Gibson (2007), agents make only a decision whether to stay in their current 
job or leave it and interesting macroeconomic properties arise. Initially technolo-
gies, or blueprints, are randomly scattered around a grid. Both a unit of labor (an 
agent) and a variable amount of finance are required in order to activate the tech-
nology of a given cell. Finance is available from wealth accumulated by agents 
in the past and is distributed back to cells according to profitability with a 
random error term. Profit is the difference between wages and output and is 
redistributed to agents in proportion to their wealth plus a random error term.
 The key to the dynamics of the model is the wage bargain between agents and 
the cells on which the agents reside. Cells can compute the marginal product of 
labor, but agents lack sufficient information. Agents can compute their own res-
ervation wage, based on life-cycle variables as agents age, reproduce and die.
 The decision variable is whether the agent is satisfied with her current job. 
Job satisfaction depends mostly upon whether wealth is increasing or decreas-
ing, but there are also variables that derive from reinforcement learning models 
(Sutton and Barto (1998)). Agents must learn what the grid as a whole has to 
offer in terms of consumption possibilities. Unsuccessful agents become “stuck” 
in relatively low wage jobs either because they do not have the accumulated 
wealth to finance a move or they lack the education and skills required to take 
advantage of nearby opportunities.
 If agents move, they must then Nash-bargain over the wage payment with the 
new cell. In the Nash bargain, the surplus is defined as the difference between 
the marginal product of labor and the agent’s reservation wage. The outcome of 
the bargaining process depends on relative impatience of the agent to the cell. 
Cells are equally impatient in that they know that unless they are profitable, they 
will be unable to attract capital and will fall into disuse. Agents realize if they 
reject the offered wage they must move again, with all its associated costs and 
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uncertainty. If the agent’s reservation wage exceeds the marginal product, cells 
raise their prices, provoking inflation. As a result, they are less able to compete 
for finance for their operations.
 In this simple model the economy grows with less than full employment on a 
track that underutilizes the available technology. There is very little that is 
optimal about this model in the tradition sense, but neither is it excessively prone 
to mass unemployment nor spiraling inflation. A skewed distribution of income 
is an emergent property of this simple system. Figure 6.1 is drawn from Gibson 
(2007).
 Even if the economy begins with an egalitarian wealth distribution, it will 
deteriorate over time and eventually follow a power-law distribution of wealth. 
Educated agents who secure good jobs early and keep them for a long time end 
up wealthy. Those who move tend to run down their wealth but they may also 
succeed in finding a better opportunity.

Appeal to heterodoxy
Heterodox economists have to some extent embraced the agent-based methodol-
ogy discussed here, as the citations above suggest. Foley (2003) makes the 
strongest case that the method of complex adaptive systems is broadly consistent 
with the underlying program of classical political economy. Smith, Ricardo, 
Malthus and Marx all analyzed the capitalist system as an ordered social struc-
ture, arising out of the chaos of individual decisions. The system is “self organ-
ized” in that no one, not even a Walrasian auctioneer, is directing the outcome. 
Foley notes that complex systems are “dialectical” in that the components can 
exhibit features that appear to contradict those of the system as a whole.
 Above all, Foley sees multi-agent systems in fundamental opposition to the 
pseudo-dynamic neoclassical system. The latter is designed for an essentially 
static world in which a stable equilibrium is the principal theoretical objective. 
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Time paths converge to a well-defined equilibrium, the characteristics of which 
have nothing to do with the processes by which they were obtained. He notes 
that complex adaptive structures are also determinant in that it is at least in prin-
ciple possible to write down their equations of motion. In practice, however, is 
not usually possible to obtain a closed form solution that serves as a practical 
guide to the dynamic properties of the system.
 Complex systems are globally stable in the limited sense that they have broad 
error tolerance and are relatively invulnerable to localized failure. They are not 
brittle systems subject to catastrophic collapse as some crisis theorists have fore-
told. On the other hand, they tend to exhibit a wide range of sub-optimalities that 
can be studied experimentally via computer simulations. Heterodox economists 
interested in policy formulation, whether in regard to racial segregation, class 
formation, poverty and income distribution or barriers to growth and technolo-
gical change might well find agent-based models analytically suitable. It is one 
thing, for example, to build into a model unintended consequences to some 
policy or program, consequences foreseen by the analyst. It is quite another 
when the model itself generates unintended consequences on it own, surprising 
analyst and reader alike.

Conclusion
As the model of the previous section illustrates, the only way to avoid the prob-
lems of aggregation in macroeconomics is to start building the paradigm from 
the bottom up. Macroeconomics must become an “emergent property” of the 
micro, not a simple aggregation, but something surprising that was not obvious 
from inspection of the individual microeconomic elements. The microfounda-
tions afforded by the agent-based approach provides a link between previously 
disembodied macroeconomic framework of analysis and the underlying hetero-
geneous and boundedly rational agents that populate the system. This framework 
can be calibrated empirically to given historical specific economies to ask ques-
tions about how policies might affect individual and thus aggregated outcomes.
 The return to the scientific foundations of research methodology seems to be 
less about high theory than about better observations and in this regard, orthodox 
economics is a very different opponent from what it was in the 1960s and 1970s. 
A common criticism of the orthodoxy in the past was over-application of over-
simplified theory. “Have model will travel,” intended to imply that Paladin had 
no concern for the broader implications. Now the reverse seems to be true: with 
cleaner observations and more diverse, dare say heterodox theory, the scientific 
method is showing its true worth, at least when applied to small, well-defined 
problems. The challenge is to return to the bigger questions and this chapter has 
provided some suggestions for how that could be done.
 The conflict between big and little questions is hardly confined to the arena of 
economics. There are many scientists who opposed the Superconducting Super 
Collider which was projected to cost more than 12 billion dollars before it was 
canceled by Congress in 1993 (Mervis and Seife (2003)). Just as many object to 
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the space program and in particular to the International Space Station (ISS) as a 
colossal waste of money. The amount of real science that is accomplished on the 
ISS is minimal and there has been heavy criticism of it since it crowds out 
smaller projects.
 Consider this from Steven Weinberg, a particle physicist at the University of 
Texas at Austin and a co-recipient of the 1979 Nobel Prize in physics: 

No important science has come out of it. I could almost say no science has 
come out of it. And I would go beyond that and say that the whole manned 
spaceflight program, which is so enormously expensive, has produced 
nothing of scientific value. 

This is not just one opinion: in 1991, the American Physical Society issued a 
policy statement that “potential contribution of a manned space station to the 
physical sciences have been greatly overstated” (Klerkx (2004: 228)).9
 Macroeconomics may have in the past escaped the surly bounds of science in 
order to pretend to answer the big questions. The rest of science, however, 
remains very dismal. To take a well-known example, string theory, an attempt in 
physics to reconcile the macro of relativity and micro of quantum theory, has 
been less than fully successful. An editorial in Scientific American recently 
referred to string theory as “recreational mathematical theology” while Woit 
(2006) argues that it is Not Even. Now that is failure on a grand scale.
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writers barely acknowledged the rift and continued to assert the primacy of macro over 
micro for a variety of reasons. But for the bulk of the profession, the unification of 
macro and microeconomics had been mortally wounded by SMD.

3 For the counter-argument see Helland and Tabarrok (2004).
4 And, often unnecessary. See Smith and Pell (2002) for a satirical account of control 

group methodology.
5 See Levitt and Dubner (2005) and http://ideas.repec.org/e/ple59.html for a more com-

plete list of topics.
6 Clean identification is not based on an assumed superiority of the rational model. Just 

as often, its studies reveal that fixed costs matter or that there is asymmetry of up- and 
down-side risk or that individuals contribute to public goods, vote or care about fair-
ness when neoclassical theory suggests that they should not. The rational model is 
interrogated on many levels, theoretical with multiple-self configurations, experimen-
tally and in numerical simulations of neurotransmission mechanisms and in neuro-
science experiments with live subjects.
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7 See for example Brock and Durlauf (2005), Durlauf and Young (2001) and Gatti et al. 

(2008).
8 It is appropriate that in silico here only simulates Latin and is not the real thing.
9 Certainly there can be no bigger issues than the sequencing of the human genome, our 

place in the universe and our ability to colonize other worlds for good or evil, but far 
more scientific activity is devoted to much smaller questions. Why? Because the small 
questions are answerable and the big ones may or many not be; and if they are, it will 
only be the result of the expenditure of vast sums of money, time and possibly careers. 
Moreover, big questions may in themselves undermine the scientific method in that 
results that necessarily involve massive expenditure are ipso facto difficult to replicate.
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7 Modern business behavior
The theory of the active firm

Steven M. Fazzari

Suppose one were to ask the typical “person on the street:” which agents or institu-
tions are the movers and shakers in modern capitalist economies? Most likely, busi-
ness firms, perhaps in the form of the large corporation, would appear at the top of 
the list. Firms hire and fire. Firms set prices. Firms develop the technologies and 
invest in the capacity to transform labor into goods. Firms determine what consum-
ers can buy. Yet, mainstream economic models present the firm as a remarkably 
passive agent. Macroeconomic theory, especially, usually portrays the firm as a 
technological automaton that mechanically spits out homogeneous final products 
from simplistic labor and capital inputs to maximize owners’ profits.
 In sharp contrast, an important part of heterodox research explores the behav-
ior of firms as active economic entities. Firm management has interests and 
aspirations that exist independently from its anonymous owners. When making 
production decisions, these firms must assess demand fluctuations. As it makes 
technological and investment choice, the active firm must confront fundamental 
uncertainty that cannot be reduced to simplistic, objective probability distribu-
tions. The active firm provides the heartbeat of macroeconomic activity.
 This chapter does not focus on all heterodox approaches to the active firm. 
Instead, it considers Crotty’s conception of the firm by primarily focusing on 
two significant pieces of work. In 1990, Crotty published “Owner–Manager 
Conflict and Financial Theories of Investment: A Critical Assessment of Keynes, 
Tobin, and Minsky.” This paper proposes a fundamental role of management, 
independent from owners, in the decision-making processes of modern firms. In 
a remarkable 1994 essay, “Are Keynesian Uncertainty and Macrotheory Com-
patible? Conventional Decision Making, Institutional Structures, and Conditional 
Stability in Keynesian Macromodels,” Crotty develops the theme of fundamental 
uncertainty and how firms respond to it. While these papers explore a broad 
range of issues, this chapter focuses on their contributions to an active theory of 
the firm as the basis for macroeconomic analysis.

Passive vs. active firms in the microfoundations of macro
It seems obvious that firms are the engine of modern economic activity in 
developed countries. Virtually all members of the labor force work for a firm. 
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Large corporate institutions clearly sit at the pinnacle of economic power, and 
wield enormous influence in the halls of government. But in neoclassical theory, 
especially in the much-discussed “microfoundations” of macroeconomics, the 
institutional complexity and behavioral autonomy of the firm is almost com-
pletely absent. In the typical model, the perfectly competitive representative firm 
passively maximizes profits. The firm is a mere repository of the technology for 
transforming inputs into output, and that technology is usually independent of 
any action of the firm or its managers.1
 Why does mainstream theory rely on such a passive concept of the firm? A 
partial answer comes from the focus of neoclassical theory on the allocation of 
resources rather than the creation of economic activity. The competitive general 
equilibrium model that provides the foundation for neoclassical theory begins 
from the problem of allocating pre-existing resources to isolated consumers with 
exogenous preferences. Graduate courses in advanced theory begin (and some-
times end) with models of “exchange economies” with no production at all. 
While such models are obviously simple abstractions that are just the starting 
point for theory, their place at the foundation of neoclassical thinking suggests 
that they capture the essence of the phenomena that the theory is designed to 
illuminate. That is, we can start our analysis of modern capitalism by abstracting 
from production completely. When the time comes to introduce production, the 
objective is to do so with as little additional theoretical structure as possible. 
Thus, the theory posits the firm as simply a mathematical entity that maps inputs 
into outputs, maintaining the idea that the primary economic action is allocation 
of given resources (now in the form of inputs) to satisfy competing consumer 
preferences. Indeed, in many macro models with production, the firm has disap-
peared all together. The “Robinson Crusoe” representative consumer is simply 
endowed with the production technology. Crotty (1992: 483) identifies this 
approach as “ideological” based on what Schumpeter would call a “pre-analytic 
Vision” of a “theory of how markets efficiently coordinate the decisions of atom-
ized agents.”
 Crotty’s papers present a strikingly different concept. Writing about Keynes’ 
view of economic agents he says (1994: 111): 

The economic outcomes we observe over time . . . are generated by an ever-
changing system of agents, agent preferences, expectations, and economic, 
political, and social institutions, a system of “originative” choice in which 
future states of the world are in part created by the current agent choice 
process itself.

This conception contrasts sharply with the mainstream neoclassical approach 
(p. 119) in which: “agents are . . . autonomously constituted, lifeless Walrasian 
calculating machines.”
 These observations about agents in general apply especially to firms. Crotty’s 
firms are complex social institutions that actively create economic outcomes. 
Their behaviors are rich and their decisions fundamentally strategic. Crotty and 
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Goldstein (1992) lay out several key properties that distinguish modern firms 
from the passive model usually employed in mainstream macro models:

•	 Firms operate in an environment of true uncertainty in which the informa-
tion about key future variables (or their probability distributions) cannot be 
known.

•	 Firm managers’ objectives differ from those of the firm’s owners. Managers 
make strategic decisions subject to constraints imposed by ownership (divi-
dend payments, for example). Specifically, managers seek the long-term 
financial viability of the firm.

•	 The largely irreversible capital investment decision and its financing are 
critical strategic choices that create the path of the firms’ futures.

Although Crotty clearly draws heavily on Keynes, he explicitly distances his 
theory of the firm from Keynes in the 1990 paper. In Keynes’ investment theory, 
the dominant role of asset markets implies that owners drive investment 
decisions. Crotty argues, however, that there is no strong basis in Keynes’ theory 
for this assumption. Why should owners’ interests in short-term gains in volatile 
asset markets dominate managers’ objective to sustain the firm’s long-term via-
bility? Keynes fears that the short-term speculative motives of firm owners will 
overcome the “enterprise” of managers that reflect a longer horizon. Crotty has 
more confidence in the ability of management to assert its control: “enterprise 
management will always have more complete and higher-quality information 
about those variables that determine the expected profitability of a prospective 
capital investment than even the best-informed stockholders, never mind 
Keynes’ ‘ignorant individuals’ ” (1990: 535). By imposing its interest in long-
run viability, Crotty clearly raises the status of the firm as an autonomous institu-
tion, not simply a repository of technology acting as a lapdog for shareholders.
 Has the ability of the managerial class to control firm decision-making 
decreased in recent years? The answer is probably, to some extent, yes. From a 
theoretical point of view, mainstream finance and industrial organization have 
encouraged greater shareholder control to overcome so-called “agency prob-
lems.” Crotty would likely classify these developments as ideological for similar 
reasons that he attributes this label to the basic passive theory of the firm found 
in most mainstream macro models. In neoclassical theory, a more owner- 
responsive firm seems a better profit maximizer and hence seems closer to the 
neoclassical ideal of efficiency and optimality. But this welfare criterion is 
exceedingly narrow, and it assumes that the true social role of the firm is as a 
passive technological repository. Are firms that bend more easily to sharehold-
ers’ short-term interests really better at promoting social welfare? A detailed 
answer lies outside the scope of this chapter but there are clearly reasons to 
doubt that the answer is yes. Excessive catering to the short-term horizon of 
outside investors may reduce profits in the long run, a reflection of Keynes’ 
speculation versus enterprise insight. Modern corporate strategies designed to 
please shareholders also threaten employment and long-run connections between 
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workers and employers, with negative social consequences. The evolution of 
finance, particularly the emergence of the leveraged buyout and private equity 
strategies have likely reduced managerial control, which, according to the Crotty 
perspective, likely elevates short-term returns over long-run stability and viabil-
ity. The result could easily be an industrial structure that serves society less 
well.2
 Perhaps an even more important aspect of the Crotty firm is its location in an 
environment of fundamental uncertainty. This requires an active conception of 
the firm because it must make strategic decisions when much relevant informa-
tion is simply unknowable. In Crotty (1994), following Keynes again, he argues 
“that the future is unknowable in principle” (p. 111, emphasis in original). Why 
should this be the case? It is exactly because economic agents, firms in particu-
lar, are indeed active, that is, their decisions and strategies shape the future: 

the economic outcomes we observe over time, [Keynes] argued, are gener-
ated by an every-changing system of agents, agent preferences, expecta-
tions, and economic, political, and social institutions, a system of 
“originative” choice in which future states of the world are in part created 
by the agent choice process itself. 

(p. 111)

 Some researchers have rejected fundamental uncertainty on the basis that it is 
a dead-end for economic theory. If agents can’t “know” future probability distri-
butions, how can theorists model their behavior in contexts where current actions 
have future consequences? Crotty rejects this view and proposes a rich theory of 
expectation formation and decision-making under fundamental uncertainty. His 
core idea, taken from Keynes but developed significantly, is the concept of con-
vention. Agents know they cannot obtain or infer information about the true 
probability distributions they face (indeed, these distributions probably do not 
exist in any meaningful sense), but they assume the future will be more or less 
like the recent past in the absence of any compelling information to the contrary. 
One reason is that normal experience supports this behavioral rule much of the 
time, perhaps as a kind of self-confirming equilibrium: if agents believe the 
future will be similar to the recent past they will take actions that typically repro-
duce the conventional outcome. Although this interpretation is not taken directly 
from Crotty’s writing, it has support in his concept of “conditional stability.” 
Crotty (1992: 487) writes that “conventional decision making creates a signific-
ant degree of continuity, order, and conditional stability in a Keynesian model in 
spite of the potential for chaos and perpetual instability seemingly inherent in the 
assumption of true uncertainty” and (1994: 116) that “history demonstrates that 
capitalist economies move through time with a substantial degree of order and 
continuity that is disrupted only on occasion by burst of disorderly and discon-
tinuous change.” Most of the time, therefore, conventional expectations are con-
firmed by experience.
 Complementary support for conventional expectations arises from humans’ 
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deep-seated desire for control. Uncertainty may be ubiquitous, but it is also 
 discomforting. Although Crotty sharply criticizes the mainstream assumption 
that firms make decisions with the knowledge of objective probability distribu-
tions, he writes (1994: 120), somewhat ironically, that 

people want to believe that they are in the same position in which econo-
mists place neoclassical agents, with all the information required to make 
optimal choices. . . . Keynes tells us that we have a psychological need to 
calm our anxieties, to remove the constant stress created by forced decision 
making under inadequate information, a need that is neither irrational nor 
socially or economically dysfunctional. 

In the context of firms, human managers convince themselves of the relevance 
of conventional expectations as a kind of defense mechanism against the nagging 
insecurity of uncertainty. In addition, convention acquires a social reinforce-
ment. In the absence of objective information about how to behave, agents refer 
to others in their social reference groups, a kind of psychological law of large 
numbers.3 Such behavior likely imbues convention with more weight of truthful-
ness than it objectively deserves. Think about the perception of perpetually 
rising energy prices in the late 1970s or the sense that home prices in the early 
and mid 2000s could never fall. Rousseau said “the mind decides in one way or 
another, despite itself, and prefers being mistaken to believing in nothing.”4

 While agents follow convention in forming expectations and experience often 
confirms them, conventions can and do fail. Such failure may be unusual, but it 
is among the most significant of macroeconomic events. Conventional expecta-
tions are not based on objective reality that is independent of human perception. 
The very fact that active agents make creative, originative choices implies that 
things will happen that could not, even in principle, have been forecast ahead of 
time. While sudden change may occur in either direction, periods of “crisis” 
receive the most attention for macro purposes. Crotty (1992: 487) writes that “at 
such times, confidence in the meaningfulness of the forecasting process will 
shatter, and key behavioral equations may become extremely unstable.”
 These observations imply the presence of a rich, autonomous set of firm 
behaviors to navigate a world of uncertainty. Crotty (1994: 119) expresses the 
idea exceptionally well: “agents are socially and endogenously constituted 
human beings. . . . The theory of agent choice, therefore, must reflect both the 
social constitution of the agent . . . as well as the psychological complexity of the 
human-being-in-society.” In this role, firms actively create economic outcomes. 
These are the firms the person on the street can identify with, not the passive 
“Walrasian calculating machines.” The contrast with a mainstream view comes 
into sharper focus with an analogy to geology. The earth is a complex system. 
Interesting, unpredictable, even chaotic phenomena happen as one set of geo-
logic forces raise mountains while others wear them down. But, absent the active 
intervention of a deity, there is no “will” or “agency” in these forces. The neo-
classical approach, with all its formal complexity, can generate a wide variety of 
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outcomes. But the models reduce human agency to the analog of impersonal 
geologic forces. Crotty’s vision of human agency, particularly applied to the 
locus of production in the modern firm, is qualitatively different. We now apply 
this conception of the active firm in two contexts: production and capital 
investment.

The firm and demand: production in a Keynesian economy
Firms choose production levels and firms hire works. Thus, firms make the 
decisions that, in the most simple and direct sense, provide the microfoundations 
for macroeconomic outcomes that drive the business cycle. In mainstream 
macro, the production choices by passive firms are exceedingly dull. Under 
perfect competition, exogenous technology and the pre-determined capital stock 
entirely determine production and the demand for labor. The sale of output poses 
no constraint at prices set independently of firm behavior. Given technology and 
the assumption of profit maximization, there is not much else to say about firm 
behavior.
 This hollow caricature seems an inadequate depiction of the modern firm, 
especially when it faces the uncertainty identified in Crotty’s research. The firm 
cannot assume that it can sell all it wants at the prevailing price level (with 
perhaps the exception of corn farmers in Iowa or similarly situated small produc-
ers of homogeneous commodities that constitute a trivial portion of modern 
capitalism in developed countries). The firm must forecast demand and make 
strategic production, employment and inventory choices (we consider invest-
ment in productive capacity in the next section). I argue that expected sales is 
the most important factor that determines a firm’s short-term production choices, 
dominating the variables that get top billing in neoclassical models, such as the 
relative price of labor. It seems obvious that the central problem firms face in a 
deep recession is an involuntary constraint on the ability to sell what they could 
produce, not that the real wage has risen inducing simplistic “Walrasian calculat-
ing machines” to voluntarily reduce output and employment.5 But to forecast 
demand, adjust employment strategically, assess the risks of excess inventory in 
a downturn or stockouts in a boom, etc. requires an active management. Man-
agement must form expectations and therefore the willful behavior of real human 
beings provides the “microfoundation” of production.
 These observations suggest an active conception of firm behavior, rooted in 
managerial choice with fundamental uncertainty, lies behind Keynesian macro. 
I know of no systematic empirical evidence that is directly relevant to assessing 
the relevance of active behaviors in contrast to the passive and mechanical tech-
nical response of the “representative firm” in most mainstream macro. The 
absence of tests may reflect the utterly obvious fact that firms adjust production 
in response to sales expectations. Are firms responding to rapid and uncertain 
developments in detailed markets or are they mechanically setting the real wage 
equal to the marginal product of labor? My intuition strongly suggests the 
former alternative, and I believe that vision of the production decisions flows 
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from Crotty’s conception of the firm. But further research should take the 
radical step of asking firms how they make production choices over the busi-
ness cycle.

Investment with fundamental uncertainty
Crotty (1990: 534) writes that the “capital investment decision will be con-
sidered to be of the utmost importance by management because it is the most 
important, most risky, and least reversible influence on the intermediate and 
long-term prosperity of the enterprise.” Capital investment, including long-term 
development of technology through R&D, is the foundation for the long-term 
viability of the firm. With fundamental uncertainty, the active character of firms’ 
investment behavior again contrasts strongly with conventional views. Neoclas-
sical models of investment assume that firms know future probability distribu-
tions over all possible outcomes (or that firms have perfect foresight). The 
resulting theory depicts investment decisions as a mechanical optimization 
problem of matching dynamic marginal productivity with the “user cost” of 
capital and (unobservable) marginal adjustment costs. Might firms, for example, 
adjust investment in response to a new investment tax credit? Perhaps yes, espe-
cially the timing of their investment around a tax change. But this kind of deci-
sion-making, representative of the typical issue illuminated by neoclassical 
theory, seems far removed from the strategic decisions taken by firms as concep-
tualized in Crotty’s work.
 The active firm facing uncertainty must both imagine a set of strategies it 
might pursue and then probe the space of imagined possibilities to find, if pos-
sible, a configuration of capital that generates profit. Some things work out, 
others don’t. Some things might work for a while in a given environment, and 
therefore be expanded and copied. But when the environment shifts, the strategy 
could ultimately fail. Consider for example, investment in energy extraction 
during the late 1970s when conventional wisdom predicted rising oil prices as 
far as the eye could see. For a few years, such investments seemed like they 
“couldn’t miss,” but the world changed in unforeseen ways, and the expecta-
tional convention shattered. As another example, during the years prior to 2007, 
the conventional expectations in the mortgage lending industry held that home 
prices would continue to rise and refinancing terms would remain easy. In this 
environment the lending revolution proceeded, raising household lending until it 
may well be reaching a breaking point as of this writing. Were the conventional 
expectations that housing prices would keep rising indefinitely ever realistic? 
Probably not, but they became convention, and firms making residential con-
struction and mortgage-lending decisions, could not see the systemic problems 
coming.6 Crotty writes (1994: 125): “From time to time events take place that 
will make it impossible to sustain the convention that the future will look like 
the present extrapolated.”
 This perspective applies to the link between investment and finance.7 Neo-
classical investment theory through at least the early 1980s, epitomized the 
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passive firm in the realm of capital investment: firms invest when the marginal 
product of capital exceeds the Jorgensonian user cost. The theory again focuses 
solely on relative prices and technology. When one considers Crotty’s manage-
rial perspective for firm behavior, however, the story changes. External finance 
raises investment possibilities but threatens managerial autonomy. With funda-
mental uncertainty, the long-term viability of the firm becomes subject to risks 
of bankruptcy or shareholder revolt that cannot be known in advance, even prob-
abilistically. For this reason, external finance cannot be a perfect substitute for 
internal cash flow, as it would be in the Modigliani–Miller world. The financing 
decision therefore cannot be passive, indeed it is among the most important stra-
tegic decisions that management must take. Again, rather than simply mechan-
istically transforming inputs into outputs with the “optimal” capital structure, the 
human agency of firm managers actively creates the future as new activities are 
pursued and financial commitments are established.
 The decision to seek and accept external financing confronts management 
with a significant tradeoff that could easily dominate the technological–relative 
price tradeoff of neoclassical theory, and that places finance at center stage for 
the active firm. Crotty and Goldstein write that when 

the firm is in a financially precarious position, management responds to the 
threat to its decision-making autonomy by placing more weight on financial 
security relative to growth and, therefore, is less willing to undertake inher-
ently risky investment projects. Financial fragility constrains investment. 

(1992: 5, emphasis in original)

This perspective obviously applies to firms that face financial setbacks, for 
example, when a recession curtails funds available to service debt. But the trade-
off also impinges on a successful, growing firm as its managers contemplate the 
value of growth versus the control that they must sacrifice to lenders or new 
shareholders to obtain external funds. The way in which firm managers facing 
fundamental uncertainty navigate the risks of external finance compared to the 
growth potential new funds provide is far from mechanistic and passive. These 
choices depend on expectations and confidence that constitute a central and 
autonomous behavioral component of modern capitalism.
 It is not just the decision to take on external finance for investment that poses 
a challenge to the modern firm. Firms must also confront the terms on which 
they can obtain finance, if they can get it at all. That is, firms face financing 
constraints. This idea has become more common in mainstream analysis over 
the past 25 years, particularly due to the attention given to asymmetric informa-
tion in credit markets (see Fazzari and Variato 1994). As such, the mainstream 
has moved some distance away from the passive firm model. When a firm 
cannot finance all investment projects with positive net present value the firm’s 
internal structure and history, such as its reputation and collateral value, affect 
its access to finance and the firm becomes more than just a repository of techno-
logy. This progress, however, still leaves a big theoretical gap with the active 
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Crotty firm. The firms modeled in asymmetric information-financing constraint 
models are more interesting than the technological automatons of earlier neo-
classical models. But these models typically assume that firms and lenders 
know the probability distribution of investment returns. They do not recognize 
the psychological nuances of human agency, indeed agent behaviors assumed 
in these models could be programmed into a computer! The mainstream has yet 
to understand how seeking finance and managing the tradeoff between expan-
sion and threats to viability and control risk is a key creative activity of the 
active firm.
 There is extensive empirical evidence to support the view that finance matters 
for investment (recent work is summarized by Brown et al. (2009)), but this 
evidence is not particularly useful in distinguishing the channels through which 
financial effects operate. The widespread evidence that internal cash flow affects 
investment spending, even controlling for profit expectations, rejects the passive 
financial neutrality of Modigliani–Miller. In the mainstream, these results are 
taken to support the presence of external financing constraints due to asymmetric 
information and agency problems that drive a wedge between the opportunity 
cost of internal funds and the explicit cost of external finance. But cash flow 
effects on investment could just as well signal management’s drive to maintain 
control of firm activities.
 Another prominent feature of empirical research on investment and finance is 
“heterogeneity:” financial effects appear to be stronger for firms that are a priori 
more likely to face external financial constraints. For example, small or young 
firms have larger cash flow effects on investment than large or mature firms. 
These findings do not imply the absence of managerial control considerations. It 
is certainly possible that internal control effects co-exist with external financing 
constraints. Future research, however, might refine our understanding of this 
issue. For example, how are investment and finance related across large, mature 
firms, with supposedly easy access to external finance, that face different degrees 
of takeover threat? One might also study the effect of uncertainty per se on invest-
ment. The Crotty firm should invest less when conventional wisdom is in turmoil 
and confidence in forecasts is low. It is tricky to measure the degree of uncer-
tainty, but creative research along these lines could deepen our understanding. 
Crotty and Goldstein (1992) offer an interesting contribution along these lines by 
showing that greater competitive pressure (measured by the degree of import pen-
etration), which should threaten managerial control and long-term firm viability, 
increases investment even after controlling for measures of profitability. More 
work along these lines, particularly with micro data, will be welcome.

The active behavior of firms: a “missing link” in neoclassical 
theory
In modern capitalism, the firm matters as a human institution, with complex 
behaviors deriving from the way its managers respond to inherent uncertainty. 
Crotty (1994: 121) writes: 
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In place of the complete information appropriate to the fairy-tale world of 
neoclassical agent choice, Keynes substitutes an expectations formation and 
decision-making process based on custom, habit, tradition, instinct, and 
other socially constituted practices that make sense only in a model of 
human agency in an environment of genuine uncertainty.

The managers of firms make production and investment decisions in an effort to 
preserve and expand the institutions that provide their livelihoods. Economists 
need to understand the nuances of firm behavior by exploring the psychological 
motivations of “human agents” situated in a fundamentally social and funda-
mentally uncertain environment. The active behavior of firms cannot be deduced 
from the simple constrained maximization problems of neoclassical theory. We 
need empirically based behavioral models to make sense out of firm choices and 
to lay the foundation for macro-dynamic theory.
 Recent contributions to “behavioral economics” have begun to peek into how 
real people behave in economic settings. This work is interesting, but has not yet 
offered much to reveal the motivation of modern firms, the central characters in 
the capitalist economic play. These are the behaviors that create the modern 
economy and macroeconomics emerges from their aggregation. This style of 
macroeconomics largely eludes the mainstream, but the research of James Crotty 
has confronted these issues directly, illuminating a rich perspective on firm 
behavior, and its macroeconomic implications, long before the recent wave of 
behavioral ideas became popular in conventional departments of economics. 
Nearly 15 years ago, Crotty (1994: 131) wrote that: 

Keynes’s stress on the humanity of the agent suggests the use of observa-
tional and experimental methods for the study of the psychology of indi-
vidual and group decision-making, and his work on conventional 
expectations formation calls for the legitimation of institutional, sociologi-
cal, psychological, historical and survey research methodology as comple-
ments to the traditional deductive logic of economic theory. 

Crotty was ahead of his time and we hope to see this vision realized.

Notes
1 This description of mainstream theory is admittedly somewhat limited. Industrial 

organization models, for example, often emphasize “agency problems” and endogenous 
growth models consider the evolution of technology. Due to space limitations, I will 
not consider these models further here. Crotty (1990) discusses the relation between his 
concept of the firm and neoclassical models with agency problems.

2 These comments probably apply primarily to the large corporations of monopoly capit-
alism. The ability to start small enterprise possibly has been enhanced by the evolution 
of financial markets, particularly the availability of new sources of external equity 
finance. See Brown et al. (2009) for further discussion.

3 Akerlof (2007) relates firm behavior to social norms. The extensive role of social influ-
ence on consumption and household debt is developed by Cynamon and Fazzari (2008) 
who provide extensive further references.
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4 Quoted by Mark Lilla in “The Politics of God,” New York Times Magazine, August 19, 

2007.
5 See Fazzari et al. (1998) for a more detailed discussion of this point, albeit in a static 

setting without fundamental uncertainty.
6 Of course, the same point applies to the borrowing households, see Cynamon and 

Fazzari (2008).
7 Aspects of this topic were the subject of a published interchange in Crotty (1996) and 

Fazzari and Variato (1996).
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8 A Keynes–Marx theory of 
investment

Jonathan P. Goldstein

Introduction
The theory of investment lies at the center of an integrated heterodox macro 
model.1 Yet, heterodox theories of investment have not advanced beyond sim
plistic expressions of the investment function. In particular, Keynesian invest
ment functions have focused on capacity utilization as the primary determinant 
of investment, while Marxian approaches have concentrated on the profit rate. 
These simplistic theories are inadequate for understanding the complex macro
economic dynamics of the capitalist growth process in the era of the Neoliberal 
regime. Thus, the purpose of this chapter is to extend the basic theory of invest
ment in order to better explain the macro dynamics of the global economy.
 Based on the work of Crotty (1993) and Crotty and Goldstein (1992a, 1992b, 
1992c), I develop a microfoundation for the firm’s investment decision. This 
theory integrates both Keynesian and Marxian insights in order to produce a 
more flexible and realistic investment function. In particular, the theory further 
incorporates the external financing of investment based upon uncertain future 
profit flows, the irreversibility of investment, and the coercive role of competi
tion on investment. The investment function is extended to depend on the profit 
rate, long-term and short-term heuristics for the firm’s financial robustness and 
the intensity of competition. The interaction of these factors fundamentally alters 
the nature of the investment function, particularly the typical role assigned to 
capacity utilization.2
 This chapter is organized in the following manner. In the first section, I 
present an overview of the model. This is followed by sections on the details of 
the model, the optimal investment strategy, and a constrained version of the 
model that highlights the crucial Marxian competition effect. The final section 
elaborates how the theory is useful for understanding the macro dynamics of the 
Neoliberal regime.

Model overview
In this section, I outline a Keynesian–Marxian theory of the firm’s investment 
decision. The Keynesian aspects of the model include true/Keynesian  uncertainty 
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and the possibility of financially fragile outcomes in such an environment, the 
illiquid nature of capital, endogenous expectations and preferences, and the 
potential for misaligned interests between firm management and shareholder/
owners and creditors. The Marxian attributes include the Marxian competitive 
environment, as distinct from the neoclassical concept of competition, including 
critical regime shifts in the form of competition, transitions between different 
modes of accumulation, the imperative to accumulate capital through the pro
gressive maximization of surplus value/profits and endogenous expectations and 
preferences.
 It is assumed that managers control the firm subject to constraints made on 
their decision-making autonomy by owners and finance capitalists. Managers 
pursue the objectives of the growth and financial safety of the firm and in doing 
so maximize their own goals (utility). Within both of these objectives are con
straints imposed by owners and creditors in the form of dividends, interest pay
ments3 and the expectation of continued creditworthiness. Failure to meet 
historically determined marks for these categories can possibly set off stock
holder revolts, bankruptcy proceedings or creditor interference4 with firm deci
sionmaking.
 The Marxian competitive environment emphasizes the importance of the 
growth objective of the firm and at times acts as an additional constraint on the 
firm’s investment strategy. For Marx, competition was a coercive force that 
compelled individual capitalists to continually investment as a survival strategy.5 
Thus, growth is essential to reproduction. Here, competition has anarchic and 
war-like attributes that force firms to take an offensive position with respect to 
investment as a means of generating enough profit to ultimately defend the firm 
from competitive onslaughts in the form of innovation by competitors. Firms 
that have ineffective investment strategies or do not keep pace with competitors 
are either marginalized or fail. Thus, competition can create an “invest or die” 
situation for the firm.6 When competition intensifies to this point, investment 
must become defensive by focusing on new costcutting production methods as 
a means of shoring up the firm’s market share. In this defensive situation, invest
ment acts as an overarching constraint on the firm that trumps the constraints 
imposed by shareholders and creditors.7 In this manner, competitioninduced 
defensive investment can become an imperative that must be undertaken despite 
its impacts on the financial position of the firm. In this coerced situation, a com
petitive criteria – the imperative to revive the firm’s competitive position irre
spective of its consistency with other firm objectives – dominates.8 In addition, 
regime shifts between two forms of competition (corespective and coercive) can 
be used to explain transitions in investment behavior from an offensive form 
(widening of capital) to a defensive form (deepening of capital).
 While investment in either of its forms is an imperative of the firm, a success
ful firm in a cyclically unstable environment, predicted by Marxian crisis theory, 
must also know when not to invest. Profit squeeze or under-consumption crises 
that periodically result in declining aggregate demand must be forecasted as best 
as possible in an uncertain environment. New investment mistakenly undertaken 
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in such circumstances is likely to further exacerbate the firm’s profit and cash 
flow positions and increase the likelihood of not meeting debt obligations and 
earnings expectations. Thus, investment, while necessary, is also risky. In addi
tion, investment can also be mandatory (a competitive criteria dominates) and 
thus it can induce further reliance on debt at inopportune times or the generation 
of further excess capacity.
 The incorporation of Keynesian uncertainty, irreversible investment and a 
dependency on external finance adds a new and deeper dimension to the poten
tial financial fragility associated with investment. In such an environment, 
finance can both enhance and impinge on capital accumulation. With external 
finance, firms take on certain debt obligations that are to be paid from uncertain 
future profit flows without the cushion of being able to effectively sell capital 
assets when profit expectations are disappointed. It is this risk of reductions in 
the firm’s financial security and as a result its decision-making autonomy that 
underlies an investmentinduced growth–safety tradeoff. The severity of the 
firm’s financial difficulties can also lead to a change in management’s relative 
preferences for its growth and safety objectives. In periods of financial crisis, the 
firm is likely to shift its focus to solving security problems. In the case where the 
competitive constraint on the firm’s behavior is binding, preferences are shifted 
back to growth based on an investmentinduced costcutting strategy irrespective 
of the firm’s financial condition.
 In light of the model’s main attributes and the firm’s operating environment, the 
firm’s optimization problem can be specified. Managers maximize a utility func
tion, O, that is a function of the growth, G, and safety, S, objectives of the firm 
subject to a competitive constraint on the firm’s market share, M, by choosing an 
optimal investment strategy from two forms of investment – offensive investment, 
I, and defensive investment, ID. Thus, the firm’s optimization problem is
 Maximize

O[G(I, ID), S(I, ID)] (1a)

subject to

M(ID) ≥ M* (1b)

where M* is a critical market share level below which the firm must undertake 
defensive investment in order to shore up its competitive position for longrun 
survival.9
 Two aspects of the model require clarification. First, the model is static, while 
standard investment models are dynamic. Second there exists a dichotomy in the 
implementation of the two investment strategies. If the competitive constraint is 
non-binding, the firm only uses I, offensive investment – the expansion of output 
via investment that replicates the existing technology or makes minor improve
ments in technology. When the competitive constraint is binding, the firm solely 
relies on ID which constitutes investment in new costcutting technology.
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 Under a realistic set of three assumptions that are consistent with the Keyne
sian–Marxian environment elaborated above and a specification of the S function 
that includes both shortterm and longterm security concerns, it can readily be 
shown that the firm’s dynamic optimization problem reduces to the problem 
specified in Equations 1a and 1b.10

 The dichotomy in the implementation of the two forms of investment is justi
fied by the disruptive nature of defensive investment. An ID strategy is both dan
gerous and costly. It might entail a disastrous confrontation with labor and 
tension between management and shortsighted shareholders and has enormous 
“costs of adjustment” that are proportional to the level of ID such that it will 
never appear to be optimal over an intermediatelength investment horizon. 
However, when competitive pressure threatens long-term survival, the firm has 
no choice but to adopt an ID strategy and absorb the costs in the shortrun – the 
competitive criteria dominates the profit or O maximization objective.

Model details
I keep the level of model detail to the minimum necessary to lay bare the funda
mental workings of the model. Full details of model components are contained 
in Crotty and Goldstein (1992c) and in an appendix available upon request from 
the author.
 The growth objectives of the firm depend on the present value of expected 
future earnings designated as R – expected net revenues. R depends on the 
pattern of expected future demand and cost conditions and the present value of 
debt and dividend payments. The firm’s price-cost markup, α, is an important 
index of how demand and cost factors influence R.
 A fuller specification of the R function: demand and cost structures, financing 
mechanisms and the firm’s dividend policy is contained in the above referenced 
appendix. Here, I briefly touch on demand and cost conditions.
 I assume a fixed-coefficient, constant variable cost production function and a 
downwardsloping demand curve: Q = Q(I, ID; K, KD), P = P(Q(I, ID; K, KD)) and 
U = Ū where Q is output, P is expected output price, U is expected variable cost, 
Ū is a constant, K and KD are the initial levels of offensive and defensive capital 
stocks and the relations between K and I and KD and ID are implicitly incorpo
rated.11 I further assume that PQ < 0 and PQQ ≤ 0 where subscripts denote partial 
derivatives. Integrating the firm’s price-variable cost markup (α), gross profits, 
π, can be expressed as π(I, ID) = α(I, ID) Q(I, ID) where α = (P – U).12 This 
implies that R, which is a function of π, depends on α.
 Explicitly considering the role of international competition on market shares, 
Q = M(ID, P; PF) QW(P; PF, YW) where PF is the foreign competitor’s price, QW is 
a world demand curve and YW is a world demand shift parameter, such as world 
GDP. Thus, the firm has a share (M) of the world demand curve. The incorpora
tion of international competition in this manner does not necessitate any change 
in our demand curve assumptions.13

 In order to capture both the short-term and long-term aspects of the firm’s 
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financial security, the S function is comprised of two security subgoals. In the 
current period, the firm can lessen impingements on its decision-making auton
omy by maintaining a comfortable margin between its expected gross profits, π, 
and x defined as the interest plus dividend payments necessary to preserve mana
gerial autonomy. Given the uncertain nature of π, there exists an expected prob
ability distribution of π, conditional on the current level of the two distinct 
capital stocks, defined as f. Thus, the perceived likelihood of an autonomy crisis 
is given by F, the cumulative probability that π < x. It should also be recognized 
that R ≡ π – x.14

 Given the static treatment of the investment decision, it is necessary to ensure 
that the firm also considers its long-run financial position. I define D′ as an index 
of the firm’s current perception of its long-term financial vulnerability. In par
ticular, D′ = (D – D̂), where D is the current level of debt and D̂ is the maximum 
debt level that management is comfortable carrying into its uncertain future 
based on conjunctional expectations of financial institutions. The inclusion of D′ 
in S forces the firm’s current investment decision to be consistent with its long-
term safety objective. Both F and D̂ reflect managerial optimism or pessimism 
over short and long periods and both can shift endogenously as optimism and 
confidence in forecasts ebb and flow. The use of a conventional, rule-of-thumb 
variable such as D̂ constitutes a very Keynesian solution to this longterm aspect 
of the uncertainty problem (Crotty 1994). Integrating these two security sub
goals, the security function takes the following form: S(F(I, ID), D′(I, ID)).
 Finally, the firm’s market share constraint can be written as M(PF – αU(ID) ≥ 
M* where PF is the price of competing foreign goods, and P = αU. The firm’s 
market share depends on its output price relative to competitors’ prices and only 
the ID form of investment can lower unit cost.
 Key parameters of the model that are revealed in current and more detailed 
specifications of the above functions include: the firm’s mark-up, the initial 
levels of both types of capital stock, the mean and variance of the firm’s subject
ive probability distribution for π and the form of that distribution, initial debt 
levels, the maximum acceptable debt level, the price of capital, the price of com
peting foreign goods, the firm’s target market share, the interest rate, the divi
dend payout rate and a constant rate of depreciation.
 Given this partial detail, the firm’s optimization problem can be rewritten as:

maximize

O[G(R(I, ID;PF)), S(F(I, ID), D′ (I, ID))] (2a)

subject to

M(PF – αU(ID)) ≥ M* (2b)

Given the dichotomous treatment of I and ID strategies, I first examine the firm’s 
optimal decision for the case where the market share constraint is not binding. 
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Thus, I explore the firm’s offensive investment strategy. The case where the 
constraint binds when coercive competition forces a transition to a defensive 
investment strategy – the Marxian competition effect – is subsequently 
analyzed.

The optimal investment strategy
At the heart of the unconstrained model is an investment-induced G–S tradeoff. 
The G–S tradeoff is best understood by examining GI = GR RI and SI = SFFI + 
SD′D′I where GR > 0, SF < 0 and SD′ < 0 are preference weights for the R, F and D′ 
sub-objectives.
 The sign indeterminacy of FI and thus SI imply that the nature of the GS 
tradeoff is undetermined.15 However, it is shown in an available appendix that 
the first order conditions for (2) and the assumptions that PQ < 0 and PQQ ≤ 0, 
restrict SI < 0 and GI > 0 in the neighborhood of equilibrium: an investment
induced G–S tradeoff is operational. The mechanics of the tradeoff are straight
forward. A one unit increase in I increases G, and thus utility, through an 
increase in net revenues as security concerns force the firm to under-invest in 
general (PDV > 0 compared to conventional solutions where PDV = 0). At the 
same time, marginal I decreases S either through a simultaneous increase in the 
probability of short-term financial strife (RI < 0) and longterm debt dependency 
or an increase in longterm debt dependency that outweighs, in utility units, the 
decline in F (RI > 0).
 The dependence of O in Equation (2a) on multiple objectives (G and S) and 
sub-objectives (R, F and D′) requires that management’s relative subjective 
ranking of these objectives and sub-objectives be made explicit. For simplic
ity, it is assumed that S and G are linear in their arguments: SFF = SD′D′ = SFD′, = 
GRR = 0. In Keynesian and Marxian traditions, the relative preference ordering 
for G and S is variable and thus endogenous. It is assumed that OGG = OGS = 0, 
while OSS < 0: the firm’s imperative to grow is a constant unyielding commit
ment that is independent of the size of the firm, while the firm’s response to 
financial security, and uncertainty is variable. At lower levels of financial 
security, management responds by choosing an investment/debt strategy which 
focuses on restoring financial security even at the expense of maintaining or 
promoting the firm’s growth objective. A financially fragile firm will sacrifice 
potential growth to lower the probability of crisis. Thus, that the intensity of 
the G–S tradeoff is variable. Ceteris paribus, at higher levels of I (and thus 
higher levels of G and lower levels of S) the relative preference for security 
increases.
 The first order condition for an interior solution to maximization problem (2) 
is OGGI = OSSI or alternatively OG[GRRI] + OS[SF FI + SD′D′I] = 0.
 The firm invests to the point where the marginal utility gains (losses) from 
growth are exactly offset by the marginal utility losses (gains) from financial 
security/autonomy. In equilibrium sgn(–SI) = sgn(GI) – the firm faces a G–S 
tradeoff.
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 The second order condition for a maximum requires that:

OGGII + GI OGI + OSSII + SIOSI < 0.

Recognizing that OSI = OSSSI and that OGI = OGGGI = 0, the second order con
dition can be stated as:

OGGII + OSSII + SI
2OSS < 0 (3)

This condition is met under the assumptions that PQ < 0, PQQ ≤ 0 and addition
ally that QII = 0.16

 The managerial firm’s optimal I decision is depicted in Figure 8.1. In finding

the I* that ensures GI(I ) =   
OS ___ OG

  SI(I ), management must resolve the G–S tradeoff.

At levels of I < I1, marginal increases in I increase gross profits by enough to: 

1  offset the marginal increments in the costs of autonomy and thus ensure that 
G rises (GI > 0); 

2  ensure that F declines by enough, despite the increase in financial obliga
tions, to offset the increase in D′, thus S increases and; 

3  increase the relative preference weight,   
OG ___ OS

   assigned to the G objective as 
safety increases and thus OS declines. 

Thus for I < I1, OI > 0: total utility increases with I. For I1 < I < I2 marginal 
increases in investment result in smaller increases in gross profits as the firm’s 
profit per unit decreases at higher levels of output. As a result,  p I  

g  offsets the 
marginal increments in the costs of autonomy by less – GI declines – and is no 
longer capable of reducing F by enough to offset the rise in D′ – SI becomes

negative. In addition,   
OG ___ OS

   declines. Thus G continues to rise but at the expense of

G –S tradeoff
GI,

OS
SIOG

�OS SIOG

I1
G1

I2
I

I *

Figure 8.1 The optimal solution and G–S tradeoff.
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a decline in S(SI < 0): the GS tradeoff is operable. As long as GI > 2  OS ___ 
OG

  SI mar
ginal increments in I will increase O. But, given that  p II  

g
   < 0 (which ensures that 

SII < 0), GII < 0, and OSS < 0, beyond I* marginal increments to I will no longer 
generate enough profits to ensure that the appropriately weighted increase in G 
offsets the increasingly more heavily weighted declines in S.

Comparative statics
In this section, the comparative static effects of model parameters are discussed 
for the unconstrained model. These results are used later to establish the macro 
dynamics of the Neoliberal paradox (Crotty (2003a, 2003b, 2005). Detailed deri
vations are contained in an available appendix.
 In general the effect on I* and K* of a one unit change in any parameter, p (with 
the exception of K0) can be expressed as

  dI ___ dp   = 2  (OGGIp + OSSIp + SISPOSS)  _____________________  
|H|

  

where OGG = 0 is invoked, |H| is the second order condition in Equation (3), and

OSp is written as SPOSS. Given that |H| < 0, the sign of   dI __ dp   depends on the sign of

three separate effects: OGGIp, OSSIp and SISpOSS. These effects respectively  
represent: 

1  the change in investment-induced increases in growth objectives evaluated 
in utility terms by OG; 

2  the change in investment-induced reductions in financial security evaluated 
in utility terms by OS; and

3  the change in the evaluation of the investment-induced reduction in financial 
security (SI) as a result of changes in the preference weight OSp = (SpOSS) 
that occur as S changes. 

Given that OG > 0, OS > 0, OSS < 0 and SI < 0 in the neighborhood of equilibrium,

the sign of   dI __ dp   depends on the signs of GIp, SIp and SP.

 The comparative static results are best understood by recognizing that each of 
these three effects alters the intensity of the GS tradeoff. Unambiguous increases 
in the intensity of the tradeoff (any combination of GIp < 0 or SIp < 0 or SP < 0) 
will result in less I and conversely.
 To show how the model works, we consider in detail a change in α, the firm’s 
profit markup. Changes in α are the primary channel through which real sector 
developments directly affect the pace of accumulation in the model. dI/dα can be 
expressed as:

  dI ___ da
   = 2  

 [ OG ( GR(1 – b) p Ia  g
   )  + OS ( SF f (b – 1) p Ia  g

   )  + SIOSS ( SF(b – 1)Qf )  ] 
     _________________________________________________   

|H|
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where  p Ia  g
   = QI  ( 1 + QPQa )  and β is the divided payout rate. If demand increases 

such that PQα ≥ 0 and  p Ia  g
   > 0, then GIα > 0, SIα > 0 and Sα > 0 implying that   dI ___ da   > 0.

 A rise in α stimulates I in three ways. First, it increases the marginal return to 
growth – marginal gross profits are increased because the additional output is 
sold at a higher α, marginal costs remain the same, and the marginal decline in 
price when Q grows is either unaffected or reduced. Second, it reduces the mar
ginal decline in safety because F is reduced. Third, it increases the level of S 
through higher gross profits that reduce F, and thereby lower the weight on the 
investmentinduced decline in S. All three effects reduce the intensity of the GS 
tradeoff and result in optimal trades of investmentinduced reductions in S in 
favor of investmentinduced increases in G. Thus, I increases. As can be seen in 
Figure 8.2, the first (or demand) effect shifts the GI curve to the right while the 
latter effects (SIα > 0 and Sα > 0) both shift the   

2OS ____ OG
   SI curve to the right.

 This result is important on both the micro and macro levels. On the micro 
level, it shows how shifts in demand and cost functions (changes in profitability) 
alter I demand. On the macro level, it provides a feedback mechanism through 
which macroeconomic variables, including the distribution of income, shift the 
firm’s demand and cost functions and thus influence microeconomic profitability 
and I.
 Other comparative static results are summarized in Table 8.1.

The constrained model: the Marxian competition effect
When coercive competition erodes or is expected to erode the firm’s market 
share below the critical M* level, the firm faces an invest-or-die situation. The 
firm must either defend its illiquid capital, be marginalized by the competition or 
forced to sell off its assets to satisfy the demands of finance capitalists and share
holders. In this situation, investment goes from a necessary, but risky, activity to 
a required activity. Here, a competitive criteria dominates the maximization of 
combined growth and safety objectives and as a result financial security 

GI ,
�Os SIOG

�Os SIOG
( )0 �Os SIOG

( )1  (SI� effect)

�Os SIOG
( )2  (Os�

 effect)

I
I0 I1**

(GI)1 (GI� effect)

(GI)0

Figure 8.2 The effect of dα on optimal I.
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 objectives are abandoned in the intermediate run. The firm can only improve its 
market share through the implementation of a qualitatively distinct form of 
investment referred to as defensive investment.
 It is important to note that the abandonment of safety concerns can be accom
panied by different circumstances that underlie the violation of the market share 
constraint. Declining market shares can be caused by: 

1  rising markups; 
2  intensified competition during periods of stagnant demand growth including 

price wars (destructive competition); and 
3  intensified rivalries during periods of normal demand growth. 

While these three scenarios produce the same defensive competitive response on 
the micro level, the particular combination of circumstances have important 
implications for the resulting macroeconomics environment (discussed below, 
pp. 123–4).
 The Marxian competition effect and the firm’s transition from an offensive to 
a defensive investment strategy are depicted in Figure 8.3 where each curve rep
resents a linearized version of the locus of mark-up (α) – offensive investment 
(I) combinations for a fixed market share (M) that maximize the firm’s uncon
strained GS objective function. Along each curve, only one of the two forms of 
price competition is operable – the impact of rising prices/markups on the inter
national demand for the firm’s product is abstracted from so that it can be prop
erly included as a shift parameter with other changes affecting the firm’s market 
share. The positive relation between α and I reflects the   dI ___ da   comparative static 
result discussed above.
 Starting from point A (I0, α0, M0), a ceteris paribus increase in α to α1 results 
in an increase in optimal I to I1 when international competition is not considered 

Table 8.1 Comparative static results*

Parameter OGGIP OSSIP SISPOSS   dI ___ dP  

α (mark-up) + + + +
D0 (initial debt) N/A N/A _ _
D̂ (acceptable debt) N/A N/A + +
σ2 (variance of gross profits) N/A _ _ _**
π0 (initial cash flow) N/A N/A + +
PK (price of capital) _ _ ? ?***
R (interest rate) _ _ _ _

Notes
*Under the assumption that future profits are distributed uniformly or normally.

**For the special case of an extremely financially fragile firm,   dI ___ dσ2   > 0. Here a firm on the verge of

 bankruptcy will take an investment gamble hoping to draw one of the marginal extreme positive 
outcomes added to its distribution by an increase in σ2.
***An increase in PK raises the value of the firm assets and thus lowers the firm’s debt-equity ratio 
resulting in the indeterminant sign in SP.
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and more appropriately to a smaller rise in I to I2 due to the reduction in market 
share to M1 when all forms of competition are considered.
 Any combination of individual increases in α, increases in U, or declines in 
PF that reduces the firm’s market share below M* such as at point D, sets off a 
transition to a defensive investment strategy. Given that the transition to a pro
duction process with a new cost-cutting technology requires significant amounts 
of defensive investment, investment demand rises significantly to say point E 
with an initial defensive investment level of  I  0  

D . Point E represents both a con
strained optimum and a disequilibrium point with respect to the firm’s uncon
strained G–S equilibrium.
 In the disequilibrium sense of point E, the firm is forced to undertake a level 
of investment that is far greater and is associated with far more financial risk 
then it would normally assme at equilibrium point D. While a discussion of 
 disequilibrium dynamics from point E back to an unconstrained G–S equilibrium 
is beyond the scope of this chapter, particularly due to the potential macro crisis 
tendencies (discussed below, pp. 123–4) embedded in such micro decisions, 
some points can be made. Abstracting from crisis generating mechanisms, the I D 
strategy, if successful, will improve the firm’s market share and after a transition 
period, the new production techniques become the accepted technology implying 
that further investment in these methods constitutes the next generation of offen
sive investment. Thus, the movement from point E will be back to an uncon
strained G–S equilibrium. If we assume for simplicity that  I  0  

D  restores the firm’s 
market share to M0 and the firm maintains its markup at α, then the movement 
will be from point E to B. Of course, other paths are possible depending on how 
the firm negotiates the tradeoff between its markup and market share (Goldstein 
1985)
 An ID strategy can be set off in a variety of ways. Any mechanism that raises 
the firm’s price relative to their competitor’s price will lower the firm’s market 
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Figure 8.3 The Marxian competition effect.
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share – increases in competition (lower competitor’s prices), or increases in the 
firm’s mark-up. The latter can occur from defending the markup against a profit 
squeeze (Goldstein 1985) or from increases in the rate of exploitation when 
capital has the upper hand in the capital–labor relation. In addition, price wars 
either within the domestic industry or the entire industry can lead to I D. In this 
situation, either the market share is expected to decline from this form of 
destructive competition or if firms resist I D and match competitor’s price 
declines, then the decline in the profit rate may lead financial capitalists to pres
sure firms to increase their earnings. In this case, the most viable response would 
be to use I D.
 When the competitive constraint is binding there are also some situations in 
which an I D strategy may not be pursued. The firm can always opt out of the 
industry – the die option – or finance capitalists with control over the firm can 
decide to sell off the assets of the firm to maximize the wealth of the stockhold
ers. While these are possible outcome, the more typical response is to defend the 
firm’s illiquid capital. Thus, from a representative agent perspective, the I D strat
egy is the dominant outcome.

The Keynes–Marx theory of investment and the Neoliberal 
paradox
Given that the theory of investment lies at the core of an integrated heterodox 
macroeconomic theory, the Keynes–Marx theory of investment should be 
capable of explaining some of the key macro dynamics of the Neoliberal regime. 
In this section, I use the model to capture the Neoliberal paradox – a tendency to 
chronic global excess capacity – developed by Crotty (2003a, 2003b, 2005).
 In the Neoliberal era, free trade and financial liberalization have led to 
increases in international competition, particularly as firms in developing nations 
enter established markets and direct investment across developed nations 
increases. A decline in market shares for firms in advanced countries reduces 
their relative demand growth shifting the G curve to the left and the S curve to 
the left as net revenues are reduced on the margin and simultaneously making 
the competitive constraint more binding. At the same time, one of the hallmarks 
of the Neoliberal regime has been macro policies and firm low road labor strat
egies that shift income away from the working class and slow global aggregate 
demand growth. This general erosion of demand growth would have the same 
effects as increased competition on the G and S curves, but would not further 
tighten the competitive constraint as market share should remain relatively con
stant from this general decline in demand growth. The impact of these two 
factors on the firm’s optimal investment strategy would be for offensive invest
ment to be reduced. If the described shifts in the G and S curves are large 
enough, the curves could meet in the northwest quadrant of Figure 8.1 where I is 
negative implying that the optimal capital stock exceeds the initial capital stock 
– excess capacity exists. This excess capacity would exist at the same time that 
the firm’s competitive constraint is closer to being violated. If the constraint is 
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not yet violated, then destructive competition in the form of price wars is likely 
to break out. This represents one strategy by which the firm can defend its 
 illiquid capital with the hopes of emerging as one of the remaining firms after 
the industry shakeout settles. In addition, international competition from devel
oping areas is likely to increase. Both of these tendencies will result in the tight
ening or ultimate violation of the market share constraint. In the case of a price 
war, either the firm’s market share is expected to decline if it does not recipro
cate with price cuts, or the reduction in profits from successive price declines 
will trigger finance capitalists and shareholders to demand increased earnings. 
The firm’s best strategy in both of these cases is to engage in defensive invest
ment and to pursue low road labor strategies.
 Increases in defensive investment will further exacerbate the excess capacity 
crisis. While low road labor strategies will further slow aggregate demand 
growth and reproduce the excess capacity problem that started this dynamic 
process. Hence the excess capacity problem has a chronic and global 
dimension.

Notes
 1 See Chapter 3 in this volume.
 2 Capacity utilization does not explicitly enter as a determinant of investment because it 

is subsumed in the capital-output ratio component of the profit rate.
 3 While not formally addressed, legacy labor (retiree) costs and stock buy backs to buoy 

the stock price can be readily included.
 4 Creditor interference has become more relevant in the current period of a finance-led 

accumulation regime.
 5 See Crotty (1993) on the relation between investment and competition.
 6 See Crotty (1993) for a discussion and extension of the Marxian concept of competi

tion, particularly as it relates to the firm’s investment decision. Crotty’s contribution 
includes distinguishing forms of Marxian competition, particularly a corespective 
form and a coercive form.

 7 Unless, these groups decide it is in their best interests to force a sale of the firm’s 
assets.

 8 Shaihk (1978) is the first to mention a competitive criteria as distinct from a profit 
maximization objective. Goldstein (2006) discusses the use of competitive constraints 
in Marxian microfoundations. Shaihk (1978) discussed a “switch or die” imperative 
for the firm with respect to a transition to a new cost-cutting technology, while Crotty 
(1993) considers a similar “invest or die” transition in investment strategy.

 9 An alternative constraint could entail reductions in the firm’s earnings as a result of 
destructive competition that sets off finance capitalist demands for improved earnings. 
These demands can be met through a defensive investment strategy.

10 An appendix that demonstrates the reduction of the firm’s dynamic problem to the 
problem in equations (1a and 1b) is available upon request from the author.

11 Given the dichotomy in the firm’s usage of I and ID, it is assumed that the production 
function retains these properties separately with respect to both forms of capital. After 
a transition period associated with a shift to an ID strategy, the new technology exhib
its the assumed production function characteristics. In the remainder of the chapter, 
the initial values of both types of capital stock is suppressed in the notation. Thus 
every time I or ID appears in functional notation, they should respectively be followed 
by K and K D.
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12 In this model, the firm’s mark-up is treated exogenously for a given level of invest

ment. Goldstein (1985) develops a microfoundation for a variable markup pricing 
strategy for the firm. Ideally, the pricing and investment decisions of the firm should 
be integrated. Given the complexities of the current model, I treat the markup 
exogenously.

13 PQ is qualitatively the same. Quantitatively, there are now two determinants of the 
elasticity of demand. Ceteris paribus, as the firm raises its price, both domestic and 
foreign competitors capture a portion of the firm’s demand.

14 It is argued, in the available appendix, that the use of such a subjective probability 
distribution is consistent with the notion of Keynesian uncertainty. In particular, the 
firm is only able to effective use such a distribution in the current period. Future dis
tributions are not knowable. Thus, long-term financial vulnerability is treated through 
a separate sub-objective of the firm to ensure that the firm does not make short-run 
decisions that are inconsistent with its long-run objectives.

15 In this model with the inclusion of S, the firm acts in a risk–averse fashion setting 
PDV > 0. Thus, RI > 0. For FI, an increase in investment can increase expected gross 
profit flows by either more or less than the increase in current autonomy payments.

16 All derivations and proofs that are subsequently applied hold for the more general 
case where QII ≤ 0.
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9	 Did	financialization	increase	
macroeconomic	fragility?
An analysis of the US nonfinancial 
corporate sector

Özgür Orhangazi

Introduction
The post-1980 era has been characterized by weak global aggregate demand 
growth and intensified competition in key product markets, which led to low 
profits and chronic excess capacity. At the same time, financial markets greatly 
expanded and put increased pressure on nonfinancial corporations (NFCs) to 
generate higher earnings and distribute them to the financial markets.1 Unable to 
increase their profits due to adverse conditions in the product markets, NFCs 
were forced to pay an increasing share of their internal funds to financial 
markets. They responded to this paradox with a change in their corporate strat-
egies and long-term growth orientation left its place to short-term survivalist 
strategies that prioritized increasing returns to shareholders. The establishment 
of a market for corporate control with its hostile takeover waves, the rise of the 
“shareholder value movement,” and changes in managerial incentive structures 
shortened the NFC planning horizons and led the NFC management to change 
their priorities and increase dividend payments and/or buyback firm’s own 
stocks in an attempt to meet financial market demands. This was accompanied 
by an increase in NFCs’ investments in financial assets and subsidiaries. In a 
process now commonly referred to as financialization, the relationship between 
financial markets and the NFCs was fundamentally transformed.2
 In this chapter, I argue that financialization increases the potential instability 
and the degree of financial fragility in the nonfinancial corporate sector. First, 
the dominance of financial markets’ short-termist perspective adds to the inher-
ent instability of the investment demand. Second, NFCs’ high indebtedness leads 
to a higher degree of financial fragility. This is further complicated with the 
earnings pressure of the stock market and with increased involvement of NFCs 
in financial investments. Third, the “neoliberal paradox” together with the prolif-
eration of new financial instruments heightens the uncertainty in the economy by 
creating increasingly less transparent financial dealings. Before moving onto the 
discussion, I should make it clear that my purpose in this chapter is not to 
develop a formal model of financial fragility and instability in a financialized 
economy, but rather to outline the potential sources of fragility and instability 
for the NFCs. Also, while many have pointed out that the financial sector 
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 participants now engage in increasingly risky ventures and hence heighten the 
potential fragility of the system, this chapter will only focus on the NFCs and 
present a partial analysis in that sense.3

Instability	of	“coupon	pool”	capitalism
A main feature of twentieth-century US capitalism has been the separation of 
ownership and management. This ensured that the day-to-day requirements of 
business were carried out by a professional managerial class, who over time 
gained autonomy from the financial capitalists that owned the firms. During the 
“Golden Age,” NFC management followed a strategy of retaining their earnings 
and reinvesting them in projects with long-term growth prospects and long-run 
profitability. However, starting in 1980s the relationship between the NFCs and 
the financial markets in the US economy was fundamentally transformed. The 
corporate strategy has been reconfigured around distributing a higher share of 
earnings to shareholders; a shift from “retain and reinvest” to “downsize and dis-
tribute” (Lazonick and O’Sullivan 2000). With the rise of institutional investors 
such as mutual funds, pension funds and insurance companies, the takeovers 
advocated by agency theorists became possible and the shareholders gained col-
lective power to directly influence both the management of NFCs and the returns 
and prices of corporate shares they held. Financial firms shifted their focus from 
supporting long-term investment activities of NFCs through long-term financing 
to trading securities and generating fees and capital gains (Lazonick and 
O’Sullivan 2000).
 This transformation created a “coupon pool capitalism” where corporations 
first return their earnings to financial markets and then compete to re-acquire 
these funds. In this configuration the coupons are 

all the different kinds of financial paper (bonds and shares) traded in the 
capital markets and coupon pool capitalism exists where the financial 
markets are no longer simple intermediaries between household savers and 
investing firms but act dynamically to shape the behaviour of both firms and 
households. 

(Froud et al. 2002: 120)

 “Coupon pool” capitalism increases the potential instability of the system in 
two ways. First, it exacerbates the fundamental contradiction between the neces-
sity of long lasting investment in production and the demand of absolute free 
movement of finance capital (Dumenil and Levy 2005: 40). Impatient financial 
markets of the financialization era demand that NFCs discharge an ever-growing 
part of their earnings to the financial markets and keep the stock prices rising. 
This is a reflection of the shift in the beliefs and understanding of finance capital 

from an implicit acceptance of the Chandlerian view of the large NFC as an 
integrated, coherent combination of relatively illiquid real assets assembled 
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to pursue long-term growth and innovation, to a “financial” conception in 
which the NFC is seen as a “portfolio” of liquid sub-units that home-office 
management must continually restructure to maximize the stock price at 
every point in time. 

(Crotty 2005: 88)

When firms discharge their earnings to the financial markets and then compete to 
re-acquire them, the planning horizon for investment funding is shortened and 
the degree of uncertainty is heightened. Unlike the earlier period of “retain and 
reinvest,” managers now cannot be sure of the amount and cost of the funds they 
will be able to re-acquire. This could especially hamper investments that have 
longer periods of gestation by creating uncertainty about the ability of the firm to 
finance the projects in the coming years. The pressure to provide high short-term 
returns to shareholders can shorten planning horizons for NFCs too, as the 
attempt to meet the short-term expectations of the financial markets, rather than 
investment in long-term growth of the firm, becomes the primary objective.4 
This creates a situation in which the vulnerability of NFCs to adverse economic 
developments is increased as impatient financial markets can withdraw credit at 
the first sign of weakness. A slowdown in economic growth could quickly be 
translated into a withdrawal of funds and further deepen the recession. As I 
discuss below, the situation is complicated by the increased degree of financial 
fragility the NFCs face today.
 The second impact of the “coupon pool” is similar, but in the opposite direc-
tion: financial markets can cause rapid overheating of an expansion. Both Key-
nesian and Marxian approaches to instability stress that finance capital is an 
important and dominating accelerator of the growth process and a destabilizer at 
the same time (Crotty 1986). The credit system allows the accumulation process 
to take place at a faster pace and an expanded scale that otherwise would not be 
attainable. When the conditions are favorable and investment expands rapidly, 
the resulting increase in confidence levels leads firms to make use of greater 
amounts of credit while the creditors make more loans, some of which are 
increasingly riskier. The pace and the scale of the expansion then depend on the 
amount of the finance capital thrown into the expansion. However, these expan-
sions prepare their own ends as they endogenously produce either financial or 
real problems within the economy (Crotty 1986). Financialization makes the 
allocation of funds across industries and firms largely subject to the volatile 
expectations of large financial institutions, including institutional investors. 
These institutions are mostly focused on acquiring high returns on their invest-
ment in the short-run. The high-tech boom of the second half of the 1990s pro-
vides a good example. In the height of the boom “pension funds and capital 
market institutions were prepared to throw capital at new economy companies 
that had no earnings and uncertain prospects of profiting from digital economies” 
(Feng et al. 2001). The result was a rapid expansion in the industry with signific-
ant levels of over-investment until the boom came to an end in early 2000s.5 The 
new configuration, hence, is likely to exacerbate the role of finance capital in 



130  Ö. Orhangazi

generating speculative expansions or overheating expansions in growing 
industries.

Debt	and	fragility
Financial fragility refers to the vulnerability of economic units to adverse eco-
nomic developments that put their ability to meet payment obligations at risk.6 In 
general, an economy is thought to be more financially fragile as financial 
payment commitments as a ratio of earnings increase and a smaller disturbance 
in earnings can potentially disrupt the ability of economic units to fulfill their 
payment commitments. Adverse economic developments in the product markets, 
such as a decline in profitability, or disturbances in the financial markets, such as 
rising interest rates or a spectacular failure that leads to the erosion of confidence 
can then create a larger impact on the system. A fragile “financial system can 
turn what might have been a mild downturn into a financial panic and depres-
sion” (Crotty 1986: 306) and have a significant impact on the participants of the 
financial system as well as the whole economy.
 Compared with the Golden Age, it is clear that financialization brought a 
spectacular increase in the debt levels in the recent decades. Total credit market 
debt as a percentage of GDP, which stood below 150 percent in the period of 
1952–1973, showed a secular increase and exceeded 300 percent in the 
2001–2006 period. Household borrowing in the same period more than doubled 
and averaged above 80 percent after 2001 (see Figure 9.1). Average NFC credit 
market debt as a percentage of NFC net worth was around 30 percent during the 
Golden Age, but exceeded 50 percent in the 1990s, before declining to an 
average of 46 percent in the 2000s (see Figure 9.2).
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Figure 9.1  Total and household credit market debt as a percentage of GDP (source: Flow 
of Funds Accounts, Tables L.1 and F.6).
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 Starting in the late 1960s into the early 1980s, NFCs in the US faced 
increasing international competition while at the same time facing declining 
profitability. As a response to increased competition, NFCs undertook coercive 
(or defensive) investment and shrinking internal funds led firms to finance this 
investment through increased borrowing. The transformations in financial 
markets created three additional factors that raised NFC indebtedness. First, 
faced with a hostile takeover movement in the 1980s during which nearly half 
of the major corporations in the US received a takeover offer (Mitchell and 
Mulherin 1996), managers of targeted firms defended their turfs by loading the 
firm with debt to deter potential raiders (Crotty 2005: 90). At the time, 
increased indebtedness of firms was also perceived as a good solution to the 
potential agency problems. Second, especially in the 1990s, managers started 
using debt-financed stock buybacks and special cash dividends to deter a 
 potential takeover attempt, maximize the value of their stock options, meet 
shareholder value targets and keep the earnings per share and dividend 
growth increasing. For example, during the 1990s boom, when the profits 
peaked in 1997 

companies have compensated for a declining return on total capital 
employed by leveraging their balance sheets in order to maintain the return 
on equity. They repurchased shares so that earnings per share and dividend 
growth increased at the cost of balance sheet deterioration. The resulting 
shrinkage in stock market equity helped support stock prices, and returns on 
directors’ stock option plans.

 (Plender 2001)
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Figure 9.2  NFC credit market debt as a percentage of NFC net worth (market value)
(source: Flow of Funds Accounts, Table B.102).
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Furthermore, as I discuss below, the increased stock buybacks and dividend pay-
ments leave NFCs with limited internal funds and hence create an additional force 
to borrow in order to finance their normal operations. Finally, while NFCs engaged 
in coercive investment in an attempt to keep their turf in the face of increasing inter-
national competition they also found another venue in financial investments and 
started using part of their borrowing in financing their holding of financial assets.
 When NFCs are heavily indebted, even minor increases in the interest rates or 
minor declines in the profit flows can lead to financial problems for them. This is 
because high indebtedness implies that an increasing portion of future earnings is 
now committed to interest payments and debt repayments. The ratio of NFC 
financial liabilities to internal funds cycled between four and six in the period of 
1952–1973, then increased rapidly (see Figure 9.3). Despite a decline in recent 
years due to a strong recovery in profits, the average ratio still stood above eight 
in the 2000s. When debt is used to finance profitable investments, as these invest-
ments pay off in time the firms can meet their payment obligations. However, an 
adverse economic development that hurts the earnings of the firm, a decline in the 
confidence level, or a rise in the interest rates could result in firms with high 
levels of debt facing problems in meeting their contractual payment obligations. 
The degree of fragility then depends on the share of firms that constitute, in Min-
sky’s terms, hedge, speculative or Ponzi financing units.7 At the aggregate level 
NFCs gross interest payments as a percentage of their internal funds have more 
than doubled in the era of financialization. In the Golden Age era, less than 20 
percent of NFC total internal funds was used to meet gross interest payments. 
This ratio exceeded 50 percent between 1981 and 1990 and then fell down thanks 
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Figure 9.3  NFC financial liabilities as a percentage of internal funds (source: Flow of 
Funds Accounts, Tables B.102 and F.102).

Note
Internal funds equal to total internal funds with inventory valuation adjustment plus net dividends.
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to lower interest rates in the 1990s and a strong recovery of the profits in the 
2000s (Figure 9.4). However, a downturn in profitability or an increase in interest 
rates could easily reverse this trend. These contractual payment obligations make 
NFCs less flexible in their use of internal funds. NFCs either have to find ways to 
keep increasing their profitability or risk not being able to meet their payment 
obligations in the face of an economic downturn.

Non-contractual	financial	payments
Rising debt and interest payment ratios constitute only one side of the financiali-
zation story. On the other side, a significant chunk of firm earnings is taken by 
non-contractual financial payments: dividend payments and stock buybacks. 
Even though, in theory, equity financing does not create any contractual payment 
obligations, firms now have to meet the financial markets’ demands for these 
payments and provide satisfactory returns. Otherwise, management risks losing 
its position/autonomy and the firm may face a takeover threat, a withdrawal of 
financing or difficulty in raising funds for new projects.
 Total financial payments including gross interest payments, dividend pay-
ments, and stock buybacks now consume, on average, more than 80 percent of 
the NFC internal funds (Figure 9.5). It is important to note that despite a decline 
in interest payments, total financial payments ratio has stayed high in the 2000s. 
In effect, this forces firms to finance their operations externally, and use debt, 
not equity, since firms are buying back their stocks, and hence contribute to 
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Figure 9.4  NFC gross interest payments as a percentage of internal funds (source: Flow of 
Funds Accounts, Tables F.102 and National Income and Product Accounts 
Table 7.11).

Note
Internal funds equal to total internal funds with inventory valuation adjustment plus net dividends.
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increased indebtedness. In the event of an earnings crisis, firms would not be 
able to meet, at the very least, some of these payments. Non-contractual financial 
payments may be the first to be cut, however this may have larger implications 
through their effect on the price of shares and shareholder earnings and further 
complicate the situation for the firm. Hence, financialization, through NFC finan-
cial payments, ties the credit market and stock market in a new way. This is 
likely to increase the fragility of the NFCs in particular and the financial system 
in general. In this new configuration, the interactions between downturns in asset 
markets, credit market contraction, investment and financial payments become 
all the more important. At a time of earnings crisis, the NFCs now face the 
danger of not being able to meet either contractual (interest) or non-contractual 
(dividends and stock buybacks) financial payments, each of which implies 
further instability.

Financial	incomes	and	fragility
Another complication introduced by financialization is that a sizeable portion of 
the NFC earnings now comes from financial sources. Interest and dividend 
incomes make up on average more than 25 percent of the NFC internal funds 
during the 1981–2006 period (Figure 9.6).8 This change in the NFC earnings 
structure has three interesting implications for financial fragility. First, increas-
ing financial investments can support the real incomes when they are in the form 
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Figure 9.5  NFC total financial payments as a percentage of internal funds (source: Flow 
of Funds Accounts, Tables F.102 and National Income and Product Accounts 
Table 7.10–11).

Note
Internal funds equal to total internal funds with inventory valuation adjustment plus net dividends.
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of credit extended to the firm’s customers. In this case, firms can use the finan-
cial resources available to them to fend off earning problems from their real 
operations and hence prevent or postpone a profitability crisis that could other-
wise set off financial fragility events.
 Second, although financial incomes can potentially support earnings, they are 
inherently more volatile than regular expected gross earnings. For example, even 
small changes in the interest rates could potentially have large impacts on the 
financial earnings of the NFCs. Therefore, an extra risk is introduced to the 
expected earning streams of the NFCs and the prospects of future earnings now 
depend not only on the product markets but also financial markets. For example, 
the Wall Street Journal reports that, in a version of “carry trade” NFCs add to 
their profits through borrowing at short-term rates and lending directly or 
through the purchase of securities at higher long-term rates (Eisinger 2004). As 
long as the difference between these two rates is high, this is a very profitable 
trade for NFCs. However, if the short-term rates increase faster than long-term 
rates a good portion of these earnings would quickly disappear.
 Third, the larger share of financial assets on NFC balance sheets makes them 
more solvent at least at the micro level. NFC debt as a percentage of total finan-
cial assets is now at its lowest level (Figure 9.7). As opposed to irreversible real 
investment, in liquid markets firms can easily convert back to cash to meet their 
payment obligations. Of course, when all firms attempt to do this in the face of a 
downturn then a deflation in the financial asset markets would be inevitable. 
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Figure 9.6  NFC financial income as a percentage of internal funds (source: Flow of 
Funds Accounts, Tables F.102 and National Income and Product Accounts 
Table 7.10–7.11).

Note
Internal funds equal to total internal funds with inventory valuation adjustment plus net dividends.
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Moreover, using debt to finance financial investments also creates the risk of 
maturity mismatch – a situation where assets are long term and liabilities are 
short term. This creates two potential points of fragility: rollover risk (that 
maturing debts will not be refinanced and the debtor will have to pay the obliga-
tion) and interest rate risk (that the structure of interest rates change against the 
NFCs’ financial investments).
 The changes in the rate of returns on assets and liabilities, the different matu-
rity structures and different liquidities in financial markets could introduce 
further risks for the NFCs – risks mostly associated with banks and other finan-
cial institutions. However, it is not possible to analyze these risks properly as we 
do not have detailed data on financial asset holdings of the NFCs where almost 
half of the NFC assets are classified as miscellaneous (Figure 9.7). One might 
argue, on the contrary, that the NFCs can use their financial investments in 
hedging. It is certainly true that leverage makes it cheaper for NFCs to hedge, 
however it also makes it cheaper to speculate. Although at the macro level we do 
not have enough data to analyze the degree of hedging and speculation by NFCs, 
anecdotal evidence suggests that they are certainly involved in the business of 
financial speculation. For example, in 2006 Sears earned more than half of its 
third-quarter net income from investments in financial derivatives: “These deriv-
atives known as ‘total-return swaps’ are agreements that take on the big risks of 
highly leveraged investments in equities or other assets without actually buying 
them or assuming debt to purchase them” (Covert and McWilliams 2006).
 In short, the involvement of NFCs in financial investments might help them in 
hedging and increasing their solvency but at the same time introduces new risks 
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to their balance sheets and earning streams. This also brings up another feature of 
financialization, the inherent non-transparency of these financial involvements.

Non-fundamental	uncertainty
Keynes famously declared that the future is fundamentally unknowable. In the age 
of financialization, however, not only the future but also the past and the present 
are becoming increasingly unknowable. At the general level, financial dealings 
have become more and more complicated. For example, Partnoy (2003) shows that 
financial engineering reached to a point where they are now inherently non-trans-
parent. Not only the general public but even the top executives of the financial 
institutions do not have a clear understanding of these complex financial dealings. 
Although evidence suggests that NFCs are involved in many complicated financial 
ventures, the extent of these investments is unknown. The hazards of this new type 
of uncertainty is likely to manifest itself during times of financial distress when 
markets in complex financial assets become illiquid and firms cannot even value 
the assets on their balance sheets. As a Wall Street Journal article written in the 
aftermath of the mortgage crisis of 2007 puts it “large parts of American financial 
markets have become a hall of mirrors” (Pulliam et al. 2007).
 Added to this is the conscious deception introduced by fraudulent earnings 
reports, which unraveled at the end of the 1990s’ boom with famous examples of 
Enron and WorldCom. In the case of Enron, the extent of debt was hidden by cre-
ating off balance sheet instruments, while WorldCom executives manipulated 
earnings information. Forced by financial markets to provide high returns to share-
holders, many NFCs constrained by product markets, chose to use financial engin-
eering where major restructurings and changes of ownership were used to present 
favorable earning statements (Froud et al. 2000: 109). Obfuscation of earning 
information delivered by companies became a standard practice (Parenteau 2005: 
128–31). As Crotty (2005: 100) points out “destructive competition in product 
markets in the past quarter of a century has severely constrained the ability of 
NFCs to earn high profits and cash flow, yet financial markets demand ever-rising 
earnings to support ever-rising stock prices” and “given conditions in product 
markets, nothing but massive fraud and deception could possibly have kept stock 
prices from falling after 1997” (p. 101). Therefore, the very forces of financializa-
tion with its incentive and reward structure, opportunities it presents, and compli-
cated financial instruments make NFCs’ financial dealings unknowable, which 
unavoidably introduces further risks into the system. This also shows that the 
financial markets do not necessarily act as an external disciplinary force since most 
of these dealings are to satisfy the financial markets’ inflated stock price demands.

Concluding	remarks
Financialization has increased the potential fragility of the NFCs in various ways. 
High indebtedness and the changes in the institutional framework cause NFCs to 
devote an increasing share of earnings to financial payments. This could have 
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significant implications if firms were to face an earnings crisis. Furthermore, a 
larger share of these earnings now comes from financial sources, which are inher-
ently more volatile and make the firm earnings dependent not only on product 
markets but also financial markets. Financial investments of the NFCs might 
decrease fragility by enabling hedging and by supporting their real income. 
However, financial investments also bring in new risks, such as a potential asset–
liability mismatch and increased risks due to easy speculation. Furthermore, the 
transformation of the institutional framework makes NFCs more susceptible to 
wild inflows and outflows of financial capital. On the one hand, impatient finan-
cial markets can now withdraw credit at the sign of first weakness, and on the 
other hand they can finance an overexpansion, as seen in the NASDAQ boom of 
the 1990s. Added to all these is the non-transparency of most financial dealings 
that potentially increases the uncertainty for investors and managers alike.
 Two caveats are in order. First, one needs to be careful with the argument that 
financialization increases potential instability and fragility, as it runs the danger 
of concluding a certain crisis ahead. While an increase in financial fragility cer-
tainly makes a widespread crisis more likely, adjustments and structural changes 
by the NFCs as well as policy interventions to avert a crisis can also be expected. 
In the face of increased fragility and crisis-proneness of the system, significant 
changes can occur in the coming years. However, we can only wait and see if 
these adjustments will be abrupt and devastating or slow and extended. Second, 
the data analyzed in this chapter are at the aggregate level. Although aggregate 
analysis is quite valuable in depicting macroeconomic tendencies, it implicitly 
assumes either that the whole sector is one giant firm or it is composed of repre-
sentative firms all responding in the same way to any change. Further studies at 
firm and/or industry levels would contribute to a more detailed and precise 
understanding of how financialization affects the fragility of NFCs.

Notes
1 This created what Crotty (2005) called a “neoliberal paradox.”
2 See Crotty (2005) for a detailed exposition of the “neoliberal paradox” and financialization.
3 For example, Crotty (2007) points out that US banks increased their exposure to risk, 

while Dodd (2005) discusses the role of derivatives markets as the sources of vulnera-
bility in financial markets.

4 See Orhangazi (2008a) for an analysis of the effects of financialization on NFC invest-
ment demand.

5 See Parenteau (2005) for a discussion of the investor dynamics behind the boom.
6 See Minsky (1986, especially chapters 8 and 9) for a succinct description of financial 

fragility. Marx referred to the similar situation as “oversensitivity.” See Crotty (1986) 
for a discussion of parallels and differences of Minsky’s approach to Marxian crisis 
theories and the importance of integrating the strengths of both theories.

7 A hedge unit is able to meet its payments with cash receipts; a speculative unit has dif-
ficulty in meeting some payments; and a Ponzi unit must borrow to meet its current 
interest payments.

8 This ratio increases if one includes capital gains in the financial incomes as well 
(Krippner 2005). See Orhangazi (2008b) for causes and consequences of the increased 
involvement of NFCs in financial investments.
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10 Marx, Minsky and Crotty on 
crises in capitalism

Fred Moseley

The relation between the theories of Marx and Minsky has been a topic of inter-
est among heterodox economists in recent years (Crotty (1986, 1990), Pollin 
(1983, 1997), Dymski and Pollin (1992), Wolfson (1994) and Arnon (1994)). 
Crotty has argued that Minsky’s theory of financial crises is compatible with 
Marx’s theory of crises, but Minsky’s theory is one-sided and focuses almost 
entirely on the financial sector of the economy, and ignores the real sector. 
Therefore, Crotty argues that Minsky’s theory of financial crises should be com-
bined with Marx’s theory of crises in the real sector, in order to provide a more 
comprehensive theory of crises in capitalism.
 This chapter explores further the compatibility – of lack thereof – of Marx’s 
theory and Minsky’s theory, by means of an examination of Crotty’s 1986 paper. 
The first section discusses the theories of crises presented by Marx and Minsky, 
and the second section discusses the conclusions of these two theories regarding 
the effectiveness of government policies to overcome capitalism’s tendency 
toward crises.

Crises and profit

Financial crises

Crotty emphasizes that Minsky’s theory of crises focuses almost entirely on the 
financial sector of the economy. During a period of expansion, “boom euphoria” 
develops which results in increased risk-taking and higher debt levels for both 
firms and financial institutions. In Minsky’s words, the economy moves from a 
“robust” financial structure to a “fragile” financial structure. The downturn is 
usually initiated by an increase of interest rates, which forces over-extended 
debtors to sell illiquid assets to meet their current debt obligations, which in turn 
leads to falling asset prices and often to a debt-deflation recession or depression. 
On the positive side, the bankruptcies during the depression reduce debt levels 
and help restore a robust financial structure for the beginning of the next 
expansion.
 Minsky’s theory can also explain secular trends. The central bank may inter-
vene as lender-of-last-resort and seek to avoid a debt-deflation crisis. However, 
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to the extent that the central bank is successful in these interventions, the restora-
tion of a robust financial structure is aborted, and the economy emerges from the 
recession with a still fragile financial structure. As a result, the economy 
becomes more financially fragile over time, inflation increases, and the end result 
is stagflation.
 Crotty argues that this Minskian theory of financial crises is fully compatible 
with Marx’s theory of crises. Marx did not present a full and comprehensive 
theory of the role of the financial sector, but his various discussions on this topic 
are very similar to Minsky’s theory. As Crotty (1985) demonstrated, Marx sug-
gested that a period of expansion inevitably produces an expansion of business 
debt, which drives the expansion further to even greater heights. However, this 
boom-induced increased debt also makes the economy more vulnerable to a 
downturn, which eventually comes. When the downturn comes, it is worse than 
it otherwise would have been and often turns into a financial panic and depres-
sion. In broad outlines, this is very similar to Minsky’s theory (although of 
course much less detailed and complete).

Real crises and profit

However, the main problem with Minsky’s theory, according to Crotty, is that it 
focuses almost entirely on the financial sector and ignores the real sector. 
According to Minsky’s theory, the real sector cannot be a source of crises and 
instability. This conclusion follows from Minsky’s theory of profit, which Crotty 
criticizes. Minsky’s theory of profit is actually Kalecki’s theory of profit, which 
Minsky accepts in full. According to Kalecki’s theory, profit (P) is determined 
by the sum of investment spending (I) and the government budget deficit (G – T) 
(in a simple model in which all saving comes from profit, and no foreign trade):

P = I + (G – T) (1)

Kalecki treats this equation as an equilibrium condition, and assumes that it is 
always satisfied, so that the macroeconomy is assumed to be always in equilib-
rium. Crotty argues that such a “super equilibrium” theory does not allow for 
instability arising in the real sector.1
 Furthermore, Minsky’s (Kalecki’s) theory assumes a constant profit share of 
income (i.e. a constant “mark-up”), which is determined by the degree of mono-
poly. Since the profit share remains constant, a crisis cannot be caused by a 
declining profit share leading to a decline of investment. Minsky emphasizes this 
point – that a decline of investment can never be initiated by a prior decline of 
profit – and argues instead that an initial decline of investment induces a sub-
sequent decline in the amount of profit (“investment calls the tune, and profits 
dance accordingly”).
 Crotty argues that Minsky’s (Kalecki’s) constant mark-up theory of profit is 
clearly unsatisfactory because it is contradicted by a substantial body of empiri-
cal evidence that suggests that there is significant cyclical variation in the profit 
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share, and that the profit share also generally declines well before the end of 
cyclical expansions and substantially earlier than investment spending. Further-
more, it is well known that there was a very significant secular decline in the 
share of profit and the rate of profit in the US econmy from the early postwar 
period to the mid-1970s, which also contradicts Minsky’s (Kalecki’s) theory of 
profit.
 Therefore, Crotty argues that Minsky’s theory of crises in the financial sector 
should be supplemented with Marx’s theory of crises in the real sector, and in 
particular with Marx’s theory of profit and the falling rate of profit. Crotty dis-
cusses the following factors as determinants of the rate of profit, according to 
Marx’s theory: the cost of inputs (especially wages); the type of technology; 
labor discipline and effort; and the aggregate demand for output. Crotty argues 
that in an expansion, these factors will generally change in ways that have a 
negative effect on the rate of profit – especially increasing wages. The decline of 
the rate of profit causes investment spending to decline and leads to a general 
recession. Combined with the high levels of debt built up during the expansion, 
a lower rate of profit makes it even more difficult for firms to meet their debt 
obligations, and forces many firms into bankruptcy, and the economy into 
depression. Therefore, according to Marx’s theory, the falling rate of profit in 
the real sector is a source of crises and instability in capitalist economies, which 
is even more important and more fundamental than the instability originating in 
the financial sector, as emphasized by Minsky.
 I am in broad agreement with Crotty’s evaluation of Minsky’s theory of crises 
– that Minsky’s theory of financial crisis is compatible with Marx’s theory, and 
is a valuable framework for analyzing financial crises, but it needs to be supple-
mented with Marx’s theory of crises in the real sector, caused primarily by a 
falling rate of profit. I also agree with much of Crotty’s interpretation of Marx’s 
theory of crises, especially his emphasis on the rate of profit as the key variable 
in Marx’s theory. However, I would put more emphasis on labor-saving techno-
logical change (i.e. increasing composition of capital), rather than rising wages, 
as the main cause of the falling rate of profit, according to Marx’s theory. And I 
would also prefer to analyze Marx’s theory of the rate of profit explicitly in 
terms of the key determinants of the rate of profit – the rate of surplus-value (RS) 
and the composition of capital (CC). Algebraically:

RP = S/C = (S/V)/(C/V) = RS/CC (2)

Thus the rate of profit varies directly with the rate of surplus-value and inversely 
with the composition of capital. Implicitly, Crotty emphasizes a decline in the 
rate of surplus-value as the main cause of the falling rate of profit. This is a pos-
sible cause of the falling rate of profit, but Marx himself emphasized an increase 
in the composition of capital as the main cause of the falling rate of profit.
 This difference has important implications for the necessary conditions for 
restoration of the rate of profit and the recovery of the economy from a crisis. If 
higher wages and a declining rate of surplus-value cause the falling rate of profit, 
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then wage cuts and an increasing rate of surplus-value should suffice to restore 
the rate of profit. On the other hand, if labor-saving technological change and an 
increasing composition of capital cause the falling rate of profit, then wage cuts 
by themselves are not likely to be enough to fully restore the rate of profit. 
Instead, what is required in addition is a reduction in the composition of capital, 
i.e. a “devaluation of capital” (the numerator in the composition of capital), 
brought about by widespread bankruptcies of capitalist firms. In stark terms, the 
necessary condition for a full recovery of the rate of profit is a prior depression. 
(Bankruptcies also wipe out much of the debt, and thus also help to restore the 
financial stability of the economy, as Minsky emphasizes.)2

 I am also in broad agreement with Crotty’s critique of Minsky’s theory of 
profit – that it is a “super-equilibrium” theory with no room for instability and 
that it is contradicted by the empirical evidence of cyclical and secular variations 
in the profit share. However, Crotty does not clearly and explicitly present 
Marx’s own theory of profit. Crotty’s discussion is entirely in terms of the share 
of profit and the rate of profit, not the amount of profit. Marx himself first pre-
sented his theory of the amount of surplus-value in Chapter 7 of Volume 1 of 
Capital, and then derived his theory of the rate of surplus-value in the rest of 
Volume 1 and his theory of the rate of profit in Part 3 of Volume 3. According to 
Marx’s theory, the amount of surplus-value depends on the amount of surplus 
labor, which in turn depends on four key variables: the length of the working 
day (WD) (positive), the intensity of labor (INT) (positive), the real wage (RW) 
(negative), and the productivity of labor (PR) (positive). Algebraically:

S = f (SL) = f (WD+, INT+, RW–, PR+) (3)

On the basis of this theory of profit, Marx’s theory is able to explain the following 
very important phenomena in the history of all capitalist nations: conflicts over the 
length of the working day, conflicts over the intensity of labor, conflicts over wages, 
and inherent technological change. Crotty mentions the real wage, the productivity 
of labor, and the “discipline” of labor as determinants of the rate of profit, but he 
does not state explicitly the Marxian variable of the intensity of labor, and he does 
not mention the length of the working day as a determinant of the rate of profit.
 Marx’s theory provides the basis for an even stronger critique of Minsky’s 
theory of profit. Minsky’s theory assumes that the total amount of profit is deter-
mined by investment spending and the government deficit (and the balance of 
trade), and that the share of profit is determined by the degree of monopoly. 
Thus, according to Minsky’s theory, the amount and the share of profit are inde-
pendent of the length of the working day, the intensity of labor, the real wage, 
and the productivity of labor. Therefore, Minsky’s theory is unable to explain 
the important phenomena just mentioned, and thus has considerably less explan-
atory power than Marx’s theory. Crotty emphasizes that class conflict is missing 
in Minsky’s theory, but he does not make clear that the absence of class conflict 
in Minsky’s theory follows from his theory of profit, just as the centrality of 
class conflict in Marx’s theory follows from Marx’s theory of surplus-value. 
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Therefore, this is one important sense in which Marx’s theory and Minsky’s 
theory are not compatible – they have entirely different theories of profit.

Effectiveness of government crisis intervention policies
Crotty also argues that, since Minsky’s theory ignores class conflict in general, it 
also ignores class conflict over government economic policies in particular. 
Crotty discusses Reagonomics and industrial policy as examples of class conflict 
over government policies. However, Crotty does not discuss the important ques-
tion of the likely effectiveness of government policies, i.e. the ability of govern-
ment policies to resolve and overcome capitalism’s tendency toward crises, both 
real and financial. According to Minsky’s theory, there are two types of govern-
ment policies which virtually guarantee that a major debt-deflation depression 
(“it”) could never happen again: 

1  expansionary fiscal policy, which (according to Equation 1 above) increases 
profit, and thus “sets a floor” under profit in a downturn; and 

2  Central Bank intervention as lender of last resort, which prevents a financial 
crisis from spreading, as discussed above. 

The following will examine each of these two types of crisis intervention pol-
icies in turn, from the Marxian perspective discussed above.

Expansionary fiscal policy

Crotty does not explicitly discuss the likely effectiveness of expansionary fiscal 
policy in resolving a profitability crisis in the real sector. But this is a crucial 
question which should be thoroughly examined. The following analysis is based 
largely on Paul Mattick’s pioneering extension of Marx’s theory to this import-
ant question in Marx and Keynes: The Limits of the Mixed Economy (1969).
 In order to analyze the ability of expansionary fiscal policy to overcome a 
profitability crisis in the real sector, assume the following scenario: during a 
period of expansion, the rate of profit falls and the level of business debt rises. 
Eventually these two trends cause a downturn – investment falls, delinquencies 
and bankruptcies rise, and output and employment contract. As output and 
employment contract, the amount of profit falls further, below the already-too-
low level at the peak of the expansion.
 Now assume that the government increases its spending in order to stop the 
downturn and revive the economy, and that this increased government spending 
is financed by borrowing (selling bonds). Assume further (to begin with) that the 
money supply remains constant, i.e. that the expansionary fiscal policy is not 
accompanied by expansionary monetary policy (the case of “accommodating” 
monetary policy will be considered below).
 The first question is whether the increase of government spending will result 
in an overall increase of aggregate demand and output. The answer to this ques-
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tion depends on whether the money borrowed and spent by the government 
would or would not have otherwise been spent in some other way – either as 
investment spending or as consumer spending. If the money borrowed by the 
government would have been spent, either as I or as C, then the increase of gov-
ernment spending would not increase overall aggregate demand (again assuming 
no increase in the money supply), and thus would presumably have little or no 
effect on aggregate output and employment. On the other hand, if at least part of 
the money borrowed by the government would not have been otherwise spent 
(i.e. would have been “hoarded” due to the downturn), then the increase of gov-
ernment spending would increase aggregate demand, and would presumably also 
increase aggregate output and employment. As output and employment increase 
due to the increased government spending, the amount of profit would also 
increase, compared to the low point of the contraction reached prior to the 
increase of government spending.
 However, this increase in the amount of profit due to the increase of govern-
ment spending only (partially) reverses the decline of profit that resulted from 
the downturn from the peak of the expansion. It does not necessarily increase the 
amount and the rate of profit at the peak of the expansion, which caused 
the downturn in the first place, because it was too low. I call the rate of profit at 
the peak of the expansion the “full employment rate of profit.” According to 
Marx’s theory, the increase of government spending increases the “full employ-
ment rate of profit” if and only if either: 

1  capital is devalued and the composition of capital is reduced; or/and 
2  the amount and rate of surplus-value at full employment is increased.3

 The devaluation of capital requires widespread bankruptcies, and the increase 
of government spending does not result in bankruptcies. Indeed, by stabilizing 
demand and the economy, the increase of government spending probably would 
allow some firms to avoid bankruptcy. This is good for the economy in the short-
run, but according to Marx’s theory, bad in the long-run, because it postpones 
the adjustments that are necessary (painful though they may be) in order to 
restore the rate of profit.
 The amount and rate of surplus-value at full employment depend on the vari-
ables in Equation 3 above: the length of the working day, the intensity of labor, 
the real wage, and the productivity of labor. None of these variables are affected 
much, if at all, by an increase of government spending.
 Another way of looking at this is that the total amount of surplus-value in the 
economy as a whole (S) depends on the total amount of surplus labor (SL) [S = f 
(SL)], which in turn depends on the product of the surplus-value produced by an 
average worker (SLi) times the number of workers employed (n) [SL = n SLi], 
and the surplus-value produced per worker depends on the four independent var-
iables in Equation 3 above [SLi = f(WD, INT, RW, PR)].
 An increase of government spending could affect the number of workers 
employed, and thus could affect the total amount of surplus labor and surplus-value; 
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but it has little or no effect on the determinants of SLi, and thus little or no effect on 
SLi itself. And these increases of n, SL and S only reverse prior declines in these 
variables from the “full employment rate of profit” at the peak of the expansion. 
Since it does not affect the “full employment SLi,” it does not affect the total amount 
of surplus-value that the economy is capable of producing at full employment. The 
“full employment rate of profit” would still be insufficient to maintain and continue 
the expansion, as before.
 Although an increase of government spending does not increase the “full 
employment rate of profit,” Minsky is correct that the increase of government 
spending does “set a floor under profit,” at least temporarily. The decline of 
profit resulting from the downturn is stopped and to some extent reversed. This 
“floor on profit” would presumably enable some firms to meet their debt obliga-
tions and avoid bankruptcy, which would reduce the severity of the downturn. 
However, once again, by avoiding bankruptcy, the “floor under profit” postpones 
the devaluation of capital which is necessary in order to restore the “full employ-
ment rate of profit;” it does not make the devaluation of capital unnecessary.
 Next relax the assumption of constant money supply, and assume instead that 
at least part of the increase of government spending is financed ultimately by 
printing money. In this case, the increase of government spending would always 
increase aggregate demand, and thus would always lead to some recovery in the 
economy, i.e. to some increase in output and employment and profit. But again, 
these increases of output and profit only reverse the prior declines in these varia-
bles during the downturn; they do not solve the fundamental problem of insuffi-
cient profitability at full employment. According to Marx’s theory, this 
fundamental problem can be solved only if capital is devalued or if the “full 
employment rate of surplus-value” is increased. This combination of expansion-
ary fiscal policy and expansionary monetary policy might lead to a small 
increase in the rate of surplus-value by increasing the rate of inflation and redu-
cing real wages. But this effect is likely to be small in the short run.
 Therefore, Marx’s theory implies very different conclusions than Minsky’s 
theory with respect to the ability of expansionary fiscal policy to solve a profita-
bility crisis in the real sector, at least in the short-run (see pp. 000–000 for a con-
sideration of the long-run). Minsky’s theory implies that expansionary fiscal 
policy leads to higher profit and would always solve any profit problems that 
might exist. Marx’s theory, on the other hand, concludes that expansionary fiscal 
policy would lead only to short-run increases in output and profit, and would not 
solve the fundamental problem of insufficient profitability at full employment.

Central Bank intervention as lender of last resort

Minsky argues that Central Bank intervention as lender of last resort can always 
in principle stop a financial crisis (assuming the intervention is appropriate and 
timely). However, Minsky also argues that there is an undesirable side-effect of 
such successful intervention – there is much less debt liquidation, so that the 
financial structure of the economy continues to be fragile.
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 Marx’s theory would agree with this conclusion, and would add another 
undesirable side-effect to successful lender-of-last-resort intervention – it does 
not resolve the profitability crisis in the real sector. What is necessary to restore 
the rate of profit in the real sector, as discussed above, is to increase the rate of 
surplus-value and reduce the composition of capital (and reduce unproductive 
labor). Central Bank intervention as lender of last resort accomplishes none of 
these necessary adjustments. To the contrary, lender-of-last-resort intervention 
stops the bankruptcies from happening, and thereby inhibits the restoration of 
the rate of profit. Lender-of-last-resort intervention is even less successful in the 
long run than Minsky thought.
 Therefore, we can see from this Marxian perspective that bankruptcies in 
depressions are a necessary element of the adjustment process (i.e are “func-
tional”) for two reasons: 

1  bankruptcies partially eliminate debt, which restores financial stability, as 
emphasized in Minsky’s theory; and 

2  bankruptcies devalue capital, which restores the rate of profit, as emphas-
ized in Marx’s theory. 

The two theories combined imply that Central Bank intervention as lender of last 
resort, although it can stop a spreading financial crisis and spreading bankrupt-
cies, precisely because it stops the bankruptcies, it inhibits the adjustments that 
are necessary in order to restore the rate of profit and to restore financial stability, 
which would make possible another extended period of growth and prosperity.

Longer-run effects

Although government intervention policies do not directly increase the “full 
employment rate of profit” in the short-run, they may do so indirectly in the 
long-run in the following way: the government intervention policies would pre-
sumably stabilize the economy and “put a floor under profit,” as discussed above. 
The economy could then remain in such a state of “contained crisis” or stagna-
tion for many years, perhaps even decades, with slower growth and higher 
unemployment. The higher unemployment would put continual downward pres-
sure on wages. In addition, inflation might also increase, as another way for 
firms to restore their rate of profit, especially if the expansionary fiscal policy is 
accompanied by expansionary monetary policy. The net result would be constant 
or declining real wages, so that any increase in productivity during these years 
would increase the “full employment rate of surplus-value” and thereby also 
increasing the “full employment rate of profit.”
 Something like this seems to have happened in the past several decades in the 
US economy. Government intervention policies have prevented a major depres-
sion from happening and have “put a floor under the economy,” but they have 
also resulted in a long period of “stagflation.” Three decades of slower growth 
and higher unemployment have resulted in little or no increase in real wages 
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over this entire period,4 while productivity increases have been continual, first at 
slow rates through the mid-1990s, and then at faster rates since then. This com-
bination has produced a very significant increase in the rate of surplus-value over 
this period (it has roughly doubled from approximately 1.5 to approximately 
3.0).
 Indeed, the rate of surplus-value has increased so much over these decades 
that as of today (2007), the rate of profit seems to have almost fully recovered 
from its decline and restored to its early postwar levels. (I refer here to the “con-
ventional rate of profit” on the total capital invested, including unproductive 
capital, which declined approximately 50 percent from the early postwar period 
to the mid-1970s). Therefore, although the government intervention policies of 
this period did not directly increase the “full employment rate of profit” in the 
short-run, these policies were successful in stabilizing the economy at slower 
rates of growth and higher rates of unemployment than normal, which provided 
the conditions for a slow increase of the rate of surplus-value over many years, 
which eventually restored the “full employment rate of profit.”
 This almost complete recovery of the “full employment rate of profit,” 
without a serious depression and devaluation of capital, might seem to contradict 
Marx’s theory of the falling rate of profit. It is certainly not what Marx expected, 
but it can be explained on the basis of Marx’s theory. Even though the decline of 
the rate of profit was not caused by a decline in the rate of surplus-value, but 
instead was caused by increases in the composition of capital and unproductive 
labor, 30 years of stagnant real wages and increasing rate of surplus-value have 
finally been enough to offset these causes of the prior decline of the rate of 
profit. Therefore, 30 years of stagnant real wages appears to be a viable altern-
ative to bankruptcies and deep depression as a means of restoring the rate of 
profit, at least in this case. But it takes a long time (as of ten years ago, the rate 
of profit was still approximately 25 percent below its early postwar peak). 
Marx’s theory provides an explanation of why the restoration of the rate of profit 
has taken so long – because the rate of surplus-value had to overcome these prior 
and continuing increases in the composition of capital and unproductive labor. 
At the very least, the decline of the rate of profit and its slow recovery can be 
explained much better by Marx’s theory than by Minsky’s theory, which pro-
vides no explanation at all of these all-important trends.

Conclusion
I agree with Crotty’s conclusion that both Marx’s theory and Minsky’s theory 
have important roles to play in developing a comprehensive radical theory of 
capitalist crises. The main role of Marx’s theory is to provide a theory of profit 
in the real sector, and a theory of the tendency of the rate of profit to fall, as the 
main cause of crises in the real sector. The main role of Minsky’s theory is to 
provide a theory of the tendency toward financial fragility in the financial sector, 
as an additional cause of instability in capitalist economies. Such a combination 
of Marx’s theory and Minsky’s theory would provided a comprehensive theory 
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of crises and instability in capitalist economies, as due to internal causes, which 
is much superior to mainstream theories, which generally assume that capitalism 
is inherently stable, and that crises and instability are caused only be external, 
accidental causes.
 Minsky’s theory of financial fragility seems to be especially relevant to the 
current situation in the US economy. The Marxian problem of the falling rate of 
profit seems to have been more or less solved by the past 30 years of stagnant 
real wages and increasing rate of surplus-value. So the crucial question for the 
present time is whether the Minskian problem of financial fragility has also been 
solved, or perhaps has gotten worse. A thorough examination of this crucial 
question would seem to be a top priority for future research.

Notes
1 Lavoie and Seccareccia (2001) point out that Kalecki’s theory of profit, which Minsky 

seems to accept, contradicts Minsky’s theory of increasing financial fragility during an 
expansion. Even if individual firms increase their debt in order to increase investment, 
the increased investment results on the macroeconomic level in an equivalent increase 
of profit, and thus there is no increase in the aggregate debt/profit ratio. Lavoie and 
Seccareccia conclude from this contradiction that Minsky’s theory of financial fragility 
should be rejected. I conclude, to the contrary, that Minsky’s (i.e. Kalecki’s) theory of 
profit should be rejected.

2 It should also be noted that Marx’s theory of the falling rate of profit in Part 3 of 
Volume 3 of Capital is at a high level of abstraction; in particular, it is in terms of pro-
ductive capital and productive labor only. Unproductive labor – labor employed in cir-
culation and supervisory activities, which although entirely necessary in capitalist 
economies and which allow individual firms to collect profit, nonetheless (according to 
Marx’s theory) produce no additional value for the economy as a whole – is abstracted 
from. I, and others, have extended Marx’s theory to the “conventional” rate of profit on 
the total capital invested, which also includes unproductive capital invested in unpro-
ductive activities. The main new point in this extension of Marx’s theory is that the 
conventional rate of profit depends, not only on the composition of capital and the rate 
of surplus-value (as in Marx’s theory of the falling rate of profit), but also depends on 
the ratio of the wages of unproductive labor to the wages of productive labor 
(inversely), which in turn depends primarily on the ratio of unproductive labor to pro-
ductive labor (directly). If these ratios increase, then a greater share of the total surplus-
value that is produced by productive labor must be used to pay the wages of 
unproductive labor, and a smaller share is left over as the profit of capitalists, so that 
the conventional rate of profit declines. In this case, a restoration of the conventional 
rate of profit would require, not only an increase in the rate of surplus-value and a 
decrease in the composition of capital, but also a reduction in the ratio of unproductive 
labor to productive labor.

3 The Marxian theory of the “conventional rate of profit” (on the total capital invested, 
including unproductive capital, discussed above in footnote 2) suggests in addition that 
the “conventional rate of profit” could be increased by a reduction in the ratio of unpro-
ductive labor to productive labor. Expansionary fiscal policy does not accomplish this 
necessary adjustment either.

4 The long period of stagnation of real wages has also been caused by “globalization,” 
the essence of which is to move production to low-wage areas of the world, and also by 
the entry of China and India into the capitalist world economy, with their huge labor 
forces. The combined effect of these two changes has been to roughly double the labor 
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force of the capitalist world, and thus to greatly increase the global “reserve army,” 
which has exerted (and continues to exert) strong downward pressure on wages in the 
US and other advanced countries.

References
Arnon, A. (1994) “Marx, Minsky, and Monetary Economics,” in R. Pollin and G. Dymski 

(eds.) New Perspectives in Monetary Macroeconomics: Essays in the Tradition of 
Hyman P. Minsky, Ann Arbor: University of Michigan Press.

Crotty, J. (1985) “The Centrality of Money, Credit and Financial Intermediation in Marx’s 
Crisis Theory,” in S. Resnick and R. Wolff (eds.) Rethinking Marxism, New York: 
Automedia.

—— (1986) “Marx, Keynes, and Minsky on the Instability of the Capitalist Growth 
Process and the Nature of Government Economic Policy,” in D. Bramhall and S. 
Helburn (eds.) Marx Keynes, and Schumpeter: A Centenary Celebration of Dissent, 
Armonk: M. E. Sharpe.

—— (1990) “Owner-Management Conflict and Financial Theories of Investment 
Demand: A Critical Assessment of Keynes, Tobin, and Minsky,” Journal of Post Key-
nesian Economics, 12(4): 519–42.

Dymski, G. and Pollin, R. (1992) “Hyman Minsky as Hedgehog: The Power of the Wall 
Street Paradigm,” in S. Fazzari, and D. Papadimitriou (eds.) Financial Conditions and 
Macroeconomic Performance: Essays in Honor of Hyman Minsky, Armonk: M. E. 
Sharpe.

Lavoie, M. and Seccareccia, M. (2001) “Minsky’s Financial Fragility Hypothesis: A 
Missing Marcoeconomic Link?” in R. Bellfiore and P. Ferri (eds.) Financial Fragility 
in the Capitalist Economy, Northampton, MA: Elgar Publishers.

Mattick, P. (1969) Marx and Keynes: The Limits of the Mixed Economy, Boston: Porter 
Sargent.

Pollin, R. (1983) “A Theory of Financial Instability,” Monthly Review, 35(December): 
44–51.

—— (1997) “The Relevance of Hyman Minsky,” Challenge: 75–94.
Wolfson, M. (1994) “The Financial System and the Social Structure of Accumulation,” in 

D. M. Kotz, T. McDonough and M. Reich (eds.) Social Structures of Accumulation: 
The Political Economy of Growth and Crisis, Armonk: M. E. Sharpe.



11 Labor demand under strategic 
competition and the cyclical profit 
squeeze

Michele I. Naples1

The late-expansion profit squeeze analyzed by Boddy and Crotty (1974, 1975, 
1976) derives in part from wage increases (Crotty and Rapping (1975)). As 
unemployment falls cyclically, wages rise due to workers’ improved bargaining 
power, eroding profits. At some point a sufficient profit squeeze induces com-
panies to contract, and a downturn ensues. The subsequent recession restores 
workers’ economic insecurity, real wages slide, and renewed profitability leads 
to repeated expansion.
 In the course of the expansion, labor demand is treated as relatively autono-
mous from the wage. Wages rise as the economy grows, yet output and employ-
ment continue to expand. This is inconsistent with models of perfect or imperfect 
competition which assume an inverse relationship between wages and employ-
ment due to diminishing returns.
 This chapter suggests that the Boddy–Crotty theory of labor demand rests on 
a different approach, Strategic Competition (Naples (1998), Fazzari (Chapter 7)), 
which has Institutionalist and Post-Keynesian as well as Marxian roots. Strategic 
Competition is based on several non-Neoclassical assumptions. Firms face con-
stant short-run returns to labor. Companies make strategic choices and satisfice 
in a world of uncertainty rather than following short-run profit-maximizing algo-
rithms. They hire people for their potential; actual services elicited in the work-
place are not specified in labor contracts.2
 This chapter identifies flaws in existing theories of labor demand. It develops 
the Strategic Competition theory of wage determination in the absence of dimin-
ishing returns and short-run profit maximization. The conditions likely to gener-
ate no, positive, or negative feedbacks of higher wages on profitability are 
explored, then cyclically situated.

Constructing the demand for labor
Many heterodox analyses of labor demand incorporate Neoclassical assump-
tions. Efficiency-wage models of labor-effort extraction often assume both 
diminishing returns to labor and short-run profit maximization (Ash (2005)). 
Proposals for living wages defend against critics’ claims that higher wages will 
reduce labor demand, implicitly responding to Neoclassical labor-market 
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 analyses (Pollin and Luce (1998)). Yet, the dependence of jobs on wages stands 
on shaky ground.

Short-run returns to labor
In the Neoclassical view, diminishing returns to labor derive from the equipment 
and space becoming crowded with additional employees.3 Consequently mar-
ginal productive efficiency, i.e. output relative to labor-services rendered, 
declines as hiring expands.
 This claim belies the empirical evidence since the 1930s that companies 
operate under short-run constant or increasing returns to labor (Blinder et al. 
(1998); Crotty (2001); citations in Johnston (1960); citations in Miller (2001)). 
This section elaborates on the empirical and analytical source of short-run con-
stant or increasing returns.
 Even if capital is fixed in the macroeconomic short run, there are several 
ways utilization can increase without crowding the workplace. Capital is often 
divisible in use: a store has many cash registers, a fast-food restaurant has 
several grills, and a large office has hundreds of desktop computers. And 
empty work-stations do not enhance workers’ productivity. Companies typic-
ally have on hand more plant and equipment than are fully utilized (Steindl 
(1976); Dean (1951)), precisely because planned excess capacity promotes 
responsiveness to a sudden burst of demand without causing unit-cost 
increases. Companies often consciously choose to set up several smaller-
capacity pieces of  equipment rather than one large one to facilitate such flexi-
bility (Andrews (1949)).
 Let f represent the percent of an hour a piece of equipment is actually in use. 
Some machines are designed to be shared by several users in turn (e.g. photo-
copiers), and the extent of their utilization will be picked up by f. Some machines 
are used to provide direct services to customers, and will have a higher f when 
business is brisk, for any given employment level (e.g. cash registers); others 
have specialized uses and their f will depend on company demand patterns (e.g. 
sorting machines for large orders).
 Capital can also be used by different employees at different times of day. By 
adding overtime, shifts and weekend work, the workplace’s hours of operation 
can vary daily, weekly or monthly. Define h as the share of potential hours 
(24/day, 168/week, 61,320/year) the company is operating; changes in h change 
the extent of capital utilization without necessarily changing the capital-labor 
ratio for each worker (Andrews (1949)).
 Finally, the speed of the machine can sometimes be varied, independent of f 
or h (Dean (1951)).4 A stove’s temperature is raised to cook chickens faster 
during dinner hours at a fast-food or superstore take-out, or a hydroelectric dam 
is adjusted to generate more electricity when demand increases. Speed (s) is 
measured in proportion to the machine’s maximum potential speed.
 Then capital utilization is a (row) vector, μ, whose elements depend on these 
determinants:
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μi = fi * hi * si (1)

which is a pure number. Productive efficiency (PE), i.e. output per labor-services 
rendered (LS), will be

PE = q/LS = f(μ K/LS) (2)

where capital stock K is a column vector of various kinds of equipment, plant, 
and inventories, and its product with μ determines the flow of physical capital 
services (Naples (1988)). Note that if μi and LS change proportionately, their 
ratio will be unchanged, and employment increases will not cause diminishing 
productivity.
 While limited capital may be used more intensively if more workers are hired, 
it may also be used more intensively by the same workers if s increases. If one 
piece of capital equipment lies idle while another is in use, hourly f averages 50 
percent. Doubling a company’s workforce and doubling f will keep PE constant. 
Even if frequency and speed were at workable maxima, it would be irrational for 
a company to crowd this worksite rather than expanding h by adding overtime, 
shift-work and weekend work,5 or by reopening a site idled by recession.
 When companies choose to expand employment, neither PE nor APL

6 should 
fall. Instead the business maintains the staffing ratio designed for its equipment 
(e.g. one person per desktop computer), and expands by varying capital utiliza-
tion. Average and marginal productive efficiency, and ceteris paribus, produc-
tivity, are equal

APL = MPL (3)

and constant as the firm expands (Eichner (1987)).
 The absence of diminishing returns makes sense of the profit-squeeze 
analysis of the expansion. If productivity is uniform, the marginal worker’s unit 
labor cost is the same as the inframarginal worker’s, so there is no productivity 
or cost constraint on increased hiring in economic booms without wage 
reductions.

Short-run profit maximization vs. satisficing and long-run goals
However, constant labor productivity raises questions about profit maximization, 
often used to close analytical economic models. In short-run labor-market 
models, imposing profit maximization means de facto assuming that companies 
maximize their profits in the short run, since these are the only profits under 
consideration.
 Equation 3 implies that short-run profit maximization is not a viable business 
option.7 If marginal and average productivities are equal, then so are marginal 
and average variable unit costs. Short-run profit maximization would imply that 
price would be set equal to marginal cost, or in this case, that the wage would be 
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set equal to the value of the marginal product of labor. But since the 1930s 
(Aslanbeigui and Naples (1997)), economists have concluded that when price is 
no greater than average variable cost, the business could not cover any of its 
fixed costs and would therefore shut down. By extension, wage setting in accord-
ance with short-run profit maximization under constant labor productivity 
implies that workers would take home their entire average product (including 
what would otherwise cover overhead costs and profits), so all businesses would 
be at their shutdown points.
 It is more reasonable that corporations with long time horizons, as well as 
small businesses that hope to survive the next downturn, will make strategic 
decisions instead of maximizing (Eichner (1987: 360); Shapiro and Sawyer 
(2003: 364)). They may choose to sacrifice short-run profits if doing so advances 
their long-run strategic goal, such as maintaining market share, introducing a 
new product, infiltrating a new market, etc. Many business Institutionalists 
suggest that companies choose to “satisfice” (Simon (1979)) or obtain “a reason-
able profit” (Dean (1951: 460)) rather than maximizing in a dynamic and chang-
ing environment. There is no perfect foresight, and information is costly. It 
would be irrational to maximize on the basis of what turn out to be faulty 
premises.

The offer wage
Forgoing the assumptions of short-run profit-maximization and diminishing 
returns in the theory of the demand for labor means that productivity offers inad-
equate guidance for company wage decisions, even at the micro level. Institu-
tionalists argue that a company’s wage offer for each job is determined by 
administrative criteria, such as managerial or fiduciary responsibilities, and that 
potential productivity is embodied in the job rather than the person (Thurow 
(1998)). Certain key wages serve as reference for other wages relying on similar 
skills and technology in or across industries. Occupational wages vary by firm in 
accordance with its particular market niche and management culture, including 
with respect to women, minorities and immigrants.
 In the heterodox tradition, the chronic presence of unemployed or under-
employed competitors gives all employers significant labor-market power vis-à-
vis workers in setting wages (Boddy and Crotty (1975)). Management 
consultants like Dean (1951) see all companies as having some degree of market 
power in their local output market, if only by virtue of location; by extension, 
they would in their local labor market as well.
 If different companies have different degrees of labor-market power, they 
may offer different wages. Case studies of occupations and locales have 
observed that despite competitive pressures, wages tended to fall in a “range of 
indeterminacy” rather than conforming to a uniform market wage (Lester (1952); 
Dunlop (1998)).
 Wage determination has intricacies not captured by simple models, as the 
compensation-management literature attests (Henderson (2005)). Nevertheless, 
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this discussion of labor-market power suggests an expanded interpretation of the 
Post-Keynesian mark-up and an avenue for constructing the Strategic Competi-
tion theory of the wage offer.
 In the standard formulation, prices are interpreted as marked up on unit labor 
costs (ULC) and unit materials and energy costs (UMEC) (Shapiro and Sawyer 
(2003)):

P = (ULC + UMEC)*(1 + m) (4)

where the mark-up, m, covers overhead and profits. We can replace ULC with 
W/APL, and rewrite this equation as

P =   W ____ APL
  *(1 + a) (5)

for an expanded mark-up, α, that covers non-labor variable costs as well, follow-
ing Goldstein (1999). Traditionally the mark-up is understood to reflect the 
extent of overhead, the company’s profit-rate target, and its degree of output-
market power (Eichner (1987: 375–81)).
 It is illustrative to reframe this equation with wages as the dependent  
variable:

W =   
P*APL ______ 1 + a   (6)

For strategically competitive concerns, the wage depends on labor productivity 
and output price as mediated by the mark-up on unit labor costs, α. The above 
Institutionalist labor discussion suggests that a host of industry and company-
specific factors, including racial and gender criteria, may also be captured by α. 
Then α is a measure of our ignorance, a crucial factor in setting wages that 
cannot be known without applied industry-based research, namely, a historical, 
Institutionalist approach.

The effect of wages on labor demand under strategic 
competition: three cases
It is nevertheless possible to explore possible relationships between the wage 
and employment demanded analytically. Three cases will be considered: inde-
pendence, positive relationship and negative relationship. It will later be argued 
that each holds sway under particular cyclical conditions.

Case 1 Wage-neutral labor demand: Keynesian–Cross

Constant returns to labor imply constant average variable costs; therefore 
average total costs decline steadily as employment increases. Under Strategic 
Competition, there is no rising-cost constraint on expanding employment in 
response to higher demand as there would be in Neoclassical theory.
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 Then labor-hours hired depends not on the wage, but on the demand for the 
firm’s product (qD), given worker productivity,

LD =   
qD ____ APL

   (7)

Changes in company sales will shift labor demand without the mediation of price 
(namely, the wage rate), and company demand for labor is vertical.
 In this view, output demand affects labor demand through a quantity-quantity 
mechanism: a higher quantity of sales leads to a higher level of employment. 
This microfoundation arguably underpins the Keynesian–Cross Aggregate 
Expenditure model. Aggregating labor demand across companies and industries, 
any shift in aggregate expenditure (AE) calls forth an equal change in GDP and a 
proportionate change in employment without reference to the price level. So 
aggregate employment demanded (ND) is

ND =   AE ____ APL
   (8)

In Boddy and Crotty’s (1975) and Goldstein’s (1996) story of economic recov-
ery businesses expand in response to increases in aggregate expenditure. There 
is no appeal to wage changes in these characterizations of economic recovery, 
employment expands in direct response to greater effective demand for output, 
which is exogenous to the wage–employment relationship.

Case 2 Positive wage–employment relationship: wage-induced consumption

Some Radicals argue for a positive feedback of increased wages on consumption 
and therefore employment demand (Sherman (1997)). Followers of Kalecki 
(1971: 28), such as Lavoie (1998), expect wage increases to affect aggregate 
expenditure directly, causing employment increases. Keynes (1964) too foresaw 
a negative impact on consumer spending from lowering wages. Early advocates 
of union rights and minimum-wage laws shared this perspective (Kaufman 
(1993)), expecting wage-stabilization/wage increases to stabilize/expand 
employment. 
 This macro argument would not change Equation 7. Individual companies 
would hire in response to their sales, which are not likely to change appreciably 
by paying their workers more. But it suggests a fallacy of composition in extrap-
olating directly to Equation 8, if in the aggregate workers do purchase more 
when wages rise, pulling employment up.
 If higher wages raise consumption and therefore employment offered, the 
macroeconomic demand for labor would be upward sloping, despite the vertical 
microeconomic demand. This is not a trajectory of possible equilibrium points, 
but a causal model whereby employment offered depends on the wage as medi-
ated by the consumption function and aggregate expenditure. Unlike the Keyne-
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sian–Cross model, where consumption depends on GDP, in this Kaleckian 
formulation, wages drive consumption and therefore employment.

Case 3 Negative wage–employment relationship: cost-induced profit 
squeeze

Boddy and Crotty (1975) attribute the late-expansion profit squeeze in part to 
rising wages. Goldstein (1996) has emphasized that this cyclical argument holds 
even when real wages are trending downward, as in recent years. The increased 
unit labor costs are not fully passed on in higher prices, and profitability declines. 
Rising costs eventually push workers out of jobs via their deleterious effect on 
profits, even if productivity is constant.
 Equation 7, the company’s demand for labor, is replaced with a more complex 
causal model:

LD = g (   qD ____ APL
  , F ) , (9)

for some measure of company financial health, F. This measure is itself a com-
posite of profit performance in the recent past, debt and interest rates, as well as 
current profitability. Beyond some threshold level of F, LD responds directly to 
lower F even if the first term is rising. Equation 7 becomes a special case of 
Equation 7′, which begs the question of when g2 ≠ 0.
 Some have suggested that companies can pass on cost increases, bypassing 
any cyclical profit squeeze (Epstein (1991)). Nevertheless extensive empirical 
research confirms procyclical real wages (see citations in Goldstein (1996: 88); 
Lavoie (1998: 109)). This suggests that administered pricing prevails rather than 
Neoclassical marginal-cost pricing. Under the former, it is industry’s practice “to 
change prices infrequently and to attempt to . . . refrain from major price 
increases in periods of rising demand” (Dean (1951: 457)). This avoids losing 
customers to substitute goods, preserves client loyalty and prevents a longer-run 
loss in sales (Shapiro and Sawyer (2003); Lee (1998: 212–14)). The press of 
competition, e.g. from imports (Goldstein (1996: 84, 88)), or simply the uneven 
experience or knowledge of others’ wage increases constrains company mark-
ups and permits real wages to rise.
 The late-expansion vulnerability of profits rests on the particular form com-
petition takes in expansions. Competitive pressures on companies to cut costs 
are mitigated by the benefit of the growing economy for profits (Goldstein 
(2006)). Dean (1951) argues that the focus of competition in the boom is to 
expand markets and market share; it is in the contraction as the pie shrinks that 
cost-cutting becomes crucial. Those companies that do not engage in product 
innovation and create new markets for themselves in expansions will not survive 
recessions any more than successful expanders who do not cut costs in down-
turns (Crotty (2000)). This suggests that rather than conceiving of competition as 
attenuating in the late-expansion, the unique shape competition takes is what 
creates the potential for the late-expansion profit squeeze.
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 In Case 3, wage increases impair profitability. Some level of F serves as the 
tipping point beyond which further wage increases lead to layoffs (Equation 7).8

The context for each macroeconomic wage–employment case
The macroeconomic demand for labor depends on factors that vary cyclically. 
The cyclical sensitivity of consumer spending and of profits to wage changes 
will be taken up in turn.

The sensitivity of consumer spending to wage changes

For several reasons, current wage changes may have little impact on aggregate 
expenditure. Until consumers know that their income change is permanent, they 
are not likely to spend any extra money earned (Goldstein (1999: 79)). Workers 
in cyclically sensitive industries, such as construction and manufacturing, are 
familiar with the pattern of tight labor markets and rising wages in the boom, 
and scarce jobs in the recession, and are unlikely to treat cyclical wage increases 
as if they were somehow on a new higher-income trajectory.
 Workers are also uncertain about inflation. A nominal wage increase may or 
may not translate into higher real purchasing power. In recent decades inflation 
has tended to erode real household income. Even union cost-of-living clauses are 
only partial adjustments. Uncertainty about inflation will reduce any tendency to 
spend wage gains.
 This suggests that a feedback from wage increases to higher aggregate expen-
ditures is not automatic but contingent, and more likely if perceived as perma-
nent and real. We cannot draw a positively sloped macroeconomic demand for 
labor; it is more accurate to treat the aggregate demand for labor as vertical and 
AE as exogenous.

The effect on profits of wage gains

Assume that, despite these caveats, sustained wage increases do at some point 
promote higher consumer spending as Kaleckians and some Post-Keynesians 
believe. Such an expansion of sales will tend to raise profits, ceteris paribus. 
Unlike Neoclassical models, where companies only produce until marginal cost 
equals marginal benefit and then stop expanding, Post-Keynesians argue it is in 
companies’ interest to produce as much as they can sell (Eichner (1987)). Abstract-
ing from changes in unit labor costs, as demand expands companies gain higher 
profits from two sources: high unit profits as overhead costs are spread over more 
items so average total costs decline, and higher total profits from increased sales.
 To clarify, the profit rate (∏) may be expressed in terms of the profit margin, 
Πm:

∏ =   
Πmq
  _____________________________    ( W/APL + UMEC ) q +  ( PKK + OLC )    , (10)
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where OLC represents overhead labor costs and PK is a row vector of historic 
capital-good prices. If current labor and material costs are small relative to fixed-
capital and overhead-labor costs, then from Equation 5 and a scalar measure of 
aggregate capacity utilization, υ = q/qp (potential output),

∏ ≈   
Πm ________________  PKK + OLC/(υ*qp)

   =   
υ*Πm ______________   ( PKK + OLC ) /qp

  . (11)

The denominator represents the capital intensity of production, the extent of 
employee surveillance, and of overhead labor. The numerator on the right differ-
entiates the positive impact of increased sales on the profit rate via υ from the 
negative impact of a lower profit margin from rising labor costs.
 It is tempting to conclude that the issue is whether increased demand (through 
rising υ) outweighs rising costs (through falling Πm). However, high demand 
does not directly translate to higher capacity utilization, which also depends on 
its denominator, the extent of capacity. Given the procyclical behavior of invest-
ment, allowing for some time between initial investment spending in the early 
expansion and final plant opening, capital grows in the latter portion of the eco-
nomic expansion.9 But this implies that the same proportionate increase in AE 
during the late expansion will have less impact on υ than it would have had 
earlier, because simultaneously the denominator of υ is expanding due to the 
expanded capital stock. Since investment lags the cycle, this expanded-capacity 
effect will likely extend into the onset of recession, reducing υ even faster than 
AE falls, and exacerbating the crisis phase. It means that the likelihood that a 
profit squeeze from rising unit labor costs would dominate any induced- 
consumption effects is greatest in the very phase of the cycle when induced con-
sumption is most likely due to sustained wage increases – the late expansion. 
Case 2 is not very probable.

Summary: the cyclical pattern for the wage–employment 
relationship
The effect of wage changes on the macroeconomic demand for labor depends on 
the phase of the business cycle. In the early expansion, Case 1 dominates, as 
companies hire more workers in response to higher sales without attending to 
wages. Unemployment is still high and fear of job loss prevents workers from 
pressing for higher wages. At the same time, constant returns and administered 
prices means companies respond to higher aggregate expenditure by increased 
labor demand, without any prior wage change.
 As the expansion proceeds, economic insecurity is mitigated by employment 
growth. Workers as individuals and as groups have an improved bargaining posi-
tion to negotiate higher wages. This pattern is consistent with either Case 1 or 
Case 2, since these wage increases do not hurt employment demand – employ-
ment responds directly to AE. Whether wage increases have also promoted 
higher consumption, capital utilization and therefore profitability is an empirical 
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question. It depends on both the consumption–wage link, and the timing of the 
opening and operation of new facilities and equipment. In this phase, the expan-
sion of effective demand plus any increased consumption spillovers from higher 
wages dominate profit-squeeze effects.
 The late expansion (from peak profitability to the cycle peak – Boddy and 
Crotty (1975)) is by definition the period where the profit-squeeze overwhelms 
any benefits from expanding demand. The analysis presented here shows that 
part of the reason for this change is the very acceleration of spending in the 
earlier period: new capital has been brought into production, and as capacity 
expands, utilization drops. While the economy continues to expand, labor 
demand fits into Case 1 or 2). Once companies reach their tipping point, the 
demand for labor shifts back, not because of declining AE, but worsening finan-
cial circumstances. This is initially Case 3, but as F worsens and AE falls, we 
return to Case 1 in the downward direction.

Conclusion
This chapter has illustrated the Strategic Competition theory of employment 
demand under the cyclical profit squeeze. Constant returns to labor prevail, given 
companies’ practice of varying utilization by changing hours of operation, 
machine speed and frequency of use of machines in lieu of crowding the work-
place. Short-run profit-maximization is not a viable assumption under constant 
returns, and strategic companies will satisfice and pursue long-run profit strat-
egies rather than maximizing short-run profits. Together these motivated the rel-
ative autonomy of wage-setting from company employment decisions, driven by 
expected sales. Wages are not determinate a priori but are historically contin-
gent, requiring empirical research to close the labor-market model.
 The dependence of the wage–employment relationship on cyclical factors 
provides the microeconomic foundation for the late-expansion profit-squeeze. 
Even allowing for the Kaleckian case that a higher wage may lead to higher con-
sumption (an empirical question), profits will nevertheless be squeezed once new 
capacity begins operation later in the expansion. The three cases outlined above 
expose the labor-market underpinnings implicit in Boddy and Crotty’s (1975) 
macro story.

Notes
1 Thanks especially to Nahid Aslanbeigui, Jim Crotty, Jon Goldstein, Teresa Ghilarducci, 

Margaret Andrews, Fred Lee, Al Campbell, Gil Skillman, my students, and Rebellious 
Macroeconomics conference participants for helpful feedback.

2 This assumption underpins the late-expansion productivity slowdown (Naples (1998)).
3 Joan Robinson (1953) observed that adjusting output by adding more workers to equip-

ment requires redesigning the production process with every hire.
4 Dean’s Managerial Economics rewrote graduate MBA economics from an Institution-

alist perspective; it dominated the postwar textbook market through the 1950s and 
1960s.
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5 Whether night-time or weekend work pays a premium depends on the industry and 

locale. Some sectors require weekend work without premium pay in alternating shifts 
(e.g. nursing homes, public libraries). In others, night work is less desirable entry-level 
work while daytime slots are prized and pay more.

6 APL = PE*LP*LI, where LP is labor performance per effort exerted, and LI is labor 
intensity, or hourly effort (Naples (1998)).

7 Crotty (2001) makes a similar argument for core industries with excess capacity. In 
companies with significant scale economies, marginal costs lie far below average total 
costs and rise slowly if at all, which also obviates marginal-cost pricing.

8 Goldstein (1996: 68) observed the seeming delay of the profit-squeeze in recent expan-
sions. Alternatively, the profit peak may have more rapidly led to a downturn due to 
greater financial fragility with high debt overhangs, or proactive Fed intervention.

9 Crotty and Rapping (1975: 796) suggested that late-expansion investment in labor-sav-
ing techniques will not come online until early in the next expansion. In conversation 
at the conference, Ray Boddy reported that metal-working supervisors often let new 
equipment sit idle rather than miss production goals, given a likely learning curve and 
needed adjustments. Keynes (1964), however, saw the advent of additional capital 
assets of a particular type in the boom as explaining downward sloping marginal effi-
ciency of capital. Arguably new office buildings or equipment (desktop computers, 
forklifts) will take less time to be put into operation than new manufacturing processes; 
an office complex can be built, furnished and opened in one year.

 Sherman’s (1997) view that late-expansion stagnant growth of capacity utilization 
reflected limited demand did not perceive this likely supply-side impact.
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12 Cyclical labor shares under 
Keynesian and neoliberal 
regimes1

Raford Boddy

Introduction
It has become increasingly accepted by heterodox economists that in the era of 
the Keynesian compromise, the depletion of the reserve army increased labor 
share, reduced the rate of profit and directly or through its impact on policy 
served as an integral cause of the cyclical downturns. In the era of neoliberalism, 
do the economic and political weaknesses of labor mean that nexus no longer 
operates?
 In this chapter I provide a framework to understand cyclical labor shares 
based on reserve army theory and the influence of capacity utilization on the 
ability of firms to markup or pass along unit labor costs increases as price 
increases. While it builds on the work of colleagues it better handles the shift of 
labor shares from early expansion to late expansion and comes closer to a unified 
theory of labor share over the cycle. I then use this model to explore how the 
shift from the Keynesian compromise to neoliberalism has changed the relation-
ship of cyclical labor share to the underlying determinants of capacity utilization 
and unemployment.
 It will be no surprise that the relationship of labor share to capacity utilization 
and unemployment has shifted between the two regimes. What may be more sur-
prising is that the functional forms linking labor share to capacity utilization and 
unemployment have remained largely intact.

Modeling cyclical labor share
The typical decomposition shows labor share as WL/PQ, where W is the nominal 
wage; L is labor paid for; P is an implicit deflator; Q is a real index of value 
added. Labor share can be written as:

WL/PQ = (W/P) (Q/L)–1 (1)

Within the business cycle, the implicit deflator of a sector’s product, P, is likely 
to differ from the CPI for urban workers. Correspondingly, the product real wage 
W/P will diverge from the purchasing power real wage W/CPI.
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 The inverse of labor share can be written as the mark up of the nominal price P 
to unit labor cost WL/Q.

PQ/WL = P/(WL/Q) (2)

When the emphasis is on the relationship of the two broad classes of capital and 
labor the determination of the labor share is often expressed through Equation 1 
as the outcome of bilateral negotiation (class struggle) between capital and labor 
over the product real wage given labor productivity. Where product market 
mediation is primary, the markup model in Equation 2 comes to the fore and the 
struggle or bargaining between labor and capital is brought in indirectly. Since it 
is strictly a matter of algebraic decomposition it does not really matter if the 
explanation of labor share is framed as the result of bilateral negotiation or the 
inverse of labor share is explained as the markup over unit labor costs.
 I begin with three well-known explanations of labor share or its inverse. The 
overhead labor-wages lag hypothesis long identified with Sherman (1972, 1997) 
makes labor share a function of capacity utilization. The depletion of the reserve 
army theory hypothesis closely identified with Boddy and Crotty (1975) makes 
labor share a function of unemployment. The markup theories of Goldstein 
(1986, 1996) make the inverse of labor share a function of unemployment and 
capacity utilization. Since Goldstein’s views on the impact of unemployment are 
along the lines of Boddy and Crotty, it is his theory on the impact of capacity 
utilization that is of concern here. I begin with Boddy and Crotty on the role of 
unemployment and then turn to the contributions of Goldstein and Sherman on 
the role of capacity utilization.

Unemployment and the strength of labor
Boddy and Crotty focused on the increase in labor share in the second part of the 
expansion as the outcome of the rising strength of labor. Declining rates of 
unemployment increase labor share by increasing product real wages for given 
levels of labor productivity. According to Boddy and Crotty the depletion of the 
reserve army can also directly affect labor productivity.
 Although Boddy and Crotty (1975) carried out the analysis in the Burns–
Mitchell NBER cyclical stages framework and not with econometrics, we argued 
– presciently for my purposes in the present chapter – that the confidence of 
labor would depend both on the level of unemployment and on the change of 
unemployment. Most workers are not directly affected by bouts of unemploy-
ment. Their confidence should be high when the rate of unemployment is low 
but confidence should also be affected positively if the rate of unemployment is 
decreasing. Based on the above arguments, I assume that the change in labor 
share depends on both the rate of change of unemployment and its level. It is 
crucial to understand the implications of the inclusion of the level of unemploy-
ment as a determinant of the change in labor share. Suppose that the rate of 
unemployment is extremely low but unchanging. In the absence of the level of 
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unemployment the prediction would be that labor share would remain constant. 
With the inclusion of the level of unemployment the prediction becomes that 
labor share would continue to rise.

Capacity utilization and the strength of capital
Goldstein (1996) argues that the degree of product market competition falls as 
the level of capacity utilization rises. The robustness of the economy reduces 
cut-throat competition. If capacity utilization changes the markup of price to 
marginal cost at all, it makes sense that the markup would increase as capacity 
utilization increases. With domestic production high relative to capacity, buyers 
have less demand substitutes. Assuming short-run constant returns to scale the 
markup ratio is also the ratio of revenue to average variable costs.
 Because markups and product price elasticities of demand are framed for gross 
revenue it will be important to understand their implications for value added. 
Assume that materials inputs are proportionate to real output and the degree of 
monopoly is the same for final goods and the intermediate inputs. The markup of 
value added over labor cost will be the same as price over full unit costs. Hall (1986) 
shows that in general the value added markup overstates the gross output markup 
with the overstatement increasing in the ratio of materials cost to total revenue. The 
goal here is not to ascertain the gross output markup but to ascertain how business 
conditions affect labor share of value added. Goldstein’s markup theory implies that 
the inverse of labor share will increase as capacity utilization increases. Labor share 
as a proportion of value added will fall as capacity utilization increases.
 The overhead labor-wages lag hypothesis of Sherman (1997) also links 
declining labor share to increasing capacity utilization. Causation runs initially 
from a collapse in aggregate demand to a collapse in capacity utilization to a col-
lapse in labor productivity due to overhead or hoarded labor, and finally to an 
increase in labor share in the face of a lag in real wages. In the ensuing recovery 
demand increases, capacity utilization increases, labor productivity increases, 
real wages remain relatively quiescent and labor share decreases. With overhead 
labor this decrease in labor share can occur in the presence of a constant markup 
over variable production labor costs. In the absence of overhead labor, labor 
share will only decrease if the markup increases as capacity utilization increases. 
In either case the change in labor share depends negatively on the change in 
capacity utilization. The markup hypothesis of Goldstein and the overhead 
labor–wages lag theory of Sherman have exactly the same implications. The 
change in labor share depends negatively on the change in capacity utilization.
 According to Boddy and Crotty the change in labor share is a function of both 
the change and the level of the rate of unemployment. According to Goldstein 
and Sherman the change in labor share is a function of the change in capacity 
utilization. The two conditioning variables – unemployment and capacity utiliza-
tion – enter in an asymmetric fashion. The model is then

∆st = α1∆ct + β1∆ut–1 + β2(ut–1 – U) + νt (3)
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where, st is labor share; ct is capacity utilization rate; ut is the rate of unemploy-
ment; U is the unemployment threshold and νt is a random error term.

Instead of positing a generalized lag structure, I have chosen to illustrate the 
empirically determined lag found in this study. The specific lags shown in Equa-
tion 3 are not part of the hypothesis.
 The threshold U enters as an unknown parameter in Equation 3. Separating 
and collecting the terms involving the threshold, the regression becomes,

∆st = Ѕ + α1∆ct + β1∆ut–1 + β2ut–1 + νt (4)

where the intercept Ѕ = –(β2U). The point estimate of the threshold U = –Ѕ/β2.
 In Equation 3 and therefore Equation 4 labor share is expressed directly in 
terms of its determinant variables. An alternative approach is to explain product 
real wage and labor productivity as a function of capacity utilization and unem-
ployment and then combine the two explanations into an explanation of labor 
share. From Equation 1:

dlog (WL/PQ) = dlog (W/P) – dlog (Q/L) (5)

Boddy and Crotty hypothesized that labor productivity depended on the unem-
ployment rate. Perhaps labor productivity depends only on capacity utilization. 
From Equation 5, it is clear that in explaining labor share it does not matter if the 
determining variable works through labor productivity or through the product 
real wage. The resulting equation comparable to Equation 4 for the same deter-
mining variables is:

dlog st = £ + α1dlog ct + β1dlogut–1 + β2ut–1 + νt (6)

I have made estimates of Equation 4 and Equation 6. Because the variables have 
little or no trend, the goodness of fit for the arithmetic differences of Equation 4 
and the log differences of Equation 6 are very similar. Because it is easier to 
interpret the arithmetic changes, the estimates for the two regimes presented in 
this chapter are based on Equation 4.

Estimates for Keynesian and neoliberal regimes
The estimates of this chapter are for labor share out of gross value added in the 
nonfinancial corporate business sector (NFC). Others such as Weisskopf (1979) 
have worked with the labor share out of NFC net value added. The labor share 
out of net value added fits better in Weisskopf’s framework for the decomposi-
tion of the rate of profit on net capital stocks. I believe that cyclically the labor 
share out of gross valued added is a better measure of what is “up for grabs” in 
bilateral bargaining and that profits gross of depreciation allowances are a better 
measure cyclically of what is important to capital.
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 I present in Table 12.1 estimates of the labor share for an interval of the Key-
nesian compromise, for a connecting transition period, and for an interval of the 
still continuing neoliberal era. Two key elements of the Keynesian compromise 
were the active use of Keynesian policy and the fixed exchange rates of Bretton 
Woods. Both of these were unraveling by 1972. For the neoliberal era two key 
elements have been flexible exchange rates and the adoption of a monetary 
policy predicated on inflation stability. The monetary policy was not in place 
until the appointment of Volcker as Chair of the Fed in August 1979. In Table 
12.1 each regime and the intervening transition are dated from trough quarter to 
trough quarter. Of the nine complete cycles starting in 1949:4, cycles I–IV fall in 
the Keynesian period, cycles V and VI in the transition interval, and cycles 
VII–IX in the neoliberal period. Bakir and Campbell (2006) suggest a somewhat 
similar demarcation of the regimes. They date the economic regime change 
beginning in the early 1970s and “full neoliberalism” commencing with cycle 
VIII in 1982:4.
 The estimates in column (1) for the Keynesian regime show as hypothesized 
by Goldstein (1996) and Sherman (1997) that changes in capacity utilization 
negatively affect the change in labor share. As hypothesized by Boddy and 
Crotty (1975) both the change in unemployment and the level of unemployment 
here lagged one period negatively affect the change in labor share. Decreases in 
unemployment and low unemployment both increase labor share. All three vari-
ables are significant at the usual levels. Turning to the column (3) estimates for 
the neoliberal regime we find the same pattern as for the Keynesian compromise. 
Although the coefficients have fallen roughly by half for both the change in 

Table 12.1 Labor share over Keynesian and neoliberal regimes

Variable (1) Keynesian  (2) Transition (3) Neoliberal 
 1949:4 1970:4 1970:4 1980:3 1980:3 2001:4

Intercept  0.93 (.33)  0.67 (0.61)  0.53 (0.29)
Change in capacity  –0.21 (0.04) –0.18 (0.06) –0.12 (0.07) 
utilization
Change in unemployment  –0.52 (0.18) –1.54 (0.28) –0.08 (0.23) 
rate, one period lag
Unemployment rate one  –0.18 (0.07) –0.08 (0.10) –0.09 (0.04) 
period lag
Unemployment threshold  5.2%  7.9%  6.0%
Adjusted R-square  0.43  0.50  0.09
Durbin-Watson  2.17  1.97  2.07

Sources: labor share for the nonfinancial corporate sector is the ratio of two quarterly Bureau of Eco-
nomic Analysis NIPA series for Compensation of Employees and Gross Value Added (Table 1.14). 
Capacity utilization is the Federal Reserve series for capacity utilization for manufacturing on a quar-
terly basis (Table B0004.S). Unemployment is Bureau of Labor Statistics unemployment rate for 
civilian population 16 years and over on a quarterly basis (Series ID LNS14000000).

Note 
Dependent variable is change in labor share.
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capacity utilization and the level of unemployment they remain significant. The 
coefficient for change in the rate of unemployment falls precipitously and is non-
significant. What really falls between the two regimes is the adjusted R-square. 
Whether one is a proponent of the reserve army hypothesis or the overhead 
labor-wages lag (markup) hypothesis or both, the outcome of the policies of the 
neoliberal regime has been to diminish the combined effects. The functional 
form has remained intact. As we shall see the functional form with its dimin-
ished values has implications for both the length of the business cycle and what 
brings the cycle to its end in the neoliberal era.
 As shown in Equation 3 the impact of the level of lagged unemployment 
operates through its deviation from threshold unemployment U. When the level 
of unemployment is below threshold it drives labor share up. For the Keynesian 
regime the point estimate of the unemployment threshold U is 5.2 percent. For 
the neoliberal regime it is 6.0 percent. The relative gap between the thresholds 
for the two regimes is in the expected direction but one should not read very 
much into the individual threshold magnitudes. The threshold U = –Ѕ/β2 is a non-
linear function of the regression coefficients of Equation 4. Staiger et al. (1997) 
note that confidence intervals for such threshold variables require Monte Carlo 
techniques and the confidence intervals can be quite wide. In the comparison of 
the two regimes it is the response of the change in labor share to the level of 
unemployment and the other two variables that is most important and not “confi-
dence” in the individual unemployment threshold values.
 The estimates of Table 12.1 are by ordinary least squares (OLS). For unbi-
ased estimates OLS requires that the error terms are not correlated with the inde-
pendent explanatory variables. There are two reasons that it is not likely to be 
the case. In the specification of a larger model contemporaneous changes in 
capacity utilization would be an endogenous variable. Also, the measure of 
capacity utilization has manufacturing output in its numerator. At the same level 
of aggregation, output per unit of capacity explains output per worker which in 
turn partly explains labor share. The explanatory variable is correlated with the 
disturbance term. Typically one tries to obtain consistent estimates by choosing 
instrumental variables correlated with the explanatory variables but not corre-
lated with the disturbance term. Although military expenditure is a good instru-
ment for the Keynesian period, I have found no instruments that work over both 
regimes. As Moore (1977) states, business cycles are “Partly Exogenous, Mostly 
Endogenous.” Strong instrumental variables for this model may be hard to come 
by.
 How do the estimates of Table 12.1 compare to the estimates of other col-
leagues? The most directly comparable estimates are those of Hahnel and 
Sherman (1982) and Sherman and Kolk (1996). Both of these studies assume 
that the level of labor share depends on the level of capacity utilization and the 
level of unemployment. Hahnel and Sherman work in first differences to elimi-
nate trends in variables. Sherman and Kolk do not. In first differences their 
model is a subset of Equation 4 which underlies the estimates of Table 12.1. The 
estimates of Table 12.1 imply that their model is a misspecification of Equation 
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4. The misspecification is fundamental. Their model makes little differentiation 
between what happens in the early part of the expansion and the later part of the 
expansion. So long as capacity utilization is increasing and unemployment is 
falling it makes no difference in their model if we are in the early part of the 
recovery or the last part of the expansion. The model behind Table 12.1 implies 
a fundamental change in the relationship between labor share, capacity and 
unemployment between the early expansion and the late expansion. As evi-
denced by the estimates for the Keynesian regime, high and stable levels of 
capacity utilization and low unemployment not only meant a high labor share it 
meant an increasing labor share. In the neoliberal regime that implication is cer-
tainly less strong, but it remains.
 Having included them, I will make a brief comment on the estimates of 
column (2) of Table 12.1 for the transition period. On the surface they too make 
a case for the importance of capacity utilization and unemployment – measured 
by R-square seemingly the best case of all. I think that case is spurious. Lucas 
(1976) is generally correct that coefficients which record the responses of eco-
nomic agents are influenced by the policies faced by those agents. This should 
especially be, and has been the case as shown in Table 12.1, when the policy 
changes are so large as to constitute regime change. When the policies are gener-
ally coherent as they were in the Keynesian regime and are now once again in 
the neoliberal regime there can be a coherent interpretation of the coefficients. 
My sense is that was not the case for the transition period. The transitional 
decade was a period of inconsistent and incoherent policies. That is why it is 
correctly treated as a transition period.

Labor productivity and real wages in the neoliberal era
The Bureau of Labor Statistics (BLS) publishes a quarterly series on labor pro-
ductivity (1992 = 100) for NFC that is consistent with the NFC series on labor 
share out of gross value added that has been used in this chapter. Knowing labor 
share and labor productivity it is straightforward through Equation 1 to derive a 
quarterly series of the implied product real wage for NFC (1992 = 100). I show, 
in Figures 12.1 and 12.2, the relative movements of the product real wage and 
labor productivity for the two major neoliberal expansions. For each expansion, 
the beginning value of labor productivity is “normed” to be equal to the begin-
ning value of the product real wage. (The actual gaps between the two indexes at 
the beginning of each expansion are quite small.) The scale on the vertical axis 
is the index of the product real wage (1992 = 100).
 In addition to tracing out the movements of labor productivity and product real 
wage one can also read the movements of labor share in Figures 12.1 and 12.2. 
To compare the labor share at a particular quarter to the beginning labor share 
one takes the ratio of the product real wage to labor productivity. When the 
product real wage is below labor productivity the corresponding labor share is 
below the labor share at the beginning of the expansion. When the normed 
indexes of labor productivity and product real wage converge, the labor share is 
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again equal to the labor share at the beginning of that expansion. Within each 
expansion the spatial gap between the two lines is a good representation of the 
movements in labor share. Since the vertical axis in Figure 12.2 is compressed 
almost twice as much as in Figure 12.1, it is not the case that a larger spatial gap 
in Figure 12.1 compared to the spatial gap in Figure 12.2 translates to a larger 
change in labor share. The maximum change in labor share in the 1990s is 
roughly twice the maximum change in the 1980s.
 For the expansion beginning 1982:4 labor productivity flattens out by 1986 
and then grows until two years before the end of the expansion. For the expan-
sion as a whole the average annual exponential rate of growth of labor produc-
tivity is 1.7 percent. From its cyclical nadir in 1984:2 labor share increased from 
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65 percent to 67 percent in 1986:2. From 1986:2 to the end of the expansion it 
falls to 66 percent. Starting at an unemployment rate of 10.7 percent at the 
beginning of the expansion, the rate of unemployment does not go below 6 
percent until the third quarter of 1987. The rate of capacity utilization does not 
go above 80 until the first quarter of 1987. This cycle ended more from Green-
span’s concern about the impact of the large increase in debt related to the 
savings and loan debacle on the stability of the monetary system than it did from 
any push by labor.
 For the expansion of the 1990s, labor productivity increased to the second 
quarter before the end of the expansion. For the expansion as a whole labor pro-
ductivity increased at 2.2 percent per year. Labor share fell until 1997:2 only to 
recover to its initial share value before the end of the expansion. From its low of 64 
percent, labor share increased to 68 percent. This turnaround in labor share implies 
a 9 percent decline in profit share. Unlike in the expansion of the 1980s where 
unemployment never fell below 5 percent for more than one quarter, unemploy-
ment was below 5 percent from the second quarter of 1997 and averaged below 4 
percent for the last year of the expansion, 2000. Unemployment had not been 
below 4 percent in the past 30 years. Capacity utilization, however, was held in 
check in the period after 1997 by imports of finished goods. The NFC firms had no 
pricing power. From 1997 to 2000 the NFC gross value added deflator increased 
less than three-quarters of 1 percent per year. The idea that flexible exchange rates 
make it possible for firms to pass on unit labor cost and thereby maintain share is 
clearly not supported by the movement in labor share from 1997–2000.
 What happened? There appears to be several things that interacted to mislead the 
neoliberal policy-makers – particularly the Fed. From 1997:1 to 2000:1 the average 
annual increase in the implicit GDP deflator was less than 1.5 percent. In the 
absence of significant inflation, there was an understandable pressure from a 
Democratic president to increase output and decrease unemployment. Even though 
it was known that money wages were rising, price movements which were held 
down by imports did not appear to justify a contractionary monetary response. 
Greenspan also appeared to hesitate to sop up asset bubble inflation. The low 
unemployment and the increasing labor share materially reduced profits and did 
much more to contribute to the break of the bubble than any belated actions of 
Greenspan. One difference from the expansions of the Keynesian period, and it is 
an important one, is that the expansion meandered along at a snail’s pace in terms 
of real GDP growth for a much longer time before the neoliberal policy-makers 
mistakenly laid the foundation for the large increase in labor share and the drop in 
the profit rate. It’s a mistake that they appear in no hurry to repeat.
 What happened to the real wage, particularly for the crucial period 1997–2000 
when labor share strongly squeezed the profit share? The real wage and the 
product real wage are linked by the identity

W/CPI = (P/CPI) (W/P) (7)

where the CPI is for urban workers.
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 On a year over year basis from 1997–2000 the product real wage for the NFC 
increased 4.3 percent per year. The NFC value added deflator increased only 0.5 
percent per year. The CPI increased 2.2 percent per year. The implied real wage 
for the NFC therefore increased 2.6 percent per year. A comparable calculation 
for the nonfarm business sector shows a real wage increase of 3.0 percent per 
year over the same period. Over the average cycle we can expect labor productiv-
ity and the real wage in the business sector as a whole to grow at approximately 
the same rate. For a narrower sector such as the NFC, the labor productivity of 
the sector affects the real wage only insofar as it affects the product real wage in 
Equation 7. And that takes us back to the key role of labor share.

Conclusion
A properly specified model linking labor share to capacity utilization and unem-
ployment helps to explain the complex movements of labor share over the cycle 
– especially the shift from early expansion to late expansion. When applied to 
the Keynesian and neoliberal regimes, it shows that labor share was much more 
responsive to capacity utilization and unemployment in the Keynesian period 
than it has been in the neoliberal period. Still the functional form has remained 
intact. Based on that functional form and the movements of labor productivity 
and product real wage we can conclude that unemployment in the 1980s never 
got sufficiently low to play anything more than a minor role in the end of that 
long expansion. During the expansion of the 1990s the decrease in unemploy-
ment, and its low level, contributed integrally to the decline in the rate of profit 
and the end of that expansion.

Note
1 I am grateful for discussions with my colleague Tia Hilmer on cointegrated processes. 

My colleague Bill Carter has shared his insights as to what was happening in the 
second halves of the two long neoliberal expansions of the 1980s and 1990s.
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13 Economic crises and institutional 
structures
A comparison of regulated and 
neoliberal capitalism in the USA

David M. Kotz

Introduction1

Several analysts have suggested that the dominant cause of capitalist economic 
crises depends on the institutional structure of capitalism at a particular time and 
place (Wright, 1979; Wolfson, 2003; Kotz, 2008). Some have suggested that the 
highly regulated form of capitalism in the post-World War II decades was particu-
larly vulnerable to the reserve army (or profit squeeze) crisis tendency, while in 
today’s neoliberal form of capitalism over-production relative to demand is the 
main cause of periodic economic crises (Wolfson, 2003; Kotz, 2008).
 In the reserve army crisis tendency, economic expansion drives the unem-
ployment rate to a low level, increasing workers’ bargaining power so that the 
real wage rises faster than labor productivity, resulting in a decline in the profit 
share and the rate of profit, setting off an economic crisis (Marx, 1967: Chapter 
25; Sweezy, 1942: Chapter 9). This crisis tendency may be associated with regu-
lated capitalism because its institutions tend to promote workers’ bargaining 
power.2 By contrast, under neoliberal capitalism workers have little bargaining 
power, making that crisis scenario unlikely. Instead, various features of neolib-
eral capitalism should produce expansions in which production outruns demand 
(Crotty, 2000; Wolfson, 2003; Kotz, 2008).
 The literature cited above makes a strong theoretical case for such a connec-
tion between crisis tendencies and institutional structures. However, those claims 
have not been subjected to a comparative empirical analysis for the regulated 
and neoliberal institutional forms of capitalism. This chapter offers such an 
empirical analysis. The second section develops a methodology for identifying 
which crisis tendency or tendencies are responsible for an economic crisis (or 
recession). The third section applies that methodology to data for the US 
economy in the eras of regulated and neoliberal capitalism. The final section 
offers concluding comments.

Empirical identification of crisis tendencies
The reserve army crisis tendency, and its expected connection to regulated 
 capitalism, is relatively straightforward. However, both the problem of 
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 over- production, and its connection to neoliberal capitalism, are more complex. 
We can identify three possible sources of over-production in a neoliberal institu-
tional structure.
 The first is known as underconsumption, a crisis tendency associated with 
capital having the upper hand in wage bargaining. Because of the limited bar-
gaining power of labor in neoliberal capitalism, real wages tend to increase very 
slowly or even decline during economic expansions. If the real wage stagnates or 
declines while labor productivity increases during an expansion, the share of 
profit in total income should rise, creating a potential realization problem. Unless 
accumulation or some type of unproductive spending (such as state spending or 
capitalist consumption) rises rapidly to absorb the rapidly rising profit-component 
of the value of output, production will outrun demand, leading to a crisis.3
 A second type of over-production crisis tendency, called over-investment, can 
be associated with a neoliberal institutional structure, stemming from the nature 
of competition. In contrast to the co-respective behavior toward one another by 
large corporations in the regulated capitalist era, in the neoliberal era capital–
capital relations are characterized by unrestrained competition including frequent 
price-cutting. Some analysts have argued that the unrestrained competition of 
neoliberal capitalism leads to excessive investment, as rival firms battle for sur-
vival by trying to raise their market share. This in turn leads to excessive crea-
tion of productive capacity, resulting in underuse of capacity.4 Growing idle 
capacity eventually causes a downturn in investment, which sets off the crisis.
 A third type of over-production crisis tendency in neoliberal capitalism stems 
from asset bubbles. Economic expansions in neoliberal capitalism tend to 
produce asset bubbles.5 This happens because rapidly rising profits, and rapidly 
rising personal income of wealthy households, create a pool of funds seeking 
investment that exceeds the available profitable productive investment opportun-
ities. As a result, the excess investable funds find their way into the purchase of 
assets, which tends to raise asset prices, eventually setting off a speculative rise 
in asset prices – that is, an asset bubble. As paper wealth increases, both con-
sumption and investment are stimulated, tending to rise at a rate out of line with 
increases in ordinary income. Investment may be so overstimulated that produc-
tive capacity rises faster than demand, as the euphoria and elevated expectations 
induced by the bubble affect corporate decision-makers who form an exagger-
ated estimate of future returns to investment. Once the bubble bursts, and con-
sumption and investment return to levels in line with ordinary income, a large 
overhang of excess productive capacity is revealed, which may depress the 
incentive to invest for a lengthy period.
 How can the above four crisis tendencies be empirically identified? Weisskopf 
(1979) developed a methodology in which the average rate of profit is expressed 
as the product of several factors, each of which is interpreted as reflecting a par-
ticular crisis tendency. He used this approach to determine which of several pos-
sible crisis tendencies, including the reserve army effect and underconsumption, 
was the operative one in the US economy from 1949–75. This chapter follows an 
approach similar to that of Weisskopf (1979), although with some differences.6
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 Most Marxist analysts have considered the rate of profit to be the key factor 
in economic crises.7 In the typical economic expansion, the rate of profit reaches 
a peak and then declines prior to the crisis, as will be shown in the following 
section. This pattern is consistent with the view that a declining profit rate even-
tually sets off the crisis. The central role of the profit rate is due to its impact on 
capital accumulation, which is believed to be sensitive to changes in the rate of 
profit. In the US national income and product accounts, investment is the closest 
approximation to the Marxist concept of capital accumulation. In the nine reces-
sions since 1949 in the USA, real gross private domestic investment declined in 
the first year of each one, by an average of 7.6 percent (US Bureau of Economic 
Analysis, 2006).
 Since we are interested in the rate of profit as a determinant of business 
investment, we use the following narrow definition of the rate of profit:

r =   R ____ NW  

where r = rate of profit; R = after-tax profit (after payment of interest); NW = net 
worth (at market value). The rate of profit is for the nonfinancial corporate busi-
ness sector of the US economy.8
 The rate of profit as defined above can be expressed as the product of four 
variables:

r =   R __ Y   ×   Y ___ TA   ×   TA ___ A   ×   A ____ NW   (1)

where Y is net output or income; TA is tangible assets (at market value); A is 
total assets (at market value).

The first ratio in Equation 1, R/Y, is the profit share of income. The second, 
Y/TA, is the ratio of output to tangible assets, whose variation over short periods 
of time indicates mainly changes in the degree of utilization of the stock of 
means of production.9 The third and fourth ratios in Equation 1, TA/A and A/NW, 
can be shown to reflect the share of financial assets in total assets and the degree 
of leverage respectively. Since these two variables were not found to play a 
significant role in our analysis of movements of the rate of profit during the 
period under study, they have been omitted from the analysis in this chapter.10

 This kind of analysis of the determinants of the rate of profit is based on an 
identity, which cannot explain causation. However, it can be used for a kind of 
accounting procedure. The sum of the percentage changes in the four right-hand 
variables must add up approximately to the percentage decline in r.11 Suppose 
the rate of profit declines by 10 percent over a period. If R/Y declined by 5 
percent over that period, one can say that the decline in R/Y directly accounted 
for half of the decline in r.
 The first ratio above, R/Y, can be further analyzed as follows:

  R __ Y   = 1 –   W __ Y   –   T __ Y   –   i __ Y   (2)



Economic crises and institutional structures  179

where W = employee compensation (including employer-paid benefits); T = 
taxes on profits plus indirect taxes; i = interest paid. Like Equation 1, Equation 2 
is an identity, since total output is divided up on the income side among profits, 
wages, taxes and interest.12

 The relation expressed in Equation 2 is an additive identity rather than a mul-
tiplicative identity. For an additive identity, the sum of the absolute changes in 
the right-side variables over a period exactly equals the absolute change in the 
left-side variable. Hence, the most useful way to analyze the change in the profit 
share is using the concept of “contribution,” where the contribution to the change 
in the profit share of each variable on the right side of Equation 2 is the absolute 
change in that variable over the period divided by the absolute change in the 
profit share, expressed as a percentage. The sum of the contributions of the right-
side variables is exactly 100 percent, apart from rounding errors, since there are 
no interaction terms for additive equations.
 Since Equation 2 is an identity, strictly speaking the contribution of each 
right-side variable to the change in the profit share represents a kind of account-
ing rather than necessarily a cause. If the change in the wage share contributes 
80 percent of the change in the profit share over a period, that means that, had 
the wage share remained unchanged over that period while the other right-side 
variables had changed as they actually did, then the change in the profit share 
would have been smaller by 80 percent over that period.
 The wage share can be expressed as a function of three underlying variables: 
the real wage, output per worker and the ratio of the consumer price index to the 
output price deflator:

  W __ Y   =   
wR ×  (   CPI ____ PY

   ) 
 __________ 

  
YR ___ N  

   (3)

where wR = real wage per worker (nominal employee compensation per worker 
deflated by the CPI); CPI = consumer price index; Py = price index for the 
output of the nonfinancial corporate business sector; YR = real output of the non-
financial corporate business sector (deflated by Py); N = number of full-time 
equivalent workers.

Equation 3, which is also an identity, shows that the relation between the real 
wage and output per worker does not uniquely account for the change in the 
wage share. The wage share can rise even if the real wage rises no faster than 
output per worker, if the ratio CPI/Py is rising. The ratio CPI/Py enters Equation 
3 to reflect the assumption that workers are concerned with their real wage (their 
money wage deflated by the CPI), not their product wage (their money wage 
deflated by Py), since they do not consume a representative basket of goods 
drawn from the output of the nonfinancial business sector. The goods covered by 
the two price indexes, CPI and Py, differ in a number of ways including that 
consumers purchase imported consumer goods, which are not in the basket for 
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computing the output price index, and they do not purchase capital goods, which 
are in the basket for computing the output price index.13

 How can the four crisis tendencies cited above be identified in the movement 
of the determinants of the profit rate? Consider the relation between capital and 
labor as they struggle over wages and profits. We assume that labor is concerned, 
first of all, with its real wage. The real wage depends on the movement of the 
money wage relative to the consumer price index. A rising real wage is made 
possible by rising real output per worker (or, as it is often called, labor produc-
tivity). Some trade unions cite the rate of increase in labor productivity in setting 
a target for real wage growth, arguing that labor’s real reward should rise as fast 
as real output per worker. The extent of workers’ bargaining power might be 
indicated by the relation between real wage growth and labor productivity 
growth. If the real wage rises faster than productivity growth, labor is getting the 
upper hand over capital, while if the real wage rises more slowly than productiv-
ity growth, capital has the upper hand.
 However, capital is concerned with the wage share, which directly affects the 
rate of profit. As Equation 3 shows, the wage share depends on a three-way rela-
tion between the real wage, real output per worker, and the ratio of the consumer 
price index to the output price index. The wage share is determined both by capi-
tal’s relation with labor, indicated by the relation between the real wage and real 
output per worker, and by capital’s pricing power, which affects the denomina-
tor of the price index ratio. Capital’s pricing power is affected by the adequacy 
of total demand in relation to output.
 In light of the above considerations, we will identify the four crisis tendencies 
in relation to the movement of the determinants of the profit rate as follows:

1 Reserve Army Effect: we will regard this crisis tendency as indicated by a 
decline in the profit rate prior to a recession that stems from a rise in the 
wage share which, in turn, results from the real wage rising faster than 
output per worker.

2 Underconsumption: we will consider the underconsumption crisis tendency 
to be indicated by the joint occurrence of a declining Y/TA and a rising 
profit share prior to a recession. The concept of underconsumption is based 
on a rising profit share as the cause of the realization problem, so a rising 
profit share must be part of the evidence for underconsumption. The 
evidence that the rising profit share is causing a crisis due to underconsump-
tion would be confirmed by a declining Y/TA. The crisis would be set off by 
the declining Y/TA outweighing the rising R/Y in Equation 1, causing r to 
fall.

3 Over-Investment: we will consider the over-investment crisis tendency to be 
indicated by the following two movements in the profit rate determinants 
resulting in a decline in the rate of profit prior to a recession: 

a  declining Y/TA; 
b  declining R/Y due to a rising ratio CPI/Py while the real wage is rising 

no faster than output per worker. 
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The former indicates reducing real output relative to capacity in response 
to a demand shortfall, while the latter indicates the effect of the demand 
shortfall being exhibited by an inability by capital to raise output prices 
fast enough to prevent the profit share from falling despite the lack of 
power by labor to increase the real wage faster than productivity growth. 
That is, we are assuming that the shortfall of demand relative to output 
resulting from over-investment would cause both a quantity effect and a 
price effect.

4 Asset Bubble Effects: an asset bubble has two effects, described above, that 
are relevant here. First, the speculative bubble tends to cause exaggerated 
expectations of future profitability, which lead to excessive investment. This 
would produce the same movement of the determinants of the profit rate as 
are caused by the over-investment crisis tendency. Second, the prolonged 
elevated levels of both consumption and investment set off by an asset 
bubble are likely to cause, once the bubble bursts, a long-lasting decline in 
investment. Hence, the indication that this crisis tendency is the operative 
one is a combination of: 

a  the presence of an asset bubble during the expansion; 
b  the same profit rate determinant movements prior to the recession 

described under the over-investment crisis tendency above; and 
c  a prolonged decline in investment following the collapse of the bubble. 

Table 13.1 summarizes the empirical identification of each of our four crisis 
tendencies, as described above.

Evidence about crisis tendencies during the two periods
We regard the regulated capitalist institutional structure in the USA as having 
been established by 1948 and lasting until 1973 (Kotz, 2003). After a period of 
transition involving intense class conflict and macroeconomic instability, the 

Table 13.1 Empirical identification scheme for the four crisis tendencies

 Reserve  Underconsumption Over- Asset bubble 
 army  investment effects

Rate of profit ↓ ↓ ↓ ↓
Profit share ↓	 ↑ ↓	 ↓
Capacity use  ↓ ↓ ↓
Wage share ↑ ↓ ↑ ↑
Real wage/ ↑ ↓ ↓ ↓
productivity
Long decline no no no yes
in investment*

Notes
* Prolonged decline in nonresidential fixed investment following the business cycle peak.
 Arrow indicates increase or decrease in variable named at start of row prior to the recession.
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neoliberal institutional structure was established by around the end of 1982 and 
continues through the present.
 Figure 13.1 shows the movements of the profit rate in the USA during 
1949–2005 in relation to the expansions and recessions of that period.14 There 
were nine complete expansions during this period: 1949–1953, 1954–1957, 
1958–1960, 1961–1969, 1970–1973, 1975–1979, 1980–1981, 1982–1990 and 
1991–2000.15 We will analyze the late-expansion profit rate declines for the five 
expansions during the regulated capitalist era (through 1973) and the two late 
expansions of the neoliberal era (1982–1990 and 1991–2000).
 Figure 13.1 shows that, with two exceptions (1949–1953 and 1980–1981), the 
rate of profit rose in the early part of each expansion and fell in the later part of 
the expansion. In the 1949–1953 expansion the rate of profit fell continuously 
from the start of the expansion, due to effects of Korean War taxes (see below, 
p. 183). In the one-year-long expansion of 1980–1981, the profit rate rose up to 
the peak of the expansion, only falling after the peak. That brief expansion, 
which took place amidst the instability of the transition period, was cut short by 
the Fed’s shift to a very tight monetary policy.
 Table 13.2 shows the movement of the first two determinants of the profit 
rate, based on equation (1), during the late-expansion profit rate declines for each 
of our seven cases. Column 1 shows the percentage change in the profit rate in 
each period. The late-expansion decline in the profit rate ranged from 9.99 
percent in 1972–1973 to 46.49 percent in 1997–2000.
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Figure 13.1  The after-tax rate of profit of the nonfinancial corporate business sector in 
relation to business cycle expansions and contractions, 1949–2005 (source: 
US Bureau of Economic Analysis, 2006, Table 1.14; US Federal Reserve 
System, 2006, Flow of Funds, Z.1 Statistical Release).

Key
Solid vertical line indicates last year of business expansion. Dotted vertical line indicates recession 
year. Arrow indicates peak of profit rate prior to its decline in late expansion.
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 Column 2 shows the percentage change in the profit share in each period. 
Note that a decline in the profit share directly accounts for all or most of the 
decline in the profit rate in every period. Column 3 shows the percentage change 
in the ratio of output to tangible assets, which is our measure of changes in 
capacity utilization. This variable contributed significantly to the decline in the 
rate of profit in three late expansions: 1955–1957 when it directly accounted for 
37.9 percent of the profit rate decline; 1988–1990 when it directly accounted for 
9.8 percent of the profit rate decline, and 1997–2000 when it directly accounted 
for 9.2 percent of the profit rate decline.
 Table 13.3 shows the contributions to the decline in the profit share during 
the seven late expansions from changes in the shares of wages, taxes and interest 
payments, based on equation (2). A rise in the wage share contributed all, or 
most, of the profit share decline in every period. However, there are three expan-
sions in which one or both of the other two variables made a significant contri-
bution to the profit share decline. In 1949–1953 a rising tax share contributed 
almost half of the decline in the profit share, as special Korean War taxes cut 
into after-tax profits. In 1972–1973 rising taxes and rising interest payments 
together contributed almost one-third of the profit share decline. And in 
1988–1990 the contribution of rising interest payments to the decline in the 
profit share was almost as great as that of the rising wage share.
 Table 13.4 shows the changes in the real wage, output per worker and the 
price ratio CPI/Py for each of the periods, based on Equation 3. Table 13.4 
shows that the real wage rose faster than output per worker in every late expan-
sion of the regulated capitalist era. During that period the ratio CPI/Py rose in 
four out of five late expansions but at less than 1 percent per year in each case. 
For the two late expansions of the neoliberal era, output per worker rose faster 
(or fell more slowly) than the real wage. The rising wage share in 1988–1990 

Table 13.2 Factors affecting the decline in the rate of profit

Percentage change in variable

Period of r decline (1) r (2) R/Y (3) Y/TA

1949–1953 –25.85 –34.26 13.02
1955–1957 –21.07 –15.44 –7.99
1959–1960 –10.55 –10.12 –0.48
1965–1969 –31.90 –34.42  0.15
1972–1973  –9.99 –11.25  3.06
1988–1990 –21.42 –20.51 –2.09
1997–2000 –46.49 –37.76 –4.30

Source: US Bureau of Economic Analysis, 2006, Table 1.14; US Federal Reserve System, 2006, 
Flow of Funds, Z.1 Statistical Release.

Notes
r: rate of profit.
R/Y: share of profit in income (output).
Y/TA: ratio of output (income) to tangible assets.
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Table 13.3 Contributions to the decline in the profit share of income

Contribution of variable to decrease in R/Y (as percentage)

Period of r decline (1) W/Y (2) T/Y (3) i/Y

1949–1953  52.3  47.6 –2.1
1955–1957 155.8 –66.9 11.5
1959–1960 130.4 –39.9  7.5
1965–1969  92.5 –14.4 21.7
1972–1973  65.7  17.6 15.0
1988–1990  68.3 –16.1 57.7
1997–2000  97.6 –22.0 23.4

Source: US Bureau of Economic Analysis, 2006, Table 1.14.

Notes
1  A positive sign indicates that the change in the variable tended to reduce R/Y. A negative sign 

indicates that the change in the variable tended to increase R/Y.
2  The sum of the contributions to the change in R/Y may not exactly equal 100.0% due to the omis-

sion of business transfer payments and due to rounding errors.

Definitions of variables:
r: rate of profit.
R/Y: share of profit in income (output).
W/Y: share of wages in income.
T/Y: share of taxes in income.
i/Y: share of interest in income.

Table 13.4 Factors affecting the rise in the wage share of income

Annual percentage change in variable

Period of r decline W/Y wR YR/N CPI/Py

1949–1953 0.81  4.56  4.29  0.54
1955–1957 1.88  3.13  0.46 –0.75
1959–1960 1.92  2.28  1.33  0.97
1965–1969 1.47  2.55  1.61  0.53
1972–1973 0.82  1.02  0.61  0.41
1988–1990 0.78 –1.64 –0.55  1.89
1997–2000 1.77  2.76  2.85  1.86

Source: US Bureau of Economic Analysis, 2006, Tables 1.14, 1.15, 6.5B; US Bureau of Labor 
Statistics, 2006.

Notes
The change in variables is shown as an annual percentage rate of change.

Definitions of variables:
r: rate of profit.
W/Y: share of wages in income.
wR: real wage.
YR/N: real output per full-time equivalent worker.
CPI/Py: Ratio of consumer price index to output price index.
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and 1997–2000 was entirely due to an approximately 2 percent per year increase 
in CPI/Py in each case.16

 Table 13.5 summarizes our findings. The five late expansions during the regu-
lated capitalist period all fit the characteristics of the reserve army crisis tend-
ency, with one minor qualification: the 1970–1973 expansion was followed by a 
long depression in investment.17 In all five late expansions the real wage rose 
faster than labor productivity, leading to a rising wage share, a falling profit 
share and a falling rate of profit. Thus, our expectation regarding which crisis 
tendency would be acting in the regulated capitalist era has been substantially 
confirmed by the data.
 In the two late expansions of the neoliberal era, labor productivity rose faster 
than the real wage. Hence, neither of these expansions fits the requirements for 
the reserve army crisis tendency. Also, in neither of these expansions are the 

Table 13.5 Identifying crisis tendencies in the late expansions

Period	 Rate	of		 Profit	 Capacity	 Wage	 Real	wage/		 Long	 Crisis 
	 profit	 share	 use	 share	 productivity	 decline	in		 tendency 
      investment*

1949–1953 ↓ ↓ ↑ ↑ ↑ No  Reserve 
army

1955–1957 ↓ ↓ ↓ ↑ ↑ No  Reserve 
army

1959–1960 ↓ ↓ ↓ ↑ ↑ No  Reserve 
army

1965–1969 ↓ ↓ ↑ ↑ ↑ No  Reserve 
army

1972–1973 ↓ ↓ ↑ ↑ ↑ Yesa  Reserve 
army+

1988–1990 ↓ ↓ ↓ ↑ ↓ No  Over-
investment

1997–2000 ↓ ↓ ↓ ↑ ↓ Yesb  Over-
investment; 
bubble 
effects

Notes 
* Prolonged decline in nonresidential fixed investment following the business cycle peak.
+  The long decline in investment does not fit the identification scheme for the reserve army crisis 

tendency.
a Nonresidential fixed investment required 4 years to return to 1973 level.
b Nonresidential fixed investment required 6 years to return to 2000 level.

Arrow indicates increase or decrease in variable at top of column during period shown at start of 
row.
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data consistent with the underconsumption crisis tendency. In neither case did 
declining capacity use outweigh a rising profit share, resulting in a declining 
profit rate.
 Both of the late expansions of the neoliberal era show the characteristics asso-
ciated with the over-investment crisis tendency. That is, the rate of profit and the 
profit share declined, capacity use declined, the wage share rose and labor pro-
ductivity rose faster than the real wage (with the rise in the ratio CPI/Py account-
ing for all of the increase in the wage share).
 In addition, the expansion of 1991–2000 shows the features of the asset 
bubble effects crisis tendency. There was a huge asset bubble in the stock market 
during 1995–2000, which burst in the late summer of 2000. There followed a 
large and long-lasting depression in nonresidential fixed investment following 
the business cycle peak. It is also noteworthy that our measure of capacity use, 
Y/TA, declined every year during the three-year long period of profit rate 
decline.18

Concluding comments
We found that all five economic expansions during the regulated capitalist era in 
the USA showed evidence of the reserve army crisis tendency. The two expan-
sions of the neoliberal era both showed evidence of the over-investment crisis 
tendency, while the second expansion of that era also showed evidence of the 
asset bubble effects crisis tendency.19

 Thus, this study suggests that the operative crisis tendency, or tendencies, are 
affected by the institutional structure of capitalism in a given period. When the 
institutional structure undergoes a major change, as has happened periodically in 
capitalist history, the dominant crisis tendency also changes.
 A caution about the methodology of this study is in order. The crisis tenden-
cies under consideration in this chapter all derive from an analysis of capitalism 
at a relatively high level of abstraction. Some important features of an actual capi-
talist system are omitted from the theoretical analysis, including specific interven-
tions by the state in the economy. However, the empirical data used in the chapter 
are undoubtedly affected by state interventions as well as by underlying crisis ten-
dencies. Thus, the inferences from the data presented in this chapter must be 
treated cautiously, with awareness that it is possible that factors left out of the 
analysis might have affected the data and the inferences from the data.

Notes
 1 Research assistance was provided by Hwok-Aun Lee.
 2 Boddy and Crotty (1975) present a case that this crisis mechanism played an import-

ant role in the US economy, with data from the era of regulated capitalism. Weisskopf 
(1979) found this crisis mechanism to be the main one operating in that period.

 3 Sweezy (1942: Chapter 10) and Wright (1979) present models of the underconsump-
tion crisis tendency.

 4 See Crotty (2000). Brenner (1999) presents a theory of competition-driven over-
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investment as a general crisis tendency of capitalism rather than one specific to its 
neoliberal form.

 5 The 1980s expansion produced a bubble in commercial buildings in some sections of 
the USA, the 1990s expansion gave rise to the great stock market bubble of 
1995–2000, and the expansion since 2001 produced a massive housing bubble (Kotz, 
2008). The 1920s, which was the last period prior to the New Deal in which the USA 
had a liberal institutional structure, also saw huge bubbles in both real estate and 
securities.

 6 Bakir and Campbell (2006) extended Weisskopf’s (1979) methodology to 2001. Their 
results have some similarities to the findings in this chapter, although differences in 
definitions and data sources from those used in this chapter led to some differences in 
results.

 7 Some advocates of the underconsumption crisis tendency do not emphasize the role 
of a decline in the profit rate in setting off a crisis. An example is Sweezy (1942).

 8 Weisskopf (1979) also used data on the nonfinancial corporate business sector. The 
reasons for using data on the nonfinancial corporate business sector, along with other 
technical details, are given in an appendix available from the author, at dmkotz@
econs.umass.edu.

 9 The ratio Y/TA is also affected by changes in the organic composition of capital, since 
Y/TA is equal to Y/W times W/TA where W is aggregate wages. W/TA is a measure of 
the reciprocal of the organic composition of capital although using US national 
income account data rather than labor value data. However, the organic composition 
of capital is unlikely to vary much during the short periods of time that we will be 
analyzing.

10 A longer version of this chapter, which includes the variables TA/A and A/NW, is 
available from the author on request at dmkotz@econs.umass.edu.

11 In general the sum will not be exactly equal to the percentage change in r because 
changes in the interaction terms among the right-hand variables also contribute to the 
change in r.

12 The variable W includes compensation of all employees, not just production workers. 
One component of nonfinancial corporate sector income is omitted here, namely busi-
ness transfer payments. These are very small relative to total output (around 1 
percent).

13 There are also technical differences between the two price indexes.
14 The variables in Figure 13.1 and in all the tables are based on annual data. This figure 

starts with 1949 since our interest is in the profit dynamics during the economic 
expansions of the two eras, and the first expansion of the regulated capitalist era 
started following the 1949 recession.

15 Business Cycle turning points are from the National Bureau of Economic Research 
(2006).

16 Bakir and Campbell (2006) found a similar, although not identical, pattern to that 
found in Table 13.4.

17 The macroeconomic instability after 1973, following the demise of regulated capital-
ism, is the likely explanation for the long depression in investment after 1973.

18 During the transition period, the 1977–1979 late expansion fit the characteristics of 
the over-investment crisis tendency, while none of the four crisis tendencies was 
found in the 1980–1981 expansion (which appeared to end as a result of very tight 
monetary policy).

19 It is too soon to evaluate the expansion that began in 2002, which is continuing at this 
time. However, it has been strongly influenced by an asset bubble in housing (Kotz, 
2008).
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14 Historically contingent, 
institutionally specific
Class struggles and American 
employer exceptionalism in the age of 
neoliberal globalization

Michael G. Hillard and Richard McIntyre

Introduction and overview
Since the 1970s the capitalist/employer classes of the OECD nations have been 
on the offensive in trying to “liberalize” their economies. This has involved 
changes in tax, industrial and welfare policies, as well as labor market policy, 
which is our focus. In terms of labor markets and labor relations, employers and 
their organizations have sought to roll back the common “restrictions” imposed 
by organized labor and collective bargaining agreements, typically on wages, 
hours, holidays and managerial hiring/firing provisions.
 The advanced nation where liberalization has had singular success is the 
United States.1 In this chapter we argue that this new US Exceptionalism is the 
contingent result of unique patterns of capitalist and working class formation, as 
well as the peculiarities of US politics.
 Capitalists in the United States have sought to gut the New Deal welfare state, 
and especially to roll back the presence and effect of organized labor in order to 
lower wages, erode employer and state-provided benefits, and increase both the 
intensity and extent of labor performed by the typical worker and household. 
German, French and Scandinavian employers also pursued these objectives in 
the 1980s and 1990s, but working-class political strength, evidenced in the 
ability of trade unions to impose costly strikes and in the enduring political 
support for social-welfare and labor-market regulatory regimes, defended in both 
normal politics and in mass action, largely rebuffed these offensives (Thelan 
2001; Moss 1998).
 Whereas US wages declined significantly during the period between the early 
1970s and mid 1990s, wages continued to climb in most OECD countries, with 
manufacturing workers in other countries closing a considerable gap with the 
United States during that period and in a some cases exceeding the United States 
by 2000. This is true despite the leap in US productivity growth in the 1990s. 
American workers increased annual workloads considerably, while those in 
Western Europe and Japan saw annual hours worked dropping by 200–400 hours 
per year (Mishel et al. 2005) While trade union density declined in most (though 
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not all) of the OECD countries, the drop was most severe in the United States 
and in fact the variance of trade union density increased. Less tangibly, capital-
ists and their allies gained ideological hegemony as they did nowhere else 
outside the Central Bank of Sweden, which awarded the Nobel Prize in eco-
nomics to a series of Chicago School economists in this period.
 A variety of comparative analysts have attributed these differences to the dis-
tinctive institutional histories of the advanced capitalist nations (Hall and 
Soskice 2001; Streeck and Yamamura 2002). Attention to such difference is both 
the strength and weakness of the Institutional/Keynesian version of heterodox 
economics. It is a strength in that this approach allows us to think seriously about 
historical change in a way that neoclassical economics simply does not, but it 
also means that concepts must always be revised for new situations, and no abs-
tract description of capitalist economies can ever be sufficient.
 Our own standpoint is both Institutional and Marxian and thus in some ways 
parallels James Crotty’s attempt to develop the complementary analytical 
strengths of the Keynesian and Marxian traditions (Crotty 1990). It was Keynes 
himself who pointed out the affinities between his own work and Institutional 
thought, in a letter written to John R. Commons in 1927. More recently, Crotty 
wrote: 

Keynes’s theory is – as it ought to be – institutionally specific and histori-
cally contingent. In The General Theory and elsewhere Keynes made 
evident his belief that no all-purpose, institutionally abstract macromodel 
can adequately capture the processes and outcomes of distinct phases or 
stages of capitalist development: qualitative change in institutions, in class 
structure or in agent constitution or motivation requires a qualitatively dis-
tinct version of his theory.

(Crotty 1990: 161)

 This is the approach taken in what we see as the best recent labor history, e.g. 
the work of Ira Katznelson, Sean Wilentz, Elizabeth Fones-Wolf, and Bruce 
Laurie, among others. (Katznelson 1990; Wilentz 1984; Fones-Wolf 1994; 
Laurie 1989; Tomlins 1985). Working-class formation is seen as “the emergence 
of a relatively cohesive working class, self-conscious of its position in the social 
structure and willing and capable of acting to affect it” (Katznelson 1990: 11). 
Institutional and geographical considerations, as well as cultural ones, mediate 
between structural class position and action as a class. There is no “standard” 
story of class formation because the conflict between capital and labor is every-
where mediated differently.
 This has produced some surprising results in labor history. For instance, in 
the period before World War I it was Germany that was most truly exceptional, 
where specific conditions (especially political repression of the Social Demo-
crats in the late ninteenth century) produced a class-conscious, Marxist working-
class movement. We think a similar approach can produce novel results in 
interpreting the recent past and the current conjuncture.
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 All capitalisms are not equal. The new comparative political economy has 
been largely concerned with demonstrating that the more socially embedded 
economies in the German-speaking countries and Scandinavia can perform at 
least as well as the so-called liberal economies of the UK and the United States. 
Our issue is a different one. We want to know why divergence developed 
between the liberal economies and the social economies, especially in the period 
between 1973 and 1989. Specifically, why has the capitalist class offensive been 
uniquely successful in the United States?
 We extend recent institutionalist comparative analysis by arguing for the con-
tinuing relevance of class formation, class struggle and the particular relative 
autonomy of the state in explaining this divergence. During the third quarter of 
the twentieth century, the gap between the institutional character of the United 
States, UK and Western Europe was greatly narrowed. The US labor movement 
posted major and seemingly permanent gains and “corporatist” policy arrange-
ments abounded in both the economy and in the larger imagination, so much so 
that into the early 1980s leading American industrial relations scholars imagined 
that the United States was converging with the German-speaking and Scandin-
avian nations (Kerr 1984). Meanwhile, in Germany an Anglo-style reliance on 
collective bargaining rather than society wide co-determination was imposed by 
the postwar occupation pushing the German model of labor relations closer to 
the American one, at least in its New Deal version (Jacoby 2001).
 The divergence of the United States versus other OECD nations emerged 
during the 1970s and 1980s. The full-scale frontal attack on unionized workers, 
labor protections and rights, and rapid structural shift to a non-unionized, low 
wage/limited benefits path in the United States under Reagan caught many by 
surprise. The divergence since the 1980s is a historically contingent result, one 
that turned on the ability or inability of working classes in the respective coun-
tries to defend themselves, and the relative ability of capitalist classes to organ-
ize and mount their attack. The latter, in turn, is partly explained by the greater 
opportunities for capitalists in the American political system after the mid-
1970s.
 That the US capitalist class won almost complete victory while the capitalist 
classes in Germany and France did not is due to a complex set of factors, many 
of which lie outside labor relations themselves. While acknowledging this com-
plexity and the interaction of the labor relations systems with other economic 
and non-economic processes, in this chapter we focus narrowly on labor rela-
tions and politics. It is our purpose to explore what has made the United States 
unique/distinct, i.e. – why has capital been able to so thoroughly rout Labor and 
erode the “New Deal state”?
 Here we must directly confront the bogeyman of “American Exceptionalism.” 
According to the Commons school, because of individualist values, a permeable 
class structure with greater class mobility, universal manhood suffrage predating 
the Industrial Revolution, and a disinterest in socialist and Marxian politics, US 
workers “chose” a conservative, pro-capitalist politics with its distinctive “busi-
ness unionism.” The labor historians of the 1960s and 1970s challenged this in a 
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variety of ways, and more recent work allows us to state a clear and (to us 
anyway) convincing alternative to the American Exceptionalism story. First, 
given that there is no “typical” process of class formation, the US story is spe-
cific but it can’t be exceptional by definition. Second, and more important here, 
the absolute resistance of capitalists and the state provides a compelling materi-
alist explanation for the prevalence of business unionism. US labor has been as 
and sometimes more radical than that elsewhere. The repressive agency of US 
capitalists, and the weakness of the state as an autonomous and mediating force 
has limited working-class formation, cut off radicalism as a viable alternative, 
and given US capitalists even greater incentive to repress labor. The values and 
ideology of US employers, the unique combination of a weak state and very 
large corporations, and disorganized capital (so that wages could not be taken 
out of competition) led US employers to be fiercely and successfully anti-labor.
 This, and not the supposed preferences of US workers, led to conservative, 
job control unionism. US industries followed the employer association path 
typical of Europe in bituminous coal, apparel, construction and metal-working, 
but the bulk of the US manufacturing workforce was in much larger firms, and 
even in the decentralized industries, open shop anti-unionism was well repre-
sented. The outcome of class struggles, especially those of the late 1880s and 
early 1890s, not innate conservatism, shaped the dominance and resilience of the 
labor movement’s conservative tendencies. It was not a lack of class conscious-
ness or willingness to embrace class objectives that most distinguished the US 
labor movement’s leaders, but a recognition of their distinct and unfavorable 
context.
 A class struggle approach to labor relations (and to the broader question of 
the differences between “varieties” of capitalism) involves empirically analyzing 
both capitalist and working-class formation. Capitalist-class formation (CCF) 
includes both the particular agencies of employer classes, vis-à-vis their workers, 
the state, and society generally, and institutional configurations that shape/define 
“corporate governance” and relations between capital and state. Class struggle 
history cannot be understood by looking at WCF in isolation for CCF.
 The US capitalist class was more virulent in its opposition to working-class 
movements, unionism or social-democratic state regulation or income support 
including during the New Deal period. Business accommodation with the CIO 
and the New Deal was thin, opportunistic and extremely short-lived.

Distinct patterns of capitalist-class formation and agency – 
the real “American exceptionalism”2

Whether one considers the pre-New Deal era, the New Deal era, or the post-New 
Deal era in US history, the hostile, repressive and consistently aggressive agency 
of US capitalists, and the impact this had on the efficacy of US working-class 
movements and institutions, makes the United States stand out, not necessarily 
(or only) the barriers to class working-class solidarity and radicalism.
 This repressive tendency came to the full fore between 1886, beginning with 
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Haymarket, and ending with suppression of the national Pullman/American 
Railway Union strike of 1894. As Wilentz notes: 

Haymarket was only the symbolic beginning of what may someday be 
recognized as the most intense (and probably the most violent) counter-
offensive ever waged against any country’s workers . . . 1886–1894 was a 
decisive turning point for organized labor . . . It could . . . be seen as a deci-
sive period of change that, nevertheless, may have had continuities with 
earlier events, producing a spectrum of ideas and strategies that lasted well 
into the twentieth century, with radical syndicalism and socialism among 
them.

 Wilentz concludes (along with Laurie) that: 

Looking at the major episodes in American labor history between 1886 and 
1894, it is hard to avoid concluding that the major political reality in these 
years was the extraordinary repression visited upon organized workers by 
employers’ associations, with the cooperation of the courts, state legislat-
ures, and, increasingly, the federal government.

(Wilentz 1984: 15)

 As Laurie says, the latter events “reflected and reinforced prudential union-
ism.” In short, Laurie argues, AF of L leaders came to their “limited” horizons/
strategy through tactical experience – i.e. witnessing and experiencing the 
working-class disasters of this period. For them, mass working-class militancy – 
usually involving a broader swath of “the masses” that included what were seen 
as unworthy elements (notably those living in unstable bachelor communities 
and lacking the discipline that leading intact and “proper” petty bourgeois/
patriarchal families brought) – inevitably failed as it brought on heavy repression 
by employers and especially the state. Such class-wide solidarity and mass mili-
tancy thus was sensibly to be avoided. When Homestead unfolded in the summer 
of 1892, Gompers was sympathetic and provided limited support to the strike 
effort. But:

Homestead was different. The federation had tussled with individual 
employers ever since its inception, but seldom with a corporation and none 
on the scale of Carnegie. Homestead, its first collision with really big busi-
ness, provided a sobering baptism that confirmed apprehensions over taking 
on basic industry. The price was simply too high.

(Laurie 1989: 203)

Thus, it was not a lack of class consciousness or willingness to embrace class 
objectives that most distinguished the US labor movement’s leaders, but a rec-
ognition of their distinct and unfavorable context. The conservatism of the US 
working class is historically contingent and institutionally specific.
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 The Great Depression reignited working class insurgency, and the failure of 
the “first New Deal” – capital’s version of how to solve the depression via gov-
ernment sponsored cartelization under the National Recovery Act – led directly 
to a New Deal state that imposed corporatism on US capital, i.e. state-sponsored 
support for an industrial relations system based on collective bargaining (under 
the 1935 Wagner Act), and a tax-supported national social welfare system that 
included significant labor market regulation (especially the 1938 Fair Labor 
Standards Act).3
 We agree with Lichtenstein and other that there never was a “capital–labor 
accord.” Some leading capitalists made peace with the New Deal state and CIO 
unions, but this “accord” was thin, opportunistic and, from the point of view of 
capitalist agency, very short-lived. Business desired only short-term and effect-
ive state intervention, and experienced or feared that neither was the case. Once 
there was a hint of recovery in 1934 and 1935, New Deal supporters like Du 
Pont quickly reneged on their support, and began support for efforts like the 
American Liberty League that propagandized against it. “Like a drunk rescued 
from the gutter, suggested Robert LaFollette, business resented both the implica-
tion that they had needed any help and the fact that their rescuer had found them 
in such a degraded condition” (Gordon 1994: 286).
 Beginning with the 1937 court-packing incident through the debate over Taft-
Hartley in the early postwar period, the class anxiety of the old petty bourgeois 
stratum and small capitalists came to focus on statism (“creeping socialism”) as 
the greatest threat to American society. This anxiety was stoked by conserva-
tives and business leaders and growing anti-communism. The lynchpin of this 
defense against establishing a union and state-friendly social democratic cor-
poratism was the “solid South.” When Operation Dixie failed, it meant that the 
New Deal state and industrial relations system were permanently unstable, and 
gave impetus to erosion through capital flight and political conservatism that 
accelerated in the 1970s but remained present through the early post World War 
II era.
 The capitalisms that emerged from World War II embedded market processes 
within a system of constraints, involving both regulation and state ownership, 
that was meant to improve on what (was perceived to have) failed in the interwar 
period – unfettered market capitalism. To some degree class conflict was shifted 
into the state apparatuses through this embedding. The neoliberal project has 
focused on disembedding capitalism, though it has proceeded in different ways 
and at different rates across countries.
 The growth of the postwar period masked continued struggles. Recent histor-
ical scholarship has demonstrated to our satisfaction that the capital–labor 
“accord” was, at least in the United States, largely an illusion. Capitalists had lost 
so much ground relative both to labor and to the state in the 1930s and 1940s that 
the “accord” was the best they could do at the time, but embedded liberalism was 
never accepted and the economic crisis of the 1970s provided both an opportunity 
for a capitalist comeback and a real threat in that proposals to extend the power of 
labor and the regulatory state were on the table in North and South America and 
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in Europe (McIntyre and Hilland 2008). The capitalist backlash has been inter-
preted as an ideological project and as a “political project to re-establish the con-
ditions for capital accumulation and to restore the power of economic elites” 
(Harvey 2005: 19). In practice it is the latter that has been most important.
 The capitalist/employer class in the United States and their allies drew on 
both historical convention and new forms of organization in this struggle. Rather 
than a contingent and institutionally specific result of repression, they interpreted 
working-class conservatism as normal and the New Deal as abnormal. When the 
opportunity for a comeback presented itself in the 1970s, capitalists and employ-
ers went through a process of class formation – moving from a class position to 
building institutions and attitudes necessary for action – that culminated in a 
particularly successful disembedding of the economy. This process of class for-
mation included the growth of the Chamber of Commerce from 60,000 members 
in 1972 to more than a quarter of a million a year later, the movement of the 
National Association of Manufacturers to Washington, DC and the formation of 
the Business Roundtable, both also in 1972, and the establishment of the Herit-
age Foundation the next year, increased corporate backing for the American 
Enterprise Institute as well as corporate backing for the NBER (National Bureau 
of Economic Research) and the growing importance of right wing foundation 
such as Olin and Scaife (Blyth 2002: 126–201).
 Ironically, campaign finance reform, by limiting contributions to $5,000, 
encouraged firm and industry based political action committees to work together, 
helping to build “alliances based on class rather than particular interests” 
(Harvey 2005: 49). According to Thomas Edsall, “During the 1970s, the polit-
ical wing of the corporate sector staged one of the most remarkable campaigns 
in the pursuit of power in recent history” (cited in Harvey 2005: 54).
 This has not led to a restoration of the pre-New Deal system but to a new 
constellation of capitalist power and privilege involving the extension of capital-
ist control in the workplace, the re-commodification of labor, a fusion of owner-
ship and management, a heightened role for finance, and both a deepening and 
widening of transnational capitalist alliances. Despite common patterns and 
international ties, this process was quite different in the United States than even 
in the UK, the other country in which neoliberalism has largely succeeded. The 
absence of a Christian right as an ally, the survival of traditional “British” levers 
of class power and privilege, and the existence of a Labour Party which in the 
1970s actually, and later at least nominally, opposed full on neoliberalism, meant 
that while privatization and monetarism succeeded, and the back of radical labor 
broken, the welfare state could not (and need not) be dismantled.
 In a sense, it was the unusual strength and not the weakness of the Left in the 
post World War II period that led to successful neoliberalism in the US. The 
adversarial relationship between employers and workers, and between business 
and the regulatory state, combined with a welfare state and tax system that were 
truly redistributive, meant that when prosperity moved large numbers of Ameri-
cans out of poverty and even out of the working class, neoliberals could appeal 
to real material dissatisfaction with the liberal Left in their project of restoring 
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class power. Such an opportunity did not exist in France or Germany, where 
right-wing governments prevailed and where economic policy was organized 
around a perceived national interest (reconstruction in Germany and industriali-
zation in France) rather than adversarial politics.
 The capitalist-class formation argument is persuasive to us in explaining the 
change in labor relations, but it needs to be qualified in certain ways as a com-
prehensive explanation for neoliberal success. Support for large and regressive 
tax cuts were not universally supported by the new pro-business lobbies, nor did 
they push hard for cutting means-tested welfare spending. They did support 
deregulation, but so did key figures of the liberal Left including Stephen Breyer, 
Edward Kennedy and Ralph Nader. But in labor policy US employers spoke 
with one voice. Combined with the peculiarities of US working-class formation 
then, it was capitalist-class formation and strength that explains much of the suc-
cessful liberalization of US labor markets.4
 The economic crisis of the 1970s and the weakening of the party system after 
Watergate created an opening for entrepreneurial politicians and demagogues to 
mobilize financial and economic resources around issues which no particular 
social group had previously been pushing: “the autonomous incentives of politi-
cians within a changed institutional setting contributed an independent causal 
effect to the outcome” (Prasad 2006: 23). This enabled a swing away from regu-
lated and redistributional capitalism in a country that had actually gone much 
farther in regulating (though without government ownership) and redistributing 
in an adversarial sense than had Continental Europe.
 Reagan and his allies were able to channel the dissatisfaction with economic 
outcomes in the 1970s in ways that resonated with conventional US wisdom but 
also played on the prosperity that embedded liberalism had produced. Exagger-
ating resentment against unions and targeted welfare programs, taking advantage 
of the fact that the pain of taxation was much more visible than the benefits, and 
papering over the contradiction between capitalist growth (and its attendant crea-
tive destruction) and “family values,” movement conservatives captured much of 
the state and the ideological apparatuses in a coup that was simply unavailable to 
capitalists in France and Germany. Encouraging a coalition of better off workers 
and lower level managers against the poor, they were able to paint the United 
States’ adversarial labor relations system as an obstacle to growth. Greater “flex-
ibility” in employment relations appealed not just to employers but to those 
workers who had not been part of the New Deal system, or who were ejected 
from it in the structural crisis of the 1970s. It was not terribly difficult for the 
entrepreneurs and demagogues of the New Right to create a common sense in 
which freedom and liberty in the labor market were good for everyone, unem-
ployment is always voluntary, and removing welfare support is good for the 
poor.
 To sum up then, neoliberalism succeeded in the United States due to success-
ful capitalist-class formation and working class weakness in an adversarial polit-
ical environment in which the political “reforms” of the late 1960s and early 
1970s had created a candidate-centered (rather than party-centered) political 
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system. These political reforms had the effect of increasing state responsiveness 
to societal demands and made state actors dependent on non-poor majorities for 
votes and funding, leaving them less able to protect the interest of workers and 
the poor. Giving “power to the people” turned out to be giving power to those 
who wanted to restore capitalist class privilege.

Conclusion
We conclude on a reserved note, with a hint of optimism leavened by the daunt-
ing degree of prevailing US business hegemony and what this means to any 
serious political or policy challenge to the current sway of neoliberalism.The 
swing in the United States was large; another swing is, at least theoretically, pos-
sible. The effects of the Iraq invasion on working-class attitudes need to be care-
fully watched (Silver 2003: Chapter 4). The current reaction against “free trade” 
is also a sign that change is afoot. We should always be careful to watch what 
we hope for. Political reform and the pursuit of individual rights in employment 
in the 1960s and 1970s both had the perverse effect of undermining collective 
sources of working-class power. While beyond our scope here, they were the 
perverse and unintended consequences of legitimate activism that impacted 
political culture and institutions in a manner that, in the end, gave impetus to 
capitalist class political agency (Lichtenstein 2002; Prasad 2006).
 We argue here and elsewhere that social progress in capitalist society has 
been the result of working-class formation which in alliance with other classes 
AND with state actors, forces change on capitalists. The regress of the last gen-
eration – social decline through free market economics – in the United States is 
due to the capitalist class getting organized and fully capturing the state and the 
ideological apparatuses. A complex, and to us, highly contingent and conjunc-
tural set of developments produced and abetted this development. Belief in the 
capital–labor accord encouraged some on the Left to look for a new bargain with 
capitalists as the way out of the crisis. It is much more important, in our view, to 
remind people of the possibility and historic reality of working-class radicalism 
in the United States, to kindle that radicalism and abet its viability and efficacy, 
as those “experts” including heterodox economists seek, among other things, to 
split capitalists from their unnatural allies. Such a development could be an 
essential and forceful precondition to challenging that neoliberalism that now 
produces macro-instability and a decline in the fortunes of working peoples 
throughout the world. Drawing historical lessons from nations who have fared 
well, or poorly, or both – as many have in the volume – is a starting point.

Notes
1 Arguably labor relations have shifted even more in the United Kingdom than in the 

United States, and certainly privatization there had more far-reaching effects than did 
deregulation in the United States. Still, trade union density remains relatively high 
(ETUI-REHS, 2007. “European Level Representation.” www.worker-participation.eu/
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national_industrial_relations/across_europe/european_level_representation) as does 
social spending relative to GDP (Adema and Ladaique 2005)). 

2 This section relies heavily on Jacoby (1991), Laurie (1989), Lichtenstein (2002), and 
Wilentz (1984). 

3 Finegold and Scocpal (1984) show how when the capital-sponsored NRA failed in late 
1934, business’s hegemony over policy-making imploded. This magnified the already-
existing loss of business legitimacy that the Depression created, opening the way for a 
coalition of Congressional and Executive branch leaders, representing northern urban, 
working-class, union-based movement, in effect seized control of national policy-mak-
ing. This permitted a one-time imposition of values and policies alien to US capitalists. 
See also Gordon (1994).

4 The French case provides another example of why both capitalist class and working 
class formation as well as the nature of the state are important. Here, while labor suf-
fered a similar decline in organized strength, capital has historically been quite disor-
ganized leaving much of the economy to a state apparatus for which “relative 
autonomy” does not quite capture the freedom of movement. “Support state services” 
has a popular resonance in France that is not true in the United States.
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15 Unequal exchange reconsidered in 
our age of globalization

Makoto Itoh

In our age of globalization, capitalism has reduced social control of various 
markets, and reveals the fundamental workings of capitalist economies with con-
temporary features. Neoliberalism has become the dominant ideology upon the 
basis of neoclassical economics. Despite the neoliberal belief in the fair and 
rational efficiency of free competitive market order, contemporary capitalist 
market economy has actually destabilized the economic life of the majority of 
working people, and widely polarized income and wealth inequality both inter-
nationally and domestically.
 We are thus thrown back to theoretical issues on how to understand the basic 
nature and workings of capitalist market economy as a frame of reference for 
these tendencies. Among others this chapter focuses on the theory of interna-
tional unequal exchange as a possible basic frame of reference for a global polar-
ization of income and wealth in our age. It relates to the recognition that “Rapid 
development by poor and middle income countries cannot take place under the 
Neoliberal rules of the game” (Crotty 2003), and attempts to supplement a theo-
retical foundation for this perspective.

Classic theories

D. Ricardo

Ricardo’s theory of comparative costs still remains as a powerful origin of theo-
ries of international trade. In his Principles of Political Economy and Taxation, 
Ricardo denies the direct applicability of labor theory of value by saying “The 
same rule which regulates the relative value of commodities in one country, does 
not regulate the relative value of the commodities exchanged between two or 
more countries” (Ricardo 1817: 133). This is because capital and population 
would not easily move across borders by following higher profits, unlike the 
case between different local areas within a country.
 The famous numerical example of international trade between Portugal and 
England follows. Namely, a quantity of wine, say 3,000 bottles, which Portugal 
shall give in exchange for the cloth, say of 1,000 yards, of England, is not deter-
mined by the respective quantities of labor devoted to production of each. In 
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England, to produce the cloth requires 100 men for one year, and to produce the 
wine might require 120 men a year. England finds it her interest to import wine 
by exportation of the cloth in this case, as she can obtain more wine (and/or 
cloth) by concentrating in production of cloth. In Portugal, to produce the wine 
requires 80 men a year, and to produce the cloth 90 men a year. It is advanta-
geous also for Portugal to export the wine in exchange for the cloth, as she can 
obtain more cloth (and/or wine) than producing it domestically. Thus, unequal 
exchange between 100 men’s labor in England and 80 men’s labor in Portugal is 
performed, with a desirable result for both countries.
 What happens if Portugal exports to England not just wine but also cloth, as 
she can produce the same quantity of cloth by less amount of labor than in 
England? Then, according to Ricardo, England has to pay specie money to Por-
tugal without being paid for her export. As the quantity of money reduces in 
England, prices of commodities are depressed down, while prices in Portugal 
rises up as specie money flows in. At some point, as a result of these changes in 
price levels, England is able to export cloth with a relative cost advantage in 
comparison with wine production, so as to restore the international distribution 
of money as well as the international trade advantage for both countries. This 
logic is the specie flow mechanism, based upon the quantity theory of money. At 
equilibrium, the relative (exchange) value of specie money in terms of commod-
ity (labor) values would be smaller in Portugal than in England.
 Ricardo, who purified the Classical school’s labor theory of value thus did not 
mechanically apply it to the international trade. He in fact assumed an unequal 
international exchange of labor, and left a series of interesting issues in his theo-
ries of comparative costs and the specie flow mechanism. Is the labor theory of 
value irrelevant to the theoretical analysis of international trade? What does 
determine the terms of international trade? How do we count labor costs in dif-
ferent countries? How to understand the relative value of money (or different 
price levels) in different countries in the world? Does Ricardo’s theory prove 
advantage of free trade in general? These served as a touchstone for different 
approaches of different subsequent schools.
 For instance, F. List (1841) opposed Ricardo’s argument for free trade, criti-
cizing it as representing just the interests of the most advanced national economy 
with the absolute advantage of a strong industrial exporting power, and advoc-
ated protective tariffs as well as industrial policies for developing countries. His 
approach founded the German historical school by emphasizing the roles of the 
state, social institutions and national spirit for the development of a successful 
national economic system.
 In basic theories of value, Ricardo’s theory on foreign trade was one of the 
crucial points where the objective labor theory of value was generally abandoned 
by neoclassical economics. Ricardo did not explain exactly what determines the 
exchange ratio of cloth and wine in his example. So far as the exchange rate 
between cloth and wine (Pc/Pw) is within the range of 100/120 < (Pc/Pw) < 90/80, 
Ricardo’s theory of mutual advantage (in terms of use-values) for both countries 
remains. J. S. Mill (1848) mediated a shift away from the labor theory of value 
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by emphasizing the role of reciprocal demand equality in determination of inter-
national exchange ratios. The neoclassical marginalist school followed this shift, 
and the theory of comparative costs is recast into the Heckscher–Ohlin– 
Samuelson type of law of factor productions, depending upon the notion of 
opportunity costs.

K. Marx

Marx and his followers, in contrast, attempted to maintain the labor theory of 
value and to demonstrate the existence of an international unequal exchange of 
labor. However, Marx did not treat foreign trade fully, which together with state 
and world market were mostly neglected in Capital. This reflected the order of 
his work plan in the latter half of his life, when he concentrated on capital, 
landed property and wage labor and was unable to get to these other topics (Itoh 
1988: 3–2). His references to the international trade therefore remained incom-
plete, not yet linked with his critique of Ricardo’s quantity theory of money, and 
have consequently remained a source of debate.
 For example, Marx argues that, even according to Ricardo’s theory that three 
days of labor in one country can be exchanged against one of another country, 
an unequal exchange of labor becomes a possibility:

Here the law of value undergoes essential modification. The relationship 
between labor days of different countries may be similar to that existing 
between skilled, complex labor and unskilled, simple labor within a country. 
In this case, the richer country exploits the poorer one, even where the latter 
gains by the exchange.

(Marx 1861–1863 [1972] (3): 105–6)

Thus he clearly recognizes a theoretical possibility for, on the one hand, unequal 
exchange of labor, and exploitation, and on the other mutual gains by the com-
parative advantage effect through international trade.
 In Capital Volume I, Chapter 22’s discussion of “national differences in 
wages”, this recognition is deepened and gains some complexity. According to 
Marx, the average intensity of labor changes from country to country. The more 
intense national labor, as compared with less intense, produces in the same time 
more value, which expresses itself in more money. A further modification of the 
law of value comes from the fact that national labor, which is more productive, 
counts as more intensive, so long as its products are not compelled by competi-
tion to lower the selling price to the level of their value.
 The double modifications of law of value relating to international comparison 
of intensity and productivity of labor in different countries are easily understand-
able, when production of the same commodity of an industry (or the same com-
position of commodities by the bundle of industries) is compared. Marx seems 
to assume this case, for he assumes here piece-rate wages as a measure of intens-
ity and productivity of labor.
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 In contrast, it is impossible logically to compare intensity and productivity of 
labor across different industries producing different use-values, as different use-
values are incommensurable in themselves. Their commensurability as commod-
ities is given either by prices as their form of value or by amounts of embodied 
labor time as their substance of value. So long as international trade tends to 
form an international division of labor among different countries, it is not easy to 
compare intensity and productivity of labor among these countries independent 
from prices in the world market.
 It is remarkable that Marx consciously avoids such a logical complexity in 
comparing labor intensity and productivity between different industries here, and 
carefully concentrates on piece-rate wages as a measure of them. His main inten-
tion was to show that the law of labor value need not be abandoned in the case 
of international trade, but needed modifications by national degrees of intensity 
and productivity of labor.
 A series of problems were left behind. Is this argument persuasive in under-
standing unequal exchange or exploitation of labor in international trade? How 
to understand the law of international values? Can national differences in rela-
tive values of money (converse of price levels) be explicated in this line of 
argument?
 As a whole, however, Marx’s Capital concentrated to the basic logic of 
motion of capitalist economy and did not pay much attention to unequal interna-
tional exchange, by assuming that an advanced capitalist country shows the 
future image of later developing countries.
 In studying basic logic of motion of capitalist economy in a country, we can 
indeed theoretically abstract from foreign trade. Because “foreign trade only 
replaces domestic articles by those of other use or natural form, without affect-
ing value-ratios,” so long as normal annual reproduction on a given scale goes 
on (Marx 1875 [1978]: 546). It is as if some domestic capital was shifted to pro-
duction of such imported articles from that of domestic products for export. In so 
far as such foreign trade realizes Ricardo’s comparative advantage effect, and 
reduces the necessary labor costs to obtain foreign products in comparison to the 
labor costs to produce them domestically, it would mostly contribute to a rise in 
the rate of surplus-value and profit rate, just as would a rise in productivity in 
domestic industries.

V. I. Lenin

After Marx, Lenin (1917) presented a stages theory of capitalist development in 
his study of Imperialism: The Highest Stage of Capitalism at a more concrete 
level that was distinct from, but based upon, the basic principles of capitalist 
economy like Marx’s Capital. Historical changes of key industries, the charac-
ters of dominant capital, leading countries, economic policies and structures of 
world market are all concretely considered. The latter half, items of Marx’s 
planned life’s work, namely the state, foreign trade and world market, are thus 
introduced at this level of stages theory of capitalist development.
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 Comparing the stage of imperialism with that of liberalism, Lenin contrasted 
the characteristics of these two stages as follows: “Typical of the old capitalism, 
when free competition had undivided sway, was the export of goods. Typical of 
the latest stage of capitalism, when monopolies rule, is the export of capital” 
(Lenin 1917: 72). It was important for Lenin to emphasize this as an economic 
foundation for imperialist colonial policies among great powers, necessitating 
the world war, and the resultant social crisis which induced a new strong ground 
for socialist revolution.
 At the same time, Lenin underlined that the export of capital became “a solid 
basis for imperialist oppression and exploitation of most of countries” for a 
handful of rich countries (1917: 75). On the other hand, the aspect of unequal 
exchange in foreign trade as a possible source of international exploitation, as 
well as its correlation with the export of capital, tended to be neglected in 
Lenin’s formulation of imperialism.

Japanese debates on international values
Japan has been the site of a series of international value controversies since 
World War II. Eight representative essays in the controversy were collected in E. 
Kinoshita’s edited book (1960). This controversy went back to the classic inter-
national trade theories that preceded Lenin, and attempted to re-examine Ricar-
do’s foreign trade theory from the view of Marx’s labor theory of value, by 
rejecting J. S. Mill’s guide to step away from it. The following are the key argu-
ments ventured in this debate.
 First, according to T. Nawa, international comparisons of national labor pro-
ductivity are possible if one examines the same common key industry. Higher 
productivity in the key industry in an advanced country enables it to obtain gold 
money in the world market more than its equivalent labor value, and thus 
reduces the relative value of gold money against whole national labor of that 
country.
 This argument is in a sense in accord with Marx’s treatment of the interna-
tional comparison of intensity or productivity of labor, as we have seen. Though 
it may imply unequal international exchange of labor, it could not explain the 
case of international trade between countries with different key industries. Can 
we assume the same common key industry among various countries in the world 
market? It is also not clear how and why higher productivity in a key industry in 
an advanced country is extended to the whole national labor in the form of rela-
tively low value of money.
 Second, in M. Hirase’s opinion, Marx’s theory of market value, where capi-
tals with exceptionally superior productivity can obtain extra surplus-value as if 
they realized more intensive labor, should be applied to international values. 
Then exporters would send commodities from a country with lower costs of pro-
duction to another with higher costs in every industry, in contrast to Ricardo’s 
theory of comparative costs. The result is a realization of equal exchange of 
value, if not equal exchange of physical labor time. Or, in K. Akamatsu’s view, 
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Marx’s theory of complex labor and simple labor should be applied to the Ricar-
do’s foreign trade theory, where exports from both countries are in accord with 
their domestic value. Then, equal, not unequal, exchange of value and labor must 
be realized so long as labor to produce wine in Portugal is complex labor to be 
counted 100/80 times of simple labor to produce cloth in England.
 Although these interpretations intended to apply some aspects of Marx’s 
value theory to Ricardo’s model of comparative cost, the result negated Marx’s 
view that saw exploitation of the poorer country by the richer through unequal 
exchange of labor.
 Against these arguments, E. Kinoshita emphasized that international unequal 
exchange of labor is realized due to difference in national labor productivity 
even among countries with equal intensity and complexity of labor. According 
to him, higher national productive power of a country brings about, and is repre-
sented by, a relatively lower national value of gold money. When the national 
value of money is no longer matched with national productive power, it is 
expressed in a trade imbalance to be readjusted through international realloca-
tion of gold money.
 Kinoshita also regarded the modification of the law of value as a sort of equal 
exchange of values as if these values were produced by complex and simple labor. 
On this point, his position becomes unclear if it really enables us to see interna-
tional unequal exchange in terms of simple labor. In addition, he seems to assume 
a Ricardian quantity theory of money. He also has difficulty in defining national 
productivity independent from relative price levels (inverse of relative national 
value of money) or the trade balance of a country. Thus he had to confess that this 
controversy left unsolved even the main issues on international value.
 This controversy in Japan reflected, in my view, an actual national concern of 
that early postwar period. Lenin’s notion of imperialism with colonial policy 
based on export of capital was already remote from the national reality. Interna-
tional trade seemed far more important, along with the dollar shortage problem 
that plagued the Japanese economy’s recovery. The need to strengthen key 
industries and create national productive power in order to catch up with the US 
economy dominated national concern.
 At that time, international unequal exchange of labor with the third world 
countries in relation with international capital investment had not yet become a 
major concern. At the same time, Marxian value theory itself still had various 
problems to be solved. The distinction and relationship between the forms and 
the substance of value, such as prices of production and substance of value as 
embodied abstract human labor in commodities, as well as theoretical issues on 
complex labor, still needed to be further developed. The concept of international 
value itself resultantly had to remain problematic and ambiguous. A gravitational 
center of prices of commodities from advanced countries, as a form of values, 
which are sold for more money than those from less advanced countries, tended 
to be directly regarded as containing more labor substance, as if they were prod-
ucts of complex or intensified labor. The issue of unequal exchange of labor is 
thus obscured in one way or another.
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 In retrospect, Marx’s basic theories of both market value and complex 
(skilled) labor themselves left serious difficulty by unrealistically assuming the 
expenditure of a greater amount of labor as if it were performed by intensive 
labor. As I argued elsewhere (Itoh 1988: 6–3, 7–2), these theories should be 
approached differently by presupposing a social foundation of economic demo-
cracy in which any concrete useful labor (including complex labor or labor under 
exceptionally advanced conditions of production) is considered the expenditure 
of a basically equal human capability to perform various works as abstract 
human labor. This in turn permits these labors to be simply counted by their 
social contribution of common physical time. This is true even if some wage 
laborers require more education and training costs, because this aspect belongs 
to a separate issue concerning how to define the value of labor power. This point 
has been a potential theoretical ground, in my belief, to solve the related issues 
in the long-standing three major controversies: the transformation problem, the 
socialist economic calculation, and the question of international values. Such a 
way of treating human labor is not just imaginary but already experienced in 
many cases of LETS (local exchange and trading system) or local money 
practices.

Unequal exchange in dependency theories
A. Emmanuel (1972) presented a new theory of international unequal exchange 
by applying Marx’s theory of prices of production. His theory served as a basis 
for the dependency school, which underlined the continuous structural economic 
difficulty on the part of third world countries even after the political liberation 
from the old imperialist colonial system. The logic of unequal exchange between 
the center and the periphery in the world market seemed essential in this context.
 According to Marx, so long as capital and labor are free to move across 
industries, so as to equalize profit rates and wage rates, the price of production is 
determined by cost price (c + v, where c designates constant capital invested in 
means of production, while v represents variable capital invested in labor power, 
i.e. the source of surplus-value m) plus average profit (r). Then, the price of pro-
duction of a commodity which is produced in an industry with an organic com-
position of capital (c/v) higher than the social average must be greater than the 
substance of value (c + v + m) embodied in the commodity. The reverse must be 
true for the price of production of a commodity which is produced by an indus-
try with a capital composition lower than average. Unequal exchange of labor 
value is then realized, and transfers a part of surplus value from the latter type to 
the former type of industry under the system of prices of production.
 Emmanuel called this sort of commodity exchange “a primary form of non-
equivalence” in international trade, where advanced countries tend to have 
industries with higher composition of capital than peripheral developing coun-
tries. In addition, there is more important international unequal exchange, or 
“nonequivalence in strict sense,” according to Emmanuel, so long as there is a 
big gap in wage rates or in the rates of surplus value (m/v) between the center 
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and the periphery. The unequal wage rates or the rates of surplus value are 
hardly equalized internationally, as mobility of labor power, unlike that of 
capital, is generally narrowly limited due to political and social restrictions on 
immigration.
 In Emmanuel’s numerical example, the wage rate in a central country A is 
assumed to be 10 times as high as in a peripheral country B. Intensity of labor in 
A is twice as much as in B (though difference in intensity of labor seems unes-
sential to Emmanuel’s theory – Itoh). Then, when the value of labor power to 
produce the same value product (v + m), say 120, is 100 in A, the value of labor 
power is just 20 in B. While the rate of surplus value in A is 20 percent, that rate 
in B must be 500 percent. In so far as international trade between these countries 
is performed under the system of prices of production (c + v + r) so as to equal-
ize the rates of profit, apparently a larger scale of transfer of surplus value from 
B to A must occur in addition to the primary form of nonequivalence.
 This model was regarded in the dependency school as a good reason why 
underdevelopment in the third world countries had to be deepened economically 
even in the era of neocolonialism. It was presented by opposing the presupposi-
tion of international immobility of capital in Ricardo’s theory of foreign trade. 
Export of capital, which Lenin emphasized as a ground for political imperialism, 
is here structurally combined with the function of international trade of com-
modities to exploit developing countries in the age of neocolonial economic 
imperialism.
 Shaikh (1980) followed this model and sharply criticized Ricardo’s harmonious 
model of foreign trade together with its basis in the quantity theory of money. If 
Portugal in Ricardo’s numerical example continues to export both wine and cloth 
to England, by lending money capital, the specie flow mechanism in accord with 
the quantity theory of money would not work. Then, England may succumb to 
chronic trade deficit and mounting debt. Shaikh applied this case to the difficulties 
of current peripheral developing countries with absolute disadvantage, falling in 
both chronic trade deficit and cumulative international borrowing.
 Emmanuel’s model contradicted Marx’s inclination to see a higher rate of 
surplus value in more advanced capitalist countries than in less developed coun-
tries, reflecting a higher intensity and productivity of labor (e.g. Marx 1867 
[1977]: 702). Marx’s view on this point must reflect the severely exploitative 
work conditions in contemporary advanced countries like England.
 However, in the period of high economic growth in the post-World War II era 
until 1973, the so-called Fordist regime of capital accumulation shared the fruits 
of increased productivity corporately between capital and labor in advanced cap-
italist countries. It seemed to endorse Emmanuel’s view to see lower rates of 
exploitation in the center, compared with increasing misery in the periphery.
 S. Amin (1973) reinforced Emmanuel’s theory of unequal exchange by 
asserting that at least three-quarters of exports from the third world countries are 
now produced in “super-modern capitalist sectors,” with physically equal labor 
productivity as in the advanced countries where labor time embodied in them is 
commensurable with labor time in advanced countries.
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In our age of globalization
Emmanuel’s model of unequal exchange presupposed a big gap in the wage rates 
between the center and periphery, and left it further to be analyzed. As Marx 
stated, “the determination of the value of labor-power contains a historical and 
moral (i.e. social – Itoh) element” (Marx 1867 [1976]: 275). In peripheral coun-
tries, reproduction of labor power is widely related with various non-capitalist 
modes of production and the roles of non-market labor, as Amin (1973) and 
Wallerstein (1995) noticed. The especially increasing economic difficulty of 
peasant families in agricultural villages under the pressure of capitalist money 
economy generally tends to serve as a broad source of cheap labor in the form of 
“constant latent surplus population” (Marx 1867 [1976]: 796).
 In so far as the wide gap in wages between the central and the peripheral 
countries is an essential source of international unequal exchange and exploita-
tion, differences in social structures and institutions for capital accumulation – 
including labor laws, industrial policies, educational systems and the roles of 
trade unions – between the center and the periphery of the world capitalism must 
be important in this context. In this regard, the approach of the social structure of 
accumulation school must be encouraged and further applied to the international 
political economy.
 There is indeed a vicious cycle of socio-economic factors in peripheral coun-
tries, such as excessive competitive pressure among peasants to sell their prod-
ucts and idle labor power, low wages, cutting down of cost prices of products, 
higher relative value of world money (e.g. the dollar), cheaper costs of reproduc-
tion of labor power, poor conditions of living, and insufficient levels of educa-
tion. Apparently these factors, which form again circularly, are both the cause 
and result of international unequal exchange or exploitation of labor in relation 
with central advanced countries.
 The labor theory of value need not be a straightforward simple price theory, 
especially in the field of international political economy. It still enables us to see 
a wide room for international unequal exchange or exploitation of labor through 
forms of value, as prices that are determined actually by including such socio-
economic factors as exemplified above. They are decisive particularly on the 
determination of nationally different levels of wages.
 It is noteworthy, however, that unequal exchange in our age of globalization 
does not work to maintain just a static relationship between stagnant peripheral 
disadvantageous countries and wealthy advanced countries. Unlike in the initial 
image of unequal exchange by Emmanuel and other dependency theorists, the 
third world has become very much diversified, and split into at least three 
groups.
 The first group is oil-producing countries. Most countries in the UAE, for 
example, gained a huge amount of oil money as a sort of global ground rent by 
widely and repeatedly elevating oil prices since 1973, a development which 
served as an important source of globalization of financial transactions through 
recycling of oil money. The second is the least-among-less-developed countries 
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(LLDCs), such as those in most parts of Africa. The disadvantage of unequal 
exchange remained there just as hard as in the initial image of the dependency 
school, and was rather deepened by repetitive rises in oil price and cumulative 
international debt.
 The third group is a herd of developing countries with higher growth rates. In 
particular, most Asian countries have joined this group one after another and shown 
remarkable vitality. Even after the first oil shock, Asian NIEs (Korea, Taiwan, 
Hong Kong and Singapore) have maintained high annual growth rates – nearly 10 
percent, and ASEAN countries (Malaysia, Thailand, Indonesia and the Philippines) 
have followed. China, with the largest population in the world, has now joined them 
and grown annually around 10 percent since 1978, and more recently India, with 
the second largest population, began to grow at nearly the same rate.
 It is apparent that new information technologies have facilitated many capi-
talist corporations in the advanced countries to invest in these Asian countries so 
as to utilize favorable socio-political conditions of production. Against “the Neo-
liberal rules of the game,” strong industrial policies, such as to supply infrastruc-
ture to special economic zones, or to keep stable financial conditions including a 
fixed exchange rate with the dollar, also clearly worked for inducing foreign 
capital investment and industrialization in these countries. Export of capital in 
our age in this regard does not one-sidedly colonize and exploit developing 
countries, unlike in the age of Lenin. International unequal exchange of labor, 
especially upon the ground of relatively low levels of wage rates, must remain 
exploitative of these developing countries too. However, combined with an 
effect of inflow of multinationals’ direct investment from advanced countries, 
unequal exchange in our age does not have the effect of being just as oppressive 
and preventive of economic growth of developing countries as it once may have.
 Ricardo’s argument, as Marx underlined, that international unequal exchange 
of labor may realize an advantageous effect to either of the participant countries, 
has actually resurfaced for this group of developing countries in a certain histor-
ical context of our age. The advantageous effect in this argument relates to the 
increase in nationally obtainable amounts of use-values, which are distinct from 
unequal exchange of labor as the substance of value. However, such an effect 
should not be taken as evidence to support Ricardian free trade principles or neo-
liberal rules, as it is realized ex facto through positive industrial policies.
 At the same time, the advantageous international unequal exchange no longer 
guarantees relatively high and stable economic growth for the advanced coun-
tries, unlike in the preceding phase of capitalism until 1973. In the restructuring 
process through the continuous economic crises and depressions, neoliberal glo-
balization in our age has accelerated de-industrialization and induced instability 
of economic life and worsening work conditions among the majority of working 
people in the advanced countries under competitive pressure from those industri-
alizing developing countries with lower wages. It is as if the globalization of the 
capitalist economy with international unequal exchange in our age is causing a 
reaction where the global polarization of economic life is internalized by the 
central advanced countries.
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 Our recognition of continuous international unequal exchange in this regard 
should be utilized not just to underline an opposite economic interest between 
the advanced and the developing countries, but also to clarify the common pres-
sure and difficulties of working people in both sides of them under dominant 
neoliberal globalization of world capitalism. It must imply a common need at 
least to amend the neoliberal globalization policy tide for the sake of great 
majority of working people in the world.
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16 From capital controls and 
miraculous growth to financial 
globalization and the financial 
crisis in Korea

Kang-Kook Lee

Introduction
Mainstream economists and international organizations have argued that financial 
liberalization and opening encourage economic growth in developing countries. 
They emphasize gains from financial globalization such as more investment and 
higher economic efficiency. However, this argument is seriously flawed both in 
theory and reality. Financial markets always suffer from market failures, and there 
is no empirical evidence to support the growth effect of financial globalization.
 Heterodox perspectives including the Post-Keynesian view have wisely 
pointed out that effective capital controls could spur economic growth; the 
success of the developmental states of East Asia in achieving rapid economic 
development since the 1960s supports this contention. Conversely, capital account 
liberalization may destabilize the economy, as shown by the recent series of 
financial crises in those nations who liberalized, including some of these develop-
mental states who had previously succeeded by deploying capital controls.
 Korea presents the most telling case in this respect. The Korean economy was 
a paragon of the “East Asian Miracle” for its rapid economic growth after the 
1960s. Strong and effective capital controls of the developmental government, in 
combination with industrial policy and domestic financial control, contributed to 
this success. However, selective financial opening in the 1990s led to the finan-
cial crisis, and the economic performance has been disappointing after extensive 
post-crisis economic restructuring and financial opening. This chapter examines 
the interesting experience of capital controls, liberalization and economic per-
formance in Korea. I briefly review hot debates on capital controls, liberalization 
and economic growth in the second section. Then, I investigate how capital con-
trols in Korea were successful in encouraging economic growth in the third 
section. In the fourth section, I present a historical analysis of financial opening 
and the financial crisis in the 1990s, and post-crisis changes in Korea.

Capital controls, liberalization and economic growth
It is strongly argued that an integrated global financial market enhances effi-
ciency in capital allocation, reduces the cost of investment and disciplines 
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national governments. Developing countries are said to grow faster with finan-
cial globalization and international capital movements for these reasons (Rogoff 
et al., 2004).1 However, when financial markets reek with market failures due to 
information problems and investors’ herd behaviors, there is no guarantee for 
such benefits to be realized. Rather, financial opening could generate instability, 
as seen in many financial crises related to self-fulfilling expectations and conta-
gion effects (Stiglitz, 2000). Though mainstream economists advocate opening 
financial markets with a view to promoting prosperity, they still underestimate 
problems associated with open international financial markets. The East Asian 
financial crisis had the effect of making many economists more skeptical about 
benefits of financial opening, and led some to call for better regulation.
 Heterodox economists understand capital controls and liberalization in rela-
tion to a broader context of economic management. They argue that capital con-
trols could help governments to introduce full employment and egalitarian 
policies as shown in the experience of the “golden age,” when capital controls 
and Keynesian macroeconomic policy were adopted together in advanced coun-
tries. But financial globalization gave difficulty in macroeconomic management 
to national governments, which lost policy autonomy under the open capital 
market (Crotty, 1989). This perspective also asserts that capital controls, if 
effectively adopted under a proper development strategy, can contribute to eco-
nomic development in developing countries (Crotty and Epstein, 1996).2 In fact, 
the experience of East Asia clearly demonstrates that capital controls could 
promote economic growth and mismanaged capital account liberalization 
brought about the financial crisis.
 Proper capital controls may spur growth through several channels. First, con-
trols can stabilize the economy by checking capital flight and regulating volatile 
capital movements. Also, they allow manipulating of the terms of trade for inter-
national trade, thereby boosting export and economic growth. Adequate manage-
ment of foreign capital and regulation of foreign direct investment (FDI) are 
necessary to encouragement of productive investment and spillover effects. But 
if controls are to be successful they should be incorporated into a broad develop-
ment strategy of capable governments. Only “developmental states” with strong 
capacity can execute capital controls effectively, and encourage the productive 
use of foreign capital with industrial policy and financial control (Lee, 2004). Of 
course, the change of political economy tends to bring about capital decontrols 
and liberalization, which finally result in economic instability and financial crises 
in many countries.
 Having said that, it comes as no surprise that there is no consensus in debates 
on capital account liberalization and economic growth. Actually, empirical 
studies do not find strong evidence that capital account liberalization spurs eco-
nomic growth (Kose et al., 2006).3 Considering limitations of cross-country 
regressions, it would be more desirable to examine a specific historical experi-
ence to show the relationship between capital controls, liberalization and growth, 
which I will turn to in the next section.
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Economic miracle with capital controls in Korea

The developmental state and state-led economic development

It is now well known that rapid economic development in Korea was guided by 
the government that strongly intervened into the economy from the early 1960s 
(Amsden, 1989). Opposite to neoclassical arguments, the role of the state was 
crucial in Korea’s growth, represented by selective promotion of industry, credit 
allocation programs, various measures for trade protection, and capital controls. 
The key to this successful intervention was a specific institutional structure of 
the government, called the developmental state, that had a characteristic of 
embedded autonomy and high capacity (Evans, 1995). The state in Korea had 
relatively strong autonomy because no powerful economic interest groups 
existed, in contrast with Latin American captured states. Another important 
feature was a close government–business relationship with cooperation and dis-
cipline. This mitigated information problems and limited unproductive rent-
seeking. Furthermore, the Korean government had highly capable officials due 
to the long history of the bureaucracy system and efforts for internal reform. It 
was strongly development-oriented, different from other developing govern-
ments that attempted to maximize their own revenues.
 The Korean government established a state-led financial system on the basis 
of this institutional structure, in which the government allocated financial 
resources to priority industries and firms in line with industrial policy. The major 
industrial policy purpose was export promotion in the 1960s and the develop-
ment of heavy and chemical industries in the 1970s. In the process of industriali-
zation, domestic business groups, called “chaebol” had been strongly supported 
by the government, with preferential credit, tax break and trade protection. The 
most important tool the government made use of was providing them with pref-
erential bank loans, which were owned and controlled by the government itself. 
The share of policy credit in all loans of deposit money banks was higher than 
60 percent from 1960 to 1991.
 It is crucial to understand that the government support for businesses was 
wedded with effective discipline over their practices. The government provided 
preferential credit in return for export performance of firms, thereby creating 
contingent rents and minimizing rent-seeking. Hence, the development model of 
Korea was a unique combination of the market and state mechanism. The spe-
cific character of the state and the government–business relationship in Korea 
made this peculiar system function effectively. This system resulted in high and 
productive investment in the private sector, and thus economic growth for some 
30 years.

Strategic globalization and capital controls

External economic policy of the developmental state of Korea was peculiar too. 
Opposite to the mainstream view that Korea benefited from globalization 
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 significantly, the Korean government did not pursue a mere opening of the 
economy. Rather, it pursued a strategic integration with the global economy by 
managing openness (Singh, 1994). First, the trade regime was not totally open 
but used the two-track approach of both export promotion and import substitu-
tion. The government effectively protected the domestic market so that domestic 
companies could grow internationally competitive, while it pushed them to 
increase exports for the world market (Chang, 1994).
 More importantly, the government actively used extensive capital controls, 
incorporated into the state-controlled financial system (Nembhard, 1996). The 
Foreign Capital Inducement Act in 1961 legally stipulated capital controls that 
covered a broad gamut of financial activities, from foreign exchanges and currency 
restrictions to foreign investment. In 1962, the control over the foreign exchanges 
was transferred from the central bank to the ministry of finance (MoF) to increase 
the discretionary power of the government. Current accounts were controlled 
because imports were strongly regulated, and strict exchange restrictions were 
applied to all capital outflows until the 1980s. Tight regulations of FDI in Korea 
for the purpose of making FDI a conduit of advanced technology and managerial 
expertise for domestic development were well known (Mardon, 1990). The gov-
ernment inspected foreign investment projects rigorously and limited foreigners’ 
ownership of domestic industry.4 FDI that might compete with domestic firms 
were not permitted, and regulation measures including the foreign companies’ 
compulsory use of domestically produced parts were introduced.
 As a result, FDI played only a minor role in capital formation in Korea in 
comparison with other developing countries. As shown in Figure 16.1, the share 
of FDI in total long-term foreign capital and total domestic investment was much 
lower than other Asian Newly Industrializing Countries (NICs), let alone Latin 
America (Haggard and Cheng, 1987: 95).
 However, foreign loans were not hindered, but rather promoted, by the gov-
ernment which aimed to mobilize foreign capital to complement scarce domestic 
savings. The government introduced new laws in 1962 and amended them in 
1966 to let state-controlled banks guarantee the payment of long-term foreign 
loans of the private sector. As private businesses did not have credibility to 
borrow foreign capital, this policy was essential to their procurement of foreign 
capital. Due to these measures, long-term loans, particularly commercial loans, 
soared starting from the mid-1960s as shown in Figure 16.1.5 The Korean gov-
ernment not only encouraged foreign loans but also made hard efforts to promote 
productive investment of the private sector using these loans. It allowed private 
businesses to make foreign loans taking the purpose of industrial policy into 
account, and actively distributed foreign currency loans through the state- 
controlled banking system for priority industries. Figure 16.2 demonstrates that 
the share of foreign savings in GDP between 1966 and 1982 was as high as 
about 5.5 percent, which financed high investment and the trade deficit. Thus, 
although the government controlled foreign capital strongly and the role of FDI 
was small, investment and economic growth in Korea banked highly on foreign 
capital in the early development period.6
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 Capital controls and management of the Korean government were successful 
and the specific mode of foreign financing contributed to national development 
significantly. First, controls over capital outflows were highly effective because 
of the capacity of the government and they helped to contain domestic capital 
within the economy. Second, efforts to screen and examine foreign capital 
inflows made contributions to restricting foreign dominance of the economy. 
Among others, the developmental government successfully mobilized foreign 
loans and allocated them into priority sectors under the state-led financial system 
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and industrial policy. Capital controls also helped the government to effectively 
discipline businesses because they relied highly on external finance and foreign 
capital that was controlled by the government. Hence, capital controls worked as 
an important element of a development strategy and stimulated productive 
investment, and thereby promoted economic growth in Korea

From financial opening and globalization to the financial crisis

Financial liberalization and globalizaiton in the 1990s

In Korea, it was not until the early 1990s that the government introduced extensive 
financial liberalization and opening. Several measures for financial liberalization 
including privatization of banks and interest rate deregulation were introduced in 
the 1980s, but the process was gradual and controlled by the government. 
However, economic development and the change of the financial system and polit-
ical economy strengthened demands for more liberalization and opening in finance 
(Lee et al., 2002). In the financial market, non-bank financial institutions (NBFI), 
less regulated by the government and mainly dominated by chaebols, grew fast, 
and the capital market also developed rapidly in the 1980s. This change signifi-
cantly weakened the control of the government over financing of the corporate 
sector, while it strengthened the power of chaebols against the government. Chae-
bols that wanted more freedom in their investment and financing requested finan-
cial opening to utilize cheaper foreign capital. The government itself began to 
retreat from the economy after the 1980s, influenced by strong neoliberal ideology, 
which gained further momentum in the civil government from 1993. There was 
also external pressure for financial opening from the US government, reflecting the 
changed international politics and the end of the Cold War.
 Against the backdrop of these changes, extensive financial and capital account 
liberalization were introduced in the early 1990s (Cho, 2000). Domestically, the 
government introduced significant liberalization of short-term interest rates and 
deregulation in NBFI sectors, which caused the term structure of domestic loans 
to be shorter (Cho and McCauley, 2001).7 Measures for financial opening were 
also introduced along with the government decision to join the OECD and pres-
sures from domestic and international capital. Capital-market opening for port-
folio investment was introduced rather carefully and gradually, and long-term 
borrowing such as issuing corporate bonds abroad was still regulated in effect.8 
Government maintained regulation because it was concerned about financial 
instability and the weakening of the government macroeconomic management 
due to volatile foreign financial capital.
 However, deregulation for short-term foreign borrowing by financial institu-
tions and firms was much more extensive (Cho, 2000). The government abol-
ished the ceiling on foreign currency loans of financial institutions and reduced 
the required ratio of long-term foreign loans in 1993. Furthermore, between 1994 
and 1996, 24 finance companies were transformed into merchant banks that dealt 
in foreign exchanges, and banks were allowed to open 28 new foreign branches. 
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The government naïvely expected that short-term loans would be automatically 
rolled over, and the private sector strongly wanted low interest rates available on 
short-term foreign loans. Despite extensive opening, the financial supervision 
system was weakening, and was without an effective monitoring structure 
(Balino and Ubide, 1999). The problem was especially serious for newly 
licensed merchant banks that were exposed to high risk due to short-term bor-
rowing and risky long-term investment (Lee et al., 2002). The monitoring of 
internationalized financial business was not effective either, in spite of the rapid 
expansion of offshore business.

Financial vulnerability and the 1997 financial crisis

The aftermath of this careless financial opening was growing vulnerability and 
the collapse of the economy. As a consequence of capital account liberalization, 
foreign capital inflows rose rapidly as shown in Table 16.1. Foreign debt surged 
from some $44 billion in 1992 to more than $120 billion at the end of 1997, 
most of which was due to the surge of short-term borrowing of financial institu-
tions and firms.9
 This foreign borrowing financed the investment boom driven by aggressive 
investment spending by optimistic chaebols in the early 1990s. It is hard to say 

Table 16.1 Foreign debt and net capital inflows into Korea in the 1990s ($ billion)

 1992 1993 1994 1995 1996 1997

Total foreign debt 42.8 43.9 56.8 78.4 104.7 120.8
Long term 24.3 24.7 26.5 33.1 43.7 69.6
Short term 18.5 19.2 30.4 45.3 61.0 51.2
Short term debt/ – 1.05 1.36 1.54 2.07 5.77
foreign reservesa 

Net capital inflows (1 + 2 + 3) 6.99 3.22 10.73 17.22 23.92 6.03
1 Net direct investment –0.43 –0.75 –1.65 –1.78 –2.34 –1.95
2 Net portfolio investment 5.8 10.0 6.12 11.59 15.18 14.76
3 Other net capital inflows 1.62 –6.05 6.26 7.46 11.08 –6.79
Financial institutions 2.43 1.2 8.98 13.40 14.15 –14.12

Borrowing
Long-term 1.2 0.08 1.95 1.61 1.53 0.72
Banks 0.9 0.15 2.18 2.03 2.49 0.66
Development institutions 0.08 –0.08 0.01 –0.35 –0.85 –0.01
Merchant banks 0.22 0.01 –0.24 –0.07 –0.11 0.07
Short-term 1.23 1.12 7.03 11.79 12.62 –14.84
Banks 0.7 0.39 5.38 8.52 7.19 –10.31
Development institutions 0.59 0.56 0.78 1.56 2.24 –2.43
Merchant banks –0.06 0.17 0.87 1.71 3.19 –2.10
Other debts (Trade Credit et al.) 2.49 –2.66 4.65 8.05 10.42 18.07

Source: Bank of Korea, International Balance of Payments (every year).

Note
a available foreign reserves base.
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that the investment boom was overly irrational because there were several 
factors to explain it, including the temporary export market boom (Crotty and 
Lee, 2004).10 But the mode of financing of the Korean economy was problematic 
and dangerous. For example, the ratio of the foreign debt in all corporate debts 
rose from 8.6 percent in 1992, to 10 percent in 1994 to 16.4 percent in 1996, 
owing to the rapid growth of short-term foreign borrowing (Hahm and Mishkin, 
2000: 63). Chaebols’ higher dependence on short-term and foreign borrowing 
made their financing structure especially problematic (Lee et al., 2000).11 Finan-
cial institutions also became fragile with excessive risk-taking after liberalization 
and without good risk management. The share of foreign borrowing in total lia-
bilities in the financial sector rose rapidly from 1.2 percent in 1992 to 10.7 
percent in 1996, worsening the term structure and currency mismatch problem 
(Hahm and Mishkin, 2000). Merchant banks were in the biggest danger since 
they procured foreign capital mainly in short term and lent it in long term as 
chaebols’ conduit for finance. Therefore, the Korean economy became finan-
cially vulnerable due to the significant increase of the short-term foreign debt, 
following mismanaged financial liberalization and opening.
 In 1996, a huge external shock of the export market collapse dealt a severe 
blow to the Korean economy. Several chaebols started to go bankrupt in the eco-
nomic recession of early 1997 and this left the financial sector in acute trouble 
with huge nonperforming loans. As financial institutions, especially troubled 
merchant banks, struggled to pull back their short-term loans, the crisis spread to 
the whole economy. Finally, the dangerous structure of foreign debt together 
with the contagion effect of the Southeast Asian crisis exacerbated foreigners’ 
lack of confidence (Radelet and Sachs, 1998). When they refused a rollover of 
short-term foreign loans,12 the Korean economy plunged into a crisis and the 
government had no choice but to resort to the IMF for the emergency loan in 
December.
 There were serious debates concerning the cause of the East Asian financial 
crisis. While mainstream economists stress problems of the old development 
model such as moral hazard and crony capitalism (Borensztein and Lee, 1999; 
Krueger and Yoo, 2001), heterodox economists emphasize careless financial 
opening and the problems of the international capital market (Chang, 1998; 
Crotty and Dymski, 2001). Our investigation points out that mismanaged finan-
cial opening, associated with the breakup of the developmental state in the early 
1990s, was the most important cause of the crisis in Korea. Capital account lib-
eralization, mainly deregulation of short-term foreign borrowing, without effect-
ive regulation was haphazard. The experience of the Korean economy 
demonstrates that the government must be careful in financial opening and 
globalization.

Post-crisis restructuring and financial opening

Neoliberal economic restructuring and further financial opening imposed by the 
IMF after the 1997 financial crisis finally brought down the old development 
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regime in Korea. The Kim government took the position that the crisis was due 
to inherent inefficiency of the state-led development model and implemented the 
extensive reform measures (Ministry of Finance and Economy, 1999). As well 
as restrictive macroeconomic policy, the government introduced the corporate 
and financial restructuring program, pursuing the Anglo-Saxon style economic 
model (Crotty and Lee, 2002).13

 The government also introduced various policies to totally open its capital 
markets in 1998 even though the main cause of the crisis was careless financial 
opening. Those measures included eliminating the limit of foreign ownership in 
the stock market, opening the bond market for foreigners and allowing the 
hostile merges and aquisitions (M&A) by foreigners. More liberalization of 
foreign borrowing of the corporate and financial sector and deregulation of 
outward investment was introduced in 1999. Further deregulation on individuals 
sending money abroad was adopted in 2001 and the removal of any regulation in 
foreign exchanges transactions will be introduced soon (Crotty and Lee, 2005). 
The Korean government has become especially keen about attracting foreign 
direct investment (FDI). The Roh government announced the plan of “Northeast 
Asian Business Hub” with several incentives for foreign investors. It finally con-
cluded the Free Trade Agreement with the US, in spite of domestic opposition in 
2007, in an attempt to promote inward FDI.
 It is certain that this extensive financial opening and restructuring, together 
with sharp depreciation of the currency, following the crisis increased foreign 
investment into Korea significantly.14 Net foreign portfolio investment rose fast 
from $1.1 billion in 1997 to $4.8 billion in 1999 and $11.3 billion in 2000. FDI 
inflows recorded a dramatic growth after the crisis, amounting to more than $10 
billion in a year, roughly ten times increase from the early 1990s. However, port-
folio flows were unstable and the effect of FDI on economic recovery was in 
question because most of FDI was not productive “greenfield investment” but 
related to M&A.
 All-out financial opening and neoliberal restructuring have actually caused 
serious concerns about the future of the Korean economy. First, skyrocketing 
capital inflows have reinforced foreign control of the Korean economy. The for-
eigners’ share in the Korean stock market rose from 14.6 percent in 1997 to 
some 43 percent in early 2004. While the increase of foreign ownership is 
expected to provide better management skill and technology, foreigners also 
exerted a depressing effect on corporate investment with increasing dividends 
and the threat of hostile M&A. Foreign control and its detrimental effects are the 
most salient in the financial sector. Many financial institutions were sold to for-
eigners, who had come to own as much as 65 percent of ownership of commer-
cial banks in late 2004, a dramatic jump after the crisis. Foreign-owned banks 
were much more reluctant to corporate lending, which depressed financial inter-
mediation and corporate investment. Second, liberalization of international 
capital movements may give the government more difficulty in managing the 
economy. The government has already struggled to fight inflationary pressure 
due to increasing inflows of foreign capital. It is also reported that international 
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capital movements may destabilize the Koran economy and increase the possi-
bility of the currency attack. Therefore, financial opening and the growth strat-
egy dependent on foreign capital would weaken the role of the government 
significantly and finally enfeeble national development of Korea.15

 In fact, the economic performance of the post-crisis Korean economy is dis-
appointing in general. As Table 16.2 demonstrates, after the fast recovery in 
1999 and 2000, the economy fell in stagnation with a serious decline of invest-
ment and domestic consumption. Firms’ investment has decreased highly along 
with the systemic change of the economy as big businesses lowered their debt 
ratio rapidly and financial institutions have become passive in corporate 
lending.16 As Figure 16.2 shows, total domestic investment is now lower than 
domestic saving and, hence, Korean people have grave concerns about underin-
vestment and future growth prospects. Besides, income distribution and poverty 
have worsened so rapidly as to hamper the recovery of domestic consumption 
(Crotty and Lee, 2002). Worsening distribution is common in developing coun-
tries that opened capital accounts and underwent the financial crisis, and Korea 
is not an exception. In sum, post-crisis Korea became a mediocre economy after 
neoliberal restructuring and financial opening in stark contrast with the economic 
miracle with strong and effective capital controls (Crotty and Lee, 2005).

Conclusions
Capital account liberalization has been recommended by many economists and 
international organizations as one of the most important development policies to 
developing countries. However, this study suggests that its growth effect is 
ambiguous, and developing countries should be careful about financial opening 
considering its negative impacts on the economy. It is highly feasible for devel-
oping countries to achieve economic growth based on capital controls when the 
developmental government adopts an effective growth strategy as heterodox 
economists such as Crotty have argued.
 I have investigated the experience of the Korean economy in view of the 
success of capital controls and the failure of financial opening. Korea achieved 
rapid economic growth, called the “East Asian miracle” for several decades 
under the intervention of the developmental state into the economy. The govern-
ment made successful efforts to manage foreign capital and limit foreign control 
of the domestic economy in order to promote national economic development, 
by establishing the capital controls regime that was an element of a broad devel-
opment strategy. However, mismanaged financial and capital account liberaliza-
tion in the early 1990s, reflecting the demise of the developmental state and the 
change of the political economy, made the economy financially vulnerable. The 
surge of short-term foreign borrowing and foreign debt after this financial 
opening coupled with the external shock finally led to the financial crisis in 
1997. The Korean government introduced neoliberal economic restructuring and 
extensive financial opening following the crisis. But the post-crisis Korean 
economy that has pursued financial globalization has been suffering from lower 
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growth and worsening distribution. In particular, there are serious concerns 
about the foreign control of the economy and higher economic instability along 
with the rapid increase of foreign capital inflows.
 This case study about Korea from the historical and institutional viewpoint 
supports the heterodox argument about capital controls, liberalization and 
growth. The experience of capital controls and growth in Korea points to the 
importance of efforts to manage foreign capital for national development and the 
active role of the state in economic development. Besides, Korea’s experience of 
financial globalization and the crisis demonstrates the danger of careless finan-
cial opening and its detrimental effects. Other developing economies should 
learn crucial lessons from the historical experience of successful capital controls 
and problematic financial opening in Korea.

Notes
 1 According to them, capital controls only introduce distortions and inefficiency. They 

are also ineffective because in most cases private capital can evade these controls.
 2 In particular, they underscore political will and the feasibility of controls in practice. 

Recent studies report that capital controls were rather successful in Chile and Malay-
sia in the 1990s (IMF, 2000).

 3 Many empirical studies report different results, depending on different specifications, 
samples and periods. Some even report that capital controls can promote growth under 
several contexts associated with East Asian developmental states (Lee and Jayadev, 2005).

 4 Only joint ventures between foreign and domestic capital were permitted and more-
over it was compulsory for foreign investors to resell their share after some years.

 5 The ratio of payment guarantee on foreign borrowings to total deposit money bank 
loans jumped from 11 percent in 1965 to 71 percent in 1967 and 94 percent in 1970. 
The average amount of long-term loans rose from $124 million in the 1960s to $1.2 
billion in the 1970s. That of foreign direct investment (FDI) also increased from $6 
million to $82 million but its share in total foreign capital flows was still significantly 
lower than that of long-term loans.

 6 This high dependence on foreign loan aggravated the foreign debt problem later in the 
early 1980s, but the crisis was overcome thanks to the political support from the 
United States and Japan, and the huge trade surplus in the late 1980s.

 7 Interest rates on short-term bills such as CP (commercial paper) were formally liberal-
ized in 1991, and were completely liberalized in 1993–1994, while bank interest rates 
and corporate bond rates continued to be controlled through moral suasion or admin-
istrative guidance despite formal liberalization.

 8 The government allowed foreigners to own shares of Korean firms in 1992 with the 
ceiling of 10 percent for groups and 3 percent for individuals. The ceiling for groups 
was raised to 12 percent in December 1994, 18 percent in April 1996, 20 percent in 
October 1996, and was still 26 percent in November 1997 before the crisis.

 9 Of course, the change in the international financial markets with the backdrop of high 
growth in East Asia and low interest rates in developed countries was another factor 
that in increased capital inflows.

10 Crotty and Lee (2004) argue that the argument to emphasize inefficiency of the 
Korean economy due to crony capitalism and moral hazard does not have empirical 
ground. Their investigation reports that profitability of the Korean corporate sector 
was rather high before the crisis both historically and internationally and there is 
hardly any evidence for serious inefficiency enough to cause the collapse of the 
economy in 1997.
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11 The top 30 chaebols’ dependence on external finance increased from 58.8 percent in 

1994 to 77.6 percent in 1996 and the share of short-term borrowing rose from 47.7 
percent to 63.6 percent over the same period.

12 In 1997, the rollover rate of commercial banks fell from 106.3 percent in June to 85.8 
percent in September, 58.8 percent in November and mere 32.2 percent in December.

13 The post-crisis restructuring program covered rapid reduction of the debt ratio of 
Korean conglomerates, called “chaebol,” streamlining of their corporate structure and 
the shutdown of many financial institutions with resolution of nonperforming loans. 
The government also introduced measures to strengthen the role of capital markets 
and labor market flexibilization.

14 Only foreign capital could afford to buy the assets chaebols were forced to sell, 
corporate-cum-financial opening naturally increased foreign capital inflows partly 
through a fire sale.

15 A report by Bank of Korea also indicates negative effects of speculative foreign 
capital such as private equity funds, including potential economic instability, threaten-
ing of the management rights, and repressing investment (BOK, 2005).

16 The debt ratio of the manufacturing sector of Korea is now even lower than that of the 
United States and Japan. The high debt model of the Korean economy appears to 
finally have come to an end.
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17 Keynes’ bourgeois socialism

Soo Haeng Kim

Introduction
John Maynard Keynes was very much influenced by the two world wars, the 
Bolshevik Revolution, fascism, and the severe inter-war depressions of the world 
capitalist economy. These events led him to discredit the cosmopolitan and non-
interventionist principles of market economies and urged him to find ways of 
safeguarding capitalism from the attacks by socialism and fascism. According to 
Keynes, high levels of unemployment and income inequality were the two “out-
standing faults” (Keynes 1936: 372) of capitalism, which the state had to solve 
in order to defend capitalism.
 While he introduced a rationale for state intervention in market economies 
and proposed economic policies that he thought would save capitalism, he also 
propagated a “bourgeois socialist” politics that sought to change the existing 
material conditions for the betterment of the working class without altering the 
capital–labor relations. In this chapter I trace the development of, and also cri-
tique, Keynes’ analysis of capitalism and economic policy proposals. In particu-
lar, I am much concerned with Keynesians’ tendency to fall into the trap of a 
bourgeois utopianism, a state fetishism and an apologetics for capital (see Kim 
and Park 2007; Kim and Cho 1999).

Capitalism’s tendency toward secular stagnation?
According to Schumpeter (1946), even before writing “Economic Consequences 
of the Peace” (1919) and “A Revision of the Treaty” (1922), Keynes had a socio-
economic vision of capitalism called the secular stagnation thesis, a thesis later 
shared by Paul Baran, Paul Sweezy and the Monthly Review School. The vision 
presumed that the spirit of private enterprise was flagging, investment opportun-
ities were vanishing and bourgeois saving habits had, therefore, lost their social 
function. This vision was theorized in The General Theory (1936) through the con-
cepts of propensity to consume, liquidity preference, marginal efficiency of invest-
ment and others. Baran and Sweezy (1966) also pointed out that “the vision of 
capitalism as a system always in imminent danger of falling into a state of stagna-
tion . . . permeates and, in a certain sense, dominates The General Theory.”
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 The secular stagnation thesis in either Keynes’ or Sweezy’s version, however, 
does not seem to be satisfactorily postulated. First, in deriving the secular stag-
nation tendency, Keynes mainly depended on the psychological traits of con-
sumers, speculators and entrepreneurs. In particular, Keynes emphasized the 
entrepreneurs’ expectation of the future as the most important element in decid-
ing the volume of effective demand. It was because Keynes acknowledged that 
higher liquidity preference followed a fall in marginal efficiency of investment 
(1936: 316). In a nutshell the entrepreneurs’ optimism raises investment and 
increases consumption by leading to the hiring of more workers. Then, what 
determines entrepreneurs’ optimism or pessimism about the future? This ques-
tion was not answered by Keynes. Whether it is determined by their animal spirit 
or sunspots may not produce any difference (Sutcliffe 1977). If we assume, like 
Marx, that competition among capitals forces capitalists to invest to their utmost, 
the current, not future, rate of profit may determine the volume of investment. 
This simple formula by Marx allows us to evade the maze of the illogically 
changing psychologies (see Crotty 2002).
 Second, the secular stagnation thesis seems to emphasize the prior existence of 
markets for commodities before deciding investment. If the markets for producers’ 
or consumers’ goods do not exist a priori, capitalists may not invest in either indus-
try. This logic contradicts the fact that capitalists’ investment, i.e. buying means of 
production and employing workers, creates the markets for producers’ and consum-
ers’ goods. Although supply and demand are separated in time, space and person, 
capital’s valorization drive in supply-side initiates to disturb and re-establish the 
balance between supply and demand. In the totality comprising production, 
exchange, distribution and consumption, Marx points out that production, not con-
sumption, is the most important determinant moment.
 Third, the secular stagnation thesis does not mention anything about technological 
developments or innovations which may expedite a long-term prosperity. Thus, Key-
nes’s short-run static theory is not adequate for explaining secular stagnation.
 Fourth, Sweezy and Baran’s development of Keynes’ secular stagnation 
thesis is full of errors (Sweezy and Baran 1966). Their “tendency of the eco-
nomic surplus to rise” (TSR) can not be compared with Marx’s “tendency of the 
rate of profit to fall” (TRPF). For example, if monopolies appropriate some 
incomes from their buyers, it will raise their economic surplus but not change 
Marx’s profit (surplus-value) created in the labor process. Their thesis that mili-
tary expenditures maintain economic prosperity by absorbing or wasting the 
rising economic surplus reflects nothing but the simple fact that the government 
enriches the military–industrial–academic complex by means of levying higher 
taxes on the wider population. The war efforts through the military–industrial–
academic complex are not a necessary means of wasting the rising economic 
surplus for maintenance of prosperity but a means of valorizing the war-related 
capitals. And the economic prosperity mentioned above does not take account of 
so many awful negative effects of the war such as killings of human beings, 
destruction of culture and civilization, heightening hatred and insecurity, and the 
psychiatric syndromes of war veterans and others.
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 Although Keynes’ secular stagnation thesis was postulated very poorly, it 
nonetheless fulfilled its ideological role in arguing for the state’s intervention in 
market economies. This ideological success was mainly due to the particular real 
situation of severe long-term depression. In this sense Keynes’ secular stagna-
tion thesis occupies the same theoretical and ideological status as Adam Smith’s 
fantastic “invisible hand” thesis, though the latter succeeded in the state’s retreat 
from mercantilist interventions.

Keynes’ characterization of the state
This section revisits Keynes’ vision of state intervention, and identifies its inher-
ent naiveté and elitism, especially with regard to the influence of class forces on 
the state. From the secular stagnation thesis, Keynes identified “the outstanding 
faults of the capitalist economic society” as being “its failure for full employ-
ment and its arbitrary and inequitable distribution of wealth and income” (1936: 
372). These “outstanding faults,” Keynes argued, must be solved in order to save 
capitalism from extinction. Then, who will undertake this mission? The consum-
ers, the speculators and the entrepreneurs – the members of capitalist society – 
cannot solve the “faults,” because the faults are the “fruits” of their pursuit of 
private interests amidst “risk, uncertainty and ignorance” of the future. Here the 
state enters the stage. According to Keynes, the state can be independent of the 
psychology and behavior of the members of the capitalist society; for instance 
the state “is in a position to calculate the marginal efficiency of capital-goods on 
long views and on the basis of the general social advantage” (1936: 164). As 
Keynes thinks the state is the defender of the social or public interests, the state 
should eliminate unemployment and income inequality.
 Many criticized Keynes’ conception of the state as a neutral third party. For 
example, Sweezy said:

Perhaps most striking of all [examples of the insularity and comparative nar-
rowness of the Keynesian approach] is Keynes’s habit of treating the state 
as a dues ex machina to be invoked whenever his human actors, behaving 
according to the rules of the capitalist game, get themselves into a dilemma 
from which there is apparently no escape. Naturally, this Olympian inter-
ventionist resolves everything in a manner satisfactory to the author and 
presumably to the audience. The only trouble is – as every Marxist knows – 
that the state is not a god but one of the actors who has a part to play just 
like all the other actors.

(Sweezy 1946)

And Singh also criticized Keynes:

[Keynes] assumes a State which is not only above the class interests of the 
conflicting groups – the laborers and the capitalists – but is in the general 
interest of society as a whole. This assumption is wholly unreal. The class 
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affiliation of the modern State is so vital that it can only work in the interest 
of the capitalist class. Dobb (1950) says: “once economic theory is allowed 
to employ the dues ex-machina of an impartial State, a classless State, all 
miracles can be demonstrated, even without the aid of algebra. One might 
dismiss such attempts as harmless pastimes, were it not that ideas . . . can not 
only disseminate the opium of false hopes, but in the cold war of today more 
dangerous illusions about the grim realities of present-day capitalism.”

(Singh 1954)

Why did Keynes dismiss the class nature of the state? It is simply because he 
intended to mystify the nature of the state. His firm conviction that “ideas” have 
bigger influences on the state bureaucrats and politicians than vested interests 
contradicts his ardent plea that the state should reduce unemployment in order to 
“defend capitalist system” itself. And his equally firm belief that the “impartial” 
educated elite should control the state organs contradicts his revelation that “the 
class war will find me on the side of the educated bourgeoisie” (Keynes 1925).
 By emphasizing the impartial elite’s leadership in the state, Keynes thought 
that even an undemocratic bourgeois government would be efficient. Harrod 
said:

Keynes presupposed that the government of Britain was and would continue 
to be in the hands of an intellectual aristocracy using the method of persua-
sion. Keynes tended till the end to think of the really important decisions 
being reached by a small group of intelligent people, like the group that 
fashioned the Bretton Woods plan.

(Harrod 1972: 226)

And Keynes said:

I believe that in the future, more than ever, questions about the economic 
framework of society will be far and away the most important political 
issues. I believe that the right solution will involve intellectual and scientific 
elements which must be above the heads of the vast mass of more or less 
illiterate voters.

(Keynes 1925)

The form of government Keynes preferred is exactly the “club government” that 
ruled Britain for the first two-thirds of the twentieth-century (Moran 2003). 
Moran explained:

The club government had three striking features. First, its operations were oli-
garchic, informal, and secretive. Second, it was highly pervasive. In other 
words, it was not just practiced in the core of the metropolitan governing 
machine in Whitehall. . . . It also shaped government in the overlapping spheres 
of self-regulation and the vast, labyrinthine world of quasi-government. Third, 
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it was anachronistic, and deliberately so. The institutions and the ideology 
of the club system were the product of the Victorian era, and of the threats 
that confronted governing elites in that first industrial nation. But the system 
survived as a deliberate anachronism, because in the twentieth century it 
protected elites from more modern forces: from the threats posed by the new 
world of formal democracy, and from an empowered and often frightening 
working class.

(Moran 2003: 4)

If small elites rule the government through exchanging informal and tacit know-
ledge with autonomy from public scrutiny, it would be much easier for the 
vested interests to influence the government. As the club government was not 
impartial and efficient, it “had a rich history of policy disaster in Britain in the 
first two-thirds of the 20th century” (Moran 2003: 172).
 Keynes would have been closer to the mark had he acknowledged the follow-
ing: as far as the capitalist state is concerned, it aims to maintain and strengthen 
the bases of capitalism, i.e. private ownership of capital and capital’s valoriza-
tion drive. How the state can achieve this depends on the particular situations in 
which capitals are valorizing themselves. When large-scale unemployment 
threatens to topple the capitalist system itself, the state needs to reduce or elimi-
nate unemployment. Conversely, when the working-class militancy simply 
obstructs capital’s valorization, the state may use restrictive fiscal and monetary 
policies to create unemployment and weaken the power of workers. In other 
words, the reduction or elimination of unemployment is sometimes, but certainly 
not always the state’s mission. During the Thatcher and Reagan periods, the state 
adopted monetarist squeeze policies to make financially weak companies bank-
rupt and to reduce the social welfare system in order to increase unemployment 
and to weaken the power of the working class. Even if the state is under the 
control of an intellectual aristocracy like Keynes imagined, the state will have to 
maintain capitalist order and have to facilitate capital’s valorization, which 
involves class conflict between capital and labor.

Economic policies suggested by Keynes
Keynes suggested several state policies. In order to reduce capitalists’ uncer-
tainty, ignorance and fear of the future, the state should deliberately control “cur-
rency and credit,” and collect and publish factual information on the business 
world (Keynes 1926). The state should impose high income taxes on estates and 
on the personal incomes of the wealthy classes. By means of an increase in the 
money supply and commodity prices, the state should reduce real wages as an 
inducement to investment. More radically, by monetary and credit policies the 
state should lower the rate of interest towards “that point relative to the schedule 
of marginal efficiency of capital at which there is full employment” (1936: 375). 
These policies should lead to the “euthanasia of the rentier and consequently the 
euthanasia of the cumulative oppressive power of the capitalist to exploit the 
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scarcity-value of capital” (1936: 376). Furthermore, the state should undertake to 
control and direct the flow of saving and investment, i.e. to “organize” and 
“socialize” investment, “with a view to a progressive decline in the marginal 
efficiency of capital” (1936: 325).
 These policies would lead to the end-situation in which 

profit and interest are reduced to zero, and in which the full employment 
would be permanently maintained and the inequalities in income disap-
peared or would be sharply reduced, and in which money would be reduced 
to a mere accounting unit, and thus all reasons for preferring money would 
disappear. 

(Negri 1988: 32) 

What Keynes in fact showed was a “bourgeois socialism” which, Marx and 
Engels pointed out in the “Manifesto of the Communist Party,” would change 
existing material conditions for the betterment of the working class, without 
altering the capitalist relations of production (Gillman 1955). As Keynes, 
however, did not think through these policy commendations seriously, either as 
to their practical feasibility or as to their probable impact on the business cycle 
(Gillman 1955), in his policy suggestions we can see his bourgeois utopianism, 
mystification of the state and apologetics for capital.
 Keynes did not understand that the valorization of capital is the motive power 
of the capitalist economy and that the valorizing process involves contradictions 
and struggles between the two fundamental classes, capitalists and workers, and 
among various factions of the dominant class, i.e. industrial, commercial and 
financial capitalists. Keynes’ conception of capital is exactly the same as that of 
the neoclassicists. He lacks Marx’s viewpoint:

As a capitalist, he is only capital personified. His soul is the soul of capital. 
But capital has one sole driving force, the drive to valorize itself, to create 
surplus-value. . . . Capital is dead labor which, vampire-like, lives only by 
sucking living labor, and lives more, the more labor it sucks.

(Marx 1976: 342)

Let us pay more attention to the mysterious “socialization of investment” (see 
Pollin 1997; Whyman 2006). In the General Theory, Keynes said:

Furthermore, it seems unlikely that the influence of the banking policy on 
the rate of interest will be sufficient by itself to determine an optimum rate 
of investment. I conceive, therefore, that a somewhat comprehensive social-
ization of investment will prove the only means of securing an approxima-
tion to full employment; though this need not exclude all manner of 
compromises and of devices by which public authority will co-operate with 
private initiative.

(1936: 378)
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Here it is difficult to understand the exact concept of the “socialization of invest-
ment.” But in other places he offer a more concrete vision. For example, in the 
“End of Laissez-faire” (1926), Keynes said:

I believe that some coordinated act of intelligent judgment is required as to 
the scale on which it is desirable that the community as a whole should save, 
the scale on which these savings should go abroad in the form of foreign 
investments, and whether the present organization of the investment market 
distributes savings along the most nationally productive channels. I do not 
think that these matters could be left entirely to the chances of private judg-
ment and private profits, as they are at present.

(Keynes 1926)

From here we glean some elements of socialization; namely that the scale and 
direction of investment are determined in the societal level, not at the private 
enterprise level, and that “socialized” investment is not for private profits but for 
social interests. Also, in the “End of Laissez-faire”, Keynes uses as illustrations 
of social-interest augmenting institutions the examples of semi-autonomous 
bodies within the state such as universities, the Bank of England, the Port of 
London Authority, the railway companies, as well as joint stock companies. He 
said about joint stock companies:

But more interesting than these [semi-autonomous bodies within the state] 
is the trend of joint stock institutions, when they have reached a certain age 
and size, to approximate to the status of public corporations rather than that 
of individualistic private enterprise. One of the most interesting and unno-
ticed developments of recent decades has been the tendency of big enter-
prise to socialize itself.

(Keynes 1926)

Keynes’ vision of the socialization of investment thus contained the following 
elements: the scale and direction of investments are determined by the policies 
of the state and its organs; public works (which he demanded as a cure for the 
massive unemployment); investments made by the semi-autonomous organs 
within the state; and investments made by the joint stock companies in which 
ownership and management of capital are separated. Therefore, the socialization 
of investment does not necessarily rely on the heavy public works financed by 
government deficits, because Keynes said: “If the State is able to determine the 
aggregate amount of resources devoted to augmenting the instruments and the 
basic rate of reward to those who own them, it will have accomplished all that is 
necessary” (1936: 378). This socialization of investment can be compared with 
and distinguished from Marx’s “socialization of production.” According to 
Marx, as division of labor within a factory and social division of labor develops, 
labor assumes more social character than individual or private character, while 
capital reveals more social character as common ownership by shareholders 
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 surpasses individual or private ownership of capital. Thus, the contradiction 
between the social character of production and the private character of appropri-
ation leads to the final situation: “The knell of capitalist private property sounds” 
(1976: 929).
 It is evident that Keynes mistook the increasing social character of capital for 
the gradual loss of capital’s power of domination and exploitation. In particular, 
his conception of the joint stock company is in line with James Burnham’s man-
agerial revolution, in which “the general stability and reputation of the institu-
tion are the more considered by the management than the maximum of profit for 
the shareholders” (Keynes 1926). But as the joint stock company “offers an indi-
vidual capitalist [a big shareholder] an absolute command over the capital and 
property of others [other shareholders], within certain limits, and, through this, 
command over other people’s labor” (1981: 570), the expropriation of small and 
medium capitalists takes “the antithetical form of the appropriation of social 
property by a few” in the joint stock company (1981: 571). Valorization of 
capital still remains the basic aim of the joint stock company. Of course, Marx 
recognizes that the joint stock company “presents itself prima facie as a mere 
point of transition to a new form of production” (1981: 569). His reasoning is:

the contradiction between the general social power into which capital has 
developed and the private power of the individual capitalists over these 
social conditions of production develops ever more blatantly, while this 
development also contains the solution to this situation, in that it simultan-
eously raises the conditions of production into general, communal, social 
condition.

(1981: 373)

Keynes tried to mystify the nature of capital and the relationship of domination–
exploitation and to prescribe the deceptive and apologetic “New Jerusalem.” 
Seymour Harris said: “Keynes would indeed try to preserve capitalism by 
ridding it of its parasitic elements: excess savings, high rates of interest, the 
hereditary principle and its debilitating effect on capitalism, the preference of the 
future over the present” (Harris 1947: 544). Dobb also characterizes Keynes as 
follows: “He [Keynes] thought he could separate the parasitic elements of capit-
alism from capitalism itself in order to save the life-blood of the system from 
exhaustion” (Dobb 1950). Keynes’ mention of “New Jerusalem” was based on 
his intention to set aside the fear for the future and to reconstruct capitalism 
amidst the increasing power of the working class. Or, in Negri’s words:

where the relationship between the classes has become dynamic, any 
attempt to create a new equilibrium is bound to be insecure and unstable. 
Therefore, [Keynes] introduced the State as the restorer of an equilibrium 
and allowed it to use violence, direct and indirect, to defend the mystified 
general interests or public good.

(Negri 1988: 33–5)
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Keynes and the welfare state
Joan Robinson once pointed out that one of the reasons why Keynes failed was 
“to allow budget deficit as a prophylactic against recessions, the main con-
sequence of which was the hypertrophy of the military-industrial complex in the 
USA” (Robinson 1979). It is true that when Keynes explained how building 
mansions and pyramids or paying men to dig holes in the ground will maintain 
employment and the real national income, he added: “It is not reasonable, 
however, that a sensible community should be content to remain dependent on 
such fortuitous and often wasteful mitigations when once we understand the 
influences upon which effective demand depends” (1936: 220). Nevertheless, 
Keynes did not support the social welfare system with the same enthusiasm that 
he exuded for his theory of effective demand. He was, importantly, a proponent 
of reducing income inequality. The General Theory refuted the principal argu-
ment favoring income inequality, namely that such inequality is essential if the 
substantial volume of saving necessary for investments is to be maintained. 
Grahl (1983) called Keynes “the Liberal Revolutionary,” because he believed 
Keynes consequently laid the foundation for the welfare state. Welfare state is 
used as “shorthand for the State’s activities in four broad areas: cash benefits; 
health care; education; and food, housing and other welfare services” (Barr 
2004: 21). But while he may have helped to obviate a classic rationale for not 
expanding the state, in fact Keynes did not actively join or contribute efforts to 
devise and build the British welfare state. “Keynes was not an egalitarian social-
ist; he was a liberal who accepted an intellectual aristocracy as a necessary and 
desirable part of the good society” (Vaizey 1969).
 Recently, Maria Marcuzzo insisted that 

there is a widespread tendency to portray Keynes as the founding father of 
the welfare state and to claim that Keynesian revolution provided the justifi-
cation for the need of a large public sector in the economy . . . there are scant 
grounds for these claims. 

(Marcuzzo 2006)

The grounds for her insistence seem to be solid. The policy message in the 
General Theory is to sustain the level of investment, but this should be inter-
preted more in the sense of “stabilizing business confidence” (Bateman 1996: 
148) than as a plea for debt-financed public works (Kregel 1985). Evidently, 
therefore, Keynes’ involvement in the design of the two milestones of the 
welfare state in Britain, i.e. national social insurance and full employment 
policy, was rather limited. On substantive issues Keynes was not in favor of high 
taxes to pay for social benefits and pension, the costs of which ought to be borne 
out by employers.
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Conclusion
In this chapter I tried to dig out the foundation of Keynes’ “bourgeois social-
ism;” namely his bourgeois utopianism, mystification of the state and apologet-
ics for capital. As an elite intellectual aristocrat operating in a historical juncture 
where fighting against Marxism and fascism were paramount for those sharing 
his class background and political orientation, he propagated a vision of dramatic 
policy shifts to save capitalism, but they left intact and in no way questioned, 
acknowledged or proposed changing capitalist class relations. His biographer, 
Professor Skidelsky, informed us of the then prevailing atmosphere at the Uni-
versity of Cambridge.

Keynes’s conviction that Washington [the New Deals], not Moscow, was 
the economic laboratory of the world was not widely shared in Cambridge 
[in England]. Anthony Blunt, returning in October 1934 from a year in 
Rome to a fellowship at Trinity College, found that “all my friends . . . 
almost all the intellectual and bright young undergraduates who had come 
up to Cambridge . . . had suddenly become Marxists under the impact of 
Hitler coming to power”. Marxism was embraced by the “brightest and the 
best” as the cure for war, fascism and unemployment. Membership of the 
University’s Socialist Society and Labour Club, both Marxist-dominated, 
rose to about 1,000 – a fifth of the undergraduate total – by the time of the 
Spanish Civil War [1936]. Marxism invaded and captured the Apostles 
[Cambridge Conversazione Society], the citadel of Keynes’s Cambridge.

(Skidelsky 2004: 514)

In conclusion, this chapter does not share Schumpeter’s opinion that “the 
attempts to Keynesify Marx or to Marxify Keynes” would be fruitful (1954: 
885).
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18 The case of capital controls 
revisited

Gerald Epstein1

Introduction
The degree of international capital mobility is an expression of the power of 
capital over labor and society. Mechanisms to control the degree of capital 
mobility are therefore weapons in the political struggle for a more humane and 
sustainable economic and social life.
 The heterodoxy has long been critical of capital mobility and has considered 
capital controls, but a tension has existed between different analyzes. At one 
level, Marx tended to argue that capital mobility, as a reflection of the power of 
capital, was a juggernaut that would wash over the globe, bringing capital to 
every corner of the world, eventually increasing both the forces of production 
and the class struggle that would ultimately bring about its own demise. Barriers 
against capital mobility might be able to dam its advance temporarily, but even-
tually, capital would break them down, and continue to roam the globe, unfet-
tered (Marx and Engels, 1998).2
 Keynes, on the other hand, believed that capital controls and government 
control over important aspects of social investment, could tame capitalism, even 
bringing about the euthanasia of the rentier. As we discuss in more detail below, 
Keynes believed national capitalism, protected by capital controls, was possible, 
at least in the UK and other large countries.
 After the 1970s, with the rise of neoliberalism and the decline of the social 
democratic movement following World War II – when capital controls were 
widespread and the power of capital was subdued by social forces in many parts 
of the world – we once again face this tension. Marx’s prediction of the jugger-
naut of capital with its expression in the hyper-mobility of capital seems to have 
trumped Keynes’ hope for controlled capital, and more progressive national cap-
italisms. In this world of neoliberalism, financialization and globalization, are 
capital controls simply passe? Or, even in this situation, is there still a case that 
can be made for capital controls? And, what do the answers to these questions 
tell us about the relevance of the work of Marx and Keynes to contemporary 
debates about international capital mobility and economic dynamics? These are 
the questions this chapter addresses.
 In making my argument I distinguish between the technical or policy aspects 



Capital controls revisited  239

of capital controls on the one hand, and the transformative aspects of capital 
controls on the other. By “technical” I mean the ability of capital controls to 
facilitate one or another economic policy that might have more or less important 
impacts on economic growth, employment generation and income distribution. 
These impacts can be very important for the quality of life of workers and cit-
izens and therefore are of major significance. Still, those hoping for a more pro-
found change in the structure of society and economy may be more interested in 
the transformative aspects of capital controls: the degree to which capital con-
trols are able to help shift political and social power away from capital and 
toward society, thereby making feasible a more dramatic change in the overall 
structure of the political economy which leads to a more egalitarian and sustain-
able – and, possibly, socialist order.
 Below, I argue that, in contrast to the claims of much mainstream analysis, 
capital controls have been very successful and, indeed, can continue to be very 
successful in the technical sense. Moreover, looking over the last century, we 
see that capital controls have been crucial to virtually all transformative eco-
nomic change. Nonetheless, more recently, left-leaning governments who have 
presumably wanted to undertake major transformative policies, have not tended 
to adopt capital controls. I briefly explore the reasons for this choice in recent 
years and attempt to understand the implications of this change for the prospects 
of fundamental political and economic change in contemporary capitalism.
 The rest of the chapter is structured as follows. In the next section, I discuss 
in somewhat more detail Keynes’ views of the importance of capital controls 
and Marx’s views on the possibility of economic reform. Here I also develop 
further the distinction between the technical and the transformative aspects of 
capital controls. The third section briefly discusses the technical case for capital 
controls and the fourth section discusses in more detail the transformative 
aspects of capital controls, exploring the difficulties involved in transformative 
projects, focusing on the role that capital controls can and have in fact played. 
The final section briefly concludes.

On the nature of capital controls and economic reform 
according to Keynes, Crotty and Marx
Crotty (1983) described in great detail Keynes’ strong support for capital con-
trols. Unearthing key passages from a variety of Keynes’ writings, Crotty 
showed that in a period spanning the 1930s and into the 1940s – virtually up to 
the time of his death – Keynes was very skeptical that nations could achieve full 
employment and social transformation as long as they were integrated into a 
world of highly mobile capital. He therefore thought that controlling interna-
tional capital mobility was a requirement for both bringing about better macro-
economic management and achieving social transformation.
 Crotty began by showing that Keynes understood that capital mobility posed 
a significant problem for Keynes’ proposal that the rate of return on capital be 
driven close to zero, bringing about the euthanasia of the rentier.
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 Crotty acknowledges that, by the 1940s, Keynes became more accepting of 
an internationally integrated British economy, but argues forcefully that Keynes 
continued to place a high degree of importance on the necessity to control inter-
national capital flows. Wrote Keynes in 1941: “I share the view that central 
control of capital movements, both inward and outward, should be a permanent 
feature of the post-war system” (1980: 52). “When it became clear that the U.S. 
did not share his view on this issue, he insisted that strict capital controls be per-
mitted in the new international monetary order in those countries which chose to 
adopt them.” According to Crotty, Keynes argued here as he had before that “the 
free flow of capital among countries would make successful domestic planning 
for full employment in any country impossible” (Crotty, 1983: 62).
 As Crotty shows, as late as 1942, in a letter to Roy Harrod, an ardent oppo-
nent of capital controls, Keynes remains a strong advocate of capital controls: 

I disagree most strongly with your view that the control of capital move-
ments may very possibly be unnecessary. . . . I see no reason to feel confi-
dence that the more stable condition [of the post-war era] will remove the 
more dangerous movements [of capital]. These are likely to be caused by 
political issues. Surely in the post-war years there is hardly a country in 
which we ought not to expect keen political discussions affecting the posi-
tion of the wealthier classes and the treatment of private property. If so, 
there will be a number of people constantly taking fright because they think 
the degree of leftism in one country for the time being looks to be greater 
then somewhere else.

 Keynes goes on even more emphatically to state the case to Harrod: 

you overlook the most fundamental long-run theoretical reason. Freedom of 
capital movement is an essential part of the old laissez-fare system and 
assumes that it is right and desirable to have an equalization of interest rates 
in all parts of the world. . . . In my view the whole management of the 
domestic economy depends upon being free to have the appropriate rate of 
interest without reference to the rates prevailing elsewhere in the world. 
Capital control is a corollary to this. 

(1980: 148–9)

 In terms of the distinction between the technical or policy role of capital con-
trols, and the transformative role of controls, clearly Keynes had both in mind. 
In the quote just reproduced, Keynes says that “whole management of the 
domestic economy” depends on capital controls, where management presumably 
refers to the policy or technical role. But for Keynes, the more important role 
was the transformative one. Keynes’ emphasis on social experimentation and 
protecting the possibility of bringing about the “euthanasia of the rentier” sig-
naled truly transformative projects, designed to bring about a profoundly 
changed economy. Keynes made it clear that capital controls were a prerequisite 
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for protecting the desired experimentation, presumably undertaken by a “leftist 
government,” which inevitably would call into question the prerogatives of the 
wealthy and powerful.3

Marx on the technical and transformative roles of capital controls

Marx too seemed to have had this distinction in mind in terms of talking about 
political and economic transformation. Though I failed to find a direct quote 
from Marx on this issue with respect to capital controls per se, Marx did seem to 
make such a distinction in his writing on another important area of class strug-
gle: unions.4 First, Marx chided those who claimed that trade union attempts vio-
lated some abstract law of economics: 

As soon as workers learn . . . that the degree of intensity of the competition 
amongst themselves depends wholly on the pressure of the reserve army; as 
soon as, by setting up trade unions they try to organize planned co-operation 
between the employed and the unemployed in order to weaken the ruinous 
effects of this natural law of capitalist production on their class, so soon 
does capital and its sycophant, political economy, cry out at the infringe-
ment of the “eternal” and so to speak “sacred” law of supply and demand. 

(Marx, 1865)

 Marx appeared to argue that only the transformative role was worth trying to 
implement. One quote along these lines relevant to trade unions, is as follows:

Trades Unions work well as centers of resistance against the encroachments 
of capital. They fail partially from an injudicious use of their power. They 
fail generally from limiting themselves to a guerilla war against the effects 
of the existing system, instead of simultaneously trying to change it, instead 
of using their organized forces as a lever for the final emancipation of the 
working class that is to say the ultimate abolition of the wages system.

(Marx, 1865)

At times the line between the technical role and the transformative role of capital 
controls is somewhat blurry. Sometimes, goals which seem somewhat technical 
in nature, or policy goals that are short term, may in fact entail much more pro-
found social transformations. This point comes through powerfully when we 
consider one of Keynes’ key goals, namely, the attainment of full employment. 
Kalecki pointed this out in his famous and profound paper “Political Aspects of 
Full Employment” published in 1943. Kalecki argued that maintaining full 
employment for a long period of time under capitalism would require a major 
transformation in the social relations of production, leading to a major redistri-
bution of power from capital to labor. If true, this suggests that while capital 
controls designed to bring about and maintain full employment might, at first, 
appear to be a purely technical or policy role, in fact, over time, they would 
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become truly transformative. This point has an affinity with the concept of “rev-
olutionary reforms” well known from political and socialist theory.
 Andrew Glyn (1986) recognized this point. In line with Keynes’ argument, 
Glyn argued that for Britain to adopt a full employment policy, it would need to 
put on capital and exchange controls. Glyn then went on to describe in great 
detail how such controls could work and what the costs and benefits of these 
controls would be. In doing so, he made it clear both that such controls would be 
a major undertaking with some costs, but that they could also be feasible and 
effective. One of the best papers ever written on capital controls, Glyn’s New 
Left Review piece appears to agree with Kalecki that full employment is both a 
technical and a transformative reform and that capital controls on behalf of full 
employment play both of these roles as well.
 In Crotty and Epstein (1996) we expanded on Keynes’ argument for the role 
of capital controls in defending social experimentation. Whereas Keynes, 
Kalecki and Glyn were discussing a situation in which the advocates of social 
experimentation had the political power to implement experimentation, we were 
concerned also with the situation in which the “progressive’s” hold on power is 
somewhat more tenuous and in which labor and other progressive forces would 
need the cooperation of capital in order to make progressive changes. As such, 
we focused on the issue of how labor and social forces could enhance their bar-
gaining power vis-à-vis capital in order to bring about more progressive eco-
nomic and social transformation.
 With this in mind, we argued that implementing capital controls, or in some 
cases, simply the threat of imposing capital controls, are a useful weapon for 
labor and society to get capital to come to the bargaining table and cooperate 
with attempts at social transformation, or experimentation as Keynes put it. In 
South Korea, for example, capital controls were used partly in this way. Of 
course, the capacity to implement controls are necessary in this case, in case 
capital refuses to cooperate and begins to flee. In short, our point was to empha-
size the strategic aspects of controls in the class struggle and to emphasize the 
role of controls as a weapon in the class struggle, just as capital recognizes that 
capital flight is among the most powerful weapons in its arsenal (see, for 
example, Bronfenbrenner, 1997). But, empty threats of controls will only lead to 
capital flight, so social forces threatening controls must have sufficient bargain-
ing power to begin with to use such a ploy.
 Moreover, it should be obvious that capital controls of a transformative nature 
will not be considered without the strong presence of progressive political forces. 
At the same time, even capitalist interests with no transformative agenda may 
well chose to impose capital controls for technical reasons, for example, in a 
financial crisis when they have little or no choice. But, unintended consequences 
do occur and by altering the relative power of capital and labor, even in this case, 
capital controls might have a stronger political impact that initially intended. But 
for that to happen, progressive social forces would have to seize the time.
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On the technical aspects of capital controls
Capital controls, exchange controls, or more generally capital management tech-
niques, historically have been widely used in many countries and, despite the 
march of neoliberalism, are more widely used today than commonly admitted. 
All countries, including the United States, have some type of capital controls; in 
the United States, they involve scrutiny of inward foreign direct investments on 
so-called “national security grounds.” On outflows, they likewise involve 
“national security” considerations in terms of sanctions against particular coun-
tries, or export constraints on the FDI associated with certain military techno-
logy. Increasingly, calls are going out for closer official scrutiny of inflows of 
so-called “sovereign wealth funds,” which would be a type of capital control on 
inward investment. Many countries have controls on foreign ownership in par-
ticular sectors, including natural resources, media and banking. And numerous 
countries have controls – on the books, at least – that apply to inflows and out-
flows of other types of capital.
 Still, with the rise of neoliberalism and the aggressive push by capitalist 
enforcement agencies such as the IMF, many countries have been increasingly 
liberalizing their capital accounts, so that the global capital accounts are much 
more liberalized now than they were at the height of the so-called “golden age” 
of the 1950s and 1960s.

The technical case for capital controls

The technical case for capital controls is strong and has been well described by 
many, including Grabel (2005; Ocampo, 2002; and Epstein et al., 2005). Capital 
controls or capital management techniques can give policy space for more 
expansionary macroeconomic policy (Rodrik and Kaplan on Malaysia; Pollin et 
al. and Epstein on alternative policy for South Africa); they can help govern-
ments channel credit to socially and economically productive sectors (see Nem-
bhard, 1996, on South Korea, for example; Epstein, 2007, on postwar 
experiences in Europe and Japan;) they can help maintain a competitive 
exchange rate and thereby help export-led growth (Frenkel and Rapetti, 2008, on 
Argentina; McCauley, 2006, on China and Singapore;); can insulate economies 
from financial contagion (see Epstein et al. on China during the Asian financial 
crisis); and they can prevent the currency from becoming internationalized and 
thereby retain more control over monetary, credit policy and the exchange rate 
(McCauley on Singapore and other Asian countries).
 Though many economists still doubt the efficacy of capital controls in this tech-
nical sense, I believe the technical case for them is very strong. In this sense, Marx 
was at least partially wrong and Keynes was right. Capital controls – barriers to 
the movement of capital and some restrictions on the prerogatives of capital are 
feasible even in the long run, and even when capitalism is at its height of power.
 But, what about the transformative case for capital controls? Was Marx’s view 
of the juggernaut power of capital more correct here? Or, as Marx sometimes 
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implied, can the implementation of capital controls play a more transformative 
role if the political will, the organization of class forces and the strategic polit-
ical acumen exist?

Capital controls and political – economic transformation
Ultimately, Crotty, Keynes and Marx are more interested in the transformative 
possibilities of capital controls. For Marx, capital controls are only truly import-
ant in the long run in so far as they help to facilitate a complete transformation 
of capitalism. As we saw, Keynes thought they would allow countries to engage 
in experimentation to develop institutions, including more state control over 
investment, that can bring about full employment, the euthanasia of the rentier 
and other socially more progressive outcomes. For Crotty, at a minimum, they 
could help bring capital to the bargaining table and allow workers and govern-
ments to pursue more progressive agendas and, ultimately, could help bring 
about the transition to socialism. To be clear: for neither Crotty nor Keynes are 
capital controls a sufficient condition for these outcomes. But, the argument is 
that they are a necessary condition, still a very strong claim.
 Are capital controls a necessary condition for transformative change in 
modern capitalism? Another way to put the question is this: have major (at least 
somewhat progressive) social transformations occurred under capitalism in the 
absence of capital controls?
 With respect to the issue of “necessity,” I believe the evidence shows that – at 
least so far – Keynes and Crotty are correct. To illustrate this, in what follows, I 
offer a very brief, and therefore superficial, survey of this vast historical 
landscape.5
 Of course, after the Russian Revolution, the Soviet Union was closed off 
from the free flow of capital. With the Chinese revolution, Mao and his govern-
ment also closed off China from market-determined capital flows. When China 
began to open up to capital flows with Deng Xiao Ping, these flows were 
managed carefully by the state; they were not market-determined flows. Strong 
capital controls remain in place in China to date.
 In the 1930s, due to the collapse of the global economy, market-determined 
capital flows came to a virtual standstill and this was reinforced during the war, 
when most countries had very strong capital controls in place. Of course, under 
Schact, Germany had strong controls in place, though one can hardly call Nazi 
Germany’s transformation progressive. But limitations on capital flows also sup-
ported the New Deal in the United States. Major transformations continued to 
occur in the US economy during World War II, again behind the protection of a 
destroyed global financial system. Following World War II, social democratic 
regimes came to power in many European countries with strong credit allocation 
policies protected by capital controls. In Latin America, virtually all the import 
substitution industrialization policies were supported by capital controls of 
various kinds. Cuba, of course, by choice and necessity, has strong controls over 
capital.
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 The Asian tigers were all transformed behind protective capital controls or 
capital management techniques of various kinds, with the possible exception of 
Malaysia, though they did impose controls at key points. Perhaps South Korea 
had the most elaborate and well developed sets of controls, but Taiwan’s were 
also important. Even capitalist Singapore had effective controls that helped 
maintain a competitive exchange rate and helped with credit allocation. India, 
too, has long had an elaborate set of capital controls and though they have been 
somewhat liberalized the structure remains in place today.
 It is difficult, if not impossible, to find counter-examples of major social and 
economic transformations from the modern era that have taken place without 
capital controls. It seems that, as Keynes and Crotty have argued, capital con-
trols are in fact a necessary condition for a progressive transformation.
 But are we now witnessing a change in this pattern?

Recent history

This picture gets murkier when we look at recent history, say of the last 20 years. 
When we look at cases where political changes have led to the promise of major 
progressive social transformation, we find that capital controls have not been 
widely used. Nor, to be sure, has major social transformation occurred.
 There are a number of examples where progressive forces came into power 
promising major social transformation but there are serious doubts about whether 
such transformations have occurred. We can start with the overthrow of apartheid 
in South Africa, where the African National Congress (ANC) has adopted a mostly 
neoliberal economic policy and has mostly abandoned capital controls. Likewise, 
in Brazil with Lula’s election, we again have seen a largely neoliberal set of pol-
icies in the macroeconomic sphere and commitments to open capital markets; in 
the new leftist states of Latin America, we mostly see very open capital markets 
with a few key exceptions: Argentina initially used capital controls to manage its 
transition, but these were quickly removed. On the other hand, Venezuela has 
implemented stricter capital controls in support of transformative policies.
 For the most part, leftist governments are coming to power promoting more 
radical economic transformations, but without imposing capital controls. Can 
transformation be successful there? In the world of “high-tech” derivatives, 
could these countries implement more stringent controls to help facilitate trans-
formational change if they wanted to, or would the costs simply be too high? 
Another possibility is the Gramscian point about ideological hegemony. Have 
these governments been hoodwinked by the IMF and the neoclassical propa-
ganda that tells them that they will be severely punished if the try to interfere 
with the prerogatives of capital?
 My answer is that there is some of both going on most cases. That is, there 
can be severe short-run costs associated with going against the juggernaut of 
financial globalization as Marx suggested, but – and this is where the “hood-
winking” comes in – the costs needn’t be as large and the benefits as small as the 
neoliberal ideological consensus would have us believe.
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 The “lessons” of Mitterand’s France and Mexico’s economic failures in the 
early 1980s are often seen as demonstrating the “futility” of capital controls, that 
nations on a transformative mission cannot stand up to the mighty power of the 
financial markets.
 Let us take the French case first (see Lombard, 1995, for an excellent discus-
sion). Socialist Francois Mitterrand was elected in May 1981 on a platform of 
completely overhauling of French society and substantially redistributing income 
(Lombard, 1995: 359). Mitterand initiated a program consisting of four initia-
tives: income redistribution; expansion of the public sector; labor legislation to 
reduce unemployment; and nationalization of major enterprises (Lombard, 1995: 
360). Unsurprisingly, French capital was spooked by this program and initiated a 
great deal of capital flight. The French government instituted capital controls to 
limit capital flight, but within a year or so, the government relented and greatly 
cut back on the program. Critics have used this episode to argue that the program 
could not have worked because of the constraints of global capitalism, including 
international capital mobility. This program was especially problematic, accord-
ing to many observers, because the French government was trying to expand at a 
time when much of Europe was entering a recession, thereby imposing balance 
of payments problems on the French economy.
 Lombard, and others,6 by contrast, argue that the key problem was that the 
government was committed to maintaining a fixed exchange rate in the European 
Monetary System framework, which placed a major constraint on its monetary 
and fiscal policy. Moreoever, the capital controls that were imposed were not 
strongly enforced. Thus it was the external constraint that undermined the 
program but the program was not strongly followed to begin with. Stronger 
measures to deal with these external constraints were possible – such as 
exchange rate depreciations and stricter capital controls – but for largely political 
reasons, were not implemented.
 The Mexican case presents somewhat similar lessons.7 For several decades 
prior to the Mexican Debt Crisis of 1982, developmentalist economic thinking 
had dominated the economics profession and economic policy advice in Mexico. 
This included support for capital controls and strong regulation of the financial 
sector. Just prior to the debt crisis, and in the early stages as it unfolded, were 
crucial moments in which transformative policy ran directly head-on with an 
economic crisis and powerful neoliberal pressures coming both from within 
Mexico, led by, among others, foreign-trained economists, and from without, 
primarily from US bankers, economists, policy-makers such as Paul Volcker at 
the Federal Reserve and the IMF. Mexican economists, many of whom trained 
at or were influenced by economists from Cambridge, UK, pushed for an expan-
sionary macroeconomic policy, nationalized banking system, industrial policy 
and strong financial regulation, all supported by strong exchange and capital 
controls. In the end, they lost out to the neoliberal side in a fierce political strug-
gle within the government and supported by outside actors.
 The Mexican heterodox economists were fighting from a weak position 
because Mexico was on the verge of bankruptcy. Moreover, they had almost run 
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out of foreign exchange reserves, partly as a result of massive capital flight. Still, 
despite this weakened position, many observers believe the Mexican government 
could still have followed an alternative path, including defaulting on foreign 
loans, possibly by joining forces with other debtor countries. Capital controls, as 
envisaged by the architects of this policy, was a crucial component of this altern-
ative path. In the end, this was not the path chosen, but many believe that that it 
could have been.
 What lessons do we draw from the French and Mexican cases? They are cer-
tainly consistent with the argument that capital controls are necessary for a trans-
formative path in the simple sense that controls were not implemented and major 
transformation did not occur. But this is hardly helpful in a positive sense. In my 
view, they do NOT demonstrate that such controls are impossible in the new 
environment. They suggest that they are difficult, may be costly in the short run 
and require strong social forces, political and strategic savvy to carry off, as 
Marx suggested.

Conclusion
So what lessons on transformative change and the role of capital controls in the 
current environment are we left with? It seems that past experience does vindi-
cate the notion that capital controls must be a central component of this change, 
as argued by Keynes and Crotty. This has worked most dramatically when the 
global financial system has collapsed or countries have been frozen out of finan-
cial flows so countries could transform themselves without the hindrance of 
foreign capital (say during and after the great depression and World War II or in 
the wake of communist revolutions). But this has also occurred when, for a 
variety of political, economic and cultural reasons, countries have chosen to go 
or remain behind strong capital control barriers as a way to develop (e.g. in the 
cases of South Korea, Taiwan, Singapore and post-Deng China). But as Marx 
suggests, the juggernaut forces of capital are strong and while the transformative 
role is not impossible, it is difficult to implement and can impose short-run costs 
that raise opposition and undermine the long-run project.
 Paradoxically, this cost curve is an inverted U-shaped function of the degree 
of net-liabilities incurred from interactions with the global economy. At very low 
levels of integration, where the country has borrowed little from the global 
economy, there are few losses from closing off. Similarly, at the other end, 
where the country has borrowed an excessive amount (such as the case of 
Mexico in 1982 and Argentina in the 1990s) the costs of default and closing off 
the financial sector are relatively small. As we saw, Mexico chose not to close 
off while Argentina chose to put up barriers and default, at least temporarily. In 
the middle, where countries have borrowed a moderate amount from the global 
financial markets and can expand such interactions, the short-term costs of 
imposing strict capital controls and engaging in serious transformative policies 
may be higher, though, of course, the long-run benefits might be great as well. 
To do this, the party in power must be willing and able, being supported by a 
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strong coalition, to institute broader institutional change. In particular, getting 
the government institutions and quasi-public institutions much more involved in 
credit allocation to help socialize investment, as Keynes argued, is key. Without 
these substitute institutions, simply instituting capital controls is likely to impose 
costs, without delivering the transformational benefits.

Notes
1 The author thanks James Crotty and Michael Hillard for extensive comments on the 

current paper and James Crotty, Ilene Grabel, Arjun Jayadev, Kang-Kook Lee, Robert 
McCauley and K. S. Jomo, who have contributed enormously to my thinking on capital 
controls over the years.

2 As is so often the case, Marx had a more nuanced view of the possibility for reform 
than this, one that we explore more fully below.

3 Of course, Keynes was no Marxist, or even socialist. But as Crotty, among others, has 
forcefully argued, Keynes’ arguments for the socialization of investment and the eutha-
nasia of the rentier call for major changes in capitalism that radically constrain some of 
its central features.

4 I am indebted to James Crotty for help with this point.
5 In this whirlwind survey I draw on Epstein et al., 2005; Epstein, 2007; Nembhard 

1996; Helleiner, 1994; Helleiner 2005 and the references cited therein.
6 See the references in Lombard (1995).
7 For fascinating accounts of this history on which I have liberally drawn see Ros, 1987, 

and Babb, 2001, especially Chapter 7, pp. 178–9.
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19	 Neo-liberal	finance	and	third	
world	(mal)development

Ilene Grabel

Introduction1

The Mexican crisis of 1994–1995 signaled the beginning of a wave of financial 
crises across the developing world that continues to this day. Former Interna-
tional Monetary Fund (IMF) Managing Director Michel Camdessus had it right 
when he dubbed the Mexican debacle the “first financial crisis of the twenty-first 
century” (cited in Boughton, 2001). The most serious and perhaps surprising of 
these took place in the East Asian “miracle economies,” economies that were 
hailed as such right up until they imploded. It was followed by severe financial 
instability in Turkey, Brazil, Poland, Russia and Argentina.
 Though each of these crises was marked by unique characteristics, each 
occurred in the fragile environment fueled by speculative booms made possible 
by misguided programs of internal and external financial liberalization. What 
Camdessus did not understand was that the neo-liberal financial regime that his 
institution promotes to this day induces the very turbulence that he lamented at 
the time of the Mexican crisis. Indeed, as I will argue below, policymakers in the 
developing world now face even greater pressures to conform to the neo-liberal 
model because the Fund’s traditional advocacy for it has been reinforced by the 
new commitment to policy coherence and by interlocking commitments to liber-
alize that are embodied in bi- and multi-lateral trade and investment agreements.
 I have three chief objectives in this chapter. First, I argue that neo-liberal 
financial reform remains inappropriate for developing countries. The neo-liberal 
financial model introduces several types of risks to developing countries, encour-
ages a pattern of what I have earlier termed “speculation-led economic develop-
ment” (Grabel, 1995), promotes economic stagnation and aggravates problems 
of economic inequality, and shifts power and resources to domestic and foreign 
financiers. Second, I argue that advocacy for the neo-liberal financial model con-
tinues unabated despite signs that some mainstream economists (even those con-
ducting research for the IMF) have acknowledged its shortcomings since the 
Asian crisis. Third, I argue that the IMF’s traditional advocacy has been ampli-
fied by the “cross conditionality” that stems from a particular understanding of 
policy coherence and from provisions in recent trade and investment 
agreements.
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Risk,	power	and	stagnation	in	a	neo-liberal	economy
Over the last quarter century, neo-liberal economists have pressed for radical 
reform of all sectors of developing economies. A centerpiece of neo-liberal 
reform over this period is financial reform that entails promoting market over 
state mediation of internal and external financial flows.
 Neo-liberal financial reform introduces five distinct, interrelated risks to 
developing economies. The realization of these risks (and the interaction thereof) 
is at the root of the currency and financial crises that have occurred in the devel-
oping world over the last 13 years. I term these risks currency, flight, fragility, 
contagion and sovereignty risk. It is also the case that neo-liberal financial 
reform induces stagnation, aggravates problems of income and wealth inequality 
and promotes the creation of a speculation-led rather than a production-led 
economy.

Currency risk

Currency risk refers to the possibility that a country’s currency may experience a 
precipitous decline in value following investors’ decisions to sell their holdings. 
This risk is an attribute of any type of exchange rate regime, provided the gov-
ernment maintains full currency convertibility. That floating exchange rates 
introduce currency risk is rather obvious. But as Friedman emphasized in 1953, 
and as events in Asia and Argentina have underscored, pegging a currency does 
not eliminate currency risk.
 Developing economies confront much more severe currency risk than do 
wealthier economies for two reasons. First, governments in developing econo-
mies are unlikely to hold sufficient reserves to protect the value of their currency 
should they confront a generalized investor exit. Second, developing economy 
governments are rarely able to orchestrate multi-lateral currency rescues or pool 
official reserves as wealthier countries are frequently able to do (though some 
policymakers in Asia are moving toward pooling arrangements, see below, 
pp. 257–8).

Flight risk

Flight risk refers to the likelihood that holders of liquid financial assets will seek 
to sell their holdings en masse, thereby causing significant declines in asset values 
and increasing ambient risk in the macroeconomy. By acting on fears of capital 
losses, investors create a self-fulfilling prophecy. To the extent that declining 
asset values have spillover effects to other sectors, the realization of flight risk 
can aggravate currency risk and render the economy vulnerable to a financial 
crisis. If, for instance, stock portfolios serve as loan collateral, an investor flight 
from the equity market can induce bank distress, as was the case in East Asia.
 Flight risk is severe in developing economies because investors in this context 
are less confident about the integrity of the information they receive, and they 
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perceive there to be greater political and economic risks. Moreover, since inves-
tors tend to see developing economies in an undifferentiated fashion, these coun-
tries are more vulnerable to generalized investor exits.
 Flight risk is most severe when governments fail to restrict capital inflows 
that are subject to rapid reversal. The elimination of capital controls in many 
developing economies in the neo-liberal era has meant that policymakers have 
no means to reduce the risks associated with capital flight.

Fragility risk

Fragility risk refers to the vulnerability of an economy’s private and public bor-
rowers to internal or external shocks that jeopardize their ability to meet current 
obligations. Fragility risk arises in a number of ways. First, borrowers might 
finance long-term obligations with short-term credit, causing “maturity mis-
match.” Second, borrowers might contract debts that are repayable in foreign 
currency, causing “locational mismatch.” Third, if much of the economy’s 
private investment is financed with capital that is highly reversible, then the 
economy is vulnerable to fragility risk. Fourth and finally, fragility risk is intro-
duced whenever actors finance their projects with risky, off-balance sheet instru-
ments, such as derivatives.
 Fragility risk is, to some extent, unavoidable. But the degree to which the 
decisions of actors induce fragility risk depends very much on whether the insti-
tutional and regulatory climate allows or even encourages the adoption of risky 
strategies. If regulatory bodies do not coordinate the volume, allocation and/or 
prudence of lending and investing decisions, then there will exist no mechanisms 
to dampen maturity or locational mismatches, or the impulse to overborrow, 
overlend or overinvest. Financial integration magnifies the possibilities for over-
exuberance (and introduces currency-induced fragility) by providing domestic 
agents with access to external finance.

Contagion risk

Contagion risk refers to the threat that a country will fall victim to financial and 
macroeconomic instability that originates elsewhere. While financial integration 
is the carrier of contagion risk, its severity depends on the extent of currency, 
flight and fragility risk in the economy. Countries can reduce their contagion risk 
by managing their degree of financial integration and by reducing their vulnera-
bility to currency, flight and fragility risks.

Sovereignty risk

Sovereignty risk refers to the danger that a government will face constraints on 
its ability to pursue independent economic and social policies once it confronts a 
financial crisis. The constraint on policy autonomy can be introduced for numer-
ous reasons.
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 First, governments may be forced to pursue contractionary macroeconomic 
policies during financial crises in order to slow investor flight. While speculators 
are not dictating policy per se, governments may find their ability to pursue 
expansionary policy severely constrained when they seek to reverse investor 
flight. Second and more directly, developing economies face constraints on their 
sovereignty when they receive external assistance from powerful actors. Speak-
ing practically, bailouts have been widely conditioned on the acceleration of 
neo-liberal reform.
 Although sovereignty risk stems from the structural position of developing 
economies in the world economy, this does not imply that this risk is unmanage-
able. Measures that constrain currency, flight, fragility and contagion risk render 
financial crisis less likely (or reduce its severity should it occur), and thereby 
buttress policy sovereignty vis-à-vis speculators and external actors.

Risk interactions

These distinct risks are deeply interrelated. The realization of currency risk can 
induce investor flight, and inaugurate a vicious cycle of further currency decline, 
flight and increased fragility. Should these circumstances develop into a full-
fledged crisis, policy sovereignty is compromised. In this context, other coun-
tries may face contagion. The severity of the contagion risk depends in turn on 
the degree of financial integration, the degree to which investors can and do herd 
out of developing economies, and the extent to which countries constrain cur-
rency, flight and contagion risks.
 These risk interactions capture well the dynamics of currency and financial 
crises in the neo-liberal era (on Korea, see Crotty, 1983; Crotty and Epstein, 
1996; Crotty and Lee, 2002, 2005a, 2005b, 2006 and Grabel, 1996, 1999). I am 
not, however, proposing a strict temporal model of risk interaction. Analytically, 
the key point is that the construction of neo-liberal financial systems in develop-
ing countries introduces the constellation of risks presented here. The weight of 
each risk varies from country to country. The precise triggering mechanism is 
ultimately unimportant and usually unpredictable. Similarly, the particular 
characteristics of an individual country (e.g. the level of corruption) do not them-
selves induce a vulnerability to crisis. Vulnerability to currency and financial 
crisis is created instead by the specific and interacting risks of the neo-liberal 
financial model.

The creation of a speculation-led economy

Neo-liberal financial reform increases the opportunities for investors to secure 
project financing (more easily and/or more cheaply) and to trade assets. In nearly 
all cases, neo-liberal financial reform has induced a speculative bubble in com-
mercial real estate and land development and stock prices, and an environment 
wherein overlending, overborrowing and overinvesting is the norm. In this type 
of environment, “productive” activities (like manufacturing or infrastructure 
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projects) simply cannot compete because they rarely offer the opportunity for 
massive capital gain associated with speculation. To the extent that productive 
activities are nevertheless undertaken, they often take on the characteristics of 
speculative activities. For example, instead of producing energy, a utility 
company might become involved in trading energy futures. Even productive 
activities become risky and volatile in a neo-liberal environment because these 
activities are financed by short-term loans or highly reversible capital flows. 
These financing strategies exacerbate the susceptibility of businesses to changes 
in interest rates or investor whims.

Stagnation and inequality

Neo-liberal financial reform heightens the stagnationist tendencies and inequali-
ties in wealth, income and power that are an inherent feature of developing and, 
indeed, all capitalist economies (see citations above in relation to Korea). This is 
the case for several reasons. First, by increasing ambient risk in the economy, 
neo-liberal finance discourages productive activities that are central to employ-
ment and long-term income and economic growth in developing countries. 
Second, by creating a miniscule class of rich financiers, neo-liberal financial 
reform widens existing disparities in income, wealth and political power. Third, 
neo-liberal finance increases the mobility and hence the power of capital vis-à-
vis labor. The bargaining power of labor is weakened in an environment where 
capital can relocate easily in search of an ever cheaper and more compliant 
workforce and a less regulated business environment. Fourth and finally, the 
majority of the population bears the devastating human costs of the recession, 
curtailment of government spending and deterioration in living standards that 
follow the collapse of speculative bubbles and attendant financial crises. One can 
look at the situation of just about any developing country following neo-liberal 
financial reform to find evidence of stagnation in the productive sector and a 
widening of political and economic inequality.

Has	the	economics	profession	learned	anything	from	the	
failures	of	neo-liberal	finance?
It is interesting that, faced with cumulative evidence of policy failure and the 
human misery associated with these crises, economists in the academic and 
policy community ultimately seem to have learned something, particularly from 
the events in Asia. Granted, some were slow learners. The slow learners did 
quite well for a while in the various cottage industries that sprung up after each 
crisis. They shared with wide audiences the serious problems that they came to 
see as deeply rooted and pervasive, albeit somehow also undetected by interna-
tional investors and policymakers who extolled the virtues of the model econo-
mies. Here I refer to those that gave crisis post-mortems that focused on the role 
of corruption, cronyism and malfeasance, on misguided programs of government 
intervention, on nostalgic attachments to pegged exchange rates, and on inade-
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quate information about the true conditions of firms and governments in crisis-
afflicted countries.
 The informational inadequacy crowd had perhaps the biggest reach in the 
policy world. Their views dominated the agenda at the Group of Seven’s Halifax 
Summit of 1995 and the Rey Committee that was later formed. The informa-
tional inadequacy constituency was influential in other practical ways as well. 
They promoted a variety of early warning systems, such as the widely known 
one developed by Goldstein et al. (2000); they were prime movers behind the 
IMF’s creation of a Special Data Dissemination Standard, the Reports on the 
Observance of Standards and Codes, and the Financial Sector Assessment 
Program; and they drove Basel II efforts to incorporate assessments by private 
bond rating agencies in the global financial architecture.2
 But ultimately, even the slow learners came to acknowledge – at least to an 
extent – that there was something to be learned from countries like India, China, 
Chile, Colombia and Malaysia, all of which were able to weather this period of 
turbulence successfully (e.g. Ariyoshi et al., 2000). Among these experiences, 
the most important drivers of a change in conventional wisdom were Malaysia’s 
deployment of temporary, stringent capital controls, Chile’s use of market-
friendly capital controls that were adjusted in response to changing market con-
ditions and identified channels of evasion, and China and India’s gradualist 
approach to financial integration and liberalization (Crotty and Epstein, 1996; 
Grabel, 2003b; Epstein et al., 2004). With a few exceptions (notably, prominent 
academics Edwards (1999) and McKinnon with Huw Pill (1998)3), the new con-
ventional wisdom can be inelegantly stated in the following way:

Unrestrained financial liberalization, especially concerning international 
private capital flows, can aggravate or induce macroeconomic vulnerabili-
ties that often culminate in crisis. Therefore, subject to “numerous and cus-
tomary caveats,” temporary, market-friendly controls over international 
capital movements can play an important role in mitigating the risk of finan-
cial crises in developing countries.

Notably, a widely cited report by an IMF team issued in 2003 (Prasad et al., 
2003) received a great deal of attention for reaching these startling findings. 
There have been other studies by neoclassical or otherwise high profile econo-
mists that have reached complementary conclusions. For example, Bhagwati’s 
(1998) work is notable in this connection, as is that by Eichengreen (1999), 
Rodrik (1999) and Krugman (1998).
 Thus, perhaps the most lasting and important effect of this decade of crises is 
that the center of gravity has largely shifted away from an unequivocal, funda-
mentalist opposition to any interference with the free flow of capital to a kind of 
tepid, conditional support for some types of capital controls. This shift certainly 
moves policy discussions in the right direction, but the new, weak consensus is 
not adequate to the task of preventing an Asian crisis redux.
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Why	we	should	not	get	too	excited
There are a couple of reasons why, I think, the new conventional wisdom should 
not be cause for too much celebration by heterodox economists that are looking 
for signs that the neo-liberal financial model has finally been exposed and invali-
dated by recent events.
 The first reason has to do with an inconsistency between the policy lessons of 
these crises and the content of recent bi- and multi-lateral trade and investment 
agreements.
 These agreements codify what is referred to these days with the new buz-
zword of “policy coherence” – a term that on the face of it seems innocuous and 
sensible since incoherent policy regimes hardly have much to recommend them. 
The intuition behind the concept of policy coherence is simple: any individual 
economic policy – such as free trade – will only yield beneficial outcomes if it is 
nested in a broader policy environment that is conducive (that is, consistent or 
coherent) with its objectives. From this perspective, the justification for expand-
ing the scope of trade reform and agreements to new areas over the last decade is 
that previous efforts to liberalize trade have failed to promote growth because of 
inconsistencies between trade and other economic and social policies.4
 But there is a problem here: recent trade and investment agreements have 
become a new Trojan horse for bringing developing countries in line with fun-
damentalist and outdated ideals about internal and external financial liberaliza-
tion (see Grabel, 2007a). Indeed, the bi- and multi-lateral trade and investment 
agreements go much further in instantiating neo-liberal financial reform and an 
expansive notion of investor rights than has even the IMF in the recent past or 
at present. These agreements (such as the US–Chile and US–Singapore Free 
Trade Agreements, the North American Free Trade Agreement, the Central 
American–Dominican Free Trade Agreement and all of the bilateral invest-
ment treaties that the US has signed of late) establish mechanisms that punish 
developing countries for taking entirely reasonable actions to prevent or 
respond to financial crises.5 Punishment takes the form of legal actions by 
foreign investors in international dispute settlement bodies against signatories 
that deploy temporary capital controls of any sort. Examples of prohibited 
measures would include steps to make foreign capital sticky during times of 
crisis, temporary suspension of currency convertibility, adjustment in the 
exchange rate, and a variety of commonplace macroeconomic and social pol-
icies that can now be interpreted as being tantamount to expropriation of 
foreign investment.
 These same trade and investment agreements preclude many important types 
of developmental financial policies; they limit the opportunity for institutional 
and policy heterogeneity; and they frustrate the right of countries to engage in 
policy experimentation. All of these are critical components of successful devel-
opment experiences (as much recent work has shown, for example, Crotty and 
Epstein, 1995; Rodrik, 2003; Chang and Grabel, 2004; Epstein et al., 2004; 
Epstein and Grabel, 2006).



Neo-liberal finance and development  257

 For these reasons, these agreements introduce a new kind of dangerous policy 
incoherence. Financial crises are increasingly likely as a consequence of the out-
dated ideologies and financial interests that are driving trade and investment 
agreements. These two steps back come just when IMF researchers and some 
prominent academic economists seem to have absorbed some key lessons about 
prevention and defensive policies from 13 years of financial crises.
 A second dimension of incoherence is the strange disconnect between IMF 
research since the East Asian crisis and its own practice when it comes to Article 
IV negotiations with countries. The latter seem to be moving on a track that is 
orthogonal to the institution’s own research.
 The final reason why we should not be satisfied with the new post-crisis 
policy consensus is that – even were it to be operationalized on the level of 
policy – it does not go far enough. The new consensus does not endorse the case 
for increasing substantially the policy space of developing countries when it 
comes to promoting financial stability. Moreover, it does not place policies that 
promote financial stability squarely at the center of a policy agenda that har-
nesses the resources of domestic and international capital markets in the service 
of economic and human development. Policies that reduce the likelihood of 
financial crisis or enable countries to respond to crises are necessary co- requisites 
to other developmental financial policies because they protect the policy space 
and the achievements of developmental policies. Here I will just note that many 
heterodox economists have described elsewhere many types of developmental 
financial policies, such as, programs of credit allocation, tax incentives or quotas 
aimed at promoting lending to priority projects or groups, development banks, 
credit guarantee schemes or subsidies that reduce risk premia on medium- and 
long-term lending, partnerships between informal and formal financial institu-
tions, new institutions to channel credit to underserved populations and regions, 
asset-based reserve requirements, and employment targeting for central banks 
(e.g. Chang and Grabel, 2004; Epstein and Grabel, 2006).

Where	do	we	go	from	here?
Where does all of this leave policymakers and heterodox economists who hope 
to secure reforms that will protect developing country policy autonomy while 
insulating their economic and social achievements from new financial crises?
 Developing countries need to rethink their participation in trade and invest-
ment agreements that constrain their ability to protect themselves from and 
respond to financial crisis. The costs of these agreements are clear, and the bene-
fits are, at best, negligible insofar as there is no empirical evidence that they 
actually enhance trade or investment flows to the developing world.6
 Heterodox economists might also want to capitalize on signs that policymak-
ers in some parts of Asia and South America are discussing alternative mechan-
isms and institutional frameworks for protecting policy space and for promoting 
regional financial stability, cooperation and policy dialogue. For instance, the 
Chiang Mai Initiative agreed to by the Association of Southeast Asian Nations 
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+3 (ASEAN and China, South Korea and Japan) created a mechanism for swap 
lines and credits. Other innovations within the region include a reserve pooling 
arrangement and the Asian Bond Market Initiative.
 Within the Americas, it is clear that some countries have begun to turn away 
from the IMF (e.g. Bolovia, Ecuador, Nicaragua, Argentina and Venezuela) (for 
details, see Hearn, 2006; MSNBC.com, 2007). Argentina repaid the last of its $9.6 
billion in debt to the IMF ahead of schedule (following Venezuela’s purchase of 
about $1.5 billion in Argentine bonds); in the spring of 2007, Venezuela withdrew 
from the World Bank and the IMF (though it should be noted that the country had 
no outstanding debts to either institution); Ecuador’s President Rafael Correa 
recently asked the World Bank’s representative there to leave; and Nicaraguan 
President Daniel Ortega announced that he, too, is pursuing the possibility of 
exiting the Fund. At least some countries may well bolt the Fund in favor of the 
Bank of the South that has recently been proposed by the Venezuelan President.
 However we might debate the costs, benefits and likelihood of success of 
these initiatives, we must recognize that their currency stems from the increasing 
awareness today of the serious inadequacies of the Bretton Woods Institutions 
and the neo-liberal policies that they have so long pursued. This is an important 
moment to press the case for financial policies in developing countries that 
promise genuine development and that ameliorate social ills, rather than that 
conform to an elegant but now thoroughly discredited economic model.

Notes
1 This chapter draws on several of my previous papers, especially (Grabel, 2007a, 2007b, 

2003a, 2003b, 1996 and 1995).
2 See Grabel (2004) for a review and a critical assessment of early warning models and 

other efforts to prevent crisis through the provision of information (aimed at inducing 
self-correcting market behaviors); Wade (2007) for a critical discussion of programs 
that focus on standards, surveillance and compliance to promote financial stability; and 
Sinclair (2005) for a discussion of bond rating agencies and the privatization of author-
ity in global financial goveranance.

3 Forbes (2007) discusses the unintended negative consequences of Chile’s capital con-
trols for smaller firms during the 1990s.

4 This intuition is reminiscent of neoclassical theories of policy credibility and of 
Polanyi’s discussion of the rhetorical strategies employed by defenders of neo- 
liberalism (on both, see Grabel, 2003a).

5 As of this writing, the US–South Korea Free Trade Agreement has not been ratified. 
But the information available on this agreement at this time suggests that it will carry 
forward many of controversial provisions embodied in the other agreements listed 
above, particularly the NAFTA-style protections (embodied in Chapter 11 of the agree-
ment) afforded to foreign investors. I thank Keith Gehring for this point.

6 See citations to empirical literature in Grabel (2007a: fn. 16).
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20 Heterodox macroeconomics and 
the current global financial crisis

Jonathan P. Goldstein

Introduction
This concluding chapter applies the integrated heterodox macrofoundations 
developed in this volume to explain the current global financial crisis. I argue 
that to effectively understand the current global crisis of capitalism requires the 
integration of various strands of heterodox crisis theory, particularly Keynesian, 
Marxian and Institutionalist approaches.1 The chapters in Parts I, II and III of 
this book, particularly those authored by Goldstein (Chapters 3 and 8), Dymski 
(Chapter 5), Orhanganzi (Chapter 9), Boddy (Chapter 12) and Kotz (Chapter 13) 
provide an essential foundation for achieving this goal.

An integrated heterodox view of the current crisis
The world economy is in the grips of a financial crisis that has the potential to 
rival the Great Depression. Yet, the readily visible financial aspects of the crisis 
are merely the superficial expression of a deeper crisis that revolves around the 
nexus of under-consumption, over-investment and financial crises.2 An integ-
rated heterodox approach is uniquely suited to understanding these intercon-
nected crisis components due to its focus on the interrelations between social 
classes, the distribution of income, effective demand, Marxian competition, 
crisis theory, Keynesian uncertainty, financial innovation and fragility, endog-
enous expectations, and structural and institutional change.
 Let us consider the three interrelated crisis mechanisms currently operating. 
The decline of the Golden Age led to significant changes in the balance of power 
between social classes. First, industrial capitalists increased their power relative 
to labor. Second, the absolute rise to power of financial capitalists3 resulted in 
the further weakening of labor and the relative weakening of industrial capital-
ists. This realignment of power resulted in a dramatic shift in the distribution of 
income against labor in the advanced capitalist economies, documented by 
Boddy (Chapter 12) and Kotz (Chapter 13), with the possible exception of the 
Asian economies but only prior to the 1997 East Asian financial crisis. This shift 
created the basis for a slowly evolving secular under-consumption crisis that 
would remain dormant until its countervailing tendencies were exhausted.4
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 At first, workers responded to reductions in their real income by transitioning 
to a two-income-earner household in the early 1980s. After that, the consump-
tion of American families could only be maintained through increasing hours of 
work, a dependence on increasing levels of debt and most recently by wealth-
induced consumption as a result of asset bubbles. When these mechanisms failed 
to maintain the growth in household consumption, credit, in the form of sub-
prime mortgages, was extended to households on the margin of financial 
stability. This was done in an attempt to increase financial profits, but also had 
the effect of bolstering overall consumption.
 Yet, this manner of sustaining consumption turned out to be far more risky 
than previous countervailing measures for under-consumption. In this case, 
financial innovation, in the form of these new mortgages, was more directly 
aimed at a weakened consumer market rather than an investor market. This qual-
itative difference in endogenous lending, occurring during the latter stages in the 
development of a potential under-consumption crisis, made the economy far 
more susceptible to a deep under-consumption crisis set off by a financial crisis.
 At the same time that the potential for an under-consumption problem 
developed, industrial profit rates recovered slowly or stagnated after their late 
Golden Age decline. Despite the weakening of labor that supported higher 
markups, financial firms captured an increasing share of industrial profits (see 
Orhanganzi (Chapter 9)). International competition, both industrial and financial 
(see Crotty (2008)), increased as corporate free trade and financial liberalization 
policies gained favor. Thus, in addition to keeping consumption afloat via debt, 
the accumulation of industrial capital became heavily debt dependent. Industrial 
capitalists facing increased international competition found it necessary to 
defend their illiquid and already underutilized (due to slow growth in consump-
tion) capital at a time when internal funds (profits) were inadequate. This set of 
outcomes is consistent with Goldstein’s (Chapter 8) model of investment. Firms 
attempted to maintain their competitive position via debt-financed cost-cutting 
investment and destructive price wars. Thus, a tendency to over-investment 
emerges (Crotty (2003a, 2003b, 2005)). In order to ease the financing of this sur-
vival strategy and to improve the earnings outlook in the eyes of impatient finan-
cial markets (Orghangazi (Chapter 9)), industrial firms pursued a low road labor 
strategy, based on downsizing and wage and benefit concessions, that further 
weakened consumption demand. Crotty (2003a, 2003b, 2005) has referred to this 
over-investment/under-consumption dynamic as the Neoliberal paradox.
 Simultaneously, now powerful financial interests (Epstein (2005) and 
Orhanganzi (Chapter 9)) pushed for the deregulation and liberalization of world 
financial markets. This resulted in intensified financial competition over 
increased household and firm demand for credit that in turn fed a wave of finan-
cial innovation (from junk bonds, securitization, collateralized debt obligations 
to credit default swaps). In Minskian fashion (Dymski (Chapter 5) and 
Orhanganzi (Chapter 9)), these financial market developments allowed under-
consumption to be temporarily averted and furthered over-investment tendencies 
that were transmitted via liberalized financial markets to developing economies. 
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Continued macroeconomic growth now became dependent on a financially 
fragile debt structure that increasingly relied on consumption propped up by 
wealth effects induced by asset bubbles. These asset bubbles were internally 
generated by increases in endogenous credit facilitated by financial innovation. 
These bubbles were allowed to persist by competition-induced decreases in infla-
tion that allowed monetary authorities to place a greater weight, than previously 
used, on GDP growth via lower interest rate policies. In the most recent period, 
such policies fueled both speculative and new demand for homes resulting in 
rising house prices.
 Given the operation of these three crisis tendencies, I now consider how their 
interaction can result in a deep and prolonged economic downturn. In the above 
scenario, the reproduction of viable growth has relied heavily on debt-financed 
consumption and investment, luxury consumption and asset bubbles/wealth 
effects. Yet the inability to maintain a permanent bubble, despite capitulation by 
the Fed, sounds the death knell for the countervailing tendencies to the under-
lying under-consumption/over-invest crisis. While bubbles have popped before 
and the system has recovered with minor setbacks, it is the increasing depend-
ency on debt and competition-induced and deregulation-inspired increases in the 
riskiness of financial innovation,5 that suggests that the most recent burst in the 
housing price bubble will fully expose the deep-seated contradictions and unsus-
tainable nature of Neoliberal macrodynamics.
 In an economy where two-thirds of demand is consumption based, it becomes 
very difficult to sustain economic growth when consumption is propped up by 
inordinate levels of debt, asset bubbles and the extension of debt to marginally 
solvent households. As in the current situation, when an asset bubble that under-
lies the marginal extension of debt bursts,6 it is not only the marginal borrowers 
that are affected. Additionally, the typical over-extended households that have 
hit their borrowing limits will also be constrained, particularly as the wealth 
effect that cushioned their expenditures disappears. Finally, when consumption 
demand collapses, industrial capitalists already laden with excess capacity must 
shift from an investment strategy geared at meeting the competition to a strategy 
geared at preserving cash flow. Thus investment also declines.
 As the crisis unfolds, a Fischer–Keynes–Minsky debt-deflation mechanism 
will deepen the severity of the crisis. The widespread distribution of toxic assets 
and their derivatives that underlie the housing price bubble has resulted in fun-
damental uncertainty concerning the exposure of firms and institutions to such 
assets. Additionally, there exists the lack of a full understanding, even by the 
fundamental players, of the mechanisms of new financial instruments and the 
shadow banking system. As a result, credit markets have not only contracted 
during this crisis, but have frozen in a manner reminiscent of a Keynesian liquid-
ity trap. Thus, limited economic activity during the downturn will be further 
constrained and when the conditions for the profitable accumulation of capital 
are finally re-established, the credit system may still act as a drag on the system.
 This sketch of the current crisis relies heavily on argumentation from hetero-
dox macroeconomic traditions and suggests that an integrated heterodox 
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approach is most suited for developing a holistic understanding of Neoliberal 
macrodynamics. This approach also highlights a major heterodox proposition 
concerning the elusive nature of balanced growth (Goldstein (Chapter 3)). When 
the distribution of income significantly impacts effective demand in contradict-
ory ways,7 shifts in distribution/accumulation regimes from unbounded versions 
of wage-led to profit-led to finance-led regimes carry with them the seeds of 
unsustainable growth. The latter two regimes that engender under-consumption 
tendencies may take time to overcome countervailing tendencies, but once those 
defense mechanisms are exhausted, a significant crisis is likely to result. The 
finance-led regime that allows for debt/credit offsets to under-consumption only 
results in a deeper decline when a potential financial crisis brings an abrupt end 
to debt-supported consumption, particularly as debt-deflation erodes the founda-
tions of those supports.
 As discussed by Goldstein (Chapter 3), the conditions for balanced growth 
require bounded social relations, both competitive and industrial relations. These 
conditions are most likely to obtain in a bounded wage-led regime as experi-
enced during the Golden Age. The Golden Age came to an end when both sets 
of social relations became unbounded. Given recent experience, the conditions 
for balanced growth must also exclude incursions from financial capitalists and 
financial institutions that undermine the bounded nature of these other social 
relations.
 Thus the major policy conclusion from the recent global crisis experience is 
that the current corporate form of globalization must be replaced with a more 
balanced and equitable approach to trade – fair trade, where balance is achieved 
across classes and across countries with different levels of development. Addi-
tionally, financial markets must be regulated in the fashion discussed by Epstein 
(Chapter 18) and Grabel (Chapter 19).

Notes
1 For papers that specifically consider the current crisis using this approach, see Crotty 

(2003a, 2003b, 2005), Goldstein (2009), Kotz (2008, Chapter 13) and Orhangazi 
(Chapter 9).

2 Since 1980, the most visible sign of crisis has been a string of financial crises. These 
include the savings and loan crisis, the housing price bubble of the late 1980s, the stock 
market crash of 1987, Japan’s real estate bubble, the Mexican currency crisis, the 
Russian currency crisis, the East Asian financial crisis, the dotcom stock market crash 
and now the sub-prime mortgage/housing bubble debacle. Yet, it would be myopic to 
ignore the class-based real sector factors underlying these more visible crisis 
tendencies.

3 The rise to power of financial capitalists is associated with the decline in industrial 
profit rates at the end of the Golden Age and the intensification of foreign competition 
and thus the need for firms to investment with diminished internal funds. In addition, 
the shift in focus of macroeconomic policy from unemployment to inflation, the dereg-
ulation of financial markets, the resulting unfettered financial innovation, the opening 
up of international financial markets and changes in consumer bankruptcy laws all con-
tributed to this rise in power. A burgeoning heterodox literature on financialization has 
analyzed this transition. See Epstein (2005) and the papers within.
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4 Also, see Goldstein (2000) for an analysis of the shift in the distribution of income and 

the potential and offsetting tendencies for an under-consumption crisis. These counter-
vailing tendencies include luxury consumption, exports, a two-income-earner house-
hold, debt-led consumption and wealth effects induced by asset bubbles. 
Under-consumption crises are usually slow to evolve, but when they present them-
selves their impact on the economy can be devastating.

 The flipside of Boddy’s (Chapter 12) demonstration of the weakening of the profit 
squeeze mechanism is the evolution of an under-consumption tendency. While Kotz 
(Chapter 13) does not find evidence of under-consumption in the first two cycles of the 
Neoliberal era, this does not imply that such tendencies lie just beneath the surface. 
The success of counter-tendencies during the first two cycles underlies this result.

5 Additionally, continued shifts in the distribution of income, further competitive pressures 
on industrial capitalists and continued low-road labor strategies have played a role.

6 It is not my intention to imply that the bursting of a bubble is exogenous. There are 
numerous internal reasons, both real and financial, that can lead to the end of an asset 
bubble. See Crotty (1986) for a discussion.

7 An increase in labor’s share of income stimulates consumption in the long-run, while it 
also dampens investment in the short and long-runs and vice versa.
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