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Preface

There is no life without cells and there are no cells without membranes. The cell
membrane of animal cells is very important in that it protects the organelles and also
keeps undesired particles from entering the cell body. Proteins span the membrane
and touch both the inside and outside of the cell. Their function is to interact with
molecules outside the cell which includes the ability to serve as protein receptors for
hormones, to bind to other cells in wound healing and in the immune response, and
to transport molecules into and out of the cell. What is outlined in these few sen-
tences, however, is a very complex biological system which has been described only
phenomenologically for a long time.

Structurization, organization, compartmentation within a living organism as well
as its shape are functions of membranes. But structuring a living organism by com-
partmentation implicates communication between the different compartments.
Hence membranes have to allow for or even enable communication. Membranes are
bilayers made up of phospholipid molecules. Whether they cover organelles, as the
endoplasmatic reticulum within a cell, or whether they form the cell wall itself,
membranes have to provide communication and transport tools to serve the cell or
its organelles with the “necessities of life“, which are information and energy.

Proteins, often highly glycosylated and integrated into the membranes are responsi-
ble for most of the functions. But what we have learned from a more detailed inspection
of these functional proteins is that they are by far not independent from the membrane
itself. There is obvious cooperativity. Caveolae, small surface pits in the plasma mem-
brane, already known since the 1950s, have become known to be initiated and formed
by a protein named caveolin, which is tightly complexed to the phosphate bilayer by
palmitoyl moieties sticking into the outer leaflet of the bilayer (M. Drab et al., Science
293, 2449 (2001)). Those caveolae are thought to be involved in endothelial transcytosis,
lipid regulation and several signalling processes. Cholesterol, as an important stabiliz-
ing factor of membranes, controls the production of caveolin and hereby surmounts by
far the “simply biophysical” function that it was thought to have for a long time.

Ion channels - regulated by membrane potential or ligands - provide and support
complex signalling processes in nerve cells, surrounded by membranes that act as
insulators all the way down the signal flow to the target or as communicators at the
synapses. We have learned to interfere with these processes with modern therapeu-
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X Preface

tics, mostly drugs targeted to membrane receptors and ion channels. Much less is
known about the membrane itself as a target. If it regulates activity of proteins em-
bedded in membranes and/or their function, then the membrane might be a target
for therapeutics as well.

Calcium antagonistic dihydropyridines are thought to penetrate the membrane
and travel in the bilayer until they hit their membrane integrated target protein.
Thus, the membranes even act as an ingenious tool to reduce the dimensionality of
navigation for drugs, bringing it down to a two-dimensional problem of travelling
within the membrane instead of the three-dimensional navigation in the cytosol or
the interstitium.

Having talked so far about human or animal cells, there are different examples
from the other kingdoms of life. Most common antibiotics interfere with the bacter-
ial cell wall, which is much different from the animal cell wall. Consisting of a mesh-
type peptidoglycan polymer, this murein sacculus is wrapped around a “normal“
phosopholipid bilayer and forms a double cell wall for optimized protection of the
bacteria from outside. In addition, it provides the organism with the necessary rigid-
ity to withstand considerable osmotic pressure. According to the type of bacteria the
cell wall has different architecture and even mediates important mechanisms of re-
sistance. Hence bacterial cell walls are an excellent target for antimicrobial therapy
and parts of this book show how traditional enzyme inhibitors interfere with bacter-
ial membrane biosynthesis and exert a synergistic action.

Fungi use an even more sophisticated strategy to protect themselves by integrating
chitin, the major constituent of the insect exoskeleton, or sometimes cellulose, into
their cell wall. Chitin synthase, a protein residing in the phospholipid bilayer, is ob-
voiusly controlled by membrane tension, which again is a function of sterol concen-
tration in the fungal membrane. If one hits ergosterol biosynthesis with lanosterol
demethylase inhibitors or squalene epoxidase inhibitors, one changes the mem-
brane stability of the fungal cell and hence stops chitin synthesis.

What, in contrast, is the relevance of artificial membranes, of phospholipid bilay-
ers? Do such systems disclose enough or the right biophysical properties of real
membranes that would enable us to design compounds interacting with such so-
phisticated targets like membranes? Those are the questions that the volume on
Drug-Membrane Interactions by Joachim Karl Seydel and Michael Wiese is tracing.
After a short introduction into membrane architecture and properties, biophysical
analytics is the main topic of chapters 2 and 3. The authors go deep into the discus-
sion of octanol/water modelling of partitioning of compounds into membranes. The
fourth chapter is devoted to transport whereas target interaction and hence the phar-
macodynamics is reflected in chapter 5. An outlook is given in chapter 6, where vir-
tual membranes play the main role. Michael Wiese gives us the state of the art of
modelling membranes and their interactions with ligands.

The editors are grateful to the authors that they have devoted their precious time to
compile and structure the huge amount of information on that topic. Gudrun Walter
and Frank Weinreich from Wiley-VCH did a very good job in producing this volume.



Preface XI

As we learn more and more about the great importance of membranes and their
functions for understanding biological mechanisms, this book will have benefits not
only for scientists interested in drug development, but to everyone involved in life
science research. 

January 2002 Raimund Mannhold, Düsseldorf
Hugo Kubinyi, Ludwigshafen
Gerd Folkers, Zürich





XIII

Foreword

In recent decades, it has become increasingly clear that knowledge of drug-mem-
brane interactions is essential for the understanding of drug activity, selectivity, and
toxicity. At the same time, there has been a large increase in the number of physico-
chemical analytical methods available for analyzing and quantifying various aspects
of drug-membrane interactions.

In my laboratory we became interested in the role of drug-membrane interactions
in multidrug resistance to antibacterial and antitumor therapy and in the explanation
for toxic effects (lipidosis). We found that drug resistance could not be explained
solely by changes in target proteins or, in the case of lipidosis, by the octanol-water
partition coefficient, but was dependent also on the degree of interaction with mem-
brane constituents. Later, the neuroleptic activity of flupirtin analogs was found to be
better explained by their degree of membrane interaction than by their octanol-water
partitioning.

Findings on the interaction of chemicals with biological membranes or model 
liposomes and methods for studying such interactions are mainly published in jour-
nals of biophysics or biochemistry. Only a few papers are published in journals of
medicinal chemistry or pharmaceutical sciences. Even monographs on medicinal
chemistry often lack some detailed information on this subject.

It has commonly been assumed that transfer processes can be modeled in terms
of simple bulk-phase thermodynamics. However, in many circumstances this 
assumption seems to be incorrect. Bulk thermodynamics cannot be applied when
the solutes (especially amphiphilic drugs) partition into amphiphilic aggregates such
as bilayer membranes. It is important to remember that a bilayer consisting of phos-
pholipids is a “solvent” with an interfacial phase and a high surface/volume ratio.

It is astonishing that it has taken such a long time to appreciate the importance of
drug-phospholipid interactions in membranes for cell functioning and drug action.
This despite the fact that, as Thudicum stated as long ago as 1884, “Phospholipids
are the centre, life and chemical soul of all bioplasm whatsoever, that of plants as
well as of animals.”

Cell membranes, composed of lipids and proteins, function as a permeability barri-
er, maintain ion gradients across the membrane and steady state of fluxes, and pos-
sess recognition sites for communication and interaction with other cells. The lipid
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composition of membranes determines the organization of proteins in the mem-
brane.

Disturbance of such a complex system by the uptake of exogenous compounds,
drugs, or lipids, such as cholesterol, which differ in their structure and physico-
chemical properties can lead to changes in membrane fluidity and/or permeability,
to phase separation, and to domain formation. Alterations in such properties can in-
duce severe changes in the performance of the cell, including the function of trans-
membrane receptor proteins and proteins responsible for signal transduction. The
degree of membrane alteration will depend on both the structure and physicochemi-
cal properties of the drug molecules and lipids involved.

The aims of this book are to highlight and summarize for medicinal and pharma-
ceutical chemists some important properties of phospholipid bilayers; to explain, us-
ing examples, analytical tools for determining thermotropic and dynamic membrane
properties and the possible effects of drugs on such membrane properties; and, fi-
nally, to discuss examples of the importance of drug-membrane interactions for
drug pharmacokinetics (absorption, distribution, accumulation) as well as drug effi-
cacy, selectivity, and toxicity.

This is not a book written for particular specialists, as aspects of many different
fields are considered. Rather, the intention was to highlight the importance for drug-
membrane interaction of membrane composition and the dynamic molecular or-
ganization of membranes and to point out the effects of such interactions on mem-
brane properties (Chapter 1). The short description of membrane properties and the
possible changes which can arise from drug-membrane interactions may help read-
ers to understand that membranes are not just material but a collection of chemicals.
Membranes are asymmetric (the two layers can be compared to a bimetallic strip),
and this results in a differential tension across the membrane. The tension can be re-
duced or increased by drug-membrane interactions. Such interactions are not always
sufficiently described by the octanol-water partition coefficient, but can easily be 
followed in liposomal membrane models (Chapter 2). Several tools are available to
analyze and quantify the various aspects of drug-membrane interactions. Such inter-
actions not only alter the physicochemical properties of membranes, but also influ-
ence and determine drug localization, orientation, and conformation within the
membrane (Chapter 3). In consequence, drug-membrane interaction can influence
drug transport, absorption, distribution, selectivity, efficacy, and resistance. This is
detailed in Chapters 4 and 5. Finally, tools and examples to model such interactions
are outlined in Chapter 6 by M. Wiese. The aim of this book will be achieved if it in-
spires medicinal chemists to look more frequently into possible effects of drug-
membrane interaction in drug research and development.

The wide variety of fields of research involved and the continuing flood of new
papers and results made it necessary to select examples. Thus, I apologize if I have
overlooked papers equally or even more important than those cited.

Finally, I would like to thank my colleagues, Prof. Dr. Ilza Pajeva of the Bulgarian
Academy of Sciences and Dr. K.-J. Schaper of the Research Center Borstel, for their
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support and fruitful discussions, and Mrs. Bouchain for designing figures and
graphs. Thanks are also due to my wife, Frauke, for proofreading, my daughter, Dr.
Wiebke Seydel, for help in improving the English, and to both for their cheerful en-
couragement of my efforts to overcome so many difficulties throughout this work.

August 2001 Joachim K. Seydel
Research Center Borstel

Foreword
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1

Introduction

Joachim K. Seydel

Interest in drug design has focussed mainly on the interaction of ligand molecules
with proteins, in the form of specific receptors and enzymes. Most of the target pro-
teins are embedded in membranes, and it is assumed that the biological activity of
ligands arises as a result of binding to the membrane-embedded proteins. The lipid
environment is considered to play a more passive role. There is, however, increasing
evidence that the influence of ligand–membrane interaction on drug activity and se-
lectivity has been underestimated. The so-called “non-specific” interaction of drugs
with membrane constituents in fact involves an interaction with specific phospho-
lipid structures. Although the lipid layer is a dynamic fluid, it is highly organized.
Membranes do not consist of lipids only, but possess polarized phosphate groups
and neutral or positively or negatively charged head groups, and they are highly
structured and chiral. Interaction with such structures can have a decisive influence
on drug partitioning, orientation, and conformation. It also influences the physico-
chemical properties and functioning of the membrane. Thus, drug–membrane in-
teractions play an important role in drug transport, distribution, accumulation, effi-
cacy, and resistance.

The perturbation of biological membranes by various classes of drugs can lead to
changes in membrane curvature or to phase separation and thus to changes in pro-
tein conformation. Therefore, drug-membrane interactions are an important factor
in drug action. At the macroscopic level, ligand–membrane interactions are mani-
fested as changes in the physical and thermodynamic properties of “pure” mem-
branes or bilayers. Depending on the composition of the membrane and the struc-
ture of the ligand molecules, the interaction can favor or prevent drug activity or tox-
icity.

Fortunately, most of the perturbations that can occur in complex biological mem-
branes upon interaction with drug molecules can be studied and simulated in vitro
and quantified by available physicochemical techniques, using as a model artificial
membranes (bilayers, liposomes), which are readily created.
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1

Function, Composition, and Organization of Membranes

Joachim K. Seydel

1.1

The Physiology of Cells and the Importance of Membranes for their Function

All living cells are surrounded by one or several membranes. The membrane defines
the cell as a living unit and separates the cell from its surroundings; it separates in-
tracellular from extracellular domains. Highly differentiated organisms are compa-
rable to a federation of cells in which groups of cells are specialized in particular
functions and are connected through complex communication networks. Any disor-
der in the communication of such complex systems influences the functioning of
the organism. It reduces the readiness for reactions, decreases the ability to adapt to
changes in the environmental conditions, and can, finally, lead to reduction in effi-
ciency or to death.

Cells can communicate with each other in three ways:
1)By direct contact through a nexus or “gap junction” (which is involved in the trans-

port of material from cell to cell and the transfer of electrical signals). This type of
communication requires the cells to be in direct contact with each other.

2)Via “receptors”, for example sugar molecules, positioned on the cell surface, which
allow contact of cells and the initiation of reciprocal contact. A precondition for
this type of communication is that at least one of the two cells is mobile and can
approach the other cell.

3)By secretion of chemical compounds (cytokines, hormones, transmitters) that can
be perceived as a signal by another cell at a certain distance.
The outer membrane, the plasmalemma, efficiently protects the cell from the en-

vironment while, at the same time, carrying out functions important for cell metab-
olism: the uptake of substrates and the elimination of toxic compounds. Substrate ex-
change with the environment is controlled by transport proteins embedded in the
membrane (energy-requiring pumps such as Na+,K+-ATPase, or other transport units
such as the Na+/glucose cotransporter and sodium and calcium ion channels) [1].

It seems miraculous that a membrane about 10 nm thick can preserve extreme
gradients of intra- and extracellular ions, amino acid and protein concentration (Fig-
ure 1.1). For example, the ratio of intracellular to extracellular ion concentration for
Na+ is 10:140 and for Ca2+ is 0.0001:2.5. Transmembrane concentration gradients of
solvents, ions, pH, etc. are essential for cellular functions, for example the produc-
tion of ATP, which cannot occur in the absence of a transmembrane gradient.
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Another property of cell membranes in addition to compartmentalization is their
ability to fuse. This is important for intracellular vesicle transport between intracel-
lular organelles as well as, for example, for the fusion of enveloped viruses with tar-
get cell membranes.

1.2

Composition and Organization of Membranes

1.2.1 Mammalian Membranes
Membranes consist mainly of proteins and lipoids, these frequently having quite dif-
ferent functions. Proteins determine the functional properties of the membrane,
lipoids the matrix, for example the construction. In principle, membranes consist of
a phospholipid bilayer into which proteins are integrated. Phospholipid molecules
consist of two long-chain fatty acids, each of which is esterified with one of the hy-
droxy groups of glycerol; the third hydroxy group of glycerol is connected to a phos-
phoric acid which is substituted by another substructure, for example choline (phos-
phatidylcholine), serine or sugar. This arrangement confers an amphiphilic charac-
ter on the phospholipids. The apolar fatty acid chains are lipophilic, whereas the po-
lar head groups and the polarized phosphate groups are hydrophilic. As a result of
these properties, phospholipids associate readily in water to form the characteristic
bilayers, with the polar head groups directed to the surrounding water and the fatty
acid chains turned toward each other and directed to the inner part of the bilayer.

The stability of the bilayer depends on the segregation of the hydrocarbon residues
from the watery phase and the polar interaction of the head groups with water, i.e. on

Fig. 1.1 Schematic drawing of cell construction, concentration gradients
for some ions and metabolites, and different methods of cell communica-
tion.
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the type and charge of the head groups. In addition, the phosphate groups bear a par-
tial negative charge. Dissociation occurs at about pH 2–3 (see Table 1.1) [2].

Strong polar interactions also occur between carbohydrates attached to glycolipids
and certain lipids, such as phosphatidylinositol. In membranes containing charged
lipids, electrostatic repulsion occurs between similarly charged leaflets on either side
of the bilayer. This prevents a decrease in the thickness of the structure. In addition,
electrostatic repulsion supports lateral cohesion between the hydrocarbon chains
and stabilizes the bilayer. The charged surface will attract oppositely charged mobile
counter-ions from the aqueous phase. At equilibrium they will be distributed accord-
ing to the electrostatic potential, to form the so-called electrical double layer.

Fatty acid composition, phospholipid composition, and cholesterol content can be
modified in many different ways in intact mammalian cells. These changes alter
membrane fluidity [3] and cell surface curvature and as a result can affect a number
of cellular functions [4], including carrier-mediated transport, the activity and prop-
erties of some membrane-bound enzymes, phagocytosis, endocytosis, immunologi-
cal and chemotherapeutic cytotoxicity, prostaglandin production, and cell growth.
The effects of lipid modification on cellular function are very complex. Thus, it has
not until now been possible to make any generalizations or to predict how a given
system will respond to a particular type of lipid modification.

Cholesterol – an essential component of mammalian cells – is important for the
fluidity of membranes. With a single hydroxy group, cholesterol is only weakly am-
phipathic. This can lead to its specific orientation within the phospholipid structure.
Its influence on membrane fluidity has been studied most extensively in erythro-
cytes. It was found that increasing the cholesterol content restricts molecular motion
in the hydrophobic portion of the membrane lipid bilayer. As the cholesterol content
of membranes changes with age, this may affect drug transport and hence drug
treatment. In lipid bilayers, there is an upper limit to the amount of cholesterol that
can be taken up. The solubility limit has been determined by X-ray diffraction and is

Tab. 1.1 Phospholipid charged groups and their electrostatic properties.
(Adapted from Table 2.2 of ref. 2 with permission from Macmillan)

Phospholipid ionizable groups Electrostatic properties

1. Primary phosphate pK1 3.9, pK2 8.3
(phosphatidic acid)

2. Secondary phosphate pKa < 2.0
(phosphatidylinositol, cardiolipin)

3. Secondary phosphate +  Isoelectric in pH range 3–10
quaternary amine (sphingomyelin, 
phosphatidylcholine)

4. Secondary phosphate + Net negative at pH 7.4
amine (phosphatidylethanolamine)

5. Secondary phosphate + amine+ Net negative at pH 7.4
carboxyl (phosphatidylserine)
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66 mol% for phosphatidylcholine and 51 mol% for phosphatidylethanolamine bilay-
ers. The decisive factor is the head group effect of phospholipids. The acyl chain has
no effect on cholesterol solubility [5].

More recently, McMullen et al. [6] investigated the effects of cholesterol on the
thermotropic organization and behavior of a series of linear saturated phosphatidyl-
ethanolamine bilayers (PE). They found, in contrast, that addition of cholesterol re-
sulted in a progressive decrease in enthalpy and in the temperature of chain-melting
transition up to a concentration of 20–30 mol%. Higher concentrations of choles-
terol led to a dramatic increase in temperature and total enthalpy of chain-melting
for these cholesterol–PE mixtures. It is thought that cholesterol induces chain-melt-
ing of the highly ordered crystalline phase of pure PEs. The reason for this could be
the limited solubility of cholesterol in gel-state PE bilayers and its ability to facilitate
the formation of cholesterol-free lamellar crystalline phase in such systems [6].

The effects of cholesterol and cholesterol-derived oxysterols on adipocyte ghost
membrane fluidity has been studied. It has been found that cholesterol and oxys-
terols interact differently with rat adipocyte membranes. Cholesterol interacts more
with phosphatidylcholine located at the outer lipid bilayer whereas, for example,
cholestanone seems to interact more with phospholipids located at the inner layer
[7].

Another important component of membranes is Ca2+ ions, which bridge negative-
ly charged head group structures, thus stabilizing the membrane. Displacement of
Ca2+ ions by cationic drug molecules will necessarily lead to significant changes in
membrane organization and properties.

Eucaryotic cells are generally more complex than procaryotic cells and possess a
variety of membrane-bound compartments called organelles. These intracellular
membranes allow diverse and more specialized functions. For detailed information,
the reader is recommended to consult specialized textbooks [2, 8, 9].

Fatty acyl residues (R) commonly found in membrane lipids are summarized in
Table 1.2 [2]. Generally, four lipid structures are mainly found in eucaryotic cells:
phospholipids, sphingolipids, glycolipids, and sterols [2]. The various organs differ
in their phospholipid composition (Table 1.3). As an example, the composition of the
liver cell membrane is given [2].There is also a considerable difference in the propor-
tion of phospholipids in different cell types and in different species. Figure 1.2

Tab. 1.2 The fatty acid residues (R) commonly found in membrane lipids. 
(Reproduced from Table 1.3 of ref. 2, with permission from Macmillan) 

C-atoms Fatty acyl substituents (R) Common name 

12 CH3-(CH2)10-COO- Lauric
14 CH3-(CH2)12-COO- Myristic
16 CH3-(CH2)14-COO- Palmitic
16 CH3-(CH2)5-CH=CH-(CH2)7-COO- Palmitoleic
18 CH3-(CH2)16-COO- Stearic
18 CH3-(CH2)7-CH=CH-(CH2)7-COO- Oleic 
18 CH3-CH2-CH=CH-CH2-CH=CH-CH2-CH=CH-(CH2)7-COO- Linolenic
18 CH3-(CH2)4-CH=CH-CH2-CH=CH-(CH2)7COO- Linoleic
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shows the variation of sphingomyelin to phosphatidylcholine content in the total
lipid fraction of erythrocytes from various species and in ox endoplasmic reticulum
in various organs [2]. The lateral mobility of lipids in membranes is another essential
aspect [10].

Equally important is the observation that phospholipids are asymmetrically dis-
tributed in the two leaflets of the plasma membrane of eucaryotic cells. It has been
found that phosphatidylserine, phosphatidylethanolamine and phosphoinositides
are principally located in the inner monolayer [11], whereas phosphatidylcholine,
sphingomyelin and glycolipids are mainly located in the outer leaflet of the mem-
brane. An example of the asymmetrical distribution of phospholipids in human red
blood cells and in the membrane of influenza virus is shown in Table  1.4 [12, 13].
Asymmetry is maintained partly through the activity of enzymes responsible for
lipid synthesis and partly by the activity of specific proteins called “phospholipid flip-
pases”, which catalyze the exchange of lipids between the two leaflets. The
aminophospholipid translocase was first discovered in human erythrocytes and
transports aminophospholipids from the outer to the inner leaflet of the plasma
membranes [14, 15]. The same activity has been found in many other cell types. Pro-
teins of the multidrug resistance (MDR) family are also flippases or floppases, which
can transport not only lipids but also amphiphilic drugs from the inner to the outer

Tab. 1.3 Phospholipid composition in mol% total lipids of some liver cell mem-
branes 

Phospholipid Plasma Golgi Lysosomal
membranes membranes membranes

Phosphatidylcholine 34.9 45.3 33.5
Phosphatidylethanolamine 18.5 17.0 17.9
Phosphatidylinositol 7.3 8.7 8.9
Phosphatidylserine 9.0 4.2 8.9
Phosphatidic acid 4.4 – 6.8
Sphingomyelin 17.7 12.3 32.9

Tab. 1.4 Asymmetrical distribution of phospholipids
(mol%) in membranes of influenza viruses [13] and in
red blood cells [12]

Influenza virus (outside/inside)

TPL SH PC PE PS
30/73 6/26 6/7 11/28 4/12

Red blood cells (outside/inside)

51/51 20/5 22/9 6/25 0/9

TPL, total phospholipid; SH, sphingomyelin; PC, phos-
phatidylcholine; PE, phosphatidylethanolamine; PS, 
phosphatidylserine.
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monolayer and vice versa [16, 17]. These membrane-located transport proteins –
such as the MDR1 P-glycoprotein – play an essential role in multidrug resistance
[16]. Reversal of multidrug resistance in cancer cells [18] and others is discussed in
Section 5.2.

The biological function of lipid asymmetry and of proteins involved in the trans-
membrane traffic of lipids is multiple. Rapid reorientation of phospholipids in ery-

Fig. 1.2 (a) Variation in the proportion of
sphingomyelin (S) to phosphatidylcholine (PC)
and other constituents, such as cholesterol (C)
and phosphatidylethanolamine (PE), in the to-
tal lipid fraction of erythrocytes from various

species. (b) Sphingomyelin relative to total
lipids present in the endoplasmic reticulum.
(Reprinted from Fig. 1.14 of ref. 2 with permis-
sion from Macmillan.)
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throcytes by flippases allows the erythrocyte cell membrane to remain in equilibrium
while more lipids are being synthesized. On the other hand, ATP-dependent flippas-
es generate asymmetrical membranes in accordance with the asymmetrical func-
tions of the plasma membrane. The rapid reorientation of phospholipids in the plas-
ma membrane of platelets upon cell stimulation involves a very active calcium-de-
pendent phospholipid “scramblase” [19]. Lipid scrambling results in phos-
phatidylserine exposure on the outer leaflet of platelets, which in turn triggers 
the conversion of prothrombin into thrombin [20]. A review of the role of translocas-
es in the generation of phosphatidylserine asymmetry has recently been published
[21].

In the case of red blood cells, it is assumed that the progressive loss of lipid asym-
metry, possibly associated with the entry of calcium, is a signal that the cell is aging.
This signal, in turn, is recognized by macrophages and leads to cell destruction.
Drugs which, for example, compete for calcium bound to phosphatidylserine could
interfere with these processes and many other Ca2+-dependent processes such as
protein kinase C activation. The influence of asymmetry in membranes of different
phospholipid composition on the fusion of liposomes has been studied and reported
[22].

Another important aspect of phospholipid asymmetry in membranes with regard
to drug permeation and drug distribution is the generation of surface tension or sur-
face curvature. An increase in surface tension could change the membrane perme-
ability either directly via a change in bilayer viscosity or indirectly via a change in pro-
tein conformation. The curvature of membranes – which is determined mainly by
the volume, size, and charge of the phospholipid head groups and their distribution
in the outer and inner leaflet – is an important factor for the functioning of embed-
ded proteins. It is an indicator of the internal stress of the lipid layer. The internal
stress is the tendency of the lipid system to adapt to a non-bilayer configuration as,
for example, in the HII phase. “The intrinsic radius of curvature is essentially a meas-
ure of the average mismatch between the minimum free energy projected areas of
the hydrophilic and hydrophobic portions of the lipid molecules” [20]. In other
words, “the spontaneous radius of curvature is a measure of the frustrated elastic
curvature energy locked into bilayers” [23]. It is well known that many biomem-
branes contain phospholipid fractions that do not form bilayers under physiological
conditions. Unsaturated phosphatidylethanolamines, for example, form non-lamel-
lar phases such as the HII phase [24, 25]. If such phospholipids are mixed with other
phospholipids in a membrane, they change the properties of the bilayer. The mis-
match between lateral tension in the polar and hydrocarbon zones of the lipid layer
becomes large, corresponding to small values of the intrinsic radius of curvature.
This is reflected in a change in the order of the hydrocarbon chains and can be ob-
served by deuterium nuclear magnetic resonance (NMR) experiments. In the case of
other lipids, such as phosphatidylcholine, the radius is large and the bilayer is there-
fore relaxed. The results of experiments that correlate the composition of bilayers
with the operation or activity of certain intrinsic membrane proteins have shown that
the range of the bilayer intrinsic radius of curvature for optimal function is limited.
An example is the effect of lipid composition on the sarcoplasmic reticulum Ca2+-



ATPase reconstituted in vesicles of different lipid composition [26]. Pumping effi-
ciency (number of Ca2+ ions transported per molecule of ATP hydrolyzed) increased
with the mole fraction of lipids that prefer HII-phase formation. However, no such
correlation was observed with dioleoylphosphatidylcholine or digalactosyldiglyc-
eride, which do not form low-temperature HII phases. It is important to note that it is
not the chemical similarity but the phase preference of the phospholipid that is deci-
sive.

Amphiphilic compounds are also known as potent modifiers of the bilayer intrin-
sic radius of curvature and utilize this property to act as a non-specific perturbator of
membrane protein function [27]. Catamphiphilic drugs that can interact with the
head groups or with the scramblases or flippases can change cell functioning.

Not only the composition but also the amount and type of integrated proteins dif-
fers in cell membranes. The ratio of protein to lipid in rat tissue membranes is given
in Table 1.5 [2]. Membrane proteins can be divided into two classes, intrinsic and ex-
trinsic [28]. Intrinsic membrane proteins are inserted to varying degrees into the hy-
drophobic core of the lipid bilayer and can be removed only by detergents or denatu-
rants. Extrinsic membrane proteins are associated non-covalently with the surface of
the membrane and can be removed from the bilayer by incubation in alkaline medi-
um. Intrinsic membrane proteins can be classified into three groups: monotopic,
bitopic, and polytopic (Figure 1.3) [29, 30]. Amino acids can change the degree of hy-
drogen binding within the bilayer, leading to changes similar to those obtained by
the exchange of phosphatidylethanolamine for phosphatidylcholine.

The conformation of proteins integrated into a membrane depends not only on the
type and sequence of the amino acids but also on the lipid environment, i.e. the com-
position of the membrane. The effect of lipid environments and external factors such
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Fig. 1.3 Classes of intrinsic membrane proteins, as defined by
Blobel [29]. The peptides chains end in amino (N) and carboxy
(C) termini. The disposition of the N- and C-termini differs for
each class of membrane protein. only two membrane spannings
are indicated for the polytopic class; however, the number of
membrane spannings is not limited for polytopic membrane pro-
teins. (Reprinted from Fig. 1 of ref. 30 with permission from CRC
Press.)
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as temperature, pH, and ionic strength on the three-dimensional (3-D) structure of
proteins has been studied in reconstituted membranes [31]. The major driving forces
for specific membrane associations of proteins are hydrophobic interactions and the
peptide amphipathic character [32, 33].

Different amphipathic helical peptides can stabilize or disrupt membranes de-
pending on the structure of the helix, which determines the nature of its association
with the membrane. Features of peptides that are responsible for their specific prop-
erties and effects on membrane organization have been discussed [34, 35]. For ex-
ample, peptides containing class A amphipathic helices can stabilize membranes by
reducing negative monolayer curvature strain, whereas lytic amphipathic helical
peptides can increase negative curvature strain and form pores composed of helical
clusters [35]. The type of peptide involved is of importance for the functioning of the
cells. It was found that a mixture of anionic amphiphilic peptides and charge-re-
versed cationic peptides induced a rapid and efficient fusion of egg phosphatidyl-
choline vesicles, but no fusion was observed with either peptide alone, probably be-
cause only the mixture of both peptides has an ordered helical structure [36].

The arrangement of the proteins within the membrane seems to depend to some
extent on the electrostatic surface potential and interface permittivity. It is influenced
by electrostatic interaction between the proteins, polar head groups of the phospho-
lipid and ions within the aqueous medium of the membrane surface. This can be af-
fected by exogenous molecules such as drugs. Phospholipid-induced conformational
change in intestinal calcium-binding protein in the absence and presence of Ca2+ has
been described [37]. There is, however, no doubt that hydrophobic interactions be-
tween peptides and membrane interfaces play an important role. A general frame-

Tab. 1.5 Protein to lipid ratios of rat tissue membranes.
(Reprinted from Table 1.5 of ref. 2, with permission from
Macmillan)

Membrane Protein/lipid Cholesterol/
polar lipid

Plasma membranes
Myelin 0.25a 0.95
Erythrocytes 1.1 1.0
Rat liver cells 1.5 0.5

Plasma membranes
Nuclear membranes 2.0 0.11

Endoplasmic reticulum
Rough 2.5 0.10
Smooth 2.1 0.11

Mitochondrial membranes
Inner membrane 3.6 0.02
Outer membrane 1.2 0.04

Golgi membranes 2.4 –

a) myelin from central nervous system; higher ratios are found in
peripheral nerve myelin.
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work for the thermodynamics of membrane protein stability that is focussed on in-
terfacial interactions has been reviewed and discussed by White and Wimley [38].
The authors experimentally determined a whole-residue interfacial hydrophobicity
scale for the energy of transfer, ∆G, from water to palmitoyloleoylphosphatidyl-
choline (POPC) interface and to n-octanol. The difference in ∆G reflects the “impor-
tant role of the peptide bond in partitioning and folding” (Table 1.6). Hydrophobic
mismatch between proteins and lipid membranes has been discussed by Killian [39].

Perhaps the most important step in the development of our current understanding
of biomembranes was the introduction of the fluid mosaic model [28] (Figure 1.4)
[40]. This model describes the cell membrane as a fluid two-dimensional lipid bilay-
er matrix of about 50 Å thickness with its associated proteins. It allows for the lateral
diffusion of both lipids and proteins in the plane of the membrane [41] but contains
little structural detail. This model has been further developed and it has been as-
sumed that the membrane consists of solid domains coexisting with areas of fluid-
disordered membrane lipids that may also contain proteins [42]. This concept has

Tab. 1.6 Whole-residue free energies of transfer, ∆G, from water
to POPC interface (wif) and to n-octanol (woct). (Reprinted from
Table 1 of ref. 38, with permission from Elsevier Science)

Amino acid ∆Gwif (kcal/mol)a ∆G woct (kcal/mol)a

Ala – 0.17 ± 0.06 – 0.50 ± 0.12
Arg+ – 0.81 ± 0.11 – 1.81 ± 0.13
Asn – 0.42 ± 0.06 – 0.85 ± 0.12
Asp- – 1.23 ± 0.07 – 3.64 ± 0.17
Asp° – 0.07 ± 0.11 – 0.43 ± 0.13
Cys – 0.24 ± 0.06 – 0.02 ± 0.13
Gln – 0.58 ± 0.08 – 0.77 ± 0.12
Glu- – 2.02 ± 0.11 – 3.63 ± 0.18
Glu° – 0.01 ± 0.15 – 0.11 ± 0.12
Gly – 0.01 ± 0.05 – 1.15 ± 0.11
His+ – 0.96 ± 0.12 – 2.33 ± 0.11
His° – 0.17 ± 0.06 – 0.11 ± 0.11
Ile – 0.31 ± 0.06 – 1.12 ± 0.11
Leu – 0.56 ± 0.04 – 1.25 ± 0.11
Lys+ – 0.99 ± 0.11 – 2.80 ± 0.11
Met – 0.23 ± 0.06 – 0.67 ± 0.11
Phe – 1.13 ± 0.05 – 1.71 ± 0.11
Pro – 0.45 ± 0.12 – 0.14 ± 0.11
Ser – 0.13 ± 0.08 – 0.46 ± 0.11
Thr – 0.14 ± 0.06 – 0.25 ± 0.11
Trp – 1.85 ± 0.06 – 2.09 ± 0.11
Tyr – 0.94 ± 0.06 – 0.71 ± 0.11
Val – 0.07 ± 0.05 – 0.46 ± 0.11

a) For both ∆Gwif and ∆Gwoct, the signs have been reversed relative
to those of the original publications to reflect the free energies of
transfer from water phase.
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been integrated into the fluid mosaic model, and the resulting model is called the
plate model of biomembranes.

The concept of lamellar anisotropy was first proposed by Siekevitz [43]. Since then
more data have become available, resulting in a refined model for the dynamic or-
ganization of biomembranes. The most important difference from the fluid mosaic
model is that a high degree of spatiotemporal order also prevails in the liquid crys-
talline fluid membrane and membrane domains [44]. The interaction forces respon-
sible for the ordering of membrane lipids and proteins are hydrophobicity, coulom-
bic forces, van der Waals dispersion, hydrogen bonding, hydration forces, and steric
elastic constraints. Specific lipid–lipid and lipid–protein interactions result in a pre-
cisely controlled and highly dynamic architecture of the membrane components. On
the basis of recent experimental and theoretical progress in the understanding of the
physical properties of lipid bilayer membranes, it is assumed that the lipid bilayer
component of cell membranes is “an aqueous bimolecular aggregate characterized
by a heterogeneous lateral organization of its molecular constituents.” It is further
assumed that the dynamically heterogeneous membrane states are important for
membrane functions such as transport of matter across the membrane, and for en-
zymatic activity [45]. Evidence is accumulating that lipid bilayer structure and dy-
namics play an important role in membrane functionality. Several experimental ex-
amples have demonstrated that the physicochemical properties and phase behavior
of lipid membranes are essential for the functioning of lipid-embedded and integrat-
ed enzymes.

The nature of the relation between lipid structure changes and enzyme activation
has been investigated using, for example, fluorescence spectroscopy and calorimetry
(see Section 3.1). Figure 1.5 shows the effect of temperature on the hydrolytic activi-

Fig. 1.4 The fluid mosaic model of membrane structure proposed by
Singer and Nicolson [28]. (Reprinted from Fig. 1 of ref. 40 with permission
from Wiley-VCH.)
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ty of phospholipase A2 (PLA2) in large unilamellar vesicles (LUVs) of dipalmi-
toylphosphatidylcholine [46]. It was observed that the catalysis of phosphatidyl-
choline bilayers by PLA2 starts only after a certain latency period to allow a sufficient
formation of reaction products such as lysolecithin and fatty acids and their accumu-
lation in the membrane. The influence of temperature near the main phase transi-
tion and of saturated long-chain diacylglycerols on the effectiveness of these reaction
products was studied [47]. Fluorescence probes were used to evaluate the ability of
the reaction products to perturb the bilayer and to promote enzyme binding to the
membrane surface, and the effect of temperature and bilayer composition on this
process [47]. The importance of the phase state of phospholipids – liquid crystalline
or gel – for the proper function of enzymes has been established [48], and the role of
membrane defects in the regulation of the activity of protein kinase C (PKC) has
been studied [49]. It was found that the formation of defects alone is not sufficient to
promote PKC activity. An important factor is the change in those membrane bilayer
properties that are related to hexagonal phase formation. It was observed that PKC
activity is strongly dependent on the ranking of phospholipids that are hexagonal
phase formers, such as dioleoylphosphatidylethanolamine (DOPE) and dipalmi-
toylphosphatidylethanolamine (DPPE).

Most important for the regulation of the membrane architecture are membrane
potential, intracellular Ca2+ concentration, pH, changes in lipid composition due to
the action of phospholipases and cell–cell coupling as well as the coupling of the
membrane to the cytoskeleton and the extracellular matrix. Membrane architecture
is additionally modulated by ions, lipo- and amphiphilic hormones, metabolites,
drugs, lipid-binding peptide hormones, and amphitropic proteins [44].

On the basis of the information presented, it is not surprising that membranes
play an important role in drug action. The above-mentioned properties make lipid bi-
layers an important object of drug research in relation to drug targeting, permeation
of membranes, and drug distribution. In addition, the reactions of liposome-encap-
sulated drugs with membrane-embedded receptors and drug delivery systems are
being studied [50].

Fig. 1.5 Time courses of hydrolysis of DPPC
LUVs by AppD49 PLA2 at three different tem-
peratures. (Reprinted from ref. 46, p. 3, with
permission from Elsevier Science.)
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Clearly, the “construction” of membranes represents an important barrier to drug
absorption, distribution, and efficacy depending on the structures of the membrane
and the drug molecules. The hydrophobic inner part of the bilayer is an almost com-
plete barrier to the diffusion of polar or charged drug molecules. In contrast, apolar
drug molecules can easily penetrate the membrane. In this context it should, howev-
er, also be pointed out that the composition of mammalian membranes varies in dif-
ferent organs and species (Figure 1.2). This could be important in increasing selec-
tivity in drug distribution, and accumulation and therefore also in improving drug
efficacy.

1.2.2 Bacterial Membranes
Bacterial membranes have a much more complex construction than mammalian
membranes. This enables bacteria to survive in the various environments of host or-
ganisms. Knowledge of the composition and functioning of bacterial membranes is
therefore essential to the development of anti-infective drugs. In order to be effec-
tive, antibacterial agents not only have to have optimal pharmacokinetic properties
such as uptake and distribution in the patient, but they must also be able to cross an
additional barrier, the cell wall of the bacteria, so that they can reach the target site.
This additional barrier is remarkable on account of its rigidity and permeability. The
construction and structural uniqueness of this barrier is briefly described below.

With the exception of the cell wall-deficient Mycoplasma, all bacteria possess a
more or less pronounced peptidoglycan layer that surrounds the protoplasm as a
supporting layer of high rigidity and which can withstand the huge difference in os-
motic pressure (up to 2000 kPa) between the cytoplasm and external milieu [51]. The
murein network consists of long linear polysaccharide chains consisting of β-1,4-gly-
cosidically connected N-acetylglucosamine and N-acetylmuraminic acid molecules,
which are connected to each other by short peptide bridges. Bacteria are divided into
two groups, Gram-positive and Gram-negative, depending on the nature of their cell
wall.

In Gram-positive bacteria, the cell wall is 20–80 nm thick, and consists of 50% pep-
tidoglycan, which is organized in up to 40 layers [52, 53]; in contrast, the bilayer
membrane of a mammalian cell is only 10 nm thick. Other essential components are
teichon and teichuronic acid, and acidic, water-soluble polymers that are connected
by phosphodiester bridges. The large number of phosphate groups results in a
strong negative charge on the cell surface which – under physiological conditions –
is partially neutralized by alanyl residues and possibly by Mg2+ ions. A schematic
drawing of the cell wall of a Gram-positive bacterium is shown in Figure 1.6. Re-
cently, a completely new concept of the architecture of microbial murein was pro-
posed by Dimitriev et al. [54]. In contrast to the classical concept, which assumes that
cross-linked glycan chains are arranged in horizontal layers outside the plasma
membrane, these authors postulate that the glycan strands in the bacterial cell wall
run perpendicular to the plasma membrane. This could be of great importance for
the understanding of the mechanism of action of antibiotics acting on cell wall func-
tion and synthesis.
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Mycobacteria such as Mycobacterium tuberculosis hold a special position within the
group of Gram-positive bacteria. Characteristic of species of this genus is their so-
called acid fastness, which can be attributed to the large complex lipid portion, which
consists of mycolic acids, that is 3-hydroxycarbonic acids substituted in the 2 and 3
position by long alkyl chains (up to C85) (Figure 1.7) [55]. Recently, it was suggested
that the impermeability of the mycobacterial cell wall is a result of the organization

Fig. 1.6 Schematic
drawing of the cell wall
structure of Gram-posi-
tive bacteria. 

Fig. 1.7 Schematic representation of the cell wall of mycobacteria. 
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of the cross-linked glycan strands, which, rather than forming horizontal layers, run
perpendicular to the cytoplasmic membrane [56]. This is because these highly hy-
drated molecules “are under the strong stress of turgor pressure [56]”.

In Gram-negative bacteria, the cell wall outside the cytoplasmic membrane has
multiple layers and a complex constitution (Figure 1.8). It is a trilamellar structure
composed of the cytoplasmic membrane, the murein sacculus, and the outer mem-
brane. The murein sacculus and the outer membrane together form the true cell
wall. The outer membrane protects the bacterium from aggressive physiological mi-
lieu, for example in the intestine of the host, and from host defense mechanisms. It
is also known that the outer membrane of Enterobacteria and some other Gram-neg-
ative bacteria confers resistance to various antibiotics that are active against other
bacterial species [57]. The cytosol is surrounded and protected by the inner mem-
brane, which consists of a phospholipid double layer. The most important compo-
nents of this membrane are phosphatidylserine, phosphatidylinositol, phos-
phatidylethanolamine, and phosphatidyl-glycerol [52]. In Escherichia coli,
phosphatidylethanol-amine contributes up to 100% of the phospholipid portion of
the inner membrane [58]. Associated with this are peripheral and integral proteins
such as the enzymes of the respiratory chain as well as transport and structure pro-
teins. The cytosol membrane and cell wall are separated by the periplasmic space.
The cell wall is predominantly made up of and stabilized by murein. In Gram-nega-
tive bacteria – in contrast to Gram-positive bacteria – the peptidoglycan structure
consists only of one layer and contributes only about 10% to the cell wall weight [51].

Fig. 1.8 Schematic
drawing of the cell wall
and membrane of
Gram-negative bacteria.
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The layer typical of Gram-negative bacteria is the so-called outer membrane, which
is connected to the peptidoglycan layer. This outer leaflet of the outer membrane is
composed of an unusual lipid and lipopolysaccharide (LPS) rather than the glyc-
erophospholipid normally found in biological membranes [59]. It is also a bilayer,
but an asymmetrical one. The other layer, directed to the peptidoglycans, consists of
phospholipids. The glucosaminedisaccharides of LPS are connected to long-chain
fatty acids. This lipophilic component of LPS is called lipid A. LPS represents the en-
dotoxic principle and is responsible for endotoxin-dependent septic shock [60, 61].
The hydrophilic part of the outer layer – consisting of polysaccharides covalently con-
nected to glucosamine – is made up of the core region and a surface-specific side
chain that is formed by identical repeating oligosaccharide units (repeating units).
The polysaccharides of the LPS release no endotoxic activity. They do, however, pos-
sess, antigenic properties and are responsible for immunological reactions [62]. An-
other important component is proteins, for example lipoprotein OmpA, outer mem-
brane protein A, and the pore formation proteins, for example OmpC, OmpF, and
PhoE, or special transport proteins. These proteins contribute up to 50% to the mass
of the outer membrane.

For chemotherapeutics to be effective against Gram-negative bacteria requires a
balance between hydrophilic and hydrophobic properties. The reason for this is the
characteristic construction of the bacterial cell wall, with an outer hydrophilic core,
rich in polysaccharides, and a hydrophobic phospholipid bilayer. Only very small and
hydrophilic drug molecules up to 600 Da can diffuse through membrane pores [63,
64].

Artificial asymmetric membranes composed of outer membranes of various
species of Gram-negative bacteria and an inner leaflet of various phospholipids have
been prepared using the Montal–Mueller technique [65]. Such planar bilayers have
been used, for example, to study the molecular mechanism of polymyxin B–mem-
brane interactions. A direct correlation between surface charge density and self-pro-
moted transport has been found [66].

1.2.3 Fungal Membranes
The discussion of the cell envelope of fungi focusses on the example of Candida albi-
cans. The fungal cell wall is a multilayer structure composed mostly of carbohy-
drates. As in bacteria, it determines cell shape, confers rigidity and strength, and pre-
vents lysis from osmotic shock. Because of its limited porosity, the cell wall is a per-
meability barrier for large molecules [67]. In Candida albicans the cell wall consists
primarily of glucans and mannoproteins [68]. Glucans are a mixture of branched 
β-1,3- and β-1,6-linked glucose polymers [69]. Mannoproteins, in contrast, are
branched mannose polymers attached to a protein through a GlcNAc–GlcNAc group
and an arginine residue. A minor but essential cell wall component is chitin, a linear
β-1,4-linked GlcNAc homopolymer. It is associated with the septum (yeast form) and
the apical region (hyphal form) [70].

The plasma membrane of fungi has the typical lipid bilayer structure, with phos-
phatidylcholine, phosphatidylethanolamine, and ergosterol as major lipid con-
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stituents. Its function is to protect the cytosol, and regulate the transport of mole-
cules in and out of the cell. It is also the matrix for membrane-bound proteins, in-
cluding those involved in cell wall synthesis. The composition of the plasma mem-
brane has been discussed and reviewed [71]. It is important to note that – in contrast
to mammalian cells – ergosterol, not cholesterol, is the most important component
of fungal membranes. In this respect it is interesting to note that phospholipids and
cholesterol are also a major component of the human immunodeficiency virus.
Their molar ratio is close to 1, leading to an extremely rigid membrane. Ergosterol
has at least two types of function in the membrane: a non-specific “bulking” function
in the regulation of membrane fluidity and integrity and a specific “sparking” func-
tion in the regulation of growth and proliferation [72]. The inhibition of ergosterol
synthesis is therefore one of the favored targets in antifungal therapy. It leads to a
cessation of Candida growth, but not to cell wall lysis [73]. The effect of antifungal
agents on membrane integrity in Candida albicans is summarized in Table 1.7 [73].
Assays for membrane integrity are based on the release of intracellular substances
(potassium, aminoisobutyric acid) or the entry of substances that are normally ex-
cluded (methylene blue) [71].

1.2.4 Artificial Membranes;; Liposome Preparation,, and Properties
During recent decades, the use of artificial phospholipid membranes as a model for
biological membranes has become the subject of intensive research. As discussed
above, biological membranes are composed of complex mixtures of lipids, sterols,
and proteins. Defined artificial membranes may therefore serve as simple models of
membranes that have many striking similarities with biological membranes. A com-
parison of some important physicochemical properties of biological and artificial
membranes is given in Table 1.8 [2].

Tab. 1.7 Effects of antifungal agents on membrane integrity of Candida albicans. 
(Reprinted from Table 2 of ref. 73, p. 107, with permission from Bertelsmann-Springer).

Total release of Percent of cells
Antifungal agent stained with

Concentration Potassium Aminoisobutyric methylene blue
(µm) (%) (%)

None < 5 < 5 0
Polyenes

Amphotericin B 10 < 100 < 97 100
Nystatin 10 < 100 < 97 100

Azoles
Clotrimazole 100 < 5 < 20 0
Econazole 100 < 47 < 98 0
Miconazole 100 < 66 < 94 60
Ketoconazole 100 < 5 < 20 0

Allylamines,
thiocarbamates

Naftifine 100 < 5 < 30 0
Tolnaftate 100 < 5 < 5 0
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Artificial membranes are used to study the influence of drug structure and of
membrane composition on drug–membrane interactions. Artificial membranes that
simulate mammalian membranes can easily be prepared because of the readiness of
phospholipids to form lipid bilayers spontaneously. They have a strong tendency to
self-associate in water. The macroscopic structure of dispersions of phospholipids
depends on the type of lipids and on the water content. The structure and properties
of self-assembled phospholipids in excess water have been described [74], and the
mechanism of vesicle (synonym for liposome) formation has been reviewed [75].
While the individual components of membranes, proteins and lipids, are made up of
atoms and covalent bonds, their association with each other to produce membrane
structures is governed largely by hydrophobic effects. The hydrophobic effect is de-
rived from the structure of water and the interaction of other components with the
water structure. Because of their enormous hydrogen-bonding capacity, water mole-
cules adopt a structure in both the liquid and solid state.

The structural dependence of phospholipid solutions on water content is called
lysotropic polymorphism. At a water content of up to 30% dipalmitoylphosphatidyl-
choline (DPPC) forms lamellar phases consisting of superimposed bilayers. Increas-
ing the water content results in heterogeneous dispersions formed by multilamellar
structures, the so-called liposomes (see also Section 1.3.1).

Because of the complex composition of fatty acyl chains, a large variety of different
molecules is present within each class of phospholipid, but they have in common
their amphipathic nature. The packing of phospholipids depends on the normalized
chain length difference between the sn-1 and sn-2 acyl chain. In addition to the bilay-
er structure of non-interdigitated acyl chains, mixed interdigitated and partially and
totally interdigitated bilayer structures exist.

Liposome preparations have been shown to be suitable not only for studying spe-
cial drug–membrane interaction effects in vitro but also for use as drug carriers. Var-
ious techniques have been developed and described to prepare homogeneous unil-

Tab. 1.8 The physical characteristics of artificial bilayers and
biological membranes. (Reprinted from Table 2.3 of ref. 2, with
permission from Macmillan)

Property Phospholipid Biological
bilayer membranes

Thickness (nm)a 4.5–10 4–12
Interfacial tension (J/m2) 2.0–60 0.3–30
Refractive index 1.56–1.66 approx. 1.6
Electrical resistance (Ω/m2) 107–1013 106–109

Capacitance (mF/m2)b 3–13 5–13
Breakdown voltage (mV) 100–550 100
Resting potential difference (mV) 0.140 10–88

a) These measurements have been made by electron microscopy, 
X-ray diffraction and optical methods.

b) The capacitance was determined using an assumed dielectric
constant.
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amellar or multilamellar liposome preparations of different sizes. The simple
method of producing liposomes results in multilamellar vesicles of varying diameter
in the range 0.2–0.5 µm [76]. Sonication of such preparations produces small unil-
amellar vesicles [77] of homogeneous size which have been extensively used as mod-
el membranes [78]. A method of preparing vesicles with high efficiency of encapsu-
lation and a vesicle size distribution of the order of 0.4 µm has been described [79].
The conditions required to produce convenient and reproducible preparations of in-
termediate-size unilamellar liposomes using reverse-phase evaporation followed by
extrusion through a polycarbonate membrane have been reported [80]. Large unil-
amellar vesicles have also been obtained using a stainless-steel extrusion device, al-
lowing extrusion at elevated temperatures (above the phase transition temperature)
[81–83]. Liposomes differing in phosphoinositide content were prepared using chro-
matography on immobilized neomycin, a procedure that could be useful in the
preparation of asymmetric liposomes [84]. A new rapid solvent exchange (RSE)
method has been developed which avoids the passage of lipid mixtures through an
intermediate solvent-free state, thus preventing possible demixing of membrane
components [85]. Two major mechanisms involved in liposome formation when
starting from lipid-in-water suspensions have been discussed: fragmentation of bi-
layers with subsequent self-closure of bilayer fragments and budding off of daughter
vesicles from mother liposomes [79].

When liposomes are loaded with drugs, phase transformation of a liposomal dis-
persion into a micellar solution can be induced depending on the phospholipid to
drug ratio. Using small-angle scattering X-ray, a decrease in particle size (from 211
to 155.2 nm) and thickness (from 64 to 45.5 Å) was observed with increasing drug
concentration. 32P-NMR was then used to obtain information on drug localization in
the membrane. Non-loaded liposomes showed only one signal in the spectrum, at
0.3 ppm, whereas three signals were observed in loaded liposome dispersions with
phospholipid to drug ratios of 16:1 to 2:1. This shows that loading of liposomes with
catamphiphilic drugs leads to large changes in physicochemical properties. Even at
lipid to drug ratios of 1:1 a phase transformation from a liposomal dispersion to mi-
cellar solution occurred (particle size of 12.5 nm, loss of the 32P resonance signal at
0.3 ppm), with only two remaining highfield shifted signals [86].

Liposomal preparations are of interest for studying not only drug–membrane in-
teractions but also membrane permeability and drug transport.

The association and release of prostaglandin E1 (PGE1) from liposomes composed
of different lipids and at different pH values has been studied using circular dichro-
ism and differential scanning calorimetry. It was found that the association of proto-
nated PGE1 (pH 4.5) is highly dependent on the degree of saturation, the lamellarity,
and the negative surface charge of the lipids used. More PGE1 accumulated in the
fluid-phase membrane than in the gel-phase membrane. The addition of cholesterol,
which makes the membrane more rigid, led to a decrease in accumulation in both
membrane phases. At pH 7.4 the release of PGE1 from gel-phase membranes was
significantly reduced compared with release from fluid-phase membrane [87].

An anomalous solubility behavior of ciprofloxacin in liposomes has been observed
and determined by 1H-NMR measurements. The drug was encapsulated in LUVs in
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response to a pH gradient to increase drug accumulation (up to 250 mmol/L). It
could be shown that ciprofloxacin localized in the aqueous interior of the liposomes
and self-associated in the form of small stacks. It did not, however, precipitate inside
the liposomes despite its solubility in bulk aqueous solution of only 5 mmol/L under
the same conditions of pH and ionic strength [88].

Factors that could influence uptake and retention of drugs containing amino
groups have been investigated in LUVs, with a transmembrane pH gradient (∆pH)
induced by the addition of an acid to the interior of the LUVs [89]. It was found that
factors that increase partitioning into the LUV bilayer increase retention properties.
The presence of diammonium sulfate within the LUVs increased the uptake of
doxirubicin and epirubicin to almost 100% (∆pH 1.4 units). In comparison, loading
of only 25% was achieved for ciprofloxacin and vincristine. No such improvement
was achieved in the case of entrapped lipophilic alkylamines. The retention of
ciprofloxacin and vincristine was improved when distearoylphosphatidylcholine was
replaced by negatively charged distearoylphosphatidylglycerol.

The results are of general interest for the design of liposomes with better uptake
and retention of drugs. It has been shown that prolonged retention in vitro of, for ex-
ample, vincristine is accompanied by improved retention in vivo [90].

Liposomes can even be used as microreactors. Until recently, the utility of this
technique was limited by the fact that they could be used for only a relatively short
time because of depletion of the reaction mixture. It has now been shown that lipo-
somes of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) can be used as a
semipermeable microreactor after treatment with sodium cholate. It has been
demonstrated that this allows a biochemical reaction to take place inside the lipo-
somes but not in the external medium. Such cholate-induced POPC bilayers can also
be used to insert enzymes [91].

1.3

Dynamic Molecular Organization of Membrane

1.3.1 Thermotropic and Lysotropic Mesomorphism of Phospholipids
The thermotropic phase transitions observed when solid-state phospholipids are
heated above their melting point constitute an important physicochemical property
of this class of compounds. This property can be exploited very effectively in the
analysis of drug–membrane interactions, and is the basis for most physicochemical
methods of studying such interactions, especially calorimetric experiments. The var-
ious motional modes present in lipid bilayers and methods of following and measur-
ing them have been reviewed [92]. Phospholipids do not change directly from the
crystalline to the isotropic fluid state, but at intermediate temperature pass through a
liquid crystalline state. Both transition changes, from crystalline to liquid crystalline
and from liquid crystalline to the isotropic fluid state, are associated with heat up-
take, i.e. they are endothermic processes (Figure 1.9) [93]. When in the crystalline
state, the fatty acid chains of phospholipids are in the extended conformation and in
the all trans configuration. They form a regular, stiff crystal lattice stabilized by van
der Waals forces. Electrostatic interactions between the head groups lead to addi-
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tional molecular interactions. During the first transition (crystalline to liquid crys-
talline), melting of the hydrocarbon chains occurs, as a result of which their mobility
increases, the gauche configuration is adopted, and “kinks” in the chains are ob-
served. Strong head group interactions prevent complete loss of the molecular con-
nection. The second transition, from the liquid crystalline to the liquid phase, leads
to movements of the phospholipid molecules in all directions. The inverted cylinder
HII or hexagonal phase can be observed at high temperatures. The dynamic molecu-
lar organization in vesicles and membranes has been discussed and reviewed [94,
95]. Thermodynamically, the gel-to-liquid crystalline phase transition occurs at a
temperature at which the entropic reduction in free energy resulting from the chain
melting counterbalances the decrease in bilayer cohesive energy. The latter arises
from lateral expansion and from the energy needed to create gauche conformers in
the hydrocarbon chain [96]. The gel-to-liquid crystalline phase transition tempera-
ture, Tt, of natural phospholipid membranes primarily depends on the length and
chemical structure of the hydrocarbon chains and secondarily on the structure of the
polar head groups.

Phase transition can be followed by various physical techniques, such as differential
scanning calorimetry (DSC), 2H-NMR, and electronic spin resonance (ESR), Fourier
transform infrared (FTIR), and fluorescence spectroscopy. The various methods
have been reviewed and their characteristics compared [97] (see also Chapter 3).

In addition to this thermotropic mesomorphism, a lysotropic mesomorphism is
observed [98]. The phase transition temperature, Tt, for the transition from the crys-
talline to the liquid crystalline state decreases as a function of water content. The de-
crease in Tt is due to destabilization of the crystal lattice in the head group region by
water molecules. This, in turn, decreases the interaction between the fatty acid
chains. When the water content reaches a certain level, the phospholipids assume a
thermodynamically optimal arrangements whereby the fatty acids are directed to the

Fig. 1.9 Structures adopted by phospholipids in aqueous media. Lβ and Lα
(gel and liquid crystalline) states exist at low and intermediate tempera-
tures, respectively, and the inverted cylinder (hexagonal) HII state is found
at elevated temperatures [93].
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inner part and the hydrophilic head groups to the outer phase, which is in contact
with the watery medium. By analogy with the 3-D crystal lattice of a salt, one can
speak of a two-dimensional (2-D) “membrane crystal” which possesses a highly or-
dered state below the melting point and before phase transition [98].

The insertion of water molecules into the membrane head group region increases
the space that can be occupied by the fatty acid chains and in consequence increases
their mobility. The separation of any given head group, and therefore the decrease in
Tt, is, however, limited because only limited amounts of water can be bound. The
maximum amount of water that can be bound and the characteristic Tt at maximum
hydration are a function of structure and charge of any given head group. Phospho-
lipids which have taken up water molecules into the head group region below Tt are
in the so-called gel phase. An increase in temperature will lead to phase transition
from the gel to the liquid crystalline phase. This is paralleled by an increase in mo-
bility of the fatty acid chains. The mobility of the methylene groups increases with in-
creasing distance from the acyl groups. This goes hand in hand with the lateral dif-
fusion of molecules within the membrane. However, because of the strong polar in-
teraction in the head group region, the bilayer structure remains intact.

As already mentioned, the phase transition temperature depends on the phospho-
lipid structure, including the number and conformation of double bonds, the length
of the fatty acid chains, the charge and volume of the phospholipid head group, and
the number of hydrogen bonds. Hydrogen bonds are important for the stabilization
of the membrane and an increase in Tt. The influence of small structural changes on
the phase transition of phospholipids is demonstrated in Table 1.9 using the exam-
ple of alkyl branched diacylphosphatidylcholines [99]. A database of lipid phase tran-

Tab. 1.9 Thermodynamic characteristics of alkyl branched diacylphos-
phatidylcholines. (Adapted from Table 2 of ref. 99, with permission from
the American Chemical Scociety)

Lower transition Main transition

PC Tc ∆Hcal Tt ∆Hcal CU ∆S

DSPC 52.3 1.6 54.8 10.6 198 32
(1,2)-PC-4M 30.1 7.9 160 26
(1,2)-PC-6M 7.2 5.1 137 18
(1,2)-PC-16M 16.2 2.9 26.9 7.5 54 25
(2)-PC-4M 41.5 8.8 175 28
(2)-PC-6M 30.5 6.5 104 21
(2)-PC-8M 18.6 5.1 62 17
(2)-PC-10M 6.1 3.5 28 13
(2)-PC-12M 8.0 5.7 20 20
(2)-PC-16M 38.5 9.8 76 31
(1,2)-PC-4B 19.8 9.5 81 32

Units: Tc, ºC; ∆Hcal, kcal/mol; ∆S, cal/mol K; CU, cooperativity unit.
DSPC, 1,2-distearoyl-sn-3-glycero-3-phosphatidylcholine numbers preceding
PC indicate wether both or only the second chain is substituted
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sition temperatures and enthalpy changes for synthetic and biologically derived
lipids has been established. It also includes the measurement methods and experi-
mental conditions used [100]. Recent studies on the principal transition behavior of
phospholipid bilayers using combined approaches of high-resolution DSC and mo-
lecular mechanics simulation have been reviewed. An equation was derived allowing
the prediction of Tt [95].

As stated, biological membranes are normally arranged as bilayers. It has, howev-
er, been observed that some lipid components of biological membranes sponta-
neously form non-lamellar phases, including the inverted hexagonal form (Figure
1.9) and cubic phases [101]. The tendency to form such non-lamellar phases is influ-
enced by the type of phospholipid as well as by inserted proteins and peptides. An
example of this is the formation of non-lamellar inverted phases by the polypeptide
antibiotic Nisin in unsaturated phosphatidylethanolamines [102]. Non-lamellar in-
verted phase formation can affect the stability of membranes, pore formation, and
fusion processes. So-called lipid polymorphism and protein–lipid interactions have
been discussed in detail by Epand [103].

Pretransition
Upon heating, very pure uniform phospholipids show an additional small transition
below the crystalline to liquid crystalline phase transition. According to Janiak et al.
[104], this is due to a structural change in the head groups. The occurrence of pre-
transition is mainly determined by the structure of the head groups and their envi-
ronment.

1.3.2 Phase Separation and Domain Formation
Phase separation is observed when mixtures of phospholipids are incorporated into
a membrane and when the individual components exhibit certain differences in
their structure. In this case, phase separation is indicated in the thermogram by two
or more signals. Structural characteristics that could lead to phase separation are dif-
ferences in chain length or different degrees of saturation. Mixtures of dipalmi-
toylphosphatidic acid (DPPA) and DPPC or of distearoyllecithin with dimyristoyl-
lecithin, for example, show the phenomenon of phase separation. The reason for lat-
eral lipid bilayer heterogeneity is the many-particle character of the lipid bilayer as-
sembly. The existence of lateral domain organization in the nanometer range has
been experimentally shown and can be predicted by computer simulation [105]. Im-
portant is the observation that in the area between two domains the structure of
lipids is extremely disturbed.

Many ESR studies (see Section 3.3.6) using different systems have shown that
phase separation in lipid layers may lead to a domain-like lateral structure. The area
of domain formation can be extended over several hundred angstroms. In this con-
text, charge-induced domain formation in biomembranes is of special interest for
the medicinal chemist. In particular, the addition of Ca2+ to negatively charged lipids
leads to domain formation [106]. Each lipid component is expected to have a charac-
teristic spontaneous curvature. The Ca2+-induced domains lead to protrusions in the
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membrane plane. Lateral variation in concentration in the plane of the membrane
would then lead to a parallel variation in curvature (Figure 1.10) [94], which can be
documented by electron microscopy.

In biological membranes differences not only in lipid composition and Ca2+ ions
but also in membrane-integrated proteins can lead to phase separation as a result of
local tightening of membrane regions [107]. The phase separation observed in the re-
gion of integrated membrane proteins is of importance for their functioning. Ac-
cording to Carruthers and Melchior [108], phase separation and domain formation
create an area of rigid phospholipids around the proteins in an otherwise fluid sur-
rounding. The resulting microheterogeneity is of the utmost importance for many
membrane functions. At the border between rigid and fluid phospholipids the prop-
erties differ significantly from those of the pure phase. This can have a number of
consequences [50]:
• Disarray of the structural molecular packing can enhance penetration by foreign

molecules and their insertion (proteins, drugs) into the bilayer and will lead to an
increase in permeability.

• Dynamic heterogeneity produces weakening of the mechanical properties, i.e. the
compressibility and bending rigidity of the bilayer, because they are linked to the
local membrane curvature.

• Lipid domains lead to compartmentalization of the lipid bilayer and affect the as-
sociation and binding of proteins and enzymes and thereby their function.
The last point has been demonstrated in several contexts, most notably in protein

kinase C [109, 110] and phospholipases [111–113], in coupling of G-proteins to their
receptors [114], and in the activation of pancreatic lipase by colipase [115].

It has also been observed that sorting and transport of lipids and proteins can be
mediated by the formation of small lipid-based domains, so-called rafts. The tenden-

Fig. 1.10 The lipid domain of one phospholipid component (e.g. DPPA)
forms a protrusion within the two-dimensional structure of the second
component (e.g. DPPC). The protrusion is caused by differences in spon-
taneous curvature of the two phospholipids. (Reprinted from ref. 94 with
permission from Wiley-VCH.)
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cy to form such rafts has been studied using the example of sphingolipid–choles-
terol. It was found that the integrity of the rafts is dependent on cholesterol, and that
the association of proteins to rafts modifies their functions [116].

Domain formation has also been reported to be important for the budding of
viruses from the plasma membrane [117]. The presence of charged lipids influences
the structure and dynamics of membranes as a result of the electrostatic interaction
of head groups and depends on the degree of dissociation. Strong effects can be trig-
gered by the absorption of Ca2+. Ca2+ ions and other divalent cations can change the
phase transition behavior of mixtures of negatively charged and zwitterionic phos-
pholipids and can lead to phase separation. They can also induce an increase in tran-
sition enthalpy. Phase transition temperature can be increased by several degrees
centigrade. This effect is also of importance in Ca2+-induced cell fusion.

Lipids exist in multiple phases. The simultaneous presence of several phases with-
in a membrane can lead to lipid domain formation. One example would be the coex-
istence of gel and liquid crystalline phases, described in model membranes [118].
Most biomembranes are fluid. Therefore, it is important to understand the underly-
ing mechanisms leading to domain formation [119]. Several reasons and examples
are presently discussed, e.g. osmotically induced immiscibility [120], the phase seg-
regation of dimyristoylphosphatidylcholine and distearoylphosphatidylcholine mix-
tures observed above main phase transition temperature [121], and non-ideal mixing
of 16:0, 18:1 phosphatidylserine and di-12:1 phosphatidylcholine, as well as density
fluctuation at the main phase transition [122]. In the beginning, hydrophobic mis-
match was considered to be the mechanism by which integral membrane proteins
attract lipids of matching hydrophobic thickness [123, 124]. Later, Lehtonen et al.
[125] provided evidence that the formation of microdomains in liquid crystalline
LUVs composed of phosphatidylcholines with homologous monounsaturated acyl
chains of varying length can also be caused by hydrophobic mismatch of the con-
stituent phospholipids. Domain formation leads to high rates of lateral diffusion.
The results also offer an explanation for the chain length diversity observed in bio-
logical membranes [125].

The physical and functional properties of natural and artificial membranes which
have been discussed in brief in this section have been the subject of extensive inves-
tigations. Several books and reviews have been published on these topics [8, 126].
The described features of membranes contribute to the physicochemical properties
that make biological membranes highly structured fluids, in both space and time.
They confer on the membranes particular structural, dynamic, and functional prop-
erties.

For the medicinal chemist it is of interest to note that such phenomena, i.e. phase
separation and domain formation, can also be induced in artificial membranes by
cationic amphiphilic drugs. An increase in the microheterogeneity of biological
membranes and in consequence a decisive change in membrane function in a de-
fined area must, therefore, be considered. It is mediated through indirect physico-
chemical interaction with amphiphilic drugs.

Depending on the relative affinities and concentrations, Ca2+ ions can displace
amphiphilic drugs from binding sites in membranes and vice versa. This effect can
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easily be followed using labeled Ca2+ ions and phospholipid monolayers [127] (see
Section 3.2). The interaction of larger polar molecules, such as aminoglycoside an-
tibiotics [128], or of polyamines, such as spermine and spermidine [129], with
charged phospholipids has been described.

Polypeptide antibiotics, such as gramicidin A and polymyxin B, are capable of in-
creasing the permeability of bacterial membranes. As is to be expected, they change
the phase transition, much like cholesterol [130]. These substances induce a tighten-
ing of fluid membranes and an increase in the fluidity of rigid membranes. It has
been shown that polymyxin B produces phase separation and forms a Dimyris-
toylphosphatidylcholine (DMPG)-rich phase in DMPG/DMPC membranes [131].

Using cholesterol as the basis, a theoretical model to explain the observed changes
in lipid domain interfacial area has been derived. The model shows that enhance-
ment of lateral density fluctuation and lipid domain interfacial area caused by cho-
lesterol is stronger at temperatures further from the transition temperature [132]. A
decrease in the phase transition temperature of DPPC vesicles upon addition of anti-
depressants and phase separation at increased concentrations has also been reported
[133].

1.4

Possible Effects of Drugs on Membranes and Effects of Membranes on 
Drug Molecules

Artificial membranes have become a subject of intensive research as a model for bi-
ological membranes. Experimental work on such artificial membranes or liposomes
has demonstrated that their structural properties are strongly affected by membrane-
associated molecules. Many drugs directly or indirectly influence cell membrane
properties; for example, interactions between proteins and phospholipids or the for-
mation of complexes between ligand molecules and phospholipids or sterols can
lead to disruption of the membrane so that it becomes highly permeable. Also, some
compounds affect the fluidity of membranes. This is particularly true for anesthetics,
whose action has been studied and reported [134]. Methods of studying membrane
fluidity have been described [135]. As discussed, changes in membrane fluidity can
affect receptor and enzyme activity at both the static and dynamic level. Membrane
fluidity also influences the ability of drugs to pass through the membrane, which can
affect their efficacy.

Because of the unique structure of a lipoid matrix consisting of phospholipids and
embedded proteins, the interaction of drug molecules with polar head groups, apolar
hydrocarbons, or both, can induce several changes in the membrane. Consequently,
the drug behavior is changed (diffusion, accumulation, and conformation) [136].

Events which can arise from drug–membrane interaction are summarized below.
(a) Possible effects of drugs on membrane properties:
• change in conformation of acyl groups (trans–gauche);
• increase in membrane surface (curvature);
• change in microheterogeneity (phase separation, domain formation)
• change in the thickness of the membrane;
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• change in surface potential and hydration of head groups;
• change in phase transition temperature (fluidity, cooperativity);
• change in membrane fusion.
(b) Possible effects of the membrane on drug molecules:
• diffusion through membrane may become rate limiting;
• membrane may completely prevent the diffusion to the active site (resistance);
• membrane may bind drug (accumulation, selectivity, toxicity)
• desolvation of the drug in the membrane may lead to a conformational change of

drug molecules or force them into a special orientation (efficacy).
Pioneering work which has shed new light on the importance of drug–membrane

interaction in the understanding of drug action and drug development processes has
been contributed by Herbette and coworkers [83, 137–142]. A general model has
been discussed [83, 142]. This model is summarized in Figure 1.11 and takes ac-
count of the various possibilities which can become rate limiting for the interaction
of drugs with membrane-bound receptors. The first part of the model describes how
a lipophilic substance can trace specific or unspecific binding sites on membrane
proteins. a) Binding can occur directly at those proteins sticking out of the mem-
brane or after distribution into the lipid phase and lateral diffusion to the binding
site of the membrane-integrated proteins. b) During the diffusion process, drug mol-
ecules move along a defined membrane bilayer axis and c) can adopt a well-defined
orientation as well as conformation with respect to the bilayer axis. d) Alternatively,
the highly structured environment of the bilayer can reduce diffusion and favor or
hinder the orientation or optimal conformation of a drug molecule. For example, the
preferred conformation or the equilibrium between conformers may change in the
environment of the bilayer, which has a different polarity from water. The highly
structured environment can also reduce the rate of diffusion, depending on the
physicochemical properties of the drug molecules.

The second part of the model assumes that an influence on the functioning of the
membrane-integrated proteins is possible even without a specific drug–protein in-
teraction. This is understandable if one considers another parameter that character-
izes cells or vesicles, namely their curvature. This is a measure of internal stress and
depends on the tendency of bilayers to assume a non-bilayer conformation, for in-
stance a hexagonal or cubic phase (see Section 1.1.3.1 and Figure 1.9). This transfor-
mation can, for example, be detected and measured by X-ray or neutron diffraction
techniques.

Optimal functioning of some cell membranes and their integrated proteins affords
a defined curvature. Changes in curvature induced by certain membrane-active mol-
ecules will lead to an indirect perturbation of the membrane, thus modifying or pre-
venting agonist–receptor interaction and the biological response. Amphiphilic drugs
have been shown to have such effects on curvature.

Because of the defined organization and composition of bilayers we cannot expect
that drug transport, distribution, efficacy and the degree of resistance can always be
sufficiently described by the octanol–water partition coefficient. Membranes do not
consist only of the hydrocarbon lipids but possess polarized phosphate groups and
neutral or positively or negatively charged head groups. They are highly structured
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and can be asymmetric and chiral so that – besides overall hydrophobic forces – ad-
ditional physicochemical properties of drug molecules are involved in drug–mem-
brane interaction. This is especially true in the case of amphiphilic drugs. The “hy-
drophobic gravity center” of molecules, together with hydrogen binding and charge
interaction, may become an important factor in the orientation within the mem-
brane.

Fig. 1.11 Various possibili-
ties for the rate-limiting steps
in the approach to the recep-
tor proteins embedded in the
membrane. (Reprinted from
ref. 83 with permission from
the American Chemical 
Society.)
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2

Octanol–Water Partitioning versus Partitioning into Membranes

Joachim K. Seydel

The oldest publication on structure–activity relationships (SARs) known to us from
the literature is a paper by Cros from 1861. He compared the toxic effect of alcohols
in various species after different routes of administration. He found an increase in
toxic effect with decreasing water solubility, that is increasing lipophilicity. Cros was
also the first to detect a maximum in activity followed by a decrease, i.e. a non-linear
relationship, as a function of solubility of alcohols in water.

Forty years later Meyer [1], and at the same time Overton [2], observed a linear re-
lationship between the activity of narcotics and their oil–water partition coefficient.
An 40 years after that, a thermodynamic interpretation of this relationship was pro-
vided by Ferguson [3], which also explained “cut-off” of biological activity that is
sometimes observed after a certain lipophilicity range has been passed.

The real breakthrough came in 1964 when Hansch and Fujita [4] described the log-
arithm of the biological activity within a series of compounds as a linear combination
of different physicochemical properties of drug molecules. The lipophilicity was
quantified as the partition coefficient, log P, in the system octanol–water. The au-
thors also defined the contribution to the lipophilicity π, of substituents X:

πx = log Px – log PH (2.1)

where log Px is the partition coefficient of the substituted derivative and log PH of the
parent structure. Since then, log Poct.anol (Poct.) and the derived π values have been
successfully used in thousands of examples and became the basis of quantitative
SAR (QSAR) methodology. For details see refs. 5–9.

The reasons why octanol was chosen as the reference system are manifold:
• It is thought to have a membrane-like structure.
• It possesses hydrogen-bonding characteristics that do not differ too markedly be-

tween the two phases.
• The temperature dependence of  log Poct. is lower than in hydrocarbon–water

systems.
• It has a low solubility in water and a very low vapor pressure.
• It is transparent to UV radiation.
• Huge databases of experimentally determined log Poct. values, containing several

thousand examples, are available.
In addition, various methods of calculating lipophilicity based on these data bases
are available [10, 11].
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Nevertheless, there is increasing evidence that the octanol–water partition coeffi-
cient may not be the most suitable partition coefficient in all cases. Meyer and Hem-
mi [12] concluded that oleyl alcohol would better describe the data of Overton [13]
and Meyer [1] than olive oil. Diamond [14] found that a better correlation for the par-
titioning into Nitella membranes was obtained using olive oil than with isobutanol,
and in 1979 [15] it was suggested that hydrophobic protein pockets are not well mod-
eled by octanol. Rekker [16] discussed the possibility of using a range of solvent sys-
tems to describe various membrane systems, such as buccal membrane or the
blood–brain barrier. On the basis of membrane partition coefficients, Herbette et al.
[17] and Mason and Chester [18] have indeed shown that there can be an enormous
discrepancy between the partitioning of drugs into the octanol–water systems and
into biological membranes (see Chapter 4).

Numerous examples available from the application of the octanol–water system al-
low translation between different solvents or the modeling of a lipid membrane, pro-
vided the Collander relation [19] is valid.

log PII = alog PI + b (2.2)

This means that partition coefficients obtained in one solvent system are related to
those determined in another system. Seiler [20] derived the following equation under
the assumption that a in Eq. 2.2 is 1 in the absence of hydrogen bonding. In such a
way, IH values (H-bond descriptors) have been derived for several functional groups
and used in QSAR analysis.

log Poct.= log Pcyclohexane+ IH – 0.16 (2.3)

The above equation is, however, invalid. In homologous series in which Eq. 2.2
holds, a is essentially the fraction value, fCH2.π. But it is also well established that fCH2

is a variable quantity in different solvent systems. Log P values in octanol and cyclo-
hexane have been determined by Taft and coworkers [21, 22] for a series of non-am-
phitropic, monofunctional aliphatics. The partition coefficient obtained could be de-
scribed and correlated by the following equations:

log Poct. = 2.66V/100 – 0.96π* – 3.38β + 0.24 (2.4)

n = 47 r = 0.991 s = 0.18

log Pcyclohexane = 3.69V/100 – 1.15π* – 5.65β – 0.05 (2.5)

n = 47 r = 0.998 s = 0.07

where V is the molar volume and β and π* are proton acceptor and polarity/polariz-
ability parameters respectively. The volume term clearly indicates that it is easier for
the non-polar moieties to partition into cyclohexane than into octanol. Therefore, the
derivation of IH in Eq. 2.3 is not sound. It is not a universal constant, but will vary
with log P.

Using this line of argumentation, Leahy and coworkers [23, 24] came to the con-
clusion that Rekker’s assumption [16], based on Eq. 2.3, that there is “no urgent need
for differentiation between donor and acceptor solutes” should be treated with cau-
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tion. According Leahy et al., two conditions should be satisfied for the assumption to
be valid:
1)Pure proton acceptors should retain the same proportionate strength from one sol-

vent system to another.
2)The donor and acceptor abilities of amphitropic groups should remain in constant

ratio.
The authors claim that neither condition is fulfilled and conclude that “no two-

term equation will ever be found to relate two properly distinctive solvent systems,
except in the trivial case that the substituents themselves are not discriminating.” As
a result, this disproves not only Eq. 2.2, but also other related two-term equations,
such as those of Seiler [20] and Moriguchi [25].

Leahy and coworkers [23, 24] suggest four model systems for the description of 
“de novo real membranes:”
1) amphitropic, like water, for which octanol is the medium of choice;
2) inert, for which any alkane will be suitable;
3) a pure H-bond donor, for which chloroform will be the medium of choice; and
4) a pure H-bond acceptor.
In the last case the authors propose propylenglycoldipelargonate (PGDP) to comple-
ment octanol. An additional property of PGDP is its lower risk of extracting ion pairs
compared to octanol.

Because PGDP exhibits greater resistance to phase separation and a much greater
degree of UV opacity than other solvents, a high-performance liquid chromatogra-
phy (HPLC) methodology similar to the one with octanol as the organic phase has
been developed [23, 26]. Quite a large number of compounds have been studied.
Their log PPGDP values have been published and compared with their log Poct. values,
and fragmental constants for selected solvent systems were derived (Table 2.1) [23,
27].

In a significant number of cases, large deviations from log Poct. in both directions
were observed. In the following chapters further evidence is presented that log Poct.

alone is unable to account for variations in biological selectivity. According to Leahy
and coworkers [23, 24], this is the result of hydrogen-bonding substituents and not
overall hydrophobicity alone. Mammalian membranes are amphitropic in nature as
well as proton acceptors as a result of the polar and negatively charged surface of
their phospholipids with varying head groups.

The concept of accessory binding sites [28] may implicate the role of different hy-
drogen-bonding characteristics. Thus, the supplementary use of PGDP or other pro-
ton acceptor systems may lead to a better understanding of drug–membrane interac-
tion.

The first attempt to resolve this problem involved the use of ∆log P between two
partition systems, namely octanol–water and hexane–water, as a model for the pene-
tration of the blood–brain barrier [29]. This leads back to Seiler’s IH value [20] (for de-
tails see Section 4.2).

Partitioning of 121 solutes in five different solvent systems (octanol, heptane, chlo-
roform, diethyl ether, and n-butylacetate) was carried out to determine the extent to
which the hydrogen donor capacity of solutes affects the permeation of membranes,
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especially the blood–brain barrier. The results suggest that the rate-limiting step in
drug penetration of the blood–brain barrier “is the binding of drug to lipid-rich lay-
ers of the blood–brain barrier by the donation of hydrogen-bonds” [30].

Tab. 2.1 Fragment values for selected solvent systems. 
(Adapted from Table 2 of ref. 27)

Fragment* Alkane Octanol CHCl3 PGDP

C 0.20 0.19 0.20 0.19
H 0.22 0.17 0.21 0.16
CH3 0.86 0.70 0.83 0.67
CH2 0.64 0.53 0.62 0.51
H 0.42 0.36 0.41 0.35
C6H5 2.03 1.96 2.59 2.20
a F 0.44 0.31 0.26 0.30
a Cl 0.91 0.88 0.87 0.88
a Br 1.05 1.03 1.02 1.07
A CN –2.37 –1.34 –0.82 –1.29
a CN –0.99 –0.40 0.12 –0.54
a NO2 –0.59 –0.11 0.34 –0.04
A NH2 –3.87 –1.61 –2.47 –2.70
a NH2 –2.03 –1.06 –1.33 –1.25
A NH A (–3.57) –1.96 (–2.64) –2.95
A N (A) A –3.68 –2.22 –2.75
A OH –3.77 –1.66 (–2.21) –2.48
a OH –2.84 –0.50 –2.24 –1.03
A O A (–2.39) –1.55 –1.71
a O A –0.80 –0.55 –0.30 –0.46
A CO A –2.55 –1.75 (–1.42) –1.81
a CO A –1.77 –1.06 –0.63 –1.26
A CO2 A –1.82 –1.41 –1.34
a CO2 A –1.19 –0.55 –1.15 –0.54
A CO2 H –3.90 –1.08 (–2.43) –2.12
a CO2 H –3.42 –0.09 –2.09 –1.05
A CONH2 –5.53 –2.07 –2.24 –3.30
a CONH2 –4.33 –1.32 –2.48 –2.56
A CONH A (–5.55) –2.45 –3.87
a CONH A –4.65 –1.80 –2.46 –2.92
A CONH a –4.59 –1.50 –2.54 –2.47
A CON (A) A (–2.85) –3.83
A NHCONH A (–1.89) –3.97
A NHCSNH A (–5.86) (–1.71) (–2.40) (–2.48)
A SO2NH2 –5.49 –1.95 –3.53 –2.60
a SO2NH2 –1.65 –2.83 –2.23
A SO A –5.77 –2.69 –3.04 –4.10
A SO2 A –5.08 –2.52 –2.56 –2.80
a SO2 A –2.16 –1.55 –2.40

*) A, alkyl; a, aryl. Values in brackets are averaged values taken
from literatur
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El Tayar et al., using micelle–water (mw) partition coefficients determined on a
polyoxyethylene(23)–lauryl ether column [31], found a significant correlation be-
tween log Pmw and the activity of a series of antiplatelet agents, but no correlation
when using log Poct. or calculated [10] log P-values (CLOGP) parameters.

Recently Rekker et al. [32] have developed an aliphatic hydrocarbon (ahc)–water
fragmental system by stepwise interconnecting with the octanol–water partition val-
ues. It is based on the partition coefficients obtained for various series of structures,
including hydrogen bond donors and acceptors, in the ahc–water system, where the
aliphatic hydrocarbon can be cyclohexane, heptane, pentane, isooctane, nonane, do-
decane, etc. In a first application of their fahc fragmental constants they were able to
demonstrate the superiority of this parameter over the traditional foct. fragmental
constant in describing the equilibrium blood–brain concentration, log BB, of 24
compounds studied by Young et al. [29] and Abraham et al. [33]. (S = 95 % c. l.)

log BB = 0.23 (± 0.08) foct – 0.22 (± 0.25) (2.6)

n = 24 r = 0.778 s = 0.32 F = 34

log BB = 0.18 (± 0.035) fahc + 0.04 (± 0.09) (2.7)

n = 24 r = 0.935 s = 0.181 F = 153

HPLC should be an even more appropriate methodology for certain classes of
compounds and substituents. Phospholipids or artificial membranes (liposomes)
composed of various lipids would constitute the organic phase. Columns, including
some with irreversibly bound phosphatidylcholine, are now commercially available.
It has been found that, compared with log Poct., the antihemolytic activity of a series
of phenothiazine neuroleptics was described significantly better by chromatographic
indices using immobilized artificial membrane (IAM) columns (r = 0.935 and 0.812
respectively) [34]. Similarly, it has been shown for dihydropyridines that chromato-
graphic indices determined on such IAM columns are useful. They are better de-
scriptors of lipophilic and polar interactions with membranes, especially in the case
of partially charged derivatives [35]. A comparison of membrane partition coeffi-
cients chromatographically measured using IAM columns (K′IAM) or by partitioning
into liposomes (K′m) or in octanol–water (Koct.) has been carried out for seven β-
blockers, six imidazoline derivatives, and 10 imidazolidine derivatives. An excellent
correlation was found between log K′m and log KIAM (r = 0.907, slope 0.994, intercept
0.496). Solute partitioning using octanol–water systems did not correlate with log
K′m (r = 0.483) or log K′IAM (r = 0.419), except in the case of homologous series of
compounds [36].

The most appropriate method of mimicking partition into biological membranes
is by using artificial membranes composed of various phospholipids as model sys-
tems [37, 38]. The influence of phospholipid composition on drug partitioning can
easily be studied (Table 2.2).

A standardized distribution model using artificial membranes has been developed
by Wunderli-Allenspach and coworkers [39, 40]. The apparent partition coefficients of
(RS)-propranolol and (S)-dihydroalprenolol were determined in the pH range 2–12 by
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a two-chamber equilibrium dialysis using small unilamellar phosphatidylcholine lipo-
somes. A universal buffer adjusted in ionic strength and osmolarity was used. The ob-
served plateau (between pH 4.5 and 7.4) in the partitioning of the two drugs showed
that ionized drugs also partition into the liposomal membrane. This is probably due to
electrostatic attractive forces. Highly standardized experimental conditions also en-
abled the influence of the liposome preparation to be studied. To obtain small unil-
amellar vesicles in a homogeneous size distribution, liposomes were prepared by the
controlled detergent dialysis method using sodium cholate as detergent. It is obvious
that such a standardized phosphatidylcholine system resembles biological mem-
branes much more closely than the classical octanol–buffer system. Thus, it is most
likely more appropriate for describing the partitioning of drugs into membranes. Us-
ing this standardized equilibrium dialysis technique, Wunderli-Allenspach and
coworkers measured the pH-dependent partitioning into PC liposomes of labeled pro-
pranolol, lidocaine, diazepam, warfarin, salicylic acid, and cyclosporin A. Partition co-
efficients for both the neutral and the ionized species were calculated [41] (Table 2.3).
The development of the pH-metric titration technique was another decisive step. It
was used to determine the liposomal membrane–water partition coefficients and pH-
dependent lipophilicity profiles of eight ionizable drugs [42, 43]. The results are given
in Table 2.4. Again, the data show that the membrane–water partition coefficients of
ionized species are larger than log Poct., whereas the partition coefficients for neutral
species are similar in both systems. Based on the electrostatic interaction of the ion-
ized species, the „pH piston hypothesis“ was proposed to describe the observed differ-
ence in partitioning between the ionized and neutral forms. According to this hypoth-

Tab. 2.2 Apparent partition coefficients of α-adrenoceptor agonists in lipo-
some–buffer (log K′m) systems as indicated and in n-octanol buffer (log P′) at
37°C. (Adapted from Table 1 of ref. 37)

Log K′ma

Compound (1) (2) (3) (4) log P′

Oxymetazoline 1.94 2.50 2.96 1.16 –0.32
Xylometazoline 1.94 2.40 2.80 1.30 –0.40
Cirazoline 1.72 2.23 2.65 1.15 –0.53
Tramazoline 1.48 2.17 2.59 0.77 –0.62
Naphazoline 1.34 2.12 2.45 0.70 –0.52
Lofexidine 1.24 1.76 2.20 1.20 –0.73
Clonidine 1.15 1.61 2.01 1.17 –0.85
Tiamenidine 1.02 1.53 1.94 0.61 –0.17
Tetryzoline 0.95 1.43 1.80 0.55 –0.90

a) The numbers in brackets represent different liposome compositions: (1) DMPC; 
(2) DMPC/cholesterol/DCP (7:1:2 molar ratio); (3) DMPC/phosphatidylserine 
(3.5:1 molar ratio; the average molecular weight of brain phosphatidylserine was
taken as 798 ± 4 on the basis of various fatty acid compositions; (4) DMPC/STA 
(3:1 molar ratio). The maximum standard deviation (SD) was ± 5%, although in
most cases it was less than ± 2%. DCP, diacetyl phosphate; STA, stearylamine.
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esis, the ionized species moves in the direction of the aqueous exterior. Consequently,
the negatively charged phosphate groups will be the first to approach, and further

Tab. 2.3 Analysis of partition data for acids, bases, and a neutral drug obtained with
the phosphatidylcholine liposome–buffer system (fit parameters). (Adapted from
Table 2 of ref. 41)

Drug Pn/> pHm
a Pn/< pHm Pi/> pHm

b Pi/< pHm pKa pHm
b

(RS)-[1H]Propranolol 
without cholate 1748 ± 38 – 577 ± 20 181 ± 146 9.22 ± 0.06 2.61 ± 0.43
with cholatec 2439 – – – 9.32 ± –

[14C]Diazepamd 983 ± 9 – – – – –
[14C]Lidocaine 115 ± 2 – 8.2 ± 2.3 2.5 ± 22 7.78 ± 0.07 2.34 ± 3.90
[14C]Warfarin 2433 ± 7 1698 ± 31 25.0 ± 0.5 – 4.90 ± 0.01 2.13 ± 0.05
[14C]Salicylic acid 317 ± 17 NDe ± 11.1 ± 3.0 – 3.00 ± 0.05 0.95 ± 0.19
[14C]Cyclosporin A 8293 ± 114 5771 ± 511 – – – 2.74 ± 0.31

a) Pn and Pi, partition coefficient of neutral and ionized drug respectively.
b) pHm, apparent pKa of the organic phosphate group of the phosphatidylcholine molecule.
c) residual cholate to lipid ratio 1:700 (mol/mol).
d) unstable at pH < 5.
e) Few measured points. Partition data were analysed with the ProFit II non-linear curve fit program.

Tab. 2.4 Partition coefficients and ionization constants of the eight ionizable drugs
measured in the systems octanol–water and DPOC–water using the pH-metric tech-
nique (literature values are printed in italics). (Adapted from Table 1 of ref. 43) 

Drug Octanol–water system Liposomal membrane–water system
Log PN

oct Log PI
oct pKa Log PN

membr. Log PI
membr..

Ibuprofen 3.97 ± 0.01 –0.05 ± 0.01 4.45 ± 0.04 3.80 ± 0.03 1.81 ± 0.05
Diclofenac 4.51 ± 0.01 –0.69 ± 0.02 3.99 ± 0.01 4.45 ± 0.02 2.64 ± 0.04
5-Phenylvaleric acid 2.92 ± 0.02 –0.95 ± 0.02 4.59 ± 0.02 3.17 ± 0.02 1.66 ± 0.03

2.94a 0.50 a

Warfarin 3.25 ± 0.01 –0.46 ± 0.02 4.90 ± 0.01 3.46 ± 0.01 1.38 ± 0.03
3.4b l.4b

Propranolol 3.48 ± 0.01 –0.78 ± 0.02 9.53 ± 0.01 3.45 ± 0.01 2.01 ± 0.02
3.51c 2.56c

3.28d 2.76d

Lidocaine 2.45 ± 0.02 –0.53 ± 0.36 7.96 ± 0.02 2.39 ± 0.02 1.22± 0.04
2.1b 0. 9b

2.39c 1.49c

Tetracaine 3.51 ± 0.01 –0.22 ± 0.02 2.39 ± 0.02 3.23 ± 0.02 2.1 1 f 0.03
8.49 ± 0.01

Procaine 2.14 ± 0.01 –0.8 I ± 0.03 2.29 ± 0.01 2.38 ± 0.02 0.76 ± 0.09
9.04 ± 0.01

a) Dimyristoylphosphatidylcholine liposome using the ultrafiltration method.
b) Egg phosphatidy1choline liposome using the dialysis method at 37 °C.
c) Egg phosphatidylcholine liposome using the pH-metric method.
d) Egg phosphatidylcholine liposome using the dialysis method at 37°C.
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Fig. 2.1 Schematic drawing of the so-called piston theory showing the partitioning into
DOPC liposomes of (A) propranolol in high-pH medium, (B) diclofenac in low-pH medi-
um, (C) propranolol in low-pH medium, and (D) diclofenac in high-pH medium. (Reprint-
ed from Fig. 3 of ref. 43 with permission from Kluwer Academic/Plenum Publishers.)
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movement will bring the ionized species close to the positively charged trimethylam-
monium groups. This implies that weak acids will move farther than weak bases. The
hydrophobic part of weak acids will therefore be more exposed to the aqueous exterior,
and the membrane interaction will decrease. In order to keep charge neutrality, posi-
tive ions will move deeper into the membrane. According to the authors [43], the re-
sults show that ionized bases complement the charge/hydrogen bond structure of the
phosphatidylcholine membrane better than ionizable acids (Figure 2.1).

A thorough investigation of the influence of various experimental conditions on
the distribution of ionizable drugs into liposomes using the pH-metric log P titration
method has recently been reported [44]. The base propranolol and the acid diclofenac
were used as model compounds. The influence of temperature, equilibrium time,
type of lipid, liposome preparation, lipid to drug ratio, and titration technique on the
distribution was studied. It was concluded that small unilamellar vesicles are very
suitable as a rapid partitioning system. They have the advantage that the testing can
be done at high lipid concentrations, thus avoiding saturation phenomena. In addi-
tion, they can easily be prepared. Soybean phospholipid seems to be very suitable be-
cause its composition is more similar to biological membranes than, for example,
DOPC. Also, it can be obtained in pure form and is relatively inexpensive. It is of in-
terest that the authors found a significant shift in the pKa of propranolol to lower ba-
sicity at higher temperatures. Thus, pKa should be determined at the temperature of
the partitioning experiment., For example, it has also been shown that the pH distri-
bution behavior of ionized amines in octanol–water systems is not always the same
as that obtained in model membrane systems. The amines studied were found to
have an unexpectedly high membrane affinity [45] (Figure 2.2 and Table 2.5). Proto-
nated amines generally exhibit high membrane partitioning, and this could be of in-
terest in drug design. Results reported for the calcium channel antagonist amlodip-
ine are a good example of this. At pH 7.4 log Doct. for amlodipine is 1.1, whereas log
Pmembr. over all of the measured pH range is 3.75. This finding is of great importance
because it had been assumed that amlodipine approaches the receptor through a

Fig. 2.2 Chemical structures of amlodipine (1), 5-phenylvaleric acid (2), 
4-phenylbutylamine (3), and 5-hydroxyquinoline (4). (Reprinted from ref.
45 with permission from the American Pharmaceutical Association.)
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membrane bilayer pathway [46, 47]; the assumption that the membrane partitioning
of the charged form is due to ion pairing can be excluded. It can therefore be con-
cluded that the ion pair enhanced partitioning observed in the octanol–water system is
not important for the partitioning of ionized species into model phospholipid mem-
branes and that the mechanism underlying this process must be a different one [45].

The partitioning of (p-methylbenzyl)-alkylamines in liposome–water and oc-
tanol–water systems has been investigated to reveal the complex mechanism govern-
ing the interaction between catamphiphiles and biomembranes [48]. Two experi-
mental procedures were used:
1) potentiometric titration according to Avdeef [42, 49] to determine the partition co-

efficients of the neutral and cationic forms in the two solvent systems;
2) measurement of the NMR relaxation rates of the catamphiphiles in the presence

of liposomes to validate the potentiometric results and to obtain additional insight
into the mechanism of interaction between the solutes and liposomes (see also
ref. 50).
The results are summarized in Tables 2.6 and 2.7. They clearly demonstrate that

the relationship between neutral and cationic distribution in the lipid is more com-
plex than the straightforward relation found for the partitioning of the two species in
octanol. A similar conclusion can be derived by comparing log D7.5 values for both
systems (Figures 2.3 and 2.4). In contrast, a linear relation is seen when log Dlip is
plotted against log NMRslope. It can be concluded that for the N-alkyl homologs (n >
4) intercalation in the membrane is dominated by electrostatic forces, i.e. the inter-
action of the cations with the liposomes involves the negatively charged phosphate
groups. The effect should decrease with increasing bulk at the ammonium group.
Hydrogen bonds and van der Waals forces determine the interaction for the neutral
species and become stronger and stronger as the chain length increases. As reported
in earlier papers on conformational analysis using nuclear Overhauser effect (NOE)-
NMR experiments, the non-linear partitioning of benzylamines into the lipid phase
in lecithin liposomes that occurs with increasing alkyl chain length is due to a con-
formational change from the extended to folded conformation [50, 51]. The negative

Tab. 2.5 Parameter values derived from regression analysis of membrane
distribution data. (Reprinted from ref. 45 with permission from the American
Chemical Society)

Compound Log Pmembr.
a Log P+

membr.
a Log P–

membr.
a pKa (37 °C) pKa

from DMPC 
partitioning

1 3.75b 3.75b 9.02 (24 °C)
2 2.94 0.50 5.10 4.88 (20 °C)
3 2.41 2.12 10.54 10.42 (not specified)
4 1.85c 5.13, 8.55 5.18, 8.56 (20 °C)

a) Pmembr., P
+

membr., P
–
membr., membrane distribution data of neutral, cationic, and anionic drug forms

respectively (see Figure 2.2).
b) Mean of measurements at all pH values.
c) Maximum log Dmembr.
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Tab. 2.6 CLOGP, partition coefficients in octanol–watera, and related parameters as
pKa and log D of compounds 1–11. (Adapted from Table 1 of ref. 48) 

Compound CLOGPb Virtual Log PNd Incre- Log PCf Incre- diff pKa Log D7.5i

number log PMLP
c mente mentg (log PN–C)h

(number of
CH2 groups)

1 (0) 2.01 1.95 1.96 –j – 9.93 –0.43
0.42 –

2 (1) 2.54 2.75–2.81 2.38 -0.85 3.23 10.04 –0.11
(0.24)

0.58 0.50
3 (2) 3.07 3.08 –3.44 2.96 –0.35 3.31 9.98 0.54

(0.36)
0.53 0.52

4 (3) 3.60 3.39–3.97 3.49 0.17 3.32 9.98 1.07
(0.58)

0.77 0.60
5 (4) 4.13 3.83–4.50 4.26 0.77 3.49 10.08 1.73

(0.67)
0.70 0.54

6 (5) 4.65 4.22–5.09 4.96 1.31 3.65 10.17j 2.33
(0.87)

0.16 0.25
7 (6) 5.18 4.36–5.59 5.12 1.56 3.56 10.02j 2.52

(1.23)
8 (7) 5.71 4.91–6.24 –k – –k – – 9.47j –

(1.33)
9 (8) 6.24 5.28–6.72 –k – –k – – 9.48j –

(1.44)
10 (9) 6.77 5.73–7.25 –k – –k – – 9.48j –

(1.52)
11 (10) 7.30 6.11–7.81 –k – –k – – 9.46j –

(1.70)

a) Measured by potentiometry; the volume ratios of octanol and water were 0.067, 0.499, 
and 0.995.

b) Taken from the Pomona database.
c) Limits (range) of virtual log PMLP, i.e. virtual log P of probable conformers obtained by 

molecular lipophilic potential (MLP).
d) log P of the neutral form: n = 4; SD < 0.03.
e) Increment in log PN (neutral form) on addition of a CH2 group.
f) Experimental log P of the cationic form: n = 4; SD < 0.03.
g) Increment in log PC (cationic form) for the addition of a CH2 group.
h) Experimental log PN minus log PC.

i) Calculated by the equation:

j) The Yasuda–Shedlowsky approach (at least four points) was used.
k) Not measurable (solubility too low).
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slope up to compound 4 indicates a “negative contribution of hydrophobic interac-
tions.” In the liposome system, differences in the partition coefficients of neutral
and protonated species are small compared with the differences observed in the oc-
tanol–water system. Benzylamines are a good example of this important observation.
For a discussion of the correlation of partition behavior and the exerted biological ef-
fect of benzylamines, see Chapter 5.

Additional information, especially on the effects of solutes (drugs) on the bilayer, can
be obtained by studying the partitioning of drugs into liposomes by DSC, NMR, and
fluorescence techniques or other suitable spectroscopic techniques (see Chapter 3).

Taking all of the presented data into consideration, it is evident that the consequence
of drug–membrane interaction for drug transport, distribution, and efficacy as well as
drug resistance cannot be sufficiently described and explained by the partition coeffi-
cient of the drugs in organic bulk solvents. Octanol fails to mimic the pronounced in-
terfacial character of the membrane phospholipid bilayer and the strong influence of
the ionic interaction of charged drug molecules with the polar phospholipid head
groups. This is because of the special properties of amphiphilic drugs and lipid mem-
branes that affect drug–membrane interactions and drug partitioning. The partition
behavior of amphiphiles is determined by their lipophilicity, acid–base equilibrium,
hydrogen bonding potential, and conformational sensitivity to the polarity of the medi-
um, i.e. the bilayer. Parameters affecting the partitioning of amphiphiles include the
features of the lipid membrane, such as fatty acid chain length, saturation, branching,

Tab. 2.7 Partition coefficient, log P, log D, and related parameters of compounds 1–7 
in the liposome–water system.a (Adapted from Table 2 of ref. 48)

* Log PNb Log D7.5c Incrementd Log PCe Incrementf diff(log PN–C)g

1 (0) 3.09 2.54 2.54 0.55
–0.03 –0.28

2 (1) 3.06 2.27 2.26 0.80
–0.01 –0.15

3 (2) 3.07 2.12 2.11 0.96
–0.02 –0.57

4 (3) 3.05 1.58 1.54 1.51
–0.45 –0.30

5 (4) 3.50 1.89 1.84 1.66
–0.70 –0.59

6 (5) 4.20 2.48 2.43 1.77
–0.20 –0.28

7 (6) 4.40 2.77 2.71 1.69

*) See Table 2.6 for the chemical structure of the
investigated compounds.

a) Lipid–water ratios were 1.24. 4.65. 12.6 (in
mg/mL); lipid/solutes ratios varied from 
5 to 40.

b) Experimental log P of the neutral form: 
n = 5; SD < 0.05.

c) Calculated from the equation: D = PN [1/(1 +
10pKa-pH)] + PC [(10pKa-pH)/(1 + 10pKa-pH)]

d) Increment in log PN on addition of a CH2

group.
e) Experimental log P of the cationic form: n = 5;

SD < 0.05.
f) Increment in log PC on addition of a CH2

group.
g) log PN minus log PC.
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head groups (dipole, pKa), clustering, and chirality, as well as by membrane curvature,
lateral pressure, surface potential, fluidity, domain formation, asymmetry (inner leaflet
negatively charged, outer leaflet isoelectrical), and so forth.

Also, it is not the overall lipophilicity of a drug molecule determined in
octanol–buffer that is important, but the 3-D distribution pattern of lipophilicity on
the surface of the molecule, which may generate a hydrophobic-hydrophilic dipole.
Such a dipole can determine the specific interaction and orientation of an am-
phiphilic drug in a highly structured biological membrane. This includes domain
formation and accumulation, change in drug conformation, and so forth. All this is

Fig. 2.3 Relative lipophilicities of com-
pounds 1–7. (A) Relation between the
partition coefficients of the neutral and
cationic forms (log PN and log PC re-
spectively) in octanol–water. (B) Rela-
tion between the partition coefficients
of the neutral and cationic forms in the
liposome-water system. (C) Bilinear re-
lation between log D7.5 in octanol-water
and liposome-water. (Reprinted from
Fig. 2 of ref. 48 with permission from
Kluwer Academic/Plenum Publishers.)
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of special interest in case of catamphiphiles, which constitute a major proportion of
the drugs presently used. To improve our understanding of drug selectivity, the oc-
tanol–water partition coefficient must be supplemented or replaced by information
obtained with other partition systems. HPLC retention on IAM columns, partition-
ing into liposomes, and the use of the pH-metric technique seem to be more appro-
priate to model the anisotropic nature of biological and model membranes than
simple log Poct. partition coefficients.

Nevertheless, log Poct. will remain an important tool because it has provided excel-
lent service during the last three decades in QSAR studies, and large data bases are
available. But we should remember also that membranes are not made of octanol
and membranes are not uniformly made of one type of phospholipid.

Fig. 2.4 Relation between the
lipophilicity of compounds 1–7
and their other properties. (A)
Variation of log PN

lip. with the
number of methylene groups
(n). (B) Variation of log PC

lip.

with the number of methylene
groups. (C) Linear regression
between log NMR slope and
lipophilicity parameters in the
system liposome–water.
(Reprinted from Fig. 3 of ref. 48
with permission from Kluwer
Academic/Plenum Publishers.)
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3

Analytical Tools for the Analysis and Quantification 
of Drug–Membrane Interactions

Joachim K. Seydel

Aqueous dispersions of lipids are attracting increasing interest for reasons other
than their biological implications. Physicists are beginning to perceive them as sys-
tems which can successfully be investigated by physical methods despite their great
complexity. The development of such methods for the study of drug–membrane in-
teractions is also of great interest to medicinal chemists. The determination and
quantification of the various effects of drugs on membranes and vice versa is a pre-
condition for the understanding of drug action. Correlating drug effects on mem-
branes of different composition with the structural properties of drugs under study
can lead to new information. The effects can be quantified by the derivation of quan-
titative structure–interaction relationships. Physicochemical or spectral parameters
describing the strength or type of interaction can also be used as “constraints” in the
modeling of drug orientation and conformation in the environment of membranes.
The most frequently used physical methods for the investigation of events or combi-
nations of events leading to changes in membrane properties or drug conformation,
orientation, and localization in the membrane environment are listed below. They
will be introduced and discussed with regard to selected examples.

Methods for the study of drug–membrane interactions are:

• high-performance liquid chromatography (HPLC);
• displacement of 45Ca2+ from phospholipid monolayers;
• differential scanning calorimetry (DSC);
• fluorescence techniques;
• Fourier transform infrared spectroscopy (FT-IR);
• electron spin resonance (ESR);
• X-ray and neutron diffraction;
• nuclear magnetic resonance spectroscopy (NMR);
• circular dichroism (CD);
• others;
• combined techniques.

Drug-Membrane Interactions: Analysis, Drug Distribution, Modeling. Joachim K. Seydel, Michael Wiese
Copyright © 2002 Wiley-VCH Verlag GmbH & Co. KGaA

ISBNs: 3-527-30427-4 (Hardback); 3-527-60063-9 (Electronic)
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3.1

High-performance Liquid Chromatography (HPLC)

3.1.1

Determination of the Retention Time on “Artificial Membrane” Columns

The use of octanol-covered reversed-phase columns for the determination of log Poct.

or log K′oct. [1], instead of the more tedious shake flask method, has become common
practice. If the chromatographic hydrophobicity measuring system is intended to
model processes in the biophase, then the similarity between the measuring system
and the biological system should be as close as possible. An HPLC system that can
model drug–membrane interaction and transport of drugs through biological mem-
branes should therefore consist of an aqueous phase and a defined phospholipid
layer.

Such new RP-HPLC stationary-phase materials have been available for some years
(Regis Chemical Company, Morton Grove, IL, USA). These so-called immobilized
artificial membrane (IAM) columns consist of lipid molecules covalently bound to
propylamine-silica. The unreacted propylamine moieties are end-capped with
methylglycolate. The membrane lipid, phosphatidylcholine, possesses polar head
groups and two non-polar hydrocarbon chains (C18). One of the alkyl chains is linked
to the propylamine-silica surface.

The log K′ retention time determined for a series of drugs on such columns has
successfully been used to describe the permeation of human skin by a series of alco-
hols and steroids, whereas the same biological data showed poor correlation with
HPLC retention parameters determined on regular RP-HPLC columns [2, 3].
Kaliszan et al. [4] reported a weak correlation between retention data determined on
an IAM column and reference hydrophobicity measurements, log P, for a series 
of psychotropic and antihistamine drugs. In another paper, this group reported the
retention time on IAM columns of three series of drugs – β-adrenolytics, α-
adrenomimetics, and phenothiazine neuroleptics – and compared it with log Doct.

and log K′oct. After correction for different pH values in the experimental procedures,
the log K′IAM values correlated well with the reference log Doct. values and the log
K′oct. for the β-adrenolytics (r = 0.96 and 0.94 respectively), but a poor correlation be-
tween these parameters was observed for the phenothiazines studied [5]. The au-
thors also compared the ability of different descriptors of hydrophobicity to explain
the variance in various pharmacokinetic properties of β-adrenolytics, determined by
Hinderling et al. [6]. In all but two cases the statistics of regression describing phar-
macokinetic parameters in terms of log K′IAM were superior to those provided by log
K′SFoct. (shake flask determination) and log K′C18 oct. (HPLC C18, covered with octanol)
(see Tables 3.1).The capacity factors, K′IAM, were calculated assuming that the dead
volume of the column was the solvent disturbance signal given by methanol.

The antihemolytic activity of phenothiazines (log 1/C) was also correlated with log
K′IAM (Tab. 3.2). Again, it was found that the corresponding equation with log Doct. is
of significantly lower statistical value:
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log l/C = 1.126 (± 0.174) log K’IAM – 3.266 (± 0.266) (3.1)

n = 8 s = 0.102 r = 0.935

log l/C = 0.405 (± 0.130) log Doct + 3.662 (± 0.416) (3.2)

n = 7 s = 0.170 r = 0.812

Depending on the composition of the various membranes, it might be appropriate
to use IAM columns with different phospholipids. As these columns are not com-
mercially available, phosphatidylcholine (PC)- or phosphatidylserine (PS)-covered in-
fusorial earth as the stationary phase and phosphate buffer as the mobile phase have
been used to determine the retention time for a series of 2,3,6-triaminopyridines
with anticonvulsant activity. Again, log K′PS was superior to log K′oct. in describing
the observed variance in biological activity [7].

The partition coefficients of triphenylalkylphosphonium homologs have been de-
termined in gel bead-immobilized small or large unilamellar liposomes by chro-
matography [8]. It was claimed that the technique, immobilized liposome chro-
matography (ILC), is suitable for the determination of membrane partition coeffi-
cients of drugs.

Tab. 3.1 Hydrophobicity parameters and antihaemolytic activity of a series
of phenothiazine neuroleptics. (Reprinted from Tab. 5 of ref. 5, with permis-
sion from Elsevier Science)

No Drug pKa
a Log Pb Log Dc CLOGPd CLOGDe log K′IAM

f Log 1/Cg

1 Chlorpromazine 9.30 5.35 3.05 5.20 2.90 1.440 4.721
2 Fluphenazine 8.10 4.36 3.23 5.90 4.77 1.401 5.000
3 Perphenazine 7.80 4.20 3.34 5.57 4.71 1.373 4.824
4 Prochlorperazine 8.10 – – 6.15 5.02 1.782 5.222
5 Promazine 9.40 4.55 2.15 4.28 1.88 1.171 4.553
6 Promethazine 9.10 – – 4.65 2.55 1.195 –
7 Propiomazine 9.10 – – 5.00 2.90 1.265 –
8 Thioridazine 9.50 5.90 3.40 6.42 3.92 1.747 5.301
9 Trifluoperazine 8.10 5.03 3.90 6.48 5.35 1.754 5.222
10 Trifluopromazine 9.20 5.19 2.99 5.53 3.33 1.474 4.959

a) pKa value.
b) Logarithm of n-octanol-water partition coefficient for the non-ionized form

determined experimentally by the shake-flask method.
c) Value of experimental n-octanol-water hydrophobicity parameter corrected

for ionization at pH 7.0.
d) Theoretical n-octanol-water partition coefficient for the non-ionized

form of solute calculated by the fragmental method.
e) Value of theoretical n-octanol-water hydrophobicity parameter corrected for

ionization at pH 7.0.
f) Logarithm of HPLC capacity factor determined on an immobilized artificial

membrane column with acetonitrile-buffer pH 7.0 eluent.
g) Logarithm of reciprocal of antihaemolytic concentration.
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3.2

Displacement of 45Ca2+ from Phospholipid Head Groups

3.2.1

Studies of Drug–Membrane Interactions using Phospholipid Monolayers

A relatively simple method of studying and quantifying drug–membrane interac-
tions is the use of planar monolayers. They provide an organized interfacial structure
which is assumed to be similar to that found in biological membranes. This model
can facilitate the study of the tendency of drugs to accumulate at an interface and aid
understanding of the behavior of drugs at the surface of a cell membrane. Many anti-
inflammatory processes are cell surface phenomena. The study of the effect of anti-
inflammatory drugs on monolayers could be useful for an understanding of the un-
derlying mechanism. Drug–phospholipid interaction can be characterized by
changes in surface pressure [9], surface potential or binding, and displacement of
calcium. The last mentioned is thought to be an appropriate technique to determine
drug–phospholipid head group interaction under physiological conditions. As the
drugs also change the surface pressure, care has to be taken that the replacement ex-
periment is performed at constant surface pressure.

Tab. 3.2 Statistical parameters (n, number of data points; r, correlation coefficient; 
s, standard error) of regression equations relating bioactivity data [6] to experimental hydro-
phobicity parameters. (Reprinted from Tab. 4 of ref. 5, with permission from Elsevier Science)

Pharma- Hydrophobicity descriptor
cokinetic log K′IAM log K′SF oct. log K′C18
parameter

n r s n r s n r s

Log rτ 9 0.834 0.444 11 0.838 0.463 9 0.735 0.546
Log fb 13 0.829 0.367 14 0.805 0.397 10 0.757 0.473
Log rA 6 0.952 0.149 6 0.899 0.213 6 0.884 0.227
Log KBC 10 0.896 0.180 11 0.863 0.219 9 0.765 0.260
Log Vuss 9 0.858 0.233 11 0.845 0.295 9 0.732 0.309
Log Kp 10 0.870 0.447 13 0.900 0.432 9 0.846 0.465
Log r 9 0.822 0.575 11 0.926 0.380 9 0.948 0.320
Log B% 8 0.800 0.274 7 0.740 0.324 7 0.711 0.338

rτ, ratio of the fraction of drug bound and unbound to tissue.
fb, fraction of drug bound to plasma.
rA, ratio of the fraction of drug bound and unbound to albumin.
KBC, true red cell partition coefficient.
Vuss, steady-state volume of distribution referenced to the unbound drug in plasma.
Kp, partition coefficient of drug between plasma protein and plasma water.
r, ratio of the fractions of the drug non renally and renally eliminated.
B%, percentage binding of drug to serum proteins.
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One of the first systematic studies using this technique measured the replacement
of 45Ca2+ ions from monolayers of three different phospholipids, namely PS, phos-
phatidylinositol (PI), and phosphatidylethanolamine (PE), at different pH values by
30 amphiphilic drugs [10]. As the capacity of a drug to replace 45Ca2+ is a function of
its concentration, the ID50 values found are valid only under the defined conditions.
In this study, the 45Ca2+ concentration was 1.2 × 10–5 M. The results are summarized
in Table 3.3. The drug concentration required to displace 45Ca2+ from the PS mono-
layers was highest for PS, as expected from the fact that binding of Ca2+ ions is
strongest for PS. Among the local anesthetics, dibucaine showed the highest affinity.

Tab. 3.3 Displacement of Ca2+ (ID50) from monolayers 
of phosphatidylserine (PS), phosphatidylinositol (PI) and 
phosphatidylethanolamine (PE) by various drugs. 
(Adapted from ref. 10 )

ID50

Compound PS PI PE
(× 105 M) (× 105 M) (× 105 M)

1. Sodium chloride 3500 3700 –
2. 3-Amino pyridine 3000 – –
3. 2-Amino pyridine 1200 – –
4. Ammonia 1100 1000 –
5. Atenolol 450 250 200
6. Procaine 400 150 50
7. 4-Aminopyridine 300 – –
8. I-Scopolamine 300 250 170
9. Atropine 200 70 50
10. Carticaine 120 65 50
11. Lidocaine 250 200 80
12. Metoprolol 90 50 45
13. Phentermine 70 40 20
14. Quinine 4.5 6 8
15. Quinidine 5 6 7
16. Verapamil 12 8 3
17. Dexetimide 12 20 10
18. Tetracaine 10 1.1 2
19. Chlorphentermine 8 5 3
20. Propranolol 3 3 1.2
21. Dibucaine 3.5 1.4 0.4
22. Imipramine 4 1.3 0.7
23. Amitriptyline 2.5 1.3 1
24. Amiodarone 1.6 1.7 1.8
25. Chloroquine 3 0.4 0.4
26. Perhexiline 1.5 0.7 0.6
27. 1-Chloramitriptyline 1 0.7 0.4
28. Iprindol 1 0.7 0.5
29. Chlorpromazine 0.7 0.7 0.4
30. Mepacrine 0.5 0.22 0.22
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The pH dependence of Ca2+ displacement for selected compounds is shown in Fig-
ure 3.1. It can be concluded that the protonation of drugs is a precondition for bind-
ing to the polar head groups of phospholipids. The degree of binding is modified by
the lipophilicity of the drug molecule.

The effect of indomethacin and flurbiprofen, two non-steroidal anti-inflammatory
drugs, on monolayer surface pressure has also been studied. An increase in the sur-
face pressure of DPPC monolayers is observed as a function of drug concentration.
The dependence of drug penetration on the initial pressure of the DPPC monolayer
was also determined. It can be concluded that even at high initial pressure these
drugs can penetrate the monolayer [9] (Figure 3.2). The results are in agreement with
studies performed on bilayers using differential scanning calorimetry (DSC) [11].

Girke et al. [12] have reported on the relationship between Ca2+ displacement in PS
monolayers (IC50), the effect on phase transition, Tt, of dipalmitoylphosphatidic acid
(DPPA), and the depression of cardiac functions for a series of β-blockers, antiar-
rhythmics, and other drugs. The relation with drug effect will be discussed in Sec-
tion 5.1. The two parameters, ∆Tt, and IC50, used to describe the displacement of
45Ca2+ mirror different effects of the drug on the membrane (r2 = 0.48). The ability to
reduce Tt is probably related to the depth to which the hydrophobic part of the drug
molecule penetrates the hydrocarbon chain. It has been shown that tetracaine pene-
trates most deeply (to carbon 6–8) and also induces a great decrease in Tt. The reduc-
tion in Ca2+ binding, however, is related to the uptake of the positively charged hy-
drophilic part into the head group region (see Table 3.8).

Recently, Klein et al. [13] studied the inhibition of Ca2+ binding to PS monolayers
by cationic amphiphilic compounds with antiarrhythmic activity. The authors de-

Fig. 3.1 Concentration of two local anesthetics, procaine and dibucaine,
displacing, at two different pH values, 50% of the bound calcium from
phosphatidylserine (PS) (A) and phosphatidylinositol (PI) (B). Open
columns, pH 7.5; dark columns pH 9.5. (Reprinted from Fig. 4 of ref. 10
with permission from Elsevier Science.)
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rived a QSAR to characterize drug–membrane interaction. The following parameters
were derived and used to describe the physicochemical properties of the studied
compounds: total polar surface area (TPSA), dipole moment in the Z-direction (di-
pole-Z), and the relative position charge (RPCG). The RPCG is the charge of the
most positive atom/total positive charge. The derived regression equation underlines
the importance of the electrostatic properties of the catamphiphiles for Ca2+ dis-
placement from the head group of phosphatidylserine.

Fig. 3.2 (Top) Effect on the initial surface
pressure of DPPC monolayer of indomethacin
concentration in the subphase. πi = 10 mN/m
(●), 20 mN/m (▲▲), 30 mN/m (�), 40 mN/m
(�). (A) Acetic acetate, 0.1 M NaCl, pH 4.6. (B)
Tris HCl, 0.1 M NaCl, pH 7.4. 

(Bottom) Effect on initial surface pressure of
DPPC of flurbiprofen concentrations 
in the subphase. Conditions as given in (A)
and (B). (Reprinted from Figs. 5 and 6 of ref. 9
with permission from Academic Press.) 
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– log IC50 = – 5.24 + 0.019 TPSA + 0.111 (dipole-Z – 1.34)2 + 12.11 RPCG (3.3)

n = 12 r2 = 0.98 s = 0.155 Q2 = 0.79

The opposite, the reversal of drug–membrane interaction by addition of Ca2+ ions,
has been also studied by NMR spectroscopy using the example of multidrug resist-
ance modifiers [14].

3.3

Differential Scanning Calorimetry (DSC)

3.3.1

Phase Transition and Domain Formation

The above-mentioned physicochemical properties of phospholipids lead to sponta-
neous formation of bilayers. Depending on the water–lipid ratio, on the type of phos-
pholipids, and the temperature, the bilayer exists in different, defined mesomorphic
physical organizations. These are the Lα high-temperature liquid crystalline form,
the Lβ gel form with restricted movement of the hydrocarbon chains, and an invert-
ed hexagonal phase, HII (see Sections 1.3.1 and 1.3.2).

The transition of a number of phospholipid chains from an ordered to a disor-
dered state is of direct relevance to the state of the cell membrane – it is a character-
istic parameter for each phospholipid. The dynamic molecular organization in vesi-
cles and membranes has been described in detail [15] and is shown schematically in
Figure 3.3. Using the thermodynamic DSC technique, changes in phase transition

Fig. 3.3 Phase diagram of diacylphosphatidylcholines as suggested by 
X-ray, optical birefringence, and electron microscopy. Ld corresponds to
the smectic A state and Lβ, Lβ′, Pβ′ to the smectic B phase of thermotropic
liquid crystals. The shaded area is a region of coexistence. (Reprinted from
Fig. 2 of ref. 15 with permission from Wiley-VCH.)
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properties can, for example, be measured as a function of the type of phospholipid,
chain length [16], cholesterol content [17], and drug–lipid interaction. DSC is a non-
perturbing, thermodynamic technique that measures the heat exchange associated
with cooperative lipid phase transitions in model and biological membranes. Several
modern DSC instruments allow an accurate, quick, and sensitive determination of
lipid phase state. In addition, data analysis is straightforward and relies on equilibri-
um thermodynamic principles. DSC provides accurate information on temperature,
enthalpy, entropy, and cooperativity during phase transition. Three parameters are
particularly useful in describing drug–phospholipid interactions:

1) the change in main phase transition temperature, defined as the peak of the gel-
to-liquid crystalline endotherm, Tt;

2) the calorimetric enthalpy, ∆H; and
3) the width at half-height, ∆Tt, of the phase transition profile, expressed in °C.

The first parameter is an expression of changes in membrane fluidity, i.e. the pas-
sage of a certain number of aliphatic chains from an ordered to a disordered state.
The last is a measure of destabilization of the phospholipid assemblies, indicating a
decrease in size of the cooperative unit, which is defined by the number of chains
that change simultaneously.

The influence of substituent size, polarity, and location on the thermotropic prop-
erties of synthetic phosphatidylcholines has been studied by Menger et al. [18]. The
effect of increasing membrane curvature on the phase transition has been investi-
gated by DSC and FTIR [19]. In addition, a data bank, LIPIDAT, on lipid phase tran-
sition temperatures and enthalpy changes is available [20, 21].

As already mentioned, other factors influencing the thermotropic phase behavior
are cholesterol and Ca2+ ions. Cholesterol is an essential component of biomem-
branes. It plays a major role in determining the fluidity of membranes. It makes the
gel phase somewhat more fluid by disturbing the gel packing and makes the liquid
crystalline phase more rigid by increasing the order of the bilayer. In the presence of
Ca2+, cholesterol alters the lateral phase behavior of particular phospholipids. It
destabilizes the lamellar phase and promotes an inverted hexagonal II (HII) phase
[22]. In cellular processes involving Ca2+, cholesterol modulates Ca2+-induced cell fu-
sion [23].

The effect of the adrenal steroid precursor dehydroepiandrosterone (DHEA) on
PC and PS bilayers has been investigated by DSC in combination with the X-ray dif-
fraction technique. It was found that when the molar fraction of the sterol is less
than 0.2 it interacts with both types of liposomes by depressing the melting temper-
ature and reducing the enthalpy of melting [24]. As the cholesterol content of mam-
malian membranes changes with age, this may be a factor worth considering in drug
therapy. It may well influence drug permeation by altering the fluidity of the mem-
branes in some organs. A short review on cholesterol–membrane interaction has
been published [25].

Structure, phase behavior, and fusion of phospholipid membranes are affected by
divalent cations, especially Ca2+. Phosphatidylserine is the major acidic phospholipid
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in mammalian membranes. As a result of its anionic character, it binds strongly to
cations. The importance of Ca2+–PS interactions, for example in triggering mem-
brane fusion [26], has stimulated many studies on model membranes using various
techniques. Infrared spectroscopic studies have shown that Ca2+ binds to the phos-
phate ester group of PS in the presence of cholesterol up to 50%, as in the case of
pure PS bilayers. In contrast, other IR data indicate that the presence of cholesterol in-
duces disorder of the acyl chain packing, increases the degree of immobilization of the
interfacial and polar regions, and increases the degree of dehydration of the Ca2+–PS
complexes [27]. The effect of protons or calcium on the phase behavior of PS–choles-
terol mixtures has also been studied using DSC and X-ray diffraction [28].

The effects of small organic molecules such as n-alkanes, n-alkanols, fatty acids,
and charged alkyl compounds on phase transition behavior of various phospholipids
have been studied and reviewed by Lohner [29]. Although they are located differently
in the membrane, all of these different molecules have been shown to induce similar
effects on phospholipid phase transition.

In addition, the reversibility of phase transition in lipid–water systems has been
studied [30]. It was observed that the relaxation times in the transition region and the
lifetimes of the metastable phases are similar, and sometimes significantly longer
than the times characteristic of the biomembrane processes. The question arises as
to the physiological significance of the equilibration that occurs a long time after
lipid phase transition.

Phospholipid bilayers can undergo morphological rearrangements to form other
phases. The formation of one of these non-bilayer phases, the hexagonal HII phase,
is preceded by an increase in hydrophobicity at the bilayer surface and a destabiliza-
tion of the bilayer structure. Some membrane additives promote, while others inhib-
it, the formation of the HII phase. For example, it has been shown saturated PEs ex-
hibit lamellar inverse hexagonal (HII) phase transitions with increasing temperature,
these depending on the length and chemical structure of the acyl chain. The forma-
tion of bicontinuous cubic phases in these phospholipid systems arises from an in-
terplay between the packing of the chains and the hydration/hydrophilicity quality of

Fig. 3.4 Effect of triacylglyc-
erols on the bilayer to HII

phase transition temperature
of DEPE (▲, trilaurin; 
●, triolein; �, tristearin).
(Reprinted from Fig. 1 
of ref. 32 with permission
from Elsevier Science.)
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the head groups [31]. Such HII phases can be promoted by low concentrations of tria-
cylglycerol and alkanes [32] (Figure 3.4) [33]. The lamellar/inverted hexagonal phase
transition (Lα/HII) of phospholipid systems is very sensitive to the presence of hy-
drophobic “impurities” [34] (Figure 3.5). Addition of membrane stabilizers decreases
the fusogenic behavior of membranes. Cholesterol sulfate is such a bilayer stabilizer.
Several antiviral agents are also found to be bilayer stabilizers and have been shown
to inhibit membrane fusion [35, 36].

The induction of aggregation and fusion by gramicidin has been shown for lamel-
lar dioleoylphosphatidylcholine vesicles at peptide to lipid ratios exceeding 1:100.

The potency of a series of peptides in stabilizing the bilayer phase has been deter-
mined by DSC, and the following ranking was observed Z-Tyr-Leu-NH2 = Z-Gly-Phe-
NH2 > Z-Ser-Leu-NH2 > Z-Gly-Leu-NH2 > Z-Gly-Gly-NH2. The authors found a lin-
ear correlation between the HPLC retention time parameter, K′, of peptides with
varying activity against viral infections and the slope of the bilayer stabilization
curve. The latter was determined using the DSC technique by plotting the bilayer to
hexagonal phase transition temperature of dielaidoylphosphatidylethanolamine
(DEPE) against the mole fraction of peptide present in the lipid [37].

Not only peptides or other biological compounds in membranes but also foreign
compounds such as drug molecules influence phase transition. The usefulness of
the DSC technique in measuring and quantifying drug–membrane interactions and
in gaining insight into the mechanism of action has been shown in numerous ex-
periments. Several examples shall be demonstrated.

The first is a systematic study of the ability of cationic amphiphiles to depress the
transition temperature of DPPA liposomes [38]. Using 1-dimethylamino-3-x-propane

Fig. 3.5 Inferred positions of low levels
of long-chain alkanes and diglycerides
in the Lα (top) and HII (bottom) phases.
(Reprinted from Fig. 6 of ref. 34 with
permission from the American Chemi-
cal Society.)
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(Table 3.4) it could be shown that the depression of transition temperature depends
on the spatial arrangement of the lipophilic moiety of the compounds. All three de-
rivatives induced a new peak (control transition at 63.7 °C), indicating substance-con-
taining domains in the bilayer. The peak induced at lower temperatures was almost
identical for compounds I and II (∆T = 28 °C and 29 °C respectively) and was inde-
pendent of concentration. The transition signal induced by derivative III, however,
was detected at a significantly lower temperature (11.1 ± 0.1 °C), ∆T amounted to
53 °C. Parallel inhibition studies of Ca2+ binding to DPPA monolayers showed a con-
centration-dependent displacement of Ca2+ ions by the three derivatives. The IC50

values are given in Table 3.4. They probably correspond to drug binding and depend
on the lipophilicity of the three derivatives. The interesting result is that compounds
II and III differed widely in their ability to shift the phase transition temperature of
DPPA liposomes despite of being structural isomers with similar lipophilicity. In
contrast, compounds I and II, which differ in their lipophilic properties, reduced Tt

to the same extent. It follows that the lipophilicity of cationic compounds does not
govern their perturbing activity on DPPA membranes, whereas the binding affinity
to the phospholipid increases in parallel with the lipophilicity of the catamphiphiles.
The change in transition temperature of DPPA by the three 1-dimethylamino-3x-
propane derivatives again shows the importance of the position and orientation of
the lipophilic moiety with respect to the hydrophilic area, the “hydrophilic–hy-
drophobic dipole”.

Differential scanning calorimetry has also been used to study the interaction of
DPPC liposomes with the neuromediators norepinephrine and 5-hydroxytryptamine
and four antidepressant drugs (imipramine, indalpine, citalopram, and milnacipran)
known to inhibit uptake of these neurotransmitters [39]. Changes in the thermo-
grams, transition temperature maximum, Tt, and ∆Tt were determined as a function

Tab. 3.4 Structure, physicochemical properties and ac-
tivity by the indicated cationic compounds. (Reprinted
from Tab. 1 of ref. 38, with permission from Elsevier
Science)

R– pKa Log D ∆ Tt IC50

(°C) (µM)

11.0 1.5 29 2100

10.0 2.8 28 40

9.9 3.0 53 9

Log D, log P at pH = 7.4; IC50, concentration for Ca2+

displacement from dipalmitoylphosphatidic acid (DPPA)
monolayers.
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of increasing drug concentration (Figure 3.6). The results are summarized in Table
3.5. Two types of interaction behavior are indicated. For 5-hydroxytryptamine (5-HT)
and norepinephrine, only a small change in transition temperature and width of en-
dothermal peak was observed. This indicates that both neuromediators are essential-
ly localized in the aqueous phase. In consequence, the interaction with the DPPC li-
posomes is small. This is in agreement with the assumption that the recognition
sites for carrier proteins of these drugs are directed toward the aqueous phase. It also
explains why these two hydrophilic drugs cannot pass the blood–brain barrier. In the
case of the other four drugs studied a new phase of decreased transition temperature
occurred, indicating the location of the cationic molecules at the polar head groups
of DPPC. Detailed analysis nevertheless shows differences between the four drugs in
the produced ∆Tt. Lowering of the phase transition temperature and broadening of
the peak indicate destabilization of the phospholipid assembly and thus a decrease in
the cooperative unit. This directly correlates with the depth of penetration into the
lipid bilayer. In the case of the neuromediators, milnacipran, indalpine, and to a low-
er extent citalopram, ∆Tt stabilizes with increasing drug concentration. In contrast,
the most lipophilic substance, imipramine, exhibited a steady increase in ∆Tt with
increasing drug concentration, indicating further penetration into the bilayer.
Imipramine is known to block the uptake of 5-HT non-competitively. In contrast, in-
dalpine and citalopram are competitive blockers of uptake. According to the authors
drugs such as indalpine and citalopram, and especially milnacipran, are located in
the hydrophilic region and therefore have a higher probability of competing directly
with the neuromediators. The DSC results for imipramine suggest, however, that it
localizes in both regions, i.e. it can at the same time interact with the polar head
groups and the hydrocarbon chains. This is detected as a strong effect on ∆Tt. Ac-
cordingly, it can be hypothesized that the neurotransmitter uptake protein has recog-
nition sites inside the bilayer, which may be occupied by imipramine. This could

Fig. 3.6 Determination of ∆Tt

for pure liposome transition
(DPPC) and in the presence of
a particular drug (milnacipran)
at ratio, R. ∆Tt is measured as
indicated at half the height of
the main peak of liposome
transition. (Reprinted from 
Fig. 10 of ref. 39 with permis-
sion of the American Chemical
Society and the American 
Pharmaceutical Association)
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lead to conformational change and block the uptake of neurotransmitters (non-com-
petitive inhibition) [40]. The ability of imipramine to penetrate membrane structures
may be the reason for its postsynaptic activity. This sedative effect is unique to
imipramine and is not shared by the other three drugs.

The effect of halothane (CF3CHBrCl) on the lateral surface conductance and mem-
brane hydration has been studied by Yoshida and coworkers [41]. Below the pretran-
sition temperature, the activation energy of the ion movement (H3O

++OH–) was
18.1 kJ/mol, which corresponds to that of the spin–lattice relaxation time of water
(18 kJ/mol) above pretransition the activation energy increased to 51.3 kJ/mol.
Halothane did not show any effect on the ion movement when the temperature was
below the pretransition temperature. When the temperature exceeded the pretransi-
tion temperature, the authors observed at 0.35 mM halothane (equilibrium concen-

Tab. 3.5 Temperatures (°C) of transition maxima (Tt) and of ∆Tt

parameters characteristic of the peak width for various molar
ratios (R) (see Figure 3-6). (Reproduced from Tab. 1 of ref. 39,
with permission from the American Chemical Society)

Product R Tt ∆Tt

5-Hydroxytryptamine 0.07 42.6±0.2 1.1±0.2
0.17 42.3±0.3 1.2±0.2
0.29 41.9±0.4 2.1±0.3
0.44 40.3±0.2 3.1±0.2
0.66 40.3±0.1 3.3±0.1
0.80 40.4±0.1 3.2±0.1

Citalopram 0.02 43.1±0.2 0.1±0.1
0.08 41.6±0.2 4.6±0.1
0.15 38.8±0.2 5.5±0.3
0.26 38.3±0.2 6.5±0.1
0.35 37.8±0.3 6.9±0.1
0.47 37.1±0.2 8.3±0.1

Norepinephine 0.08 42.6±0.5 1.3±0.3
0.31 42.3±0.3 1.2±0.3
0.46 42.2±0.5 1.6±0.5
0.69 42.1±0.5 2.0±0.2
0.82 41.1±0.4 2.8±0.2

Milnacipran 0.05 41.3±0.1 1.6±0.1
0.21 41.0±0.1 3.9±0.1
0.34 40.0±0.3 3.9±0.3
0.44 39.1±0.1 4.0±0.1
0.56 38.8±0.1 4.1±0.1

Indalpine 0.03 41.7±0.3 2.0±0.1
0.14 38.2±0.1 6.2±0.1
0.24 36.5±0.1 7.1±0.2
0.39 36.0±0.1 7.7±0.1

Imipramine 0.05 41.5±0.2 1.5±0.5
0.35 33.1±0.3 10.6±0.2
0.58 29.7±0.2 14.1±0.2
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Fig. 3.7 DSC thermograms of flunarizine-
dielaidoylphospholipid dispersions: (A) 
phosphatidylcholine, (B) phosphatidylethanol-
amine, and (C) phosphatidylserine. The num-
bers represent flunarizine to phospholipid mole
ratios. (Reprinted from Fig. 1 of ref. 42 with per-
mission from Elsevier Science.)
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tration) a decrease in the activation energy of ion movement to 29.3 kJ/mol. The de-
crease points to an enhanced release of the surface-bound water molecules by
halothane at the pretransition temperature. Depression of the pretransition temper-
ature and a decrease in the association energy among head groups from 9.7 kJ/mol

Tab. 3.6 Structures and some physical parameters of the investigated
drugs. (Reprinted from Tab. 1 of ref. 43, with permission of the American So-
ciety for Biochemistry and Molecular Biology)

Drug Structure pKa Octanol-buffer
partition 
coefficient

Adriamycin (ADR) 8.2 1.1

AD32 Uncharged > 99.9

Chlorpromazine (CPZ) 9.4 5.2

Quinidine (QND) 4.2, 8.6 1.8
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for the control to 5.2 kJ/mol at 0.35 mM halothane also indicated a surface-disorder-
ing effect.

The interactions of catamphiphiles with three major phospholipid classes of mam-
malian plasma membranes have also been studied using the DSC technique [42].
Quite different interactions were observed. Whereas flunarizine significantly influ-
enced the gel to liquid crystalline transition temperature of PS, it had little effect on
that of PE (Figure 3.7). The liquid crystalline to inverted HII phase transition of PE is,
however, strongly induced in the presence of flunarizine. According to the authors, the
results indicate different locations and ionization states for the drug in the phospho-
lipid bilayer as well as the important role of the type of phospholipid in determining
the ionization state of a drug. Both factors have implications for drug–membrane in-
teractions. The results underline that type and degree of interaction are highly specific
and depend on both the composition of the membrane and the structure of the drug.

Interesting results were obtained from a study of the interaction of adriamycin
(ADR), an uncharged derivative, AD32, chlorpromazine, and quinidine in the pres-
ence of uncharged and charged phospholipids using DSC technique. Liposomes pre-
pared from pure dipalmitoylphosphatidylglycerol (DPPG) or from binary mixtures of
DPPG and dipalmitoylphosphatidylcholine (DPPC) showed that the modulation of
bilayer properties by ADR was – as a result of electrostatic interactions – greatly en-
hanced in the presence of negatively charged phospholipid head groups. For the de-
rivative AD32, a similar interaction with negative and neutral phospholipids was ob-
served. At high drug concentrations, ADR as well as AD32 produced transitions with
multiple peaks. In contrast, chlorpromazine and quinidine did not show this behav-
ior. Comparison of the thermotropic effects on the membrane – such as lowering of
Tt – by means of the octanol–water partition coefficient shows that additional factors
are involved in the perturbation of the phase transition [43] (Tables 3.6 and 3.7).

Fig. 3.8 Comparison of the effects of 
pentachlorophenol (PCP) on the gel-to-fluid
transition of DPPC (open symbols) and DMPC
(closed symbols) membranes. The circles rep-
resent the action of ionized PCP obtained at
pH 10 and the triangles that of the unionized

species at pH 3.4–3.5. Bars indicate the molar
ratio (PCP-lipid) at which the pretransition dis-
appears for the ionized (A–) and unionized
(HA) PCP. (Reprinted from Fig. 5 of ref. 44
with permission from Elsevier Science.)
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Furthermore, DSC can be useful for modeling the toxic effects of xenobiotics such
as phenols and especially chlorinated phenols. A detailed study was performed by
Smejtek et al. [44]. Among other observations, it was found that pentachlorophenol
induces changes in the ξ-potential and the gel to fluid transition temperature in
model lecithin membranes. The ionized form was more potent in abolishing pre-
transition. The unionized species induced an increase in melting transition width
(Figure 3.8).

The effect of phenothiazine on membrane fluidity and competition between Ca2+

and phenothiazine for the anionic binding site at the phospholipid were the subject
of another investigation based on DSC methodology [45]. Competition is also exhib-
ited by other catamphiphiles and may play an important role in pharmacological ac-
tivity.

Examination of the interaction of homologous series of phenylalkylamines and N-
alkylbenzylamines with phospholipids showed a steady increase in Tt depression
with increasing chain length. Surprisingly, no increase in Tt depression is observed
with increasing chain length for N-alkyl-substituted benzylamines up to the hexyl de-
rivative (Figures 3.9 and 3.10) [46]. An explanation will be given in Section 3.8.9.

Tab. 3.7 Thermodynamic data for DPPC and DPPG liposomes alone and in the presence of vari-
ous drugs in PBS (pH 7.4) (adapted from Tab. 2 and 3 of ref. 43)

Pretransition Main transition

Drug-lipid Drug-lipid Total drug Tt
a ∆H Cooperative Tt ∆H Cooperative

mixture ratio concentration unit unit
(M) (°C) (kcal mol–1) (molecules) (°C) (kcal/mol–1) (molecules)

DPPCb 34.7 1.0 380 41.5 7.9 300
+ADR 1:84 0.4 × 10 – 4 34.4 1.0 370 41.5 7.0 390
+AD32 1:84 0.4 × 10 – 4 33.3 0.6 590 41.4 7.7 300
+CPZ 1:84 0.4 × 10 – 4 31.8 0.6 380 41.2 7.6 170
+QND 1:84 0.4 × 10 – 4 34.5 1.0 340 41.5 7.7 340
+ADR 1:14 2.4 × 10 – 4 34.6 1.0 380 41.6 7.4 370
+AD32 1:14 2.4 × 10 – 4 40.3 7.0 90
+CPZ 1:14 2.4 × 10 – 4 39.9 7.2 50
+QND 1:14 2.4 × 10 – 4 40.6 8.0 70

DPPG-Na+ 32.8 0.3 1680 40.6 7.0 230
+ADR 1:84 0.4 × 10– 4 ME 0.2 1760 40.3 7.8 ME
+AD32 1:84 0.4 × 10 – 4 ME 0.1 750 40.3 7.4 140
+CPZ 1:84 0.4 × 10 – 4 30.1 0.2 1130 40.5 8.5 100
+QND 1:84 0.4 × 10 – 4 32.0 0.2 2830 40.6 8.0 170
+ADR 1:14 2.4 × 10 – 4 ME 7.4 ME
+AD32 1:14 2.4 × 10 – 4 ME 7.9 ME
+CPZ 1:14 2.4 × 10 – 4 38.9 8.5 30
+QND 1:14 2.4 × 10 – 4 40.9 7.6 100

a) Tt values were reproducible to within ± 0.1 °C and ∆H values to within ± 0.3 kcal/mol.
b) The lipid concentration was 2.5 mg/ml or ~ 3.4 × 10–3 mM.
ME, multiple endotherms. PBS, phosphate buffer.
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In addition, the phase separation and domain formation that occurs in phospho-
lipid mixtures (Figure 1.10) can be observed for phospholipid/drug mixtures using
DSC (Figure 3.11) [12]. This is exemplified using the antiarrhythmic drug aprindine
and DPPA bilayers. The control shows a single transition at about 65 °C. Upon addi-
tion of drug a new phase transition emerged at about 29 °C. With increasing drug
concentration this signal became more and more intensive, and the original main
transition signal at 65 °C disappeared. The difference between the control Tt and the

Fig. 3.9 Decrease in the transition temperature 
of DPPA by phenylalkylamines: (a) benzylamine, 
(b) phenylethylamine, (c) phenylpropylamine, 
(d) p-tolylethylamine, and (e) phenylbutylamine. 
Observed ∆Tt values are given on top of the columns.
(Reprinted from Fig. 30 of ref. 46 with permission.)

Fig. 3.10 Decrease in the 
transition temperature of DPPA
by N-alkylbenzylamines unsub-
stituted in the aromatic ring.
The numbers on the abscissa
represent the number of 
methylene groups. The num-
bers on top of the columns are
the observed ∆Tt. (Reprinted
from Fig. 31 of ref. 46 with 
permission.)
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drug-induced Tt value, ∆Ttind, is characteristic for a certain drug but differs consider-
ably between drugs (Table 3.8) [12]. The drug-induced signal is probably due to the
formation of drug-containing DPPA domains that coexist with drug-free domains.

A highly significant correlation has been demonstrated between the reduction in
phase transition temperature of DPPA in the presence of various amphiphilic drugs
and the cardiodepressive effect of these drugs on guinea-pig hearts (IC50) (see Sec-
tion 5.1) [12]. Phenothiazines and other drugs that reverse multidrug resistance in
tumor cells are other examples of compounds with phase separation and domain for-
mation ability. Upon addition to liposomes composed of synthetic PS, the thermo-
gram again shows the emergence of a new transition signal at a lower temperature,
the position depending on drug structure [47] (Figure 3.12).

DSC has also been used to determine partition coefficients between phospholipids
and water, avoiding radiolabeled solutes and high concentrations. One example is
the partitioning of cardiac drugs into DMPC liposomes [48] (Table 3.9). The drug
concentration in the liposomes was calculated using the following equation:

X = H/R(1/T – 1/T0) (3.4)

where H is the enthalpy of the pure liposome, R the gas constant, T0 the melt onset
of untreated liposomes, and T the melt onset of liposomes containing the drug. X
can be converted from mole fraction to mass. Knowing the original amount of drug
in solution, the partition coefficient, K, can be determined:

K = Corg./Caq.

where Corg. stands for the drug concentration in the liposomes and Caq. for the one in
the buffer phase.

A general model for the interaction of drugs and anesthetics with lipid mem-
branes has been developed by Jørgensen et al. [49]. The situation is best described by
a multistate lattice model for the main transition of lipid bilayers. The foreign mole-

Fig. 3.11 Effect of
aprindine on the transi-
tion temperature of di-
palmitoylphosphatidic
acid (DPPA). The
amount of drug added is
given relative to the
amount of DPPA present.
(Reprinted from Fig. 1 of
ref. 12 with permission
from Elsevier Science)
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cules are assumed to intercalate in the lattice as interstitials. The diversity in the ther-
modynamic properties of the model is explored by variation of the model parameters
using computer simulation techniques that take into account thermal fluctuations.

The studied molecules include such diverse compounds as volatile anesthetics
(halothane), local anesthetics of the cocaine type, calcium channel-blocking agents
such as verapamil, antidepressants (chlorpromazine), and anticancer drugs such as
adriamycin. It is argued that the factor of interest to the physiological effect may not

Tab. 3.8 Catamphiphilic drugs: interaction with dipalmitoyl-
phosphatidic acid and cardiodepression. (adapted from ref. 12)

Compounds ∆Tt
a IC50

b AC50
c

(°) (µM) (µM)

Antiarrhythmic drugs
Aprindine 36 40 0.5
Disopyramide 22 7000 85
Lidocaine 28 3250 20
Mexiletine 32 300 17
Procainamide 19 3000 340
Propafenone 27 17 1.2
Quinidine 30 45 22

β-Blockers
Acebutolol 19 2600 110
Atenolol 15 6300 2000
Diacetolol 12 5100 64
Pindolol 25 580 45
Propranolol 37 22 4.4

Various
2-Aminopyridine 13 1200 11000
Benzocaine 10 ∅ 240
Chloroquine 15 30 32
Chlorphentermine 34 80 43
Chlorpromazine 36 7 0.8
Dibucaine 48 35 0.2
Diltiazem 30 70 ∅
Phentermine 28 700 160
Procaine 21 4000 170
Quinine 29 45 20
Tetracaine 42 100 0.5
Verapamil 34 150 ∅

a) ∆Tt is the difference between Tt of the control and the drug-
induced new Tt

b) IC50 is the concentration required to inhibit Ca2+ binding to
phosphatidylserine monolayer by 50%

c) AC50 is the concentration required to elevate the threshold of
alternating current to induce arrhythmia in isolated guinea-pig
hearts by 50%.
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Fig. 3.12 Tracing of DSC thermograms of
DPPS alone (control) and in the presence of
MDR modifiers at a lipid-drug molar ratio of
1:0.05 (0.05 corresponds to the concentration
of the drug in the ionized form). On the ther-
mograms the small peaks on the left of the
main phase transition peaks represent the

drug-induced peaks. Tind is the temperature
that corresponds to the maximum excess spe-
cific heat of the drug-induced peak. The stan-
dard range in the scanning mode is 250 µW, 
i.e. 20.9 mJ g–1 °C–1. (Reprinted from Fig. 3 of
ref. 47 with permission from Bertelsmann-
Springer.)
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be the global drug concentration as the dynamic lateral heterogeneity of the coopera-
tive membrane assembly will lead to regions (domains) in which the local concentra-
tion is much higher than the global concentration.

Macroscopically, drug–membrane interactions manifest as changes in the physi-
cal and thermodynamic properties of the pure bilayer as varying amounts of the drug
enter the membrane.

In terms of the characterization of the thermodynamic behavior, the phase dia-
gram and the variation of response functions – for example specific heat and the
membrane–water partition coefficients seen in crossing the phase diagram – are im-
portant indicators of the molecular interactions [49].

According to Jørgensen et al., a foreign molecule can act as an interstitial (a) or
substitutional (b) impurity. In addition, it is necessary to determine whether or not
the concentration of the foreign molecule in the membrane is effectively constant
[canonical or grand canonical ensemble (c)]. In case (a) the transition enthalpy, ∆H,
does not vary. In case (b), ∆H decreases and in case (c) knowledge of the thermal
variation of the partition coefficient is essential for the determination of the appro-
priate ensemble. Figure 3.13 shows the phase diagram for substitutional impurities
(type I) in which the entropy of mixing normally leads to coexisting regions. In the
case of interstitial impurities, both types of phase diagrams are possible. However, a
wide region of coexistence can only occur if there are strong attractive interactions
between interstitial molecules.

This microscopic interaction model can be used to explain more specific interac-
tions between drug molecules and lipids. Such specific interactions could be a selec-
tive coupling between a drug molecule and a particular chain conformation of the
lipid (kink excitation). This could have a dramatic effect on the fluctuation system.
The drug molecule would then control the formation of interfaces between lipid do-
mains and bulk phase in the neighborhood of the transition. First results on an ex-
tended model of this type [50] have confirmed this view and demonstrated that the
partition coefficient can develop non-classical behavior by displaying a maximum
near the transition. And such a maximum has in fact been observed experimentally

Tab. 3.9 Partition coefficients
of cardiac drugs measured by
DSC. (Reprinted from Tab. 1 of
ref. 48, with permission from
Elsevier Science) 

Drug K

Digoxin 0
Ouabain 0
Vardax 3.3
Piroximone 27
Sotalol .. HCl 2.5
Propranolol –
Lidocaine 26
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in membranes loaded with local anesthetics (cocaine derivatives) [51] or with certain
insecticides (lindane) [52].

In an interesting study, the effect of five catamphiphiles on the transition temper-
ature of three phospholipids with different head groups was evaluated [53]. It is im-
portant to remember that below the transition temperature phospholipid molecules
in the gel phase are packed in a highly ordered organization. The hydrocarbon
chains are in an all-trans conformation with greatly restricted motional freedom.
Above the transition temperature, i.e. in the liquid crystalline state, they show in-
creased motional freedom, and some of the C–C bonds assume the gauche confor-
mation. At the same time, the thickness of the bilayer decreases and the surface ex-
pands, which leads to a loosening of the packing of the polar head group region. In
phospholipids with the same fatty acids, the specific transition temperature depends
mainly on the structure of the polar head group region. The results of the study
showed that the transition from the gel to the liquid crystalline state for DPPA,
DPPG, and DPPC occurred at different temperatures (Table 3.10), reflecting the in-

Fig. 3.13 Schematic drawing of two different
types of phase diagram of a lipid membrane
caused by foreign molecules. Type I: Substan-
tial freezing-point depression and a wide

coexistence region. Type II: Some freezing-
point depression and a narrow coexistence
region. (Reprinted from Fig. 2 of ref. 49 with
permission from Elsevier Science.)

Tab. 3.10 Effect of different cationic amphiphilic drugs on the
phase transition temperature Tt , of liposomes from different
phospholipids. (Reprinted from Tab. 1 of ref. 53, with permis-
sion from Elsevier Science)

Phase transition temperature (°C)
DPPA DPPG DPPC

Control 63 42 41
Phentermine 36 37 36
Lidocaine 35 38 36
Chlorphentermine 29 31 32
Propranolol 27 31 32
Chlorpromazine 27 30 29
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fluence of the head group on Tt. Upon addition of the drugs to DPPA and also to
DPPG a second transition signal at much lower temperature was induced. This is an
indication of the formation of drug-containing domains in the phospholipid. This
drug-induced transition was independent of the amount of drug added but varied
with the drug applied. The most interesting observation was that, despite the large
difference in their Tt values under drug-free control conditions, the Tt values induced
by the various drugs were very similar for the three studied phospholipids (Table
3.10). This supports the authors’ conclusion that the intercalation of drug molecules
between the polar head groups of phospholipids almost completely eliminates the
specific influence of the head groups of the studied phospholipids [53].

3.4

Fluorescence Techniques

Fluorescence probes are frequently used to study changes in membrane organiza-
tion and membrane fluidity induced by anesthetics, various drugs, and insecticides.
This technique measures fluidity as the rate and extent of phospholipid acyl chain ex-
cursion away from some initial chain orientation during the lifetime of the excited
fluorescence state. Special techniques even allow the place of interaction to be local-
ized, i.e. to the outer membrane region, the hydrophobic area, or the embedded pro-
teins.

The effect of organophosphorous insecticides such as methylbromfenvinfos on
membrane fluidity has been studied using the fluorescence anisotropy of 1,6-
diphenyl-1,3,5-hexatriene (DPH), a probe known to be located in the hydrophobic
core of the bilayer, and 1,3-bis(1-pyrene)propane (Py(3)Py), a probe distributed in the
outer layer region [54]. DPH revealed a broadening of the transition profile and a so-
lidifying effect in the fluid phase of DMPC and DPPC in the presence of 50 µM in-
secticide. An ordering effect of the insecticide in the fluid state was revealed by
Py(3)Py. In addition, the pretransition in DPPC and DMPC vesicles was abolished by
the insecticide. The addition of cholesterol decreased the influence of the insecticide.
It was also observed that the influence on native membranes (erythrocytes, lympho-
cytes, brain microsomes, and sarcoplasmic reticulum) depended on the cholesterol
content of the membranes.

In another study, the in vitro modulation of rat adipocyte ghost membrane fluidity
by cholesterol oxysterols was investigated [55]. It was found that cholesterol oxy-
sterols interact differently with rat adipocyte membranes. Cholestanone interacts
predominantly with the phospholipids located at the inner leaflet (e.g. PE), whereas
cholesterol interacts preferably with the phospholipids (PC) of the outer layer.

DPH probes have also been used to study the effect of the pyrethroid insecticide al-
lethrin on DMPC [56].

The fluorescence probe 1-anilinonaphthalene-8-sulfonate was used to examine the
binding of spin-labeled local anesthetics to membranes of human blood cells and
rabbit sarcoplasmic reticulum. Two distinct fluorescence lifetimes are exhibited by
this probe: the shorter life time represents the probe associated with pure lipid, the
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longer lifetime that associated with the protein region. It was found that spin-labeled
local anesthetics quenched the fluorescence of both components. The results reflect
the relative interaction of local anesthetics with membrane lipids and proteins. It
was also found that positively charged local anesthetics produced a stronger quench
on 1-anilinonaphthalene-8-sulfonate in protein regions, indicating an interaction of
electrostatic nature between proteins and positively charged local anesthetics [57].

The modulation of synaptosomal plasma membranes (SPMs) by adriamycin and
the resultant effects on the activity of membrane-bound enzymes have been reported
[58]. Again DPH was used as fluorescence probe. Adriamycin increased the lipid flu-
idity of the membrane labeled with DPH, as indicated by the steady-state fluores-
cence anisotropy. The lipid-phase separation of the membrane at 23.3 °C was per-
turbed by adriamycin so that the transition temperature was reduced to 16.2 °C. At
the same time it was found that the Na+,K+-stimulated ATPase activity exhibits a
break point at 22.8 °C in control SPMs. This was reduced to 15.8 °C in adriamycin-
treated SPMs. It was proposed that adriamycin achieves this effect through asym-
metric perturbation of the lipid membrane structure and that this change in the
membrane fluidity may be an early key event in adriamycin-induced neurotoxicity.

Fluorescence techniques have also been used to determine the localization of mol-
ecules in membranes. Using this technique, the localization of the linear dye mole-
cule 3,3′-diethyloxadicarboxyamine iodide (DODCI) in lipid bilayer vesicles was de-
termined as a function of lipid chain length and unsaturation. It was found that the
fraction of the dye in the interior region of the membrane was decreased as a func-
tion of chain length in the order C12 > C14 > C16 > C18. In unsaturated lipids it was
C14:1 > C14:0 > C16:1 > C16:0, which is in agreement with the general observation that
the penetration of amphiphilic molecules into the interior of membranes increases
with an increase in the fluidity of the membrane structure [59].

3.5

Fourier Transform Infrared Spectroscopy (FT-IR)

FT-IR-spectroscopy has been applied successfully to the study of the physicochemi-
cal behavior of phospholipid–water systems under various conditions. In particular,
measurements on oriented phospholipid films obtained with polarized IR have pro-
vided detailed information at the molecular level. The spectra are characterized by
the wavelength of the maximum of the absorption signal and the width and intensi-
ty of the signal as a function of the direction of the polarized light beam. Analysis of
the absorption signals from the hydrophilic and hydrophobic regions of the phos-
pholipids provides information about inter- and intramolecular interactions. Upon
addition of amphiphilic drugs, local changes in the interaction between phospho-
lipid molecules are observed, which reflect changes in phase transition temperature
or the appearance of new phases. The application of FT-IR allows the determination
of the orientation and degree of organization of substructures within the phospho-
lipid. In addition, the localization of a drug within the bilayer seems possible. De-
tailed information on the organization of phospholipid membranes gained by FT-IR
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can substitute for information obtained from NMR studies. The latter provide infor-
mation on interacting drug molecules, which is of great importance for the model-
ing of drug–membrane interactions.

FT-IR has been used particularly to study the effects of cations on phosphorus
head groups and methylene groups of the acyl chain. These studies were stimulated
by the importance of the biological role of the Ca2+–phosphatidylserine interaction.
Binding of Ca2+ to the phosphate ester groups leads to the dehydration of such
groups. Binding of Ca2+ to the phosphate ester groups of 1,2-dioleoyl-sn-glycero-3-
phospho-L-serine (DOPS) is not influenced by the presence of cholesterol. Instead,
cholesterol perturbs the acyl chain packing, increases the degree of immobilization
of the interfacial and phosphate ester, and increases the degree of dehydration of the
head groups (Figure 3.14) [60]. The interaction of chemicals and drugs with phos-
pholipids has also been studied by IR spectroscopy, e.g. the interaction of phenol,
salicylic acid, and acetylsalicylic acid (ASA) [61]. IR spectra of hydrated samples of
DPPC were measured in the absence and presence of these three compounds as a
function of temperature and at different lipid–drug ratios. From the temperature de-
pendence of the wavenumber of the CH2-symmetric stretching vibrational mode
(νCH2), the authors calculated both the main transition temperature, Tt, and the pre-
transition temperature, Tp. As shown in Table 3.11, the three compounds had a sim-
ilar effect on Tt but their effect on Tp was greater.

Another example is the determination of the interaction of D-propranolol with
LUVs of DMPC by FT-IR and quasielastic light scattering (QLS) [62]. The results of
the two complementary techniques showed that cationic D-propranolol interacts with
DMPC. The FT-IR spectra indicate that the drug is localized at the aqueous interface
of the bilayer. Figure 3.15 shows the temperature dependence of the wavenumber of
the symmetric CH2 stretching mode of DMPC LUV in the absence and presence of

Tab. 3-11 Transition temperatures of DPPC and mixtures of
DPPC/PHE, DPPC/SA, and DPPC/ASA obtained from the tem-
perature dependence of the vs (CH2) wavenumber. (Reprinted
from Tab. 1 of ref. 61, with permission from Elsevier Science)

Sample Molar ratio pH Tt (°C) Tp (°C)

DPPC 7.7 40.6 ~34
DPPC 12.4 36 –a

DPPC/PHE 30 : 1 7.7 37.6 ~24
DPPC/PHE 3 : 1 7.7 34 ~13
DPPC/PHE 1 : 1 7.2 32 ~10
DPPC/PHE 3 : 1 12.4 36 –a

DPPC/SA 30 : 1 7.7 39.2 ~20
DPPC/SA 1 : 1 7.7 24 –b

DPPC/ASA 30 : 1 7.7 39 ~34
DPPC/ASA 1 : 1 7.7 33.2 ~16

a) No pretransition, Tp.
b) Tp not detected above 6°C.
PHE, Phenol; SA; salicylic acid; ASA; O-acetylsalicylic acid; 
DPPC; dipalmitoyl phosphatidylcholine.
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the drug at different pH. QLS shows that, in addition to the shift in the transition
temperature, the drug changes the gel phase of the membrane and induces a second
transition phase.

An additional example for the usefulness of IR spectroscopy in studying drug in-
teractions with phospholipid vesicles is the quantitative determination of acyl chain
conformation in gramicidin–DPPC mixtures [63]. The technique provides a quanti-
tative measure of the extent to which membrane-spanning peptides induce disorder
of phospholipid gel phases and order in liquid crystalline phases.

Fig. 3.14 Infrared spectra of
the PO2

– stretching (νPO2
–)

region for (a) fully hydrated
pure DOPS in Tris buffer, 
(b) dried pure DOPS, 
(c) DOPS/Ca2+ (1:1,
mol/mol), and (d) DOPS/
CHOL/Ca2+ (1:1:1, mol/mol)
in Tris buffer (pH 7.4) at 
30 °C. (Reprinted from Fig. 4
of ref. 60 with permission
from the American Chemical
Society.)

Fig. 3.15 Temperature
dependence of the wave-
number of the symmetric
CH2 stretching mode of
DMPC LUVs in the absence
(a) and presence (b) of pro-
pranolol at pH 8.3 and (c) at
pH 5.4. DMPC-drug = 2:1
(mol/mol). (Reprinted from
Fig. 3 of ref. 62 with permis-
sion from Elsevier Science.)
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3.6

Electron Spin Resonance (ESR)

ESR is another supplementary technique used to investigate membrane properties
and drug–membrane interactions. It is especially useful for the determination of
membrane disorder and localization of drug molecules in the membrane. An advan-
tage of the technique is its sensitivity, which allows the study of such effects at mo-
lecular or submolecular levels. Various membrane parameters have successfully
been studied by ESR spectroscopy of stable nitroxide radicals. Membrane order and
dynamics have been evaluated as well as drug effects on membranes, including
phase behavior and permeability. Spin-labeled proteins are used to throw light on
the possible direct or indirect effects of drugs on membrane-bound proteins. The re-
sults published up to 1989 have been reviewed [64].

Spin labels are usually molecules that contain a nitroxide moiety with an unpaired
electron localized on the nitrogen and oxygen atoms. These labels are specifically in-
corporated in the lipid part of the biological membrane. In this way, the properties of
the different regions of the membrane can be studied. ESR measures the transition

Fig. 3.16 ESR spectrum of the spin label Iβ, 
1-stearoyl-2-(6-doxyl)myristoyl-glycero-3-
phosphocholine (7,4) in phospholipid vesicles
with and without halothane. 2T ′

II; and 

2T ′
⊥ are, respectively, the outer and inner 

hyperfine splitting in Gauss. (Reprinted from
Fig. 1.1 of ref. 65 with permission from 
Wiley-Liss.)
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of the electrons, which depends on the orientation, motion quantity, and magnetic
properties of the environment of the nitroxide label.

ESR has been used in particular to study the effects of anesthetics on membrane
structure and function. It has been found that many different parameters affecting
membrane structure, order, and dynamics are changed simultaneously by anesthet-
ics. Figure 3.16 shows the effect of halothane on the ESR spectrum of spin-labeled Iβ
1-stearoyl-2-(6-doxyl)myristoyl-glycero-3-phosphocholine in phospholipid vesicles
with and without halothane, and Figure 3.17 shows how the degree of order of the
membrane changes from as a function of increasing anesthetic concentration [65].
The parameters derived, the knowledge that amphipathic molecules are superior to
apolar molecules, and the resulting differential effects of these classes of anesthetics
on surface and core properties led to the conclusion that interfacial properties are
crucial for the anesthetic effect [66]. However, the exact mechanism of action of anes-
thetics is still not known. A theoretical model has been described by Trudell [65] and
is shown in Figure 3.18. It assumes an indirect influence of the anesthetic on the
protein conformation as a result of perturbation of the phospholipid membrane.

This question of direct interaction with nerve proteins or indirect interaction via
membrane perturbation has also been tackled by ESR spectroscopy. Two types of la-
beling have been used: fatty acids for lipid labeling and maleimide for frog nerve pro-
teins. The anesthetics used were halothane as an example of a general anesthetic and
procaine, lidocaine, and tetracaine as examples of local anesthetics. The latter inter-
act primarily with head groups but can also merge into the hydrophobic hydrocarbon

Fig. 3.17 Change in the order parameter (S′n)
of spin labels Iβ (7,4) and Iβ (7,8) 1-stearoyl-2-
(10-doxyl) stearoyl-glycero-3-phosphocholine in
phospholipid vesicles in the presence of vary-
ing amounts of halothane and methoxyflurane.

Bilayer order decreases with increasing anes-
thetic concentration, as indicated by
decreasing S′n values. (Reprinted from Fig. 1.2
of ref. 65 with permission from Wiley-Liss.)



region. The authors conclude from the results “that the effect of halothane, lidocaine
and tetracaine is efficiently transferred to the spin labeled membrane proteins via
strong lipid protein interaction. The result supports the concept that the architecture
and physiological activity of the membrane bound proteins are sensitive to changes
in the physical state of membrane lipids” [67].
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Fig. 3.18 (A) Schematic drawing of a phos-
pholipid bilayer containing a membrane-
solvated globular protein that has a sodium
channel in the closed configuration. (B) The
globular protein has expanded in conformation
to allow a sodium ion influx. (C) Anesthetic
molecules have fluidized the entire bilayer 
and destroyed the regions of solid phase. 

(D) Conversion of the high-volume fluid-phase
lipids into low-volume solid phase is a high-
energy process. Therefore, the protein is 
unable to expand or change conformation, 
and the excitation process does not occur.
(Reprinted from Fig. 1.4 of ref. 65 with 
permission from Wiley-Liss.)
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Another example is the perturbing effect of eight calcium channel blockers on
membranes prepared from two different lipids [68]. The authors used total lipids
from rat brain and synaptosomal membranes. The spin probe was 1-palmitoyl-2-
stearoyl-phosphatidyl-choline labeled at the doxyl group at the carbon-16 position
(16-PC). The apparent order parameter, S, is calculated from the apparent outer
(Amax) and inner (Amin) splittings which were directly taken from the ESR spectra. It
is used to describe the relative efficiency of the drugs in perturbing the lipid mem-
brane.

Sapp. = (Amax – B) 0.5407/C (3.5)

B = Amin+ 1.4 [1 – (Amax – Amin)/27.25 (3.6)

C = (Amax + 2B)/3 (3.7)

An example of an ESR spectrum is depicted in Figure 3.19 and shows the effect of
nifedipine and verapamil. Nifedipine did not affect the ESR spectrum significantly,
whereas the addition of verapamil led to a change in the ESR spectrum of liposomes,
indicating a fluidization of the membrane [68]. Figure 3.20 shows that verapamil,
gallopamil, mepamil, and diltiazem exert strong effects on the order parameter S,
whereas the dihydropyridines nifedipine, nitrendipine, nimodipine, and niludipine
show an insignificant or minor perturbation effect at a drug–lipid ratio of 1:2. This is
true despite their high partitioning into lipid and biological membranes. According
to studies by Herbette et al. [69], nimodipine is located at the water–hydrocarbon in-
terface of the bilayer, while according to Bäuerle and Seelig [70] the uncharged mol-
ecule is homogeneously distributed across the hydrocarbon layer of the lipid mem-

Fig. 3.19 ESR spectra of the 16-PC
probe in total lipid (TL) liposomes.
(A) control; (B) TL-nifedipine (2:1
molar ratio); (C) TL-verapamil 
(2:1 molar ratio). Spectrum width 
6 mT. Temperature 37 °C. Arrows 
in spectrum (A) indicate Amax deter-
mination, arrows in spectrum 
(C) indicate Amin. (Reprinted from
Fig. 2 of ref. 68 with permission
from Elsevier Science.)
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brane and does not interact with the head groups. In contrast, the effect of verapamil
derivatives showed a significant disordering effect. This effect was similar to that
produced by a temperature increase from 27 to 35 °C. Amphiphilic (charged) drugs
are thought to interact with the polar head groups and at the same time to intercalate
between the lipid acyl chains. This finding is supported by molecular modeling and
NMR spectra [71], which have revealed that verapamil does indeed interact with the
head groups and not with the hydrophobic hydrocarbon chain region (see Chapter 5).

It is interesting to note that the concentrations of verapamil that exert the perturb-
ing effect are in the same range as concentrations that have been reported to have in
vitro biological membrane effects. It is also remarkable that for this series of drugs
no correlation has been found between the degree of perturbation and their log P [68].

3.7

Small-angle Neutron and X-ray Diffraction

X-ray diffraction [72], often in combination with DSC or NMR, is another useful tool
for the study of drug–membrane interactions. It is especially useful to obtain infor-
mation on the localization of drug molecules and on the conformational (phase)
changes of membranes. The method is based on comparing the electron density pro-
file of membranes to which drug has or has not been added. If partially hydrated
probes are used, coherent Bragg-like scattering is obtained at reasonable resolution.

Fig. 3.20 Comparison of the perturbation ef-
fect of calcium channel blocker drugs on pa-
rameter S of 16-PC in liposomal membranes at
25 and 37 °C. Co, control; NIF, nifedipine;
NTP, 2,6-dimethyl-4-(2-nitrophenyl)-3,5-pyri-
dine dicarboxylic acid dimethyl ester; NIM, ni-

modipine; NIT, nitrodipine; NIL, niludipine;
VER, verapamil; GAL, gallopamil; MEP,
mepamil; DIL, diltiazem. (Reprinted from 
Fig. 3 of ref. 68 with permission from Elsevier
Science.)
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The observed differences provide information on the localization of the drug within
the bilayer as well as on the perturbation of the membrane induced by the drug.

An example is the study of the topography of (–)-∆8-tetrahydrocannabinol (THC)
and its 5′-iodo derivative in model membranes [73]. Electron density profiles of the
lipid bilayer in the absence and presence of the cannabinoids were calculated using
Fourier transform. Figure 3.21 shows the electron density profile for DMPC ob-
tained at 22 °C; the space correlation is evident. Step-function equivalent profiles
were then constructed to obtain an absolute electron density scale. The plot of the
difference between electron density profiles resulted in improved representation of
the site of increased electron density in the bilayer. The electron density profile dif-
ferences inside the bilayer are given in Figure 3.22. They present the position of
THC and the iodo atom of 5′-I-THC in the bilayer as shown in the figures. This is in
agreement with the results of 2H-NMR, which show that in THC the long axis of the

Fig. 3.21 Electron density profiles obtained by
Fourier transformation of the small-angle 
diffraction intensities for DMPC at 22 °C. A 
molecular graphic representation of a DMPC

bilayer above the electron density profile shows
the space correlation in the dimension across
the bilayer. (Reprinted from Fig. 5 of ref. 73
with permission from Elsevier Science.)
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Fig. 3.22 Electron density profile differences
inside the bilayer. Curve B–A is the difference
between the profiles of DMPC + ∆8-THC and
DMPC, curve C–A is the difference between
those of DMPC + 5′-I- ∆8-THC and DMPC, and
curve C–B is the difference between those of
DMPC + 5′-I- ∆8-THC and DMPC + ∆8-THC.
The outer pair of vertical dashed lines indicates

the peaks in curve B–A and the inner pair 
indicates the peaks in C–B. They represent, 
respectively, the positions of the center of 
∆8-THC and the iodine atom of 5′-I-∆8-THC in
the bilayer as shown by the graphic representa-
tions of the molecules above. (Reprinted from
Fig. 8 of ref. 73 with permission from Elsevier
Science.)
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tricyclic system is oriented perpendicular to the bilayer chain [74]. Such an orienta-
tion would place the phenolic hydroxy group of THC near one of the carbonyl groups
of DMPC, most likely one of the sn-1 chain, by formation of a hydrogen bond. The
authors calculated that the position of the iodo group of 5′-I-THC requires that the
five-membered chain is oriented toward the center of the bilayer and parallel to the
lipid chain.

In this context it is interesting to note that there is evidence that the biological ef-
fect of cannabinoids is at least in part due to the interaction with membrane lipids.
As shown by X-ray diffraction, it can be assumed that the free phenolic hydroxy
group of biologically active cannabinoids is positioned near the bilayer interface. If
the biological activity is due to interaction with membrane-integrated proteins, then
it can be assumed from the results of the X-ray diffraction measurements that the
binding site is also located near the membrane interface. In contrast, the inactive O-
methyl analogs, which are positioned near the center of the bilayer, produce no sig-
nificant perturbation of the membrane and membrane components. The example of
the interaction of cannabinoids very clearly shows that the interaction of drugs with
the highly structured matrix of the membrane leads to a specific orientation of the
molecule within the membrane and not only to a partitioning. In this special case,
the change in the hydrophobic hydrophilic center of gravity leads to a flip-flop in the
orientation of 5’-I-THC and THC. The orientation may therefore directly or indirect-
ly related to the biological effect.

Several other examples of drug–membrane interactions have been reported. Using
X-ray diffraction techniques, interactions with tetracyclines [75], pindolol [76], and
chlorpromazine [77, 78] have been described. In these studies, it was shown that in
the presence of chlorpromazine the bilayer thickness or lipid head group separation
in DPPC liposomes is only 30 Å, which is about 20 Å smaller than two fully extended
DPPC molecules. Chlorpromazine produced an interdigitated phase, which is in
agreement with the observed effect of chlorpromazine on the shape of erythrocytes.

An X-ray diffraction study on the effect of α-tocopherol on the phase behavior of
dimyristoylphosphatidylethanolamine led to the following conclusions:
• α-Tocopherol is not randomly distributed within the phospholipid bilayer but ex-

ists in domains in the gel phase bilayer of the pure phospholipid below Tt.
• At higher temperatures, phospholipid molecules in the neighborhood of α-toco-

pherol are induced to form HII phases with a decreased radius of curvature.
• In the HII phase a defined stoichiometry of phospholipid and α-tocopherol mole-

cules exists [79].
Another example worth mentioning is X-ray diffraction studies on amiodarone

[80, 81], a drug that accumulates extensively in membranes (see Section 4.4). The ef-
fect of cholesterol on membrane structure has also been studied by X-ray diffraction.
The results indicated the existence of microdomains in the DPPC–cholesterol mixed
ripple phase [82].
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3.8

Nuclear Magnetic Resonance (NMR)

Among the various techniques capable of evaluating the motional characteristics of
biological membranes and the influence of ligands on membrane structure, NMR
spectrometry plays a decisive role. High-resolution NMR spectra of model mem-
branes were first obtained in 1966 [83]. Since then, almost every new NMR tech-
nique has been applied to study the dynamics and conformation of membranes,
changes in membrane properties on addition of biological components and drugs,
and the effect of membranes on drug orientation and conformation. Several reviews
on the application of NMR to phospholipids have been published [84, 85]. NMR tech-
niques provide detailed information about molecular conformation and ordering,
and relaxation time measurements probe the amplitude and time scale of motions
and allows interaction phenomena to be studied.

NMR spectra can be characterized by:
• the magnetic field at which resonance occurs, depending on the nucleus and the

surrounding of the nucleus considered (1H, 13C, 31P, etc.); 
• The degree of spin–spin coupling produced by neighboring effects; 
• The spin lattice relaxation rate, 1/T1, and the spin–spin relaxation rate, 1/T2, 

the latter expressed as the line width at half-maximal height of the resonance 
signal.
During the interaction between drug and phospholipid molecules, one or several

of these parameters can change in a manner characteristic of both the drug and the
“receptor” phospholipid membrane.

Additional information on molecular conformation can be obtained by NOE,
transfer NOE or 2-D homonuclear correlated NMR spectroscopy (COSY), which is
used to measure the distance between nuclei. For detailed information on the vari-
ous techniques see refs. 86 and 87.

These methods enable changes in membrane organization to be detected and the
localization of drug molecules in the membrane to be determined. They also provide
information on substructures of drug molecules involved in the interaction and on
possible changes in membrane and drug conformation. In addition, NMR tech-
niques can be used to follow the rate of drug transfer into the membrane. The fol-
lowing nuclei are of special interest: 1H, 2H, 13C, 19F, and 31P. 31P-NMR techniques
in solution as well as solid-state have been applied. The latter technique has been
used particularly to study the interaction of peptides and proteins and has been re-
viewed recently [88].

Solid-state NMR allows a more direct approach to ligand–receptor interactions,
normally with enhanced sensitivity, resolution and assignments, by specifically in-
corporating NMR isotopes (2H, 13C, 15N, 19F). Solid-state NMR can provide informa-
tion on the orientational constraints of labeled groups in ligands and peptides caused
by the spectral anisotropy of certain nuclei. Magic angle spinning (MAS) solid-state
NMR methods have been applied to determine spin-coupled distances through dipo-
lar coupling determinations, to high resolution (± 0.3Å) and chemical shifts to define
the ligand-binding environment [89]. In addition, new methods enable the resolu-
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tion of multiple spins, thus allowing structural determinations. Spectral editing per-
mits the selective observation of specific ligands within a complex system [90].

3.8.1

Study of Membrane Polymorphism by 31P-NMR

For a phase-separated region to exist, lipids have to move into and out of various phas-
es. The lateral diffusion constant in liquid crystalline bilayers is about 10–8 cm2/s,
which corresponds to an exchange frequency between lipid–lipid nearest neighbors of
about 106/s. A necessary precondition for the detection of phases by NMR technique is
that the proportion of observable species in the phase is sufficiently large.

Not all NMR-active nuclei may therefore be suitable for the study of phase separa-
tion in phospholipids. Limited information can be gained on phospholipid phase
transformation from 1H- and 13C-NMR because of problems in resolution. Only
some signals, for example the choline methyl groups of phospholipids in the outer
and inner leaflets of unilamellar bilayers, can be identified by 1H- and 13C-NMR
when chemical shift reagents are used. However, 13C-NMR can be applied to the
study of phospholipid phase transition when the lipid is specifically enriched at the
sn-2, carbonyl position [91].

Phosphorus-31 is present in biological membranes in addition to other nuclei and
has special advantages. Phospholipid head groups contain an isolated I = 1/2 spin
system that depends only on chemical shift anisotropy and dipolar proton–phospho-
rus interactions. It is therefore a useful probe for structure and motion. The chemi-
cal shift of 31P depending on the local nuclear shielding varies with the orientation of
the magnetic field with respect to the nucleus. The observed spectrum can therefore
be measured over a wide range of about 100 ppm. As the chemical shift difference for
31P is only ~4 ppm, the chemical shift anisotropy, because of orientational effects, con-
trols the spectrum. A typical 31P-NMR spectrum of polymorphic phases of phospho-
lipid bilayers is depicted in Figure 3.23. It shows the usefulness of 31P-NMR for the
study of lipid polymorphism [92].

In micelles or reversed micelles, a single narrow-resonance signal is observed. If
this lipid is incorporated into a bilayer, the motion becomes more restricted and a
broad spectrum with a residual chemical shielding anisotropy of –30 to –50 ppm is
observed. For details, the reader is referred to specific publications (see, for example,
ref. 92). The hexagonal phase is characterized by a reduced residual shielding
anisotropy and its sign is reversed [84, 85, 93]. The dynamics of phosphate head
groups have been experimentally determined and compared with calculated values
[94]. Transient NOE studies have been performed to identify the important proton
species contributing to the 31P–1H dipolar interaction [95]. 2H-NMR has been used to
probe the membrane surface, to study the gel and liquid crystalline phases, and to
determine the response of phospholipids in the gel and liquid crystalline states to
membrane surface charges [96–98]. Many different effects and transition states have
been studied and reported, for example the transitions of lamellar fluid to hexagonal
and lamellar gel to fluid, and have been evaluated as a function of temperature and of
membrane-affecting compounds such as acylglycerols, cholesterol, or polymyxin.
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3.8.2

Effect of Cholesterol and Diacylglycerols

The influence of cholesterol concentration at various temperatures on the ther-
motropic phase behavior and organization of saturated PE bilayers has been studied
by combining DSC, FT-IR, and 31P-NMR. It was found that incorporation of low lev-
els of cholesterol into the bilayer caused a progressive reduction in the temperature,
enthalpy, and overall cooperativity of the lipid hydrocarbon chain melting transition

Fig. 3.23 NMR spectra for macroscopic 
polymorphic phases of phospholipids in 
bilayers, hexagonal HII, and isotropic phases
(small vesicles, micelles, inverted micelles, 
and cubic phases). Similar spectra are record-
ed for any one phase regardless of which 

phospholipid type forms the phase because
the chemical shift differences for different
phospholipids are smaller (2–4 ppm) than 
the anisotropy of chemical shift (~30–50 ppm).
(Reprinted from Fig. 3 of ref. 92 with permis-
sion from Elsevier Science.)
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[99]. The interaction of various cholesterol “ancestors” with lipid membranes on ori-
ented bilayers has also been studied by 2H- and 31P-NMR [100].

The interaction of saturated diacylglycerols (DAGs) with phospholipid bilayers has
been studied by various NMR techniques [101–103]. Complementary techniques,
such as DSC and X-ray diffraction, have also been used [34]. It has been shown that
DAGs induce a decrease in the area per phospholipid molecule and cause a parallel
increase in lateral surface pressure of the bilayer. As DAGs with diC8 are the most ef-
fective activators of PKC, it was concluded that the activation of the enzyme occurs
via a transverse perturbation of the lipid bilayer structure [102]. 2H-NMR spectra of
DPPC in the absence and presence of DAGs of various chain length are depicted in
Figure 3.24. DAGs with chain length longer than C10 induced lateral phase separa-
tion. The modulation of the bilayer to hexagonal transition by DAGs has also been
evaluated. It is found that their effect on the bilayer to HII phase transition tempera-
ture is generally at least an order of magnitude greater than their effects on the gel to
liquid crystalline phase transition temperature. DAGs were better modulators than

Fig. 3.24 2H-NMR spectra of DPPC-d62 in the absence and presence of 
25 mol% DAGs at 40 °C. Peaks 1 and 3 are resolved from peak 2 only at
higher temperatures. (Reprinted from Fig. 1 of ref. 102 with permission
from the American Chemical Society.)
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monoacylglycerols, and triacylglycerols more effective than DAGs [104]. This is of in-
terest because the effect of such additives on the rate of membrane fusion in model
systems often correlates with the effect of these additives on the bilayer to hexagonal
phase transition temperature [104]. The increase in the bilayer to HII phase transi-
tion temperature generally inhibits cell fusion, and several compounds that stabilize
bilayers show antiviral activity [37].

More recently, the effect of five DAGs, namely diolein, 1-stearoyl, 2-arachidonoyl-
sn-glycerol (SAG), dioctanoylglycerol (diC8), 1-oleoyl, 2-sn-acetylglycerol (OAG), and
dipalmitin, on the structure of lipid bilayers composed of mixtures of PC and PS (4:1
mol/mol) was studied by 2H-NMR [105]. To probe the surface region DPPC deuter-
ated at the α- and β-position of the choline moiety was used. All DAGs, with the
exception of dipalmitin, caused a continuous increase in the α-deuteron splittings
and a parallel continuous decrease in the β-deuteron quadrupole splittings, indicat-
ing the introduction of conformational changes in the PC head group (Figure 3.25).
In addition, DAGs at 25 mol% affected the spin–lattice relaxation time (T2). Similar
counterdirectional changes have been observed for charged catamphiphiles [106],
charged phospholipids [107], and peptides [108]. The quadrupole splitting of the
phospholipid head groups did not directly respond to the net membrane surface
charge; rather, “the driving force for the changes in head group splittings is related to
the intermolecular interactions within the local environment of neighboring lipids”

Fig. 3.25 De-paked 2H-NMR spectra
of DPPC-d4 in PC/PS mixtures in the
absence (A) or presence of (B–E) of
25 mol% DAG at 37 °C. (Reprinted
from Fig. 2 of ref. 105 with permis-
sion from the Rockefeller University
Press.)
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[109]. These authors also discussed the possibility that the observed changes in ∆ν-
values (quadrupole splitting) and the activation of PKC could be affected by another
factor that could be the primary cause of both phenomena [105]. It has been shown
that phoretin dramatically reduces the absorption of 2H2O by the membrane surface
[110] and, in case of DAGs, 1,2-DPG reduced the degree of dehydration of the acyl
carbonyl of DPPC in DPPC/1,2-DPG bilayers [111]. Thus, there exists the possibility
that DAG-induced bilayer dehydration can affect both the change in phospholipid
head group conformation and PKC activity (see Section 5.1).

3.8.3

Effect of Drugs

3.8.3.1 31P-NMR for the Study of Changes in Orientation of Phospholipid Head Group
The application of various NMR techniques to the study of the degree of drug–mem-
brane interactions, the location of drug molecules within the membrane, the effects
of drugs on surface charge, drug mobility, transmembrane transport, drug distribu-
tion in biological material, and the structural dependence of these processes is dis-
cussed below and illustrated by examples. The selection is admittedly subjective, but
hopefully serves the purpose of covering those applications that could be of interest
in drug development. This focus means that the discussion includes not only very re-
cent papers, but also older ones that are appropriate to cover the various aspects and
applications of NMR techniques.

Most of the examples published deal with the interaction of anesthetics with mem-
branes, but calcium channel openers, β-blockers, antimalarial drugs, anticancer
drugs, antibiotics, and insecticides have also been examined. The NMR resonance
signals of atoms and groups within the lipid, and of drug molecules, have been fol-
lowed and described as a function of the interaction. For the interaction of anesthet-
ics and the involved mechanism of action, the reader’s attention is directed to a re-
view [112].

One important parameter that can be derived from 31P-NMR spectra of phospho-
lipids is the chemical shift anisotropy parameter, ∆σ. This is defined as the width of
the resonance signal of the low-frequency ‘foot’ at half-height (Figure 3.26). Chemi-
cal shift anisotropy is related to the average orientation of the phospholipid head
groups relative to the normal plane of the bilayer and also to the molecular motion of
the lipid molecules. As membrane-active compounds often change the average ori-
entation of the lipid head groups as well as the phase transition temperature of the
lipids from liquid crystalline to gel phase, ∆σ is a sensitive parameter accounting for
such changes.

The application of this technique is discussed using the example of the interaction
of antimalarial drugs with DPPC [113].

Four cationic antimalarials, chloroquine (1), quinacrine (2), mefloquine (3), and
quinine (4), have been studied using DPPC bilayer membranes and 31P- and 
2H-NMR. Figure 3.26 shows the 31P spectra of DPPC, fully hydrated above Tt, in the
absence and presence of three of the drugs. Mefloquine exerts the strongest effect on
the chemical shift anisotropy parameter (most effective broadening of the “foot”),
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Fig. 3.26 31P-NMR spectra of
aqueous dispersions of drug-
DPPC mixtures (1:2, mol/mol)
at 50 °C. (A) DPPC; (B) DPPC
+ mefloquine; (C) DPPC + 
quinine; (D) DPPC + quin-
acrine. (Reprinted from Fig. 2
of ref. 113 with permission
from Elsevier Science.)
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Fig. 3.27 Plot of ∆σ vs. temperature for aqueous dispersions of drug-
DPPC mixtures (1:2, mol/mol). �, DPPC; ◆, DPPC + mefloquine; *, DPPC
+ quinine; ▲, DPPC + quinacrine. (Reprinted from Fig. 3 of ref. 113 with
permission from Elsevier Science.)

Fig. 3.28 2H-NMR of drug-DPPC mixtures
(1:2, mol/mol) at 40 °C. (A) control (peaks 1
and 3 are resolved from peak 2 only at higher
temperatures); (B) DPPC-d62 with quinine; 

(C) with quinacrine; (D) with chloroquine.
(Reprinted from Fig. 4 of ref. 113 with per-
mission from Elsevier Science.)
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followed by quinine. The corresponding ∆σ-values are 57 ppm and 54 ppm. It has
previously been shown by computer simulation that changes of ∆σ above the phase
transition temperature, Tt, are primarily due to changes in the orientation of the
phosphate moiety of the phospholipid head groups relative to the bilayer normal. In
combination with changes in the phase transition temperature ∆σ is an indicator of
membrane-active compounds. The results indicate that mefloquine has a more pro-
nounced effect on the orientation of head groups than quinine. In the case of chloro-
quine, no interaction was observed. The shapes of the spectra are typical of the bilay-
er conformation of lipid molecules, i.e. no change to the hexagonal phase has oc-
curred. The temperature dependence of ∆σ of DPPC in the presence and absence of
the antimalarials is shown in Figure 3.27. Mefloquine produced an increase in ∆σ to
57 ppm and a decrease in Tt of about 10 °C. In comparison, quinacrine caused a
smaller but significant increase in ∆σ to 51.5 ppm and the decrease in Tt was 2.5 °C.
The observed sharp rise in the absolute value of ∆σ (see Figure 3.27) upon lowering
the temperature corresponds to Tt.

The drug-induced changes were confirmed by the results of 2H-NMR experi-
ments. For these studies, fully hydrated chain-perdeuterated phospholipid was used.
The spectra in Figure 3.28 arise from the superposition of the axially averaged pow-
der patterns produced by the various deuterons of the C2H2 and the terminal C2H3

groups. From each segment, the order parameter, SC2H, can be derived from the
peak-to-peak quadrupole splitting, ∆ν. It corresponds to the perpendicular orienta-
tion of the bond relative to the external magnetic field and is described by:

∆νi = 3/4(e2qQ/h)Si
C2H (3.8)

where e2qQ/h = 167 kHz is the quadrupole coupling constant of a deuteron in the
C2H bond. The 2H-NMR spectra of lipids deuterated at specific positions in the side
chain show the presence of the order parameter profile along the side chain of phos-
pholipids in a multilayer configuration. A plateau of relatively higher SC2H is ob-
served for C2H2 segments near the glycerol backbone [114]. Viewing the spectra in
the absence and presence of the drugs confirms that DPPC-d62 remains in the basic
bilayer structure. Quadrupole splitting was slightly decreased by quinacrine. A
strong perturbation of the 2H-NMR line shape was observed, however, in the pres-
ence of quinine and mefloquine at low molar ratios. In contrast, no interaction with
the phospholipid even at high molar ratios was seen for chloroquine. The authors
concluded that the results of 2H- and 31P-NMR reveal the ability of mefloquine, and
to a slightly lesser extent quinine, to intercalate into the DPPC bilayer. This could ac-
count for the demonstrated ability of these drugs to penetrate the interior of the bi-
layer. In contrast, chloroquine and quinacrine show very little or no interaction with
the head groups. According to the authors, the accumulation of mefloquine in the
membrane could also explain the ability of mefloquine to overcome the resistance of
chloroquine-resistant strains of Plasmodia.

A number of dyes belonging to the polyene class – oxonols, merocyanine, rho-
damines, and cyanines – have been used in 31P-NMR as potential-sensitive probes to
investigate their effects on the membrane and their location in PC vesicles [115]. A
substantial broadening of the 31P resonances and a reduction in spin–lattice and
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spin–spin relaxation times was detected upon addition of the positively charged cya-
nine probes diS-C3-(5) and diS-C4-(5), but no detectable chemical shift. In contrast,
the addition of anionic probes, including several oxonols and merocyanine 540, did
not lead to line broadening, changes in relaxation rates, or chemical shift. This is
probably due to repulsion between the anionic probes and the phosphate head
groups. An increase in vesicle size detected by electron microscopy and possibly in-
hibition of local phosphate motion would explain 31P resonance broadening and the
reduction in relaxation rate induced by the two cyanines. It is suggested that the cya-
nine-induced increase in vesicle size is due to “an irreversible vesicle-fusion process
possibly initiated by the screening of surface charge by the probes” [115].

3.8.4

Determination of Drug Transmembrane Transport

An interesting application of 31P-NMR is the study of the transmembrane transport
of drugs.

An example is presented in a paper by Huyinh-Dinh and coworkers [116]. These
authors studied the transmembrane transport of lipophilic glycosyl phosphotriester
derivatives of 3’-azido-3’-deoxythymidine (AZT), a drug used in the treatment of ac-
quired immunodeficiency syndrome (AIDS). The usefulness of AZT is, however,
limited by serious adverse reactions, especially bone marrow suppression. Previous
studies by the same authors have shown that lipophilic phosphotriesters of thymi-
dine are transported across unilamellar vesicles and that the length of the alkyl chain
is of importance for drug–membrane interaction. The nucleoside and the hexadecyl
moiety cannot be changed because they are essential for transport and antiviral ef-
fect. Therefore, it was suggested that changes at the sugar moiety could alter the
physicochemical properties to improve selectivity. Experiments were performed with
6-substituted mannosyl phosphotriesters of AZT, derivative 5, and a 1-substituted
phosphotriester 6. 31P-NMR spectra were obtained in aqueous solution in the pres-
ence of LUVs and in the presence of LUVs and Mn2+ ions. These ions cannot per-

meate the LUV membranes, and their paramagnetism led to a large broadening of
the resonance signals of those drug molecules that remained in the extravesicular
volume. In consequence, only the resonance signals of molecules that had crossed

(5)
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the membrane and were located within the vesicles were observed. It is obvious from
Figure 3.29 that only molecules of derivative 6 were able to cross the membrane of
the vesicles. The two phosphorus resonances of derivatives 5 and 6 in the absence of
LUV correspond to the two diastereoisomers (Figure 3.29A). The chemical shifts of 5
and 6 are similar. The signal line width of 5 is, however, twice that of 6. The line

Fig. 3.29 31P-NMR (121 MHz) of phosphotriesters 5 and 6 in the absence
(A) and presence (B) of LUVs and after addition of Mn2+ ions. (Reprinted
from Fig. 2 of ref. 116 with permission from the American Chemical Society.)
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width of AZT is similar to that observed for glycosyl phosphotriesters of thymidine
or 5-fluoro-2’-deoxyuridine (data not shown). This indicates that these molecules
form similar small micelles in aqueous solution. In contrast, the 6-mannosyl deriva-
tive (5) forms larger aggregates. The signals of both derivatives are broadened upon
addition of LUV, that of 5 by a factor of 10. When Mn2+ ions were added, the reso-
nance signals of 5 were completely broadened so that no signal could be observed. In
contrast, the resonance signals of derivative 6 could still be observed. The intensity of
the low-field resonance was decreased by a factor of 3, and that of the high-field res-
onance by a factor of 2, and the line width of the signals was not affected in the pres-
ence of Mn2+ ions. This shows that the phosphotriester, 6, is partly transported into
the intravesicular water–membrane interface. Its resonance signals are of reduced
intensity but can still be detected. They are not influenced by Mn2+ ions. In contrast,
derivative 5 interacts only with the outer layer of the membrane.

A combination of 1H-NMR and the paramagnetic shift reagent praseodymium
trichloride (PrCl3) has been used to study the permeation of glycolic acid through
LUVs of PC at various cholesterol concentrations and at different pH values [117].
The 1H-NMR spectrum of glycolic acid in the presence of LUVs is shown in Figure
3.30. A single resonance at about 4 ppm can be observed. The addition of PrCl3 led to
a downfield shift of the glycolic acid outside the vesicles and a small upfield shift of
the internal peak. Both peaks were broadened because of the slow exchange regime.

Fig. 3.30 Resonance of glycolic acid before (a) and after (b) addition of
PrCl3 as shift reagent to the vesicle system, pH 3.94, 30 °C, 100 nm vesicle
diameter. (Reprinted from Fig. 2 of ref. 117 with permission from Elsevier
Science.)
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This increase in line width of the inner resonance as a result of exchange is de-
scribed by the following equation:

∆ν = kapp./π (3.9)

where ∆ν is the broadening in Hertz arising from the exchange process, and kapp. (in
s–1) is the pH-dependent, vesicle concentration-independent rate constant of trans-
port across the membrane. ∆ν is obtained by subtracting the line width in the ab-
sence of exchange, νo, from the observed line width, ν. With decreasing temperature,

the line width decreased but became constant below 283 K (νo >> 5 Hz). The observed
pH dependence of the permeation rate is given in Figure 3.31 and is described by Eq.
3.10

kapp. = kaα + kb (1 – α) (3.10)

where ka is the rate constant of the uncharged acid, kb is the rate constant of the neg-
atively charged base, and α is the fraction of undissociated acid. This example of gly-
colic acid shows the ability of NMR techniques to evaluate the rate constants for per-
meation into LUVs under equilibrium conditions, and enables the study of the ef-
fects of pH, temperature, vesicle size and membrane composition (cholesterol) on
the permeation rate of drug molecules.

A detailed review on NMR methods for measuring membrane transport has been
published by Kuchel et al. [118] (see also ref. 119).

Fig. 3.31 Effect of pH (and therefore of α, the fraction of undissociated
acid) on the apparent rate constant of permeation, kapp.. The slope is
43.7/s (SD = 2.2/s) and the intercept 3.1/s. (Reprinted from Fig. 4 of ref.
117 with permission from Elsevier Science.)
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3.8.5
1H-NMR in Combination with Pr3+ for the Study of Drug Location

Often 1H-NMR is used in combination with paramagnetic probes of praseodymium
cations, Pr3+. Based on the bipolar interaction, Pr3+ allows the separation of the reso-
nance signals of the intra- and extracellular choline head groups of phospholipids.
Extravesicular Pr3+ is rapidly exchanged between the H2O and phosphate sites of
choline head groups in the outer layer of vesicles. The separation arises from the
downfield shift of the extravesicular head group signal (O). The second signal origi-
nates from the intravesicular choline head group resonance (I). From the ratio of
these signals, the size of the vesicles can be calculated [120].

Figure 3.32 shows the 1H-NMR spectrum of DPPC vesicles in the presence of 5
mM Pr3+. It shows the separation of resonance signals of the inner (I) and outer (O)
choline head groups and the proton resonance of the lipid acyl chains (H) and of the
terminal methyl group (M) [121]. Lysed vesicles were obtained by cycling the DPPC

Fig. 3.32 1H-NMR of DPPC
vesicles (10 mg/mL) in the
presence of 5 mM Pr3+ show-
ing separate signals from the
inner (I) and outer (O) choline
head groups, the lipid acyl
chains (H), and terminal
methyl groups (M). Chemical
shifts are shown with respect
to external TMS. (Reprinted
from Fig. 1 of ref. 121 with
permission from Elsevier
Science.)

Fig. 3.33 1H-NMR spectra showing the increase in the O/I ratio
of DPPC vesicles in the presence of 50 mM decan-1-ol. (a) After 
incubation, O/I ratio = 1.58. (b) After six cycles, O/I ratio = 1.92 
(% lysis = 11.6). (c) After 10 cycles. O/I ratio = 2.25 (% lysis = 20.6).
(Reprinted from Fig. 3 of ref. 121 with permission from Elsevier
Science.)
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vesicles from 60 °C to 30 °C to 60 °C, i.e. on cycling through Tt. After lysis, the inter-
action of Pr 3+ with the inner head groups led to an increase in intensity of the out-
side signal and a decrease in intensity of the inside signal so that the O/I ratio in-
creased. The ratio can be used to calculate the percentage of lysed vesicles. The au-
thors have studied the effect of normal alcohols on vesicular permeability induced at
the phase transition temperature. The incorporation of alcohols in the vesicles in-
creased the degree of lysis on cycling through Tt. Compared with the control, an in-
crease in the O/I ratio was observed after cycling through Tt, decan-1-ol being most
effective (Figure 3.33).

In another 1H-NMR study, the interaction of β-blockers with sonicated DMPC li-
posomes in the presence of Pr3+ was evaluated [122]. The presence of Pr3+ increased
the splitting of the choline trimethylammonium group signals that arise from the
phospholipid molecules located at the internal and external layer of the bilayer. The
downfield shift of the external peak (E) is considerably stronger than the upfield shift
of the internal peak (I) (Figure 3.34). The difference in chemical shift of the two sig-

Fig. 3.34 1H-NMR spectra of liposomes of (a) DMPC (14.4 mM) + Pr3+

(2 mM) + propranolol at (a) 0 mM, (b) 0.5 mM, (c) 2 mM, (d) 4 mM, and
(e) 5 mM. (Reprinted from Fig. 5 of ref. 122 with permission from 
Taylor & Francis.)
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nals (∆Hz) increased linearly with the increasing Pr3+ concentration up to 10 mM
(data not shown). Upon addition of the β-blockers the effect of Pr3+ was reversed, and
propranolol had the strongest effect. The studied β-blockers are presented in Table
3.12, together with their partition coefficients in DMPC liposomes and in octanol. At
5 mM the splitting of the resonance signals was completely reversed by propranolol
(Figure 3.34), whereas for oxprenolol and toliprolol the reversal was not completed
even at 20 mM. The relative power of the β-blockers to reduce ∆Hz follows a linear
relationship with respect to the β-blocker concentration and is described by Eq. 3.11:

log ∆Hz = D – KC (3.11)

where the slope K is the displacement constant, C is the concentration (mM) of β-
blockers, and D is the mean ∆Hz (64.3 ± 2.4) at 2 mM Pr3+ in the absence of a β-
blocker. Propranolol shows the strongest displacement effect. Additionally, a slight
downfield shift of the methylene group signal of the acyl chain of DMPC is observed,
indicating the penetration of propranolol into the liposomes. For the meta- and ortho-
substituted β-blockers, a highly significant correlation between the displacement
constant K and the phospholipid–buffer partition coefficient log K’m has been found
(r = 0.95, n = 4), compared with the regression coefficient with log Poct. (r = 0.92). β-
blockers with para-substitution (metoprolol, atenolol) and low K’m values deviate
from this correlation. They exert stronger effects than would be expected on the basis
of their low lipophilicity. The authors assume that β-blockers with ortho- and meta-
substitutents are non-selective whereas those with para-substituents on the aromatic
ring structure are involved in membrane interactions that lead to cardioselectivity. It
is concluded that, in the case of non-selective β-blockers, partitioning into the mem-
brane is decisive, whereas for the less lipophilic, selective derivatives polar group in-
teraction at the membrane surface is dependent on the orientation of the β-blocker
molecules. It can be concluded that the displacement of Pr3+ from membrane sur-
faces by β-blockers is related to their interaction with the polar head groups of the
phospholipid and that para-substituted derivatives may adopt a different orientation.
The results show that it is risky to rely on octanol–water partition coefficients to de-
scribe drug–membrane interaction and underline the great power of the NMR tech-
niques to gain insight into such processes.

Tab. 3.12 Physicochemical properties of β-blockers of the pro-
pranolol type

Compound pKa Log K’m
a Log Poct

b

Propranolol (PPL) 9.45 2.62 3.56
Alprenolol (APL) 9.70 2.23 3.10
Oxprenolol (OPL) 9.50 1.54 2.18
Toliprolol (TPL) 9.60 1.54 1.93
Metoprolol (MPL) 9.70 1.23 1.88
Atenolol (ATL) 9.55 1.09 0.16

a) partition coefficient in L-α-dimyristoylphosphatidylcholine-
phosphate buffer, pH 7.4.

b) Partition coefficient in octanol-buffer.
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3.8.6

The Use of 2H-NMR and 13C-NMR to Determine the Degree of Order and the Molecular
Dynamics of Membranes

Deuterium NMR (2H-NMR) is a powerful technique to obtain information on both
the degree of order and the molecular dynamics of liquid crystalline media. It has ex-
tensively been used on model as well as natural membranes. Deuterium NMR has
been used as a probe to investigate chain packing in lipid bilayers, and the effects of
hydrocarbons and alcohols and their location in the membrane have been deter-
mined [123].

The deuterium nucleus gives rise to a doublet in the resonance spectrum caused
by the interaction between its quadrupole moment (I = 1) and the surrounding mag-
netic field gradient. In oriented samples, the separation between the two spectral
lines observed follows the relationship in Eq. 3.12:

ν2 – ν1 = 3/4(e2qQ/h)(3cos2θ – 1) (3.12)

where e2qQ/h is the 2H quadrupole coupling constant (~170 kHz) and θ the angle be-
tween the magnetic field and the axis of the molecular ordering [124]. All values of θ
are possible in an aqueous dispersion of phospholipids. The spectrum of 2H nuclei is
a “power pattern.” The two possible peaks correspond to θ = 90° (perpendicular
edges) and the two shoulders to θ = 0° (parallel edges) [124] (Figure 3.35) [125].

Fig. 3.35 2H-NMR spectra
(30.7 MHz) of β-DTGL (7) 
labeled at C-1′ of the carbohy-
drate head group (left) and at
C-3 of glycerol (right) in the
absence (top) and presence
(bottom) of tetracaine (8) at
pH 9.5, 52 °C. (Reprinted
from Fig. 2 of ref. 125 with
permission from Elsevier
Science.)
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Solid-state 2H experiments with drug–phospholipid preparations can be carried
out by observing spectra from either the drug or the phospholipid. Depending on the
degree of labeling, the orientation and position of the drug in the membrane can be
determined. It can also be appropriate to combine 2H labeling with 13C labeling of,
for instance, the drug molecules. It is known that the effects of anesthetics on glycol-
ipids differ from those on phospholipids. Figure 3.35 gives as an example the 2H-
NMR spectrum of the glycolipid 1,2-di-O-tetradecyl-(β-D-glucopyranosyl)-sn-glycerol
(β-DTGL) (7) labeled at C-1’ of the carbohydrate head group (left) and C-3 of glycerol
(right) in the absence (top) and presence (bottom) of tetracaine (TTC) (8) at pH 9.5
and 52 °C [125], where the tetracaine is almost totally uncharged. In the absence of
tetracaine at 52 °C the spectrum describes an axially symmetric motion of the lamel-
lar phase. In the presence of uncharged tetracaine, the quadrupole splitting of β-
DTGL labeled at C-1’ of the carbohydrate head group is reduced by more than a fac-
tor of 2 (Figure 3.35). A non-lamellar phase is induced. It can be assumed that the
lipid is in the hexagonal phase, as observed for pure β-DTGL at elevated tempera-
tures (58 °C), i.e. the lamellar structure of DTGL is very sensitive to tetracaine. In
contrast, the interaction of tetracaine with PC with or without cholesterol results in a
reduction of the lipid order parameters in the plateau and in the tail regions of the
acyl chains. The effect is larger with the charged form of tetracaine [126].
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2H-NMR in combination with isothermal titration calorimetry (ITC) has been ap-
plied to investigate the effect of the neuronal marker dye FM1-43 [N-(3-triethylam-
moniumpropyl)-4-(p-dibutylaminostyryl)pyridinium-dibromide)] on the thermody-
namics and lipid order of neutral and negatively charged phospholipid vesicles [127].
FM1-43 labels nerve terminals in an activity-dependent fashion. Whereas ITC al-
lowed the measurement of the adsorption isotherm up to 100 µM dye, 2H-NMR
measurements gave useful information on the location of the dye in the membrane.
The authors observed a non-linear dependence between the extent of adsorption and
the free dye concentration. Two forces seemed to be involved in the adsorption
process: the insertion of the non-polar part of the molecule into the hydrophobic
membrane and – to some extent – electrostatic attraction-repulsion interactions of
the cationic molecule. The authors were able to separate the two driving forces by
employing the Gouy–Chapman theorem. The adsorption was corrected for the elec-
trostatic effects and the dye–membrane interaction was then described by a simple
partition equilibrium with a partition constant of 103–104. The partition enthalpy was
determined to be ∆H = –2.0 kcal/mol and the free energy of binding to be ∆G = –7.8
kcal/mol. This result indicated that the insertion of FM1-43 is an entropy-driven
process that follows the classical hydrophobic effect. The results of the 2H-NMR ex-
periments provided information on the structural changes of the lipid bilayer. FM1-
43 not only disturbed the packing of the acyl chains but decreased the order of the
fatty acyl chains. In addition, it changed the conformation of the PC head group. The
–P–N+ dipole, being parallel to the membrane surface in the absence of dye, after dye
insertion was rotated with its positive end toward the water phase. Compared with
other catamphiphiles, the degree of rotation is, however, smaller, probably because
of the two cationic charges in FM1-43, which can counteract each other in the rota-
tion of the dipole.

3.8.7

Change in relaxation rate,, 1/T2: a Method of Quantifying Drug–Membrane Interaction

The 1H- and 13C-NMR spectra of small molecules in the presence of proteins or
phospholipids can reveal changes in the spin–lattice relaxation rate, 1/T1, and the
spin–spin relaxation rate, 1/T2, the latter expressed as the line width of the resonance
signal at half peak height. Changes in 1/T2 are related to a decrease in the rotational
freedom of small molecules in the presence of a “receptor” with which they can in-
teract [128, 129]. The transverse relaxation time, T2, depends on both the internal and
overall molecular mobility. Several mechanisms, e.g. dipole–dipole, spin rotation,
quadrupole interaction, and chemical shift anisotropy, can be involved [130]. The
changes in peak width, ν, at half peak height are proportional to the change in 1/T2.
Expressed as a function of the drug to protein or drug to phospholipid ratio in the
vesicles, 1/T2 can be used to quantify the degree of interaction, provided care is tak-
en that no other factors have led to signal broadening. The relation follows Eq. 3.13:

T2 = 1/(πν1/2) (3.13)
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For a large range of phospholipid concentrations, the broadening linearly depends
on the lipid concentration. The slope of such plots is proportional to the “affinity” of
the drug molecules or molecular substructures to the phospholipid. It can be taken
as a measure of the degree of interaction. 

Studies have been performed to elucidate the molecular basis of drug-induced
phospholipidosis. It has been found that, in the case of drugs of the chlorphenter-

Tab. 3.13 Steroid structure of the pregnane
analoges

Steroid R1 R2 R3

1 3α-OH 5α-H =O
2 3α-OH 5α-H H2
3 3α-OH 5β-H =O
4 3α-OH 5β-H H2
5 3β-OH 5α-H H2
6 3β-OH 5β-H H2
7 3α-OH 5α-H =O

Tab. 3.14 1H- (left) and 2H-NMR line width (right) (ν1/2), of resonances corre-
sponding to the C(O)CH3 protons of steroids incorporated in lecithin vesicles at
different temperatures.

Steroid 1H 2H Anesthetic
ν1/2 (Hz) ν1/2 (Hz) activity (mg/kg)a

37°C 50°C 70°C 37°C 50°C 70°C

1 8.0 5.0 2.5 40 17 12 3.1
2 8.0 4.0 2.5 – – – 3.1
3 8.0 5.0 2.5 47 35 20 6.3
4 5.5 4.0 2.5 26 19 14 3.1
5 b b b b b 30 100
6 b b b 60 42 27 25
7 b b b b b b Inactive

a) Lowest dose producing loss of righting reflex.
b) resonance not detected

O

R3

R1

R2

16
17
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mine type and other catamphiphilic drugs, a relation between the degree of interac-
tion and the disturbance of the phospholipid metabolism does exist (see also Section
4.4) [131].

The mobility of anesthetic steroids (Table 3.13) in model membranes has been ex-
amined by 1H- and 2H-NMR spectroscopy [132]. Line width broadening in the 1H-
and 2H-NMR proton signals of the C(O)CH3 substituent of the steroids in the pres-
ence of phosphatidylcholine was determined at various temperatures. A correlation
with their anesthetic effect is assumed (Table 3.14). Resonance signals with relative-
ly narrow line width were observed at 37 °C for the active anesthetics 1–4. Upon rais-
ing the temperature, the resonance signals narrowed, which is consistent with an in-
crease in mobility. For membrane preparations containing the inactive derivatives
5–7, resonances (especially 1H) could not be detected even at the highest tempera-
ture. This suggested that the intensive line width broadening of these steroids is due
to extreme restriction of their mobility in the phospholipid bilayer. Only relatively
narrow 1H-NMR resonances of the C(O)CH3 group of the steroids could be observed
in the presence of the very intensive lecithin signals. To enable the observation of
steroid signals of all derivatives, they were selectively deuterated (>95%) in the acetyl
methyl position and the 2H-NMR spectra recorded. Again, the resonance signals be-
came smaller with increasing temperature, indicating increasing mobility, but re-
mained relatively broad for the derivatives with low biological activity (Table 3.14). In
this example, the interaction of drug molecules with phospholipids led to a decrease
in biological activity.

Another example is depicted in Figure 3.36, which shows the broadening of the
proton resonance signals of the NCH3 group and the aromatic protons of trifluoper-
azine – a compound that also shows some ability to reverse multidrug resistance in
tumor cell lines – as a function of bovine brain phosphatidylserine (BBPS). Figure
3.37 depicts plots of 1/T2 vs. BBPS concentration (the slope of which is a measure of
drug–phospholipid interaction) for several catamphiphiles, and shows that interac-
tion increases with increasing BBPS concentration. The interaction of trifluoper-
azine and other catamphiphiles is so strong that it cannot be reversed by addition of
Ca2+ ions. Only in the case of lidocaine and verapamil, which show the weakest in-
teraction, i.e. the shallowest gradient, is the interaction reversible by Ca2+. In the case
of amiodarone and some other catamphiphiles (see Figure 3.37), an increase in in-
teraction was in fact observed upon addition of Ca2+. This effect of increasing ion
concentration is due to the strong hydrophobic interaction forces involved, especial-
ly in the case of amiodarone. This finding supports the results of NMR, X-ray dif-
fraction, and modeling studies, which have shown that amiodarone is deeply buried
in the hydrocarbon chains of the bilayer [14, 47] (see Section 4.2).

Detailed interaction studies have been performed with the neuroleptic drugs cis-
and trans-flupentixol. These stereoisomers, like trifluoperazine, act as modifiers of
multidrug resistance in tumor cell lines, in which it has been observed that the trans
isomer is about three times as potent as the cis form. Surprisingly, it was found that,
in the case of these two stereoisomers, the slope of the curve 1/T2 vs. lecithin con-
centration is different. The steeper slope for trans-flupentixol suggests that it inter-
acts about twice as strongly with lecithin as does cis-flupentixol (Figure 3.38) [133].
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Fig. 3.36 Broadening of proton resonance 
signals of trifluoperazine (top, methyl groups
∼2.9 ppm, standard DMSO 2.5 ppm; bottom,
aromatic protons) as function of increasing

bovine brain phosphatidylserine concentra-
tions (BBPS) (control, 0.01, 0.03, 0.05 mg/
500 µL). (Reprinted from Fig. 5 of ref. 47 with
permission from Bertelsmann-Springer.)
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This indicates a stereospecific interaction of these catamphiphiles with phospho-
lipids. Both stereoisomers interacted more strongly with the negatively charged PS
than with the neutral PC. In addition, the chemical shifts of the H-signals were dif-

Fig. 3.37 Increase in drug proton relaxation
rate (1/T2) for a series of catamphiphiles as 
a function of increasing BBPS concentration
alone and after addition of increasing concen-
trations of CaCl2. Note the change in the

abscissa. The spin systems measured are 
indicated by arrows on the corresponding
structures. (Reprinted from Fig. 6 of ref. 47
with permission from Bertelsmann-Springer.)
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ferent for trans- and cis-flupentixol [134]. The largest difference was observed for the
H1 proton, indicating a reduction in electron density around this nucleus in the case
of trans-flupentixol. To determine the main feature involved in the behavior of the
hydrogens of these stereoisomers when interacting with phospholipids, the slopes of
the interaction of cis-flupentixol with PC and BBPS were plotted against the slopes of
the interaction of trans-flupentixol with the phospholipids. The structure of flupen-
tixol and numbering of the protons is given in formula 9. Figure 3.39 shows that H1
has the lowest slope and H10 the highest and that H9 lies in the middle between H1
and H10 on both plots. These hydrogens are in the region of the drug molecule
where the stereoisomeric differences between cis- and trans- flupentixol occur. The
coupling constants of H9 (7.3 Hz) and H10 (7.2 Hz) were used as constraints to cal-
culate the conformations that best fit the experimental data. Experimental and com-
putational results support the assumption that cis- and trans-flupentixol can interact
in a stereodependent manner with both phospholipids [134].

Similar studies on N-alkyl-substituted benzylamines show a sudden increase in
line width broadening at a chain length of about C6 (Figure 3.40). The sudden in-
crease in strength of interaction corresponding to a π-value of about 3 is paralleled by
a strong increase in negative inotropic activity [135].

Fig. 3.38 Relation between MDR-reversing
activity (ratio, reversal of resistance against
doxorubicin) of cis- and trans-flupentixol and
their degree of interaction with phospholipid

liposomes (slope of the plot of changes in 
1/T2 as a function of lecithin concentration).
(Reprinted from Fig. 3 of ref. 133 with 
permission from Elsevier Science.)
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The observation made in the case of the above two examples leads to another pos-
sible effect of drug–membrane interaction: a change in the preferred conformation
or orientation of the drug molecule under the environmental conditions of the mem-
brane.

Fig. 3.39 Plots of proton 1/T2 slopes of trans-
flupentixol vs. 1/T2 slopes of cis-flupentixol 
in (a) a phosphatidylcholine (DPPC) and (b) a

phosphatidylserine (BBPS) lipid environment.
(Reprinted from Fig. 3 of ref. 134 with permis-
sion from Wiley-VCH.)
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3.8.8

NOE-NMR in the Study of Membrane-induced Changes in Drug Conformation

It is well known that the preferred minimal energy conformations of drug molecules
can differ in the crystalline state, in solutions, and in the state bound to protein re-
ceptors. An early example of this is provided by the different conformations of
acetylcholine bound to the nicotinic acetylcholine receptor derived from two-dimen-
sional NOE spectra (Figure 3.41) [136]. It was observed that there were major confor-
mational differences between the free and bound forms of acetylcholine. This ap-
plies especially to the arrangement of the N-C-C-O backbone, which changes from
gauche in solution to nearly trans in the bound state. In the bound state the two elec-
tronegative oxygens are positioned on the same side of the acetylcholine molecule.
The hydrophobic acetyl methyl and choline methyl form a continuous hydrophobic
area over the rest of the molecule.

It should not therefore be surprising that a chiral matrix such as a phospholipid
membrane can also act as a specific receptor and lead to a change in conformation of
a ligand molecule.

An example of this is provided by the simple N-alkyl-substituted benzylamines
mentioned above. A bilinear dependence of the change in phase transition tempera-
ture, displacement of Ca2+ ions, and change in 1/T2 relaxation rates on the chain
length of the N-alkyl substitution was observed. There was no effect, or even a nega-

Fig. 3.40 Plot of NMR binding (1/T2) (–∆–) 
vs. N-alkyl hydrophobic fragment constants
compared with an overlay plot of computed 
interaction energies vs. N-alkyl hydrophobic

fragment constants (–�–) for benzylamines 
R = H to R = C8H17. (Reprinted from Fig. 3 of
ref. 138 with permission from Wiley-VCH.)
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tive effect, on the interaction with phospholipids up to a chain length of about C5.
Thereafter, a strong increase in interaction was observed. We speculated on a change
in conformation from the extended to a folded conformation [137]. Transient Over-
hauser effect (TOE)–NMR experiments subsequently performed fully supported this
speculation. With TOE, time-dependent changes in the magnetization of a particular
nucleus after inversion of the magnetization of a neighboring nucleus can be meas-
ured. Two-dimensional TOE experiments with the derivatives were performed in the
presence and absence of lecithin vesicles, and the results are shown in Figure 3.42.
Up to a chain length of n-pentyl the extended conformation exists in the absence and
presence of the phospholipid, whereas at longer chain lengths this form exists only
in the absence of phospholipid (lecithin). In the absence of lecithin, a cross-peak oc-
curs only between the ortho protons of the dichlorophenyl and the benzylic methyl-
ene. In the presence of phospholipid, however, additional cross-peaks, indicating
proximity of the N-hexyl protons and the aromatic ring, are clearly present for the
hexyl derivative. For the butyl derivative, however, no NOE effect between the n-butyl
and the aromatic protons was detected.

Molecular modeling studies correlate very well with the experimental observations
[138]. The plot of the computed interaction energies versus lipophilicity runs parallel
to the plot of 1/T2 versus lipophilicity (Figure 3.40). The result confirms the pro-
posed conformational change with lengthening of the N-alkyl groups of the benzy-
lamines. It is an example of the general model proposed by Herbette and coworkers

Fig. 3.41 Computer representation of the
structure of acetylcholine in its free solution-
state conformation, in which oxygen atoms
appear on opposite sides of the molecule
(top), and of acetylcholine in its receptor-
bound state, in which oxygen atoms appear on
the same side (bottom). (Reprinted from Fig.
4 of ref. 136 with permission from Proc. Natl.
Acad. Sci. USA.)
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[139]. For possible consequences of drug–membrane interactions on conformation
and/or orientation, see also Chapter 5. The examples discussed provide support for
the assumption that the active conformation can be induced by the lipid environ-
ment. In other cases, however, inactivity may be related to such changes. Using
NOE-NMR, changes in conformation have also been shown for verapamil in the
presence of lipid-mimetic solvents such as acetonitrile [140] and for the binding of
verapamil and verapamil analogs to amphiphilic surfaces (phospholipid-coated poly-
styrene–divinylbenzene beads) [141].

Fig. 3.42 NMR-NOE spectra of 3,5-dichloro-
benzyl-N-butylamine and 3,5-dichlorobenzyl-
N-hexylamine in deuterated phosphate buffer

in the absence (a, c) and presence (b, d) of
lecithin. (Reprinted from Fig. 3a-d of ref. 137
with permission from Wiley-VCH.)

8       7    6    5    4     3    2    1    0 ppm
8       7    6    5    4     3    2    1    0 ppm

8    7    6     5    4     3    2     1    0 ppm

8    7    6     5    4     3    2     1    0 ppm

0

1

2

3

4

5

6

7

8
ppm

0

1

2

3

4

5

6

7

8
ppm

0

1

2

3

4

5

6

7

8
ppm

0

1

2

3

4

5

6

7

8
ppm



3.9 Circular Dichroism (CD) 115

Nuclear Overhauser effects in 1H-NMR have also been used to determine the loca-
tion of cationic forms of the local anesthetics procaine, tetracaine, and dibucaine
within lipids and the induced dynamical perturbations of lipids. Small unilamellar
phosphatidylcholine vesicles have been used as model membranes [142]. The
strength of interaction between the drug and phospholipids followed the order dibu-
caine > tetracaine > procaine, in parallel with their decreasing mobility as deter-
mined from intermolecular NOE studies. However, only tetracaine induced a signif-
icant dynamic perturbation of the membrane vesicles, as revealed by the extent of
transfer of the negative NOE from α-methylene protons to choline methyls, olefinic
methines, acyl methylenes, and terminal methyl protons. The authors interpreted
the results as follows: procaine interacts very weakly with lipids at the outer surface
of the vesicles, whereas tetracaine binds to the lipids at both the outer and inner
halves of the bilayer, “inserting its rod-like molecule in a forest of the acyl chains of
the phospholipid,” and dibucaine binds tightly to the polar head groups of the phos-
pholipid, which reside only at the outer half of the vesicles. The authors concluded
that the relative anesthetic potency of these drugs can be correlated with their ability
to bind to lipids at the polar head group of the bilayer but not with their ability to af-
fect membrane fluidity.

The localization of another local anesthetic, methoxyflurane (CH3OCF2CHCl2),
has also been investigated by 2-D NOE [143]. It has frequently been reported that
anesthetics depress the temperature of order–disorder phase transition of lipid
membranes. As the phase transition is related to the hydrocarbon chain conforma-
tion of phospholipid molecules, a direct interaction between the anesthetics and the
lipid molecule has been assumed. However, the results of NOE-NMR at 25 °C clear-
ly showed that a cross-peak is observed only between the choline methyl protons and
the methoxy protons of the methoxyflurane. This is a clear indication of interfacial
action of volatile anesthetics, which can lead to domain formation of the drug within
the membrane (see also Section 5.1). The results were in agreement with the obser-
vation that, in the absence of anesthetics, phase transition occurs simultaneously at
the same temperature, in the case of choline methyl and the acyl-chain methylene
protons. However, the phase transition induced by anesthetics at reduced tempera-
ture occurred differentially in the lipid core and the choline group at the surface
[144]. At higher temperatures (45 °C), well above Tt, no cross-peaks were observed be-
tween the anesthetic and DPPC protons. The authors speculated that the correlation
times of each proton of DPPC became too short to be detected by 2-D NMR because
the molecular motions of DPPC molecules are greatly increased by raising the ther-
mal energy.

Calculations reported by Gaillard et al. [145] show that the lipophilicity of mor-
phine glucuronides is conformation-dependent. These compounds exist as folded
and extended conformers that differ in their partition behavior. They are hydrophilic
in water and less polar in lipid environments such as membranes.
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3.9

Circular Dichroism (CD)

Circular dichroism is another technique used to study drug–membrane interactions
and possible changes in drug location and conformation. The interaction of the anti-
cancer drugs doxorubicin, daunorubicin, idarubicin, and idarubicinol (for the for-
mula of anthracyclines, see Section 5.2.2) with LUVs has been determined by CD in
an attempt to understand the conformational aspects of the interaction [146]. The an-
thracycline chromophore is sensitive to ring interactions of molecules because of its
abundance of π–π* and n–π* transitions. It is therefore very suitable for the applica-
tion of absorption, fluorescence, and, especially, CD spectroscopy. Figure 3.43 shows
the CD spectra of doxorubicin and daunorubicin in the absence and presence of
LUVs containing different amounts of anionic phospholipid In the case of LUVs
containing large amounts of PA (20%), a two-step binding of the molecules can be
detected. The molecules interact via electrostatic forces involving both the negative
charge of PA and the positive charge of the amino sugar of the anthracyclines. The
CD spectrum of the couplet type characteristic of the free dimeric doxorubicin in
aqueous phase disappears. It is replaced by a positive band of relatively high intensi-
ty (band I, Figure 3.43a). The isodichroic point at 450 nm indicates equilibrium be-
tween free and bound drug. The dihydroxyanthraquinone part of the molecule is sit-
uated outside the bilayer in the aqueous bulk phase. By increasing the molar ratio of
anionic phospholipid to doxorubicin, the intensity of this positive band decreases
and is shifted to longer wavelength (band II). The change in the spectrum indicates
a deeper intrusion of the anthraquinone into the bilayer. This is paralleled by an in-

Fig. 3.43 Circular dichroism spectra of dox-
orubicin and daunorubicin in the absence of
LUVs (——), in the presence of LUVs at a 
PC: anthracycline ratio of 1:2 (- - - - - - ), and in
the presence of LUVs at a PC: anthracycline 
ratio of 1:5 (....). Anthracycline concentration =

5 × 10–4 M. (a) Doxorubicin plus LUVs contain-
ing 20% PA. (b) Doxorubicin plus LUVs con-
taining 5% PA. (c) Daunorubicin plus LUVs
containing either 5% or 20% PA. (Reprinted
from Fig. 3 of ref. 146 with permission from
Elsevier Science.)



3.10 UV Spectroscopy 117

crease in hydrophobic interactions in place of electrostatic interactions. If low
amounts of PA are used (5%) no band I, characteristic of electrostatic interactions, is
seen. The authors concluded that in a medium with a dielectric constant similar to
that of methanol, doxorubicin and daunorubicin are embedded within the mem-
brane at the level of the polar head groups. The electrostatic interaction is eliminated
if the derivatives are more lipophilic, e.g. idarubicin. Neither idarubicin nor idarubi-
cinol could be localized in the bilayer. However, from the fine structure in the ab-
sorption spectra the authors concluded that these compounds are positioned deeper
within the bilayer than doxorubicin or daunorubicin.

The influence of cholesterol on drug–membrane interaction has also been studied,
and it was found that the interaction of doxorubicin is not strongly influenced by cho-
lesterol, whereas the interaction of the more lipophilic idarubicin depends strongly on
the presence of cholesterol. It forms a complex comprising two or three molecules of
idarubicin, one cholesterol molecule, and one or more molecules of PA. The recogni-
tion of cholesterol-rich membranes by idarubicin and idarubicinol, in contrast to dox-
orubicin and daunorubicin, could be of interest for drug design. Another interesting
observation is the change in the orientation of the sugar moiety with respect to the ring
system. The geometry of the glycosidic linkage can be defined by the torsion angle
C(6a)–C(7)–O(7)–C(1’). In aqueous solution the mean plane of the sugar is perpendi-
cular to the dihydroxyquinone plane. The geometry of this glycosidic linkage would
have a great influence on the CD signal amplitude at 480 nm. At high molar phospho-
lipid–drug ratios, the CD signal for the “membrane monomer” is positive. Its inten-
sity is lower than that found for the monomer in aqueous solution and similar to that
of the corresponding aglycone. The authors conclude that this “strongly suggests
that in the membrane monomer the value of the C(6a)–C(7)–O(7)–C(1’) torsion an-
gle has changed when compared to the free drug molecule” [146].

3.10

UV Spectroscopy

A method that requires less expensive experimental equipment than NMR spec-
troscopy or X-ray diffraction is derivative transformation UV spectroscopy. It has
been shown to be a reliable procedure for estimating drug partitioning into mem-
branes [147]. The partitioning of the anticancer drug tamoxifen and its derivative 4-
hydroxytamoxifen was determined. Figure 3.44 shows the second-derivative UV
spectra of increasing 4-hydroxytamoxifen concentrations in DMPC liposomes. Inter-
estingly, the partitioning of 4-hydroxytamoxifen increases with increasing drug con-
centration, whereas the partitioning of tamoxifen decreases with increasing concen-
tration of the drug, as observed also for chlorpromazine and amphotericin B. The
linear decrease in tamoxifen partitioning suggests that the lipid phase undergoes sat-
uration or, alternatively, that the reduced accumulation is due to a less favorable
membrane environment because of changes in the presence of the drug. The oppo-
site behavior of 4-hydroxytamoxifen suggests that the hydroxyl group is responsible
for the differential partitioning, leading to an increase in accumulation with increas-



118 3 Analytical Tools for the Analysis and Quantification of Drug-Membrane Interactions

Fig. 3.45 Effect of drug concentration on the
partition coefficients of tamoxifen (open sym-
bols) and 4-hydroxytamoxifen (closed symbols)
in DMPC bilayers (A) and in liposomes of 
sarcoplasmic reticulum lipids and native 
membranes (B). Note that the linear correla-
tion between Kp and drug concentration is 

negative for tamoxifen and positive for 
4-hydroxytamoxifen. (A) � and � at 24 °C, ◆◆;
at 37 °C: (B) � and �, liposomes of sarco-
plasmic reticulum lipids; � and �, native 
sarcoplasmic reticulum; ▲▲ and ▲, mitochon-
dria. (Reprinted from Fig. 2 of ref. 147 with per-
mission from Academic Press.)

Fig. 3.44 Second-derivative absorption spectra
of 10 µM 4-hydroxytamoxifen in DMPC lipo-
somes at different lipid concentrations. The
nominal concentration of DMPC in suspen-
sions was 0 (curve 0), 21 (1), 28 (2), 42 (3), 
56 (4), 70 (5) and 140 µM (6). Inset A shows

the relationship between the peak height (H)
derived from the data on main chart and the
membrane volume. The double-reciprocal 
plot of these data is represented in inset B.
(Reprinted from Fig. 1 of ref. 147 with per-
mission from Academic Press.)
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ing drug concentration. This behavior can be explained by the polarity of the 4-hy-
droxytamoxifen molecule, which is able to form hydrogen bonds with phospholipid
head groups or acyl groups at the surface of the bilayer. Consequently, the stability of
the membrane will be disturbed, decreasing the packing and opening up space for
the incorporation of more drug as its concentration increases. Furthermore, the au-
thors could show that the degree of partitioning of the two drugs depends also on the
composition of the liposomes. Compared with lipid dispersions, the drugs partition
more strongly into native sarcoplasmic reticulum membranes and to an even greater
extent into rat liver mitochondria (Figure 3.45). Maximum partitioning is observed
in the range of the main phase transition. Cholesterol strongly affects the incorpora-
tion of drugs (Figure 3.46). This example demonstrates again that the partitioning of
two analogs can have completely different effects on the membrane and in conse-
quence on biological activity.

Similarly, using UV absorption spectroscopy Gracia and Prello [148] studied the
influence of membrane chemical composition and drug structure on the localization
of benzodiazepines at the lipid–water interface. Their results revealed that the ben-
zodiazepines can be incorporated as an integral part of the bilayer and are not locat-
ed only at the core, as reported from fluorescence polarization experiments [149].
The influence of lipid phase (gel or liquid crystalline), cholesterol content, lipid com-
position (egg phosphatidylcholine or DPPC), and structure of benzodiazepines de-
termine their localization in the membrane. The strength of benzodiazepine–mem-
brane interaction increases with a decrease in molecular order, molecular packing,
and hydration,. The authors point to the pharmacological relevance of theses results
because “the extent of partitioning of these drugs into biomembranes would be cou-
pled to local oscillation of membrane dynamics which may be induced by physiolog-
ical events.”

Fig. 3.46 Partition coeffi-
cients of 10 µM tamoxifen
(�) and 4-hydroxytamoxifen
(�) in DMPC bilayers as a
function of temperature. 
Maximal partitioning is ob-
served at main phase transi-
tion temperatures. (Reprinted
from Fig. 3 of ref. 147] with
permission from Academic
Press.)
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3.11

Combined Techniques for Studying Drug–Membrane Interaction

A single biophysical method is not always sufficient for a detailed analysis of the
complexity of membrane dynamics and thermodynamics in the absence and pres-
ence of drug molecules. The methods discussed so far differ in their ability to de-
scribe the various aspects of membrane–drug interaction. HPLC techniques can be
used to quantify the overall affinity of drugs to membranes and to determining log
Poct. or log K′oct., or proportional log K’membr. values on IAM columns. Studies involv-
ing monolayers and calcium displacement can also be used to measure the relative
affinity of drugs to phospholipid head groups and effects on membrane surface ten-
sion. Calorimetry, in particular, can supply data on changes in membrane fluidity,
phase transition separation, and domain formation. The spectroscopic techniques
supplement information on drug and phospholipid conformation, order, and dy-
namics as well as on drug orientation, location, and transfer rates. To obtain detailed
insight into drug–membrane interaction, a combination of these techniques is advo-
cated. Several applications have been published and shall be discussed using a few
examples.

3.11.1

Combination of DSC and NMR

In addition to freeze–fracture electron microscopy, a combination of DSC, NMR,
and the monolayer technique has been applied to study the various aspects of the in-
teraction of the class IV calcium antagonist flunarizine [150] with a range of phos-
pholipids. DSC shows only limited interaction of flunarizine with PC. The drug
destabilizes the Lβ-phase without stabilizing the Lα-phase. In contrast, flunarizine
influences not only the onset of phase transition but also the phase transition tem-
perature and the completion of the transition of phosphatidylserine (PS), indicating

Fig. 3.47 Phase diagrams of flunarizine-dielaidoylphospholipid mixtures.
(a) Phosphatidylcholine, (b) phosphatidylethanolamine, and (c) phos-
phatidylserine. (Reprinted from Fig. 3 of ref. 150 with permission from
Academic Press.)
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a significant interaction. With PE, flunarizine has no effect on the Lβ- to Lα-phase
change. Instead, a strong concentration-dependent induction of the HII phase is ob-
served, which points to an expansion of the acyl chain region of the PE bilayer by the
lipophilic molecules. The limited effect on the Lβ- to Lα-transition of DPPC, the
complete absence of this effect in the case of PE, and the induction of the HII phase
in PE indicate the location of flunarizine in the hydrophobic core of these phospho-
lipids. The strong effect on phase transition of PS suggests a more specific interac-
tion of flunarizine with PS, probably with the head groups (Figure 3.47). This specif-
ic interaction follows also from studies on monolayers, for which the “cut-off” sur-
face pressure for the interaction of flunarizine with the phospholipids has been eval-
uated. The cut-off point is the surface pressure at which flunarizine in an aqueous
phase (0.5 µM) no longer penetrates into the monolayers of the three phospholipids.
It shows that the strongest interaction occurs with PS (44.0 mN/m), the weakest with
PE (33.4 mN/m), which is in good agreement with the DSC results. 31P-NMR was
then used to follow the displacement of flunarizine from the head groups by Ca2+.
31P-NMR enables the mobility of the phosphorus atoms in the head groups to be de-
termined. The interaction of Ca2+ with the head groups of PS leads to immobiliza-
tion of the head groups and, as a result, to broadening of the resonance signal so that
the signal almost disappears. Figure 3.48 demonstrates this event in the absence and
presence of flunarizine. It shows the ability of equimolar concentrations of flunar-
izine to prevent the binding of Ca2+ almost completely (see also ref. 42).

The effects of antiviral chemotherapeutic agents such as cyclosporin A, benzyloxy-
carbonyl-D-Phe-L-Phe-Gly, and amantadine on membrane properties have been stud-
ied using the combination of 31P-NMR and DSC. It was found that benzyloxycar-
bonyl-D-Phe-L-Phe-Gly was most effective in raising the bilayer to HII phase transi-
tion temperature. Cyclosporin A caused the greatest broadening of the 31P-NMR sig-
nal. It was suggested that both effects are related to the inhibitory activity on
membrane fusion and possibly also to their antiviral activity [151].

Fig. 3.48 31P-NMR study of
the effect of flunarizine on
the Ca2+-induced reduction in
the head group signal of
dielaidoylphosphatidylserine:
❏, PS; �, PS + flunarizine
(1:1). (Reprinted from Fig. 2
of ref. 150 with permission
from Academic Press.)
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Another interesting example worthy of mention is the interaction of positively
charged antitumor drugs with cardiolipin-containing DPPC vesicles [152], for which
example 31P-NMR and DSC measurements can be compared. The results of 31P-
NMR studies on DOPE–cardiolipin (2:1) liposomes suggested that adriamycin and
4’-epi-adriamycin “are capable of inducing phase separation under liquid crystalline
conditions.” In contrast, celiptium, 2-N-methyllelipticinium, and ethidium bromide
could not induce phase separation. This finding is of particular interest because of
the considerable evidence that cardiolipin–adriamycin interaction plays an impor-
tant role in the inhibition of mitochondrial function, both in vitro and in vivo, and
this could be related to anthracycline-induced cardiotoxicity.

A later publication from the same group [153] reporting on 31P- and 2H-NMR and
DSC studies on zwitterionic and anionic phospholipids in the absence and presence
of doxorubicin (adriamycin) described different results [152]. Doxorubicin had a
stronger disordering effect on the membrane of lipid mixtures enriched with anion-
ic lipids. However, “extensive segregation of DOPE and DOPA or DPS was not ob-
served even under conditions of HII-phase formation”. According to the authors, the
reason for this discrepancy was that in the earlier paper the phase separation was ob-
tained with membranes “subject to gel–liquid crystalline phase transition”, which
was, however, discounted in the first paper.

The example shows the great importance of the experimental conditions (lipid com-
position, temperature, lipid–drug concentration ratio, etc.), which have a decisive in-
fluence on the quality, type, and strength of drug–membrane interactions. Any further
interpretation with respect to biological activity in vitro and in vivo can become risky.

3.11.2

Combination of DSC and X-ray Diffraction

The thermodynamic and structural effects of diltiazem on lecithin (PC) liposomes
have been studied by DSC and X-ray diffraction [154]. The authors found that at
higher drug concentration the pretransition disappears, the main transition temper-
ature decreases, and the lamellar thickness of the bilayer increases. The chains in the
β-conformation were packed in a hexagonal undistorted lattice. There was a com-
plete agreement in the observed data: all changes in the calorimetric and structural
curves (X-ray) occurred at the same concentration, that is between 10–2 and 10–1 M.

The same two techniques have been used to study the effect of calcium channel-
blocking drugs on the thermotropic behavior of DMPC [155]. The effect on the main
phase transition of DMPC as a function of concentration of the drugs diltiazem, ver-
apamil, nisoldipine and nimodipine was investigated. Nisoldipine and nimodipine
had much greater effects on Tt than the other two compounds. They also markedly
reduced the enthalpy of transition in an approximately linear manner, whereas vera-
pamil and diltiazem showed no significant influence on enthalpy in the concentra-
tion range studied and may therefore form approximately ideal solutions in the lipid.
The authors also determined the partition coefficients using the DMPC–buffer sys-
tem. Their findings are summarized in Table 3.15. From the X-ray and neutron scat-
tering studies performed, the authors concluded that the locations of nimodipine
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Tab. 3.15 The effects of calcium channel-blocking drugs on the main phase tran-
sition of dimyristoylphosphatidylcholine (DMPC) adapted from ref. 155. 

Drug Drug con- Tt ∆ Hcal Ka ∆ HvH

(value of Kp) centration ∆ Hcal

(mM) (°C) (kcal/mol) (CUb)

Nimodipine 0.032 23.33 2.23 0.59 460
(128000) 0.043 22.77 2.61 0.36 700

0.051 22.80 2.98 0.38 610
0.064 21.50 1.50 0.46 580
0.075 21.86 1.70 0.56 420
0.085 21.46 1.40 0.60 700
0.096 21.40 1.10 0.71 570

0.52 ± 0.06 580 ± 50

Nisoldipine 0.015 23.85 4.73 0.52 260
(52800) 0.023 23.54 3.71 0.24 490

0.013 23.75 3.89 0.60 310
0.046 23.43 4.47 0.44 250
0.067 22.79 3.40 0.37 360
0.077 22.67 3.86 0.39 340
0.087 22.58 2.66 0.47 410
0.093 22.47 2.81 0.44 460
0.105 21.92 2.17 0.47 450
0.126 21.44 1.79 0.54 720

0.45 ± 0.04 410 ± 50

DMPC 0 24.0 4.37 – 520

Diltiazem 0.090 23.82 4.52 0.52 400
(6030) 0.224 23.72 4.46 0.69 380

0.448 23.82 4.77 0.59 320
0.538 23.33 4.77 0.66 290
0.627 23.05 4.41 0.62 390
0.762 22.75 4.12 0.62 330
0.896 22.73 4.38 0.65 360
1.030 22.60 4.02 0.69 380

4.43 ± 0.11 0.63 ± 0.02 360 ± 0.20

Verapamil 0.016 23.83 4.12 0.32 420
(21900) 0.040 23.69 3.77 0.42 460

0.099 23.35 3.89 0.48 370
0.199 22.85 3.57 0.57 360
0.298 22.58 4.09 0.59 370
0.397 22.19 4.48 0.58 300
0.497 21.92 4.46 0.61 330
0.596 21.69 3.81 0.68 360
0.699 21.25 4.21 0.66 520
0.900 20.88 3.94 0.71 730
1.100 20.35 4.20 0.71 930

4.05 ± 0.10 0.57 ± 0.04 470 ± 60

a) Distribution constant. b) Cooperativity unit.
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and verapamil in the lipid bilayer was significantly different. Nimodipine is located
at the hydrocarbon core to water interface of the lipid bilayer, reaching down only to
the first methylene segments of the hydrocarbon core. This was also found in native
membranes. On reducing the temperature the molecules were squeezed out of the
region near to the hydrocarbon core. In contrast, it was found that verapamil, and to
an even greater extent amiodarone, was located much deeper within the lipid struc-
ture.

The combination of X-ray and DSC has also been used to explore the effects of pin-
dolol on model membranes. Changes in thermodynamic and structural parameters
were observed. Depending on the temperature pindolol induced either a interdigitat-
ed ‘gel’ phase or, at high temperature, a lamellar phase. The data would seem to in-
dicate that the non-polar moiety of pindolol penetrates deep into the bilayer interior
while the hydrocarbon chains have to adopt a different conformation [156].

3.11.3

Combination of DSC and ESR

A combination of DSC and ESR spectroscopy has been applied to study the interac-
tions of the angiotensin II non-peptide AT1 receptor antagonist losartan with DPPC
[157]. It is known that losartan (10) not only acts on AT1 receptors but also interacts
with biological membranes. This is of particular interest as it is thought that losartan
binds to residues located within the transmembrane regions of the AT1 receptor.
Thus, the interaction of losartan with phospholipid bilayers was studied and its lo-
calization in the bilayer determined by ESR. The DSC results show a marked effect
of losartan on cooperativity of the thermodynamic properties of DMPC and DPPC
bilayers, especially DMPC. The transition signal is extensively broadened and shows
a complex thermodynamic event characterized by three major transition peaks. Tak-
en together with the observed temperature dependence of the spin-label ESR spectra,
the small change in total calorimetric enthalpy indicated that this thermotropic be-
havior is related to the melting point of the lipid chain. Complex endotherms ob-
served at high losartan concentrations have also been reported for the anionic lipid
DMPG at low ionic strength [158]. It has recently been demonstrated that this corre-

(10)
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sponds to a reversible transition from a vesicular suspension to an extended bilayer
network in the chain-melting region. As an explanation, it was proposed that solvent-
associated or interfacial interactions may lead to a change in membrane curvature
[159]. The induced structural transmission is indicated by the complex thermotropic
behavior leading to 3 calorimetric peaks in the case of DMPC (Figure 3.49). In addi-
tion, the effect of losartan on chain motion and packing in bilayers of DMPC and
DPPC was investigated by ESR spectroscopy using different positional isomers of
DPPC (n-PCSL) spin probes. In agreement with the DSC results, the observed ESR
spectra showed that losartan broadened the region of phase coexistence and shifted
the chain-melting phase transition to a lower temperature. The decrease in chain
mobility is induced in both the gel and fluid phase. However, in the fluid phase, this
effect was observable with higher sensitivity with the spin label in the 5-position than
with spin labels that were positioned further down the chain. This led to the as-

Fig. 3.49 DSC thermogram of hydrated DMPC bilayers containing 
losartan at different mole fractions, x, indicated. (Reprinted from Fig. 2 
of ref. 157 with permission from Elsevier Science.)
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sumption that losartan was located closer to the interfacial region than to the hy-
drophobic core of the DPPC bilayer. At higher losartan concentrations, however, the
picture changed and indicated a different mode of intercalation: losartan seemed to
be positioned deeper within the membrane. In summary, DSC showed that losartan
can intercalate in the phospholipid bilayers. From the ESR spectra it can further be
derived that a possible mode of intercalation is through the location of its polar hy-
droxyl group near the carbonyl groups of the phospholipids and the formation of hy-
drogen bonds. The authors suggest that the changes which can be induced by losar-
tan in the vesicular structure should be considered in the pharmacological applica-
tion of this antagonist. In addition to its antagonistic action at the receptor site, some
of its effects may be mediated by intercalation with the membrane.

3.11.4

Combination of DSC and Fluorescence

The interaction of the local anesthetics dibucaine and tetracaine with biological
membranes, e.g. the sarcoplasmic reticulum, and Ca2+,Mg2+-ATPase has been stud-
ied by DSC and fluorescence techniques [160]. It was found that the temperature
range of denaturation determined by DSC was 45–55 °C for the ATPase in sarcoplas-
mic reticulum membrane and 40–50 °C for the purified enzyme. Whereas millimo-
lar concentrations of dibucaine and tetracaine reduced the denaturation temperature
of ATPase by a few degrees, other local anesthetics, such as lidocaine and procaine
(reported to have no effect on ATPase activity), did not significantly alter the DSC
pattern of these membranes up to a concentration of 10 mM. These two drugs also
show a lower partition coefficient in sarcoplasmic reticulum membranes. The in-
trinsic fluorescence of these membranes is, however, largely quenched by the small
concentrations of dibucaine and tetracaine (Figure 3.50). This quenching of the in-
trinsic fluorescence can be fitted to the theoretical energy transfer prediction using
the membrane–water partition coefficients, which were also determined in the
study. It is suggested that the shift in denaturation temperature of the ATPase in the

Fig. 3.50 Extent of quenching of the 
intrinsic fluorescence of sarcoplasmic 
reticulum membranes vs. the surface densi-
ty of local anesthetics. The symbols corre-
spond to dibucaine (▲) quinacrine (●),
and tetracaine (�). The extent of quenching
is expressed as the fluorescence in the 
presence of local anesthetics (F) over the
fluorescence in their absence (Fo). (Reprint-
ed from Fig. 6 of ref. 160 with permission
from the American Chemical Society.)
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presence of anesthetics, and most likely the inhibition of its activity, are related to the
progressive disruption of the lipid annulus.

Sabra et al. [161] studied the suppression of unilamellar DMPC bilayer permeabil-
ity in the main phase transition region by the insecticide lindane. The authors used a
combined calorimetric and fluorimetric approach. An increase in lindane concentra-
tion was paralleled by a broadening of the transition signal and a decrease in transi-
tion temperature. No change in transition enthalpy was observed, indicating that lin-
dane intercalated between the acyl chains without hindering their movement. The
result can be interpreted as an enhancement of the thermal fluctuation of the bilayer
by lindane. The results of the calorimetric measurements support the assumption
that the bilayer is not disrupted by lindane, even at high concentrations. Fluores-
cence experiments were performed to measure the permeability changes of the unil-
amellar DMPC bilayer towards Co2+. A head group-labeled lipid analog was used as
fluorescent probe. The results showed that lindane sealed the bilayer to Co2+ pene-
tration. The effect was concentration dependent and increased with increasing in-
secticide concentration. The authors compared their findings with the reported ef-
fects of anesthetics such as procaine, for which a decrease in fluctuation is paralleled

Fig. 3.51 DSC thermograms of DPPC bilayers
in the absence and in the presence of varying
concentrations of α-endosulfan (a) or β-endo-
sulfan (b). The insecticide concentrations

given in mol % with respect to lipid are indicat-
ed on the curves (left).The structures of endo-
sulfan conformers are shown (right). (Adapted
from Fig. 1 of ref. 162 and Fig. 1 of ref. 163.) 
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by an increase in permeability to ions, and with the effect of the hydrophobic p-
dibutylbenzene, for which a decrease in permeability for ions was observed. The au-
thors came to the conclusion “that the concept of ‘small molecules’ interacting with
bilayers is too simple when it comes to explaining permeability concepts. One has to
consider the individual molecular structure in detail when trying to predict physico-
chemical effects” [161].

Very recently, the perturbation induced by α- and β-endosulfan in lipid mem-
branes has been studied by DSC and fluorescence technique [162]. Endosulfan is a
broad-spectrum organochlorine insecticide that is used in the culture of a variety of
cereals, fruits, vegetables, and cotton. The product is normally applied as a 7:3 iso-
meric mixture of α- and β-endosulfan. The data on membrane perturbation by the
two isomers are another striking example that even small changes in molecular
structure can lead to very different behavior in membrane interaction. Both isomers
abolish the bilayer pretransition at a particular molar ratio of insecticide–lipid, shift
the phase transition mid-point to lower temperature, and broaden the transition pro-
file of DPPC (Figure 3.51a and b). In contrast to the β-form, however, the α-isomer,
in addition to the main phase transition, induces a new phase transition signal, cen-
tered at 35.4 °C. (Figure 3.51a) This indicates a heterogeneous distribution of the α-
isomer in a separate domain within the plane of the membrane (see Section 1.1.3.2).
The β-form, on the other hand, undergoes homogeneous distribution. The DSC data
show that the perturbations induced by the isomers are similar in some respects but
different in others. To explore the indicated different localization of the isomers, flu-
orescence polarization techniques using special fluorescence probes have been ap-
plied [2-, 6-, and 12- (9-anthroyloxy) stearic acid and 16-(9-anthroyloxy) palmitic acid;
2-AS, 6-AS, 12-AS and 16-AP respectively]. In the case of the α-form, the results in-
dicated an increase in the lipid structural order in the region probed by 2-AS and a
decrease in the regions probed by 6-AS, 12-AS and 16-AP. In contrast, for the β-form,
the results revealed a disordering effect in the upper region of the bilayer as detected
by the 2-AS probe and ordering effects in the deeper regions, detected by the 6-AS,
12-AS, and 16-AP probes. In agreement with these results, the effect of β-endosulfan
was decreased by the incorporation of cholesterol in DPPC bilayers, and completely
abolished at 20 mol% cholesterol; however, even higher cholesterol concentrations
did not prevent the membrane interaction of the α-form. The results suggest that the
α-isomer interacts with the head group region and induces a phase separation that
leads to membrane domains containing high local concentrations of the insecticide.
This could lead to higher biological activity, in agreement with the observed higher
degree of toxicity of the α-form.

The structures of β- and α-endosulfan and the asymmetry involved in the isomer-
ic conversion have been determined by X-ray crystallography and NMR spectroscopy
[163]. The α-isomer adopts an extended conformation, the twisted chair form, with
the polar dioxathiepin-3-oxide at one pole and the lipophilic hexachloro group at the
other pole, i.e. it possesses what can be called a “hydrophilic–hydrophobic dipole.” The
β-isomer, in contrast, assumes a symmetrical configuration (Figure 3.51) and is “apo-
lar.” This example again emphasizes that even minor structural or conformational
changes in drug molecules can lead to very significant differences in type and degree
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of drug–membrane interaction, which may induce different biological activities. It
supports the arguments against the use of isomeric mixtures in drug application.

3.11.5

Combination of FT-IR and NMR

The effect of temperature and pressure on the interaction with DPPC of the am-
phiphiles cholesterol and tetracaine on the conformational and dynamic properties
of DPPC bilayers has been investigated using a combination of FT-IR, 2-D NMR,
and time-resolved fluorescence anisotropy [164]. The authors studied the influence
of pressure on DPPC–cholesterol and DPPC–tetracaine dispersions. In contrast to
the effects of temperature, a change in pressure affected only the space available to
the molecules and not their kinetic energy. Thus, the degree of intramolecular inter-
action can be affected by changes in pressure. The authors found a significant in-
crease in the hydrophobicity of DPPC bilayers on incorporation of cholesterol. An in-
crease in pressure up to 1 kbar suppressed water permeability much less than cho-
lesterol embedded in fluid DPPC bilayers at 30 mol%. 2-D NOESY 1H-NMR spectra
of tetracaine in DMPC liposomes showed cross-peaks between H2-phenyl and 
the +NH(CH3)2 protons of tetracaine. This suggests that the tetracaine molecules 
assume a bent conformation in the lipid environment (DMPC/26 mol% tetracaine,
pH 5.5). In addition, a weak cross-peak between the choline protons of DMPC and
the +NH(CH3)2 and phenyl protons of tetracaine was observed, suggesting that tetra-
caine is located in the interfacial region of the membrane. At pH 9 the uncharged
form of tetracaine is found deeper within the interior of the membrane. This is indi-
cated by the difference in pressure dependence of the δCH2 band wavenumber of the
DMPC bilayer in the absence and presence of tetracaine at pH 5.5 and 9.4, as ob-
served by FT-IR. The pressure at which correlation field splitting becomes visible in
DMPC was much higher in the presence of the uncharged form of tetracaine than
for charged tetracaine, indicating that in the gel phase the acyl chains of DMPC are
disordered more by uncharged than by charged tetracaine [164].

3.11.6

Combination of UV and 2H-NMR

The partitioning of local anesthetics into membranes was studied. The surface
charge effects on the phospholipid head groups were followed by a combination of
UV and 2H-NMR [165]. The liposomes used were composed of 1-palmitoyl-2-oleoyl-
sn-glycero-3-phosphocholine (POPC) selectively deuterated at the α- and β-segments
of the choline head group. The anesthetics studied were dibucaine and etidocaine in
their protonated form. The intercalation of the drugs with the lipid molecules led to
an increase in the surface area and to a positive electrical charge on the membrane.
UV-binding isotherms were analyzed in such a way as to allow the determination of
bilayer extension as well as the charge-induced concentration variation near the
membrane surface. Intercalation was best described by a partition equilibrium. The
surface partition coefficients measured at pH 5 were 660 ± 80 M–1 and 11 ± 2 M–1 for
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dibucaine and etidocaine respectively. The additional 2H-NMR spectra showed that
the head group conformation of the lipid molecules changed as a result of drug bind-
ing. The authors conclude that the observed membrane extension caused by even
moderate amounts of drug may alter permeability and that drug absorption increases
the membrane surface potential by some 20 mV, which will lead to a reduction in Ca2+

concentration at the membrane surface. Finally, the observed drug intercalation
changed the phospholipid head group conformation and thereby the electric dipole
field in the vicinity of the phosphocholine dipoles in the range of 50–100 mV. This
would be sufficient to induce conformational transitions in the receptor protein [165].

3.11.7

Combination of DSC,, FT-IR,, and NMR

In an interesting study, three complementary techniques, namely DSC, FT-IR, 1H-
NMR, and deuterium NMR of side-chain perdeuterated DMPC (DMPC-d54), were
used to evaluate the interaction of reversible H+,K+-ATPase inhibitors [166] with
DMPC. The aim of the study was to characterize the interaction between DMPC
model membranes and two non-covalent inhibitors of gastric H+,K+-ATPase. Com-
pound 11 partitions readily into the bilayer of DMPC and causes a slight disordering
of the lipid hydrocarbon side-chain motion, a reduction in cooperativity, and a de-
crease in phase transition temperature. However, FT-IR and deuterium NMR
showed that the bilayer structure remains intact up to high molar compound–lipid
ratios. 1H-NMR NOE measurements performed for 11 and analog 12 provided some
insight into the orientation of the two compounds within the bilayer. Both drugs are
largely cationic under physiological conditions (pKa 9.54 for 11 and 8.63 for 12). The
spin probe data and intermolecular NOEs were unspecific for compound 11 but spe-
cific for compound 12 (SK&F 96464). For compound 11, the NOEs in the spectral re-
gion – especially between 4 and 4.8 ppm – could not be reliably attributed to the ef-
fects of compound–lipid interactions. Only the resonances of the β-carbon of the
glycerol moiety of DMPC at about 5.2 ppm were observed to be involved in NOEs
with 11. NOEs from the glycerol β-protons to several signals of 11 were observed, in-
dicating considerable mobility of the compound in relation to the head group region.
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Fig. 3.52 (a) 1H-NMR spectra (360 MHz, 
25 °C) of a sonicated aqueous dispersion of 
5 mg of DMPC-d54 and SK&F 96464 (12) in a
4:1 molar ratio. (b) to (e) correspond to NOE
difference spectra resulting from 250 ms irradi-

ation at the (b) H2, (c) H5, (d) H6, and (e) 
H3 signals of the compound. (Reprinted from
Fig. 3 of ref. 166 with permission from Elsevier
Science.)
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In contrast, derivative 12 showed increased solubility in water and rather sharp
resonance signals in the presence of DMPC, owing to rapid exchange between the
free and membranous environment. The conformation of 12 was varied interactively
using a Evans–Sutherland PS 300 to take into account the observed NOEs and the
considerable shielding of the H2 and H3 protons and deshielding of H5 and H6 of
the quinoline ring. Exposing H2, H3, and H5 to irradiation produced slight NOEs to
the envelope of signals at about 7.3 ppm, which correspond to H7 and the protons at-
tached to the ortho-toluidino group. Exposure of the H3 resonance to irradiation also
produced a NOE to the 2’-CH3 signal (see formula 12). A conformation with a torsion
angle of ∼80° for the angle C3–C4–N–C1’ and of about –105° for C4–N–C1’–C2’ posi-
tioned the protons H2 and H3 well inside and the protons H5 and H6 outside the
ring current shielding cone centered in the ortho-toluidine ring. This is in accor-
dance with the NMR results. The related conformation obtained by rotation of the or-
tho-toluidine ring by 180° about the C1’–N bond yields a conformation that is also
significantly populated. For the two conformations assumed, the authors concluded,
on the basis of the only slight NOEs observed between the compound and mem-
brane signals, that a significant fraction of compound 12 is located in the aqueous
phase. Typical NOE difference spectra resulting from protons of compound 12
which have been subjected to irradiation are given in Figure 3.52.

Under the conditions used in the experiment, 12 can form two favorable electro-
static interactions with DMPC head groups. Hydrogen bonds can occur between the
amino protons of 12 and the sn-1 side chain carbonyl of a DMPC molecule and be-
tween the protonated quinoline ring of the molecule and a primary phosphodiester
oxygen of the same DMPC molecule. Figure 3.53 shows the stereo plot of the two
molecules in the bound conformation consistent with the intramolecular NOEs (ni-
trogen atoms in the drug formula are not shown in the stereo plots). These confor-
mations are also consistent with the NOEs between the compound and the glycerol
β-proton of DMPC. The two geometrically favorable electrostatic interactions possi-
ble for compound 12 seem to be the precondition for its specific orientation in the
membrane. The authors further concluded that compounds of type 11, which show
only a slight effect on cooperativity of the gel to crystalline phase transition, should
not possess the deleterious toxic properties, especially hemolytic, that have been ob-
served for the amphiphilic derivative 13 (SK&F 95018). In the latter, disruption of
model bilayers to non-ordered systems has been observed [167].

A combination of 2H-NMR, CD, fluorescence, and electron absorption techniques
has been used to investigate the interaction of the pentene antibiotic filipin with
dimyristoylphosphatidylcholine [168].

3.12

Summary

The various methods available to study drug–membrane interactions are best ap-
plied to artificial membranes. However, it is important to be careful in drawing any
conclusions regarding the pharmacological or biological relevance of the measured
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Fig. 3.53 Stereo plot of the membrane-bound
conformation of (a) SK&F96079 (11) and (b)
SK&F 96464 (12), consistent with the intermol-
ecular NOEs and ring current perturbation of
chemical shifts. (c) A hypothetical complex be-
tween a DMPC molecule and SK&F 96464 (12),

consistent with fatty acid spin probe data. The
structure is, according to the authors, intended
to be only representative and not unique.
(Reprinted from Fig. 5 of ref. 166 with permis-
sion from Elsevier Science.)
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effects of drugs on artificial membranes. For example, changes in the phase transi-
tion of artificial bilayers observed upon addition of drugs affect the strength and type
of interaction of drugs and phospholipid and are useful for the derivation of struc-
ture–interaction relationships.

Most biomembranes are in the liquid crystalline phase under physiological condi-
tions and their complex composition makes it more difficult to measure phase tran-
sitions. It should be mentioned that the effect of drug molecules on fluidity and or-
der of a membrane can even be reversed below and above Tt [169] and NMR meas-
urements of drug–membrane interactions are normally performed above Tt.

Other effects caused by the intrusion of drug molecules into membranes, such as
changes in surface charge, transmembrane potential, allosteric conformational
changes in membrane-integrated proteins, etc., could well reflect biological mem-
brane effects. Because of the microheterogeneity of biomembranes, it can also be as-
sumed that catamphiphiles induce phase transitions of biological importance in par-
ticular restricted membrane regions (domains, lipid annuli). Drugs, such as flupen-
tixol or amiodarone, that strongly interact with membranes cause complete separa-
tion of the control transition signal and the drug-induced phase transition signal. In
between the two signals the thermogram returns to the baseline. This indicates that
not all transition states between the maximal drug-induced phospholipid state and
unaffected phospholipid molecules exist. The reduction in Tt is independent of the
phospholipid–drug ratio. This means that the phospholipid–drug domains possess a
constant composition. The domain becomes enlarged upon addition of drug (reflect-
ed by an increase in the area under the signal of the thermogram) but no change in
structure or “quality” occurs.

The various NMR techniques discussed – alone or in combination with other ana-
lytic techniques – are most valuable tools for following the interaction of drug mole-
cules with the hydrocarbon chains and polar head groups of bilayers. They allow us
to obtain information on the preferred conformation and orientation of ligands and
membrane constituents. The examples demonstrate that catamphiphiles can inter-
act with polar head groups and that the preferred conformation of drugs and head
groups may change. This could be crucial for drug activity or inactivity. The different
methods, especially NMR, are also useful to determine transport kinetics and parti-
tioning of drug molecules into bilayers. The phase separation and domain formation
seen by DSC in negatively charged lipids is probably due to a change in head group
structure, whereas changes in phase transition temperature reflect changes in mem-
brane fluidity and the cooperativity of the lipid chains. The type and strength of in-
teractions depend on the structure and physicochemical properties of both the drug
molecule and the phospholipids which have a direct influence on drug accumulation
within a particular membrane and therefore on drug activity and selectivity.

It is hoped that the following chapters will help to stimulate and intensify research
of the effects of membrane composition and drug structure on their mutual interac-
tions.
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4

Drug–Membrane Interaction and Pharmacokinetics of Drugs

Joachim K. Seydel

4.1

Drug Transport

Drug action may be divided into two steps:
1) Transport, usually passive, of drugs to the site of action. The concentration of

drugs at the specific receptor depends on both the dose and the pharmacokinetic
properties of the drug molecules.

2) A specific interaction between the drug molecule and a receptor.
This pharmacokinetic phase/pharmacodynamic phase model of dose–response

can be described physiologically by considering each component of the phase as be-
ing separated by lipid membrane barriers that divide essentially aqueous environ-
ments.

Normally, drugs reach their target organ via the blood. Therefore, the drug mole-
cules first have to enter the circulation, which requires the passage through barrier
membranes in the gastrointestinal tract. This process is called resorption or absorp-
tion.

Generally, the following mechanisms can be involved in the transport of drugs
across biological membranes:
• simple diffusion;
• supported diffusion;
• active transport;
• transport by pinocytosis;
• transport through pores.

The speed of absorption depends on both the properties of the membrane and the
structure or physicochemical properties of the drug. As most drugs are administered
by the oral route, the discussion in this context is restricted to the membranes of the
intestinal system. The gastrointestinal absorption of drugs is the most significant
factor in their bioavailability. The barrier the drug has to overcome in the stomach
and intestinal tract is a monolayer epithelium. Therefore, the most important factor
influencing oral drug absorption is the permeability of the monolayer of intestinal
epithelial cells lining the gastrointestinal tract. As active transepithelial resorption is
the exception rather than the rule, and as no watery pores exist in the intact mucosa,
drugs, if they are to cross the epithelium of the intestine by passive diffusion, in-
cluding paracellular and transcellular permeation, must have certain lipophilic prop-
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erties. On the other hand, for the drug to partition into the watery fluid of the stom-
ach or intestine requires a certain degree of solubility in water. It is therefore not sur-
prising and very well documented that the speed of resorption or the percentage ab-
sorbed in general follows a non-linear dependency with lipophilicity, normally being
expressed as the octanol–water partition coefficient.

To elucidate the role of hydrophobic bonding, a detailed study on the kinetics of in-
testinal absorption has been performed on sulfonamides. It was concluded that
transport across the microvillus membrane occurs via “kinks” in the membrane
“which are pictured as mobile structural defects representing mobile free volumes in
the hydrocarbon phase of the membrane and whose diffusion coefficient is fairly fast
(∼10–5 cm2/s)” [1]. The thermal motion of the hydrocarbon chain leads to the forma-
tion of “kinks.” It was also postulated that a transient association of the drug mole-
cules with proteins on the surface of the microvillus membrane is involved in the
formation of the activated complex in the absorption process [1].

In vivo drug absorption is influenced not only by the hydrophilic/lipophilic prop-
erties, charge, and volume, but also by the metabolic stability of the drug. Resorption
from the mucosa of the intestine is favored compared with the resorption from the
stomach. The reason for this is the unique construction of the luminal cell mem-
brane, which results in an enlarged mucosa surface of the intestine.

Examples of structure–resorption correlations using octanol–water partition coeffi-
cients as descriptors have been published and are discussed here using several exam-
ples. These correlations with log Poct. are generally useful. This is especially true as long
as neutral drugs are involved, but values often are imprecise in case of charged drugs.

It is commonly assumed that transfer processes can be modeled by bulk phase
thermodynamics and that surface or interfacial effects are negligible. These assump-
tions may, in the case of partitioning into amphiphilic structures formed by micelles
or bilayer membranes, not always be appropriate. These interfacial ‘solvents’ have a
large surface to volume ratio, similar to interfacial solvents used in reversed-phase
liquid chromatography. The partitioning into such phases is the basis of the chro-
matographic separation.

The characteristics of membrane permeation are partition, including affinity, loca-
tion, specific interaction with certain phospholipids, and diffusion kinetics. Because
of the complex events involved during drug absorption in vivo, true membrane per-
meability modeling cannot always be expected. Therefore, many attempts have been
made to develop suitable in vitro systems to study the permeation process and its de-
pendence on membrane composition and drug physicochemical properties.

A planar bilayer membrane of egg phosphatidylcholine–decane, for example, has
been used to study the permeation of monocarboxylic acids. A highly significant cor-
relation between their permeability and log Phexadecane was found (r = 0.996) [2]. Later,
the same authors studied the diffusion of 22 small non-electrolytes through planar
lipid bilayer membranes and compared their findings with their partition coefficient
in four organic solutes (hexadecane, olive oil, octanol, ether). Permeabilities and par-
tition coefficients covered a range of about six powers of 10. The best correlation
again was with hexadecane (r = 0.995), followed by olive oil (r = 0.990) and ether 
(r = 0.918). For octanol the correlation coefficient was significantly less (r = 0.841).
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The role of bilayer composition and temperature in drug permeability has been
studied using as an example the anthracyclines doxorubicin (1), daunorubicin (2),
and pirarubicin (3) (see Chapter 5, p. 273). The kinetics of uptake into large uni-
lamellar vesicles (LUVs) in the presence of DNA encapsulated inside the LUVs as a
driving force has been investigated using fluorescence techniques [3]. DNA was in-
corporated as a model receptor to mimic drug binding inside the liposomes. The per-
meability coefficient of the neutral form of the drugs, PMo, decreased as a function of
increasing amounts of negatively charged phospholipid in the bilayer. The explana-
tion given is that “the kinetics of passive diffusion of the drugs depends on the
amount of neutral drug embedded in the polar head group region, which decreases
as the quantity of negatively charged phospholipids increases” [3]. As expected, the
permeability coefficient decreased when the amount of cholesterol in the bilayer in-
creased because the membrane became more rigid. Two steps are involved in the in-
teraction of the anthracyclines with the bilayer because of the pH effect on the ioniz-
able anthracyclines:
1) an electrostatic interaction between the positively charged amino groups of the

drug and the negatively charged phospholipid;
2) a hydrophobic interaction with the hydrocarbon chain of the bilayer.

Depending on the pKa of the drug and the lipophilicity of the neutral form, the
separation of these two steps is more or less pronounced. Finally, the neutral mole-
cules embedded in the polar head groups “flip-flop” through the bilayer. The diffu-
sion of drug, therefore, depends on the amount of neutral drug in the polar head
group region and the kinetics of translocation. As was to be expected, the authors
found – using the neutral drug concentration in the bulk medium for the calculation
of PMo – a dependence of PMo on the presence of anionic phospholipids in the bilay-
er. Despite the degree of homology in the structure of the three studied anthracy-
clines, the authors found a decrease in the activation energy with increasing
amounts of phosphatidic acid only for doxorubicin (Ea = 57 kJ/mol), being in the
range of 100 ± 15 kJ/mol otherwise. Another important observation was that for
pirarubicin the activation energy increased with increasing cholesterol. Previously, it
has been shown that to cross the hydrophilic/hydrophobic interface of a phospho-
lipid membrane a polar solute has to lose its hydration water molecules. This process
should determine the activation energy of the transport process. For a given species,
activation energies are generally almost identical for permeation across all mem-
branes independent of the membrane composition. Thus, it seems that the loss of
hydration water (dehydration) is not the rate-limiting step in the case of doxorubicin
and pirarubicin.

The influence of chain packing and permeant size on the permeability of lipid bi-
layers in gel and liquid crystalline DPPC has systematically been explored [4] by a
combination of NMR line-broadening and dynamic light-scattering methods. Seven
monocarboxylic acids of varying chain length and degree of chain branching were
used. The observed permeability coefficients, PM, were compared with those predict-
ed by the bulk solubility–diffusion model, Po, in which the bilayer is presented as a
slice of bulk hexadecane. The ratio of the two permeability coefficients was defined
as the permeability decrement f ( f = PM/Po) and accounts for the decrease in perme-
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ability coefficients due to the chain ordering effect. The chain ordering correction
factor was shown “to depend exponentially on the ratio of permeant cross-sectional
area to the mean free surface area of the membrane” [4]. Thus, the authors were able
to derive a model that combines the effect of bilayer chain packing and permeant
size on the permeability of bilayer membranes (Eqs. 4.1 and 4.2).

f = foexp (– λas/af) (4.1)

where as is a characteristic cross-sectional area of solute, fo and λ are constants inde-
pendent of permeant size and bilayer packing structure and

af = A – Ao = Ao(1/σ – 1) (4.2)

Similar to the definition of free volume, the mean free surface area per lipid mole-
cule is related to the area occupied by one phospholipid molecule, A. Ao(= 40.8 Å) is
the area of a phospholipid molecule in the crystal and σ (= Ao/A) is the reduced sur-
face density. For the surface density data see ref. 5.

A kinetic model has been derived taking into account both the membrane volume
and partition kinetics [6]. Two rate constants are involved, one corresponding to
solute transport from the solution to the membrane (k1) and one from the mem-
brane to the solution (k2). It is shown that only in the case that k1 is much smaller
than k2 is equilibrium for the partitioning between membrane and solution attain-
able. In other cases, it is unattainable until the solute concentrations in both solution
phases have reached an identical value. For very high values of the ratio k1/k2, the
time span reduces with decreasing volume fraction of the donor phase. In contrast,
the time required is shortest if the ratio of k1/k2 is very small. The values relating to
the solution phase are at a maximum when the volume of a donor solution phase is
equal to that of the acceptor solution phase. The time for reaching equilibrium for
each phase increases, because k2 decreases concomitantly, with k1 remaining con-
stant. In a later paper, the same authors extended their kinetic model of membrane
transport by including possible asymmetrical membranes [7]. They consider contin-
uous elution of the sink side of the membrane [8] and many other factors such as sol-
id gel vs. liquid crystalline state or saturated vs. unsaturated phospholipid composi-
tion of the membrane.

Problems of the relationships between intestinal drug absorption kinetics and par-
titioning into the oily phase (tributyrin, tricaprylin) have also been discussed [9]. Dif-
ferent theories have been developed to explain the observed data and especially the
non-linear correlations often found. As suggested, the rate constant, k1, of a drug
partitioning into the intestinal wall increases with an increase in the partition coeffi-
cient Kapp. until it becomes limited by extraction into the bloodstream on the oppo-
site side of the membrane [10] or by the growing influence of the unstirred water lay-
er [11, 12]. In the case of highly lipophilic drugs, a distribution phase inside the in-
testinal wall has been observed and described by a two-compartment model [13, 14].
In this case the “true” absorption rate constant, k2, is much smaller than the pene-
tration rate constant k1. The “true” absorption constant appears to have an optimal
partition coefficient, the value of which depends on the nature of the lipophilic phase
chosen to simulate the lipidic components of the membranes [9]. In order to achieve
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better correlations and predictions on drug absorption, factors such as blood perfu-
sion and interaction with mucus have to be considered [9]. A review on methodolo-
gies for the measurement of passive and transporter-mediated transmembrane
solute fluxes has recently been published [15].

Very recently, drug–liposome partitioning has been described as a tool for the pre-
diction of absorption in the human intestinal tract [16]. The pH-metric log P titration
method was used to measure the distribution coefficients of 21 structurally unrelat-
ed ionizable drugs (Table 4.1). The distribution coefficients into sonicated small
unilamellar vesicles (S-SUV) of purified soybean phosphatidylcholine (Epikuron
200) and the determined solubility at pH 6.8 of the drugs were used to describe the
absorption of these drugs. The absorbed fraction covered a range from <5% to al-
most complete absorption. Parallel log Poct. and log Doct. were determined. Again,
large differences were found in the interactions of the drug molecules with octanol
and phospholipids, especially for the ionized forms. For the neutral form of acids the
following relation was observed:

log PSUV = 0.37 log Poct. + 2.2 r2 = 0.89 (4.3)

The liposomal system seemed to be less discriminating than octanol. Compounds
with low log Poct. showed high partitioning in the liposomal system for the neutral
form of the acids. The range covered by the neutral form was from –1.8 to +4.2 for
log Poct. and from 1.7 to 4.3 for log PSUV. The correlation between log Psuv and log Poct.

for the ionized form of the acids was poor:

log PSUV = 0.33 log Poct. + 2.6 r2 = 0.72 (4.4)

The partition coefficients for the anionic species were at least two orders of mag-
nitude higher in the liposome system than in octanol.

For the neutral form of 13 bases, again a very poor correlation between partition-
ing into octanol and liposomes was observed. The range found for the partition coef-
ficients was 2.0 to 6.0 in octanol and +1.0 to ≤ 5.0 in the liposomal system (–2 is the
observable minimum according to the authors). Poor correlations were also found
for the cationic forms of the bases (r2 = 0.49). Generally, the differences (log Poct. –
log PSUV) for the neutral forms are smaller than the differences observed for the
charged species.

The authors defined a new “absorption potential”, APSUV, to describe human in-
testinal absorption data. It is defined in Eq. 4.5 and listed in Table 4.1.

APSUV = log [distribution at pH 6.8 × (solubility at pH6.8 × (V/dose)] (4.5)

where V is the volume of intestinal fluid.
No correlation between log DSUV and intestinal absorption was found. However, a

sigmoidal correlation was seen when APSUV was used instead. Only acetylsalicylic
acid and allopurinol were outliers. According to the authors, this may indicate addi-
tional paracellular diffusion through the membrane promoted by the low molecular
weight of these compounds. In contrast, no correlation was found between log Doct.

or APoct. and the percentage of intestinal absorption.
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Very recently, these partition data of Balon et al. [16] were analyzed for their struc-
tural dependence by Schaper et al. [17]. Using multiregression analysis, it was found
that the distribution into soybean small unilamellar phospholipid liposomes in-
creased with increasing size/bulk, described by the polarizability, α, and decreased
with polarity, characterized by the sum of structural partial charge �q+. Additionally,
an influence of H-bond acceptor strength was found for the neutral and positively
charged species. All descriptors were calculated by the program package
HYBOT/HYBOT-PLUS 98 [18].

Surprisingly, the regression coefficients obtained with the significant parameters
were almost identical for neutral and positively and negatively charged forms of the
drug molecules.

Therefore, it was possible to perform a correlation analysis of the combined data
set of acids and bases by using the following equation:

log DpH = log (fui10log Pui + f(–)10log P(–) + f(+)10logP(+)) (4.6)

By fitting a non-linear model equation with identical regression coefficients in the
three subequations with identical regression coefficients for each of the bulk de-
scriptors αui, α (–), and α(+), three new subequations were obtained. Finally, with
identical regression coefficients in the three subequations for the descriptors α and
�q+, with the exception of �Caui and �Ca(+), Eqs. 4.7a–c were derived.

log Pui = 3.356 (± 0.559) + 0.075 (± 0.015) αui – 0.197 (± 0.074) �Caui

– 1.063 (± 0.320) �q+
ui (4.7a)

log P(–) = 1.232 (± 0.528) + 0.075 (± 0.015) α(–) –1.063 (± 0.320) �q+
(–)

+ 0.942 (± 0.492) I_on(–) (4.7b)

log P(+) = 2.755 (± 0.930) + 0.075 (± 0.015) α(+) – 0.078 (± 0.076) �Ca(+)

– 1.063 (± 0.320) �q+
(+) (4.7c)

n = 54 r = 0.921 s = 0.360 Q = 0.893

The value in brackets are the 95% confidence intervals, and Q is the correlation co-
efficient of the plot yobs. vs. ypred. by the leave-one-out procedure.

At first glance the results seem to contradict the “piston theory” of Avdeef (see
Chapter 2). However, closer inspection of the equations reveals large differences in
the intercepts, indicating large differences in the “basic lipophilicity” or, as the au-
thors called it, the “liposome-philicity” of the different species. This, then, indicates
differences in the depth of partitioning into the bilayer.

The equation derived by Schaper et al. [17] is the first general equation with high
predictive power describing the partitioning of bases as well as acids and their ion-
ized forms. Also, for the first time it was found that specific N-H acidic drugs show
an opposite effect to the partitioning of ionized drugs. The latter generally show de-
creased partitioning. The authors assume “that anions with delocalized negative
charge like anions of pyrimidones/pyrimidinols have the possibility to undergo
some yet unknown special interaction with phospholipid molecules“ [17] (see the in-
dicator variable, I_on(–) in Eq. 4.7b).
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The permeability of SUVs for amino acids has been followed as a function of sur-
face charge and cholesterol content. Increasing the negative charge by incorporating
dicetylphosphate in the DMPC liposomes led to an enhanced permeability of posi-
tively charged amino acids (e.g. lysine). Increasing the cholesterol content decreased
the permeation of net charged amino acids (e.g. alanine) [19].

The importance of hydrogen bonds for drug–membrane interaction and transport
has been stressed recently [20]. The authors analyzed the data of Vaes et al. [21] re-
garding the partitioning of polar and non-polar chemicals into SUVs of L-α-dimyris-
toylphosphatidylcholine and into octanol. Descriptors used were a bulk descriptor, α,
and the H-bond acceptor and donor strength, ΣCa, ΣCd. Regression analysis led to
Eq. 4.8:

log PDMPC = –0.106 + 0.273α – 1.030�Ca + 0.169ΣCd (4.8)

n = 19 r = 0.975 s = 0.275 Q = 0.966

The partitioning increased with α and decreased with stronger HB donor and HB
acceptor effect �Cd (negative values) and �Ca. respectively]. In the corresponding
equation describing log Poct., the term describing H-bond donor strength was not
significant.

The importance of hydrogen bond contribution to permeability and absorption
processes was also studied on a heterogeneous set of chemicals [22] as well as for the
transport of a series of passively absorbed drugs in humans [23].

The examples underline the importance of molecular bulk and mainly the hydro-
gen bond accepting strength for the interaction of chemicals and drugs with phos-
pholipids.

4.1.1

Absorption Models

4.1.1.1 Caco-2 Cells as an Absorption Model
Caco-2 cells, especially the human intestinal epithelial cell line, have been proposed
and used for the simulation and prediction of intestinal drug absorption after oral
administration. These membranes of cells have useful properties for correlation with
in vivo data such as enzymatic and transporter systems [24].

Several independent correlations between drug uptake in cell monolayers and data
on intestinal absorption in vivo have been established. Such studies have shown that
cell line monolayers can be used to predict absorption in vivo and to identify drugs
that are not well absorbed. Cell line studies have the advantage of needing only small
amounts of drugs. However, differences in the absorption properties of different re-
gions in the gastrointestinal tract cannot be considered. In addition, the relatively
low capacity of the metabolic and transport system is a limitation. This can lead to an
underestimation of carrier-mediated uptake of drugs in the intestine. Another disad-
vantage is that these studies are labor intensive.

As permeability is a function of lipophilicity, molecular size, H-bonding capacity,
and charge, and as charge is included in lipophilicity (log P) when the distribution
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coefficient D instead is used and molecular size and H-bonding are components of
lipophilicity, permeability becomes solely a function of molecular size and H-bond-
ing [25–27]. These two properties, besides solubility and dissolution, are assumed to
play an important role in oral bioavailability. Using linear combinations of suitable
molecular size and hydrogen bonding descriptors, i.e. without knowledge of the dis-
tribution coefficient, log D, it was shown that reasonable estimates of permeability
can also be achieved for non-congeneric series of compounds. The results demon-
strate the importance of hydrogen-bonding descriptors for the description of mem-
brane permeation. The introduction of a new descriptor, Cad (the sum of absolute
values of free energy H-bond factors, characterizing the total H-bond ability of a
compound) (see also refs. 28 and 29), facilitates the prediction of permeability prop-
erties. Cad is calculated from the molecular structure of the solute and is strongly
correlated with the H-bond descriptors, Ca+Cd. Figure 4.1 shows the obtained sig-
moidal correlation of permeability and total hydrogen-bonding capacity (Cad) for a
series of 17 compounds (Table 4.2) [25].

Fig. 4.1 Correlation of permeability and total
hydrogen-bonding capacity for a series of
structural heterogeneous compounds: corti-
costerone (Co), testosterone (Te), propranolol
(Pr), alprenolol (Al), warfarin (Wa), metoprolol
(Me), felodipine (Fe), hydrocortisone (Hy),

dexamethasone(De), salicylate (Sa), acetyl-
salicylate (Ac), practolol (Pa), terbutaline (Tb),
atenolol (At), mannitolol (Ma), sulphasalazine
(Su), and olsalazine (Ol). (Reprinted from 
Fig. 4 of ref. 25 with permission from Wiley-
VCH.)
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In another study, Caco-2 cell cultures were used for the characterization of the in-
testinal absorption of antibiotics [30]. In this study, two markers with low lipophilici-
ty and paracellular permeability – fluorescein and [3H]-mannitol – were used to as-
sess the reproducibility of the assay conditions. In parallel, the transepithelial electri-
cal resistance of the cell monolayer was monitored. According to the authors, 21-day-
old cultures show a significantly better coefficient of variation than younger cell
cultures (15 days) and are therefore more suitable for determining paracellular per-
meability. The results agreed with those published by other authors comparing in
vivo absorption and absorption in Caco-2 cells for various drugs [24]. The tested an-
timicrobials could be grouped according to their apparent permeability coefficient
Papp.. Group 1 drugs had a Papp. of < 0.2 × 10–6 cm/s, a very poor absorption, and a
bioavailability of < 1%. Group 2 drugs had Papp. values between 0.2 × 10–6 and 2 × 10–6

cm/s and bioavailability between 1% and 90%. Group 3 drugs had Papp. values
> 2 × 10–6 cm/s and a bioavailability over 90% (Table 4.3).

Tab. 4.2 Hydrogen bonding descriptors for the selected compounds. (Reprinted from Tab. 4 of
ref. 25 with permission from Wiley-VCH)

Symbol HA HAi HD HDi HT HTi HB HBONDa Cab Cdb Cadb SPc Λd

Sa 3 4 2 1 5 5 3 5 3.7 4.8 8.5 37 – 1.9
Ac 4 5 1 0 5 5 4 5 4.3 3.1 7.4 52 – 4.2
Ma 6 6 6 6 12 12 6 12 9.9 11.4 21.3 70 – 8.6
Tb 3 3 4 5 7 8 4 8 6.3 8.1 14.5 43 –
Al 2 2 2 3 4 5 3 5 6.1 3.8 9.9 27 – 6.0
Pr 2 2 2 3 4 5 3 5 5.9 3.8 9.7 27 – 6.4
Pa 4 4 3 4 7 8 5 8 9.3 5.7 15.0 49 – 8.2
At 4 4 4 5 8 9 5 9 9.3 8.0 17.3 55 – 8.8
Me 3 3 2 3 5 6 4 6 7.6 3.8 11.4 36 – 7.3
Te 3 3 1 1 4 4 2 3 4.6 2.2 6.8 29 – 6.5
Ol 8 10 4 2 12 12 8 11 9.4 9.7 19.1 94 –
Wa 5 7 1 0 6 7 4 5 6.7 2.2 8.9 50 – 7.1
Co 5 6 2 1 7 7 4 6 7.6 3.1 10.7 55 – 9.4
Hy 5 6 3 3 8 9 5 8 9.1 5.3 14.4 67 –10.0
Fe 5 5 1 1 6 6 5 6 8.7 1.7 10.4 49 – 7.6
De 5 5 3 3 8 8 6 8 10.3 5.3 15.6 64 –10.3
Su 8 9 3 2 11 11 9 11 14.1 7.0 21.1 106 –

a) Calculated with HBOND
b) Calculated with HYBOT. The sign of Cd has been reversed.
c) Calculated with MOLOC.
d) Calculated from the relationship of 1–octanol-water log P values vs. van der

Waals volume V, of different n–alkanes as the distance on the ordinate.
Abbreviations and Symbols: HA, number of hydrogen bond acceptors (lone-
pair count) in neutral form (HAi for state at pH 7.4); HB, total number of
atoms capable of forming hydrogen bonds; HD, number of hydrogen bond
donors in neutral form (HDi for state at pH 7.4); HT, total number of poten-
tial hydrogen bonds for neutral form (HTi for state at pH 7.4); Λ, polarity
term, mainly hydrogen bonding; SP, polar part of the surface area.
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A theoretical model using Molsurf parameterization and PLS statistics was devel-
oped to predict Caco-2 cell permeability [31]. In this study, the compounds investi-
gated were the same as those used by van de Waterbeemd et al. [25]. Various PLS
models were derived. A good correlation between calculated and observed perme-
ability data in Caco-2 cells [32] was observed. The compounds could be classified into
those with poor absorption and those with acceptable permeability. Again, hydrogen
bonding has the greatest favorable impact followed by lipophilicity and the presence
of “surface electrons”, i.e. valence electrons not highly bonded to the molecule. Clas-
sifying hydrogen-bond acceptors into oxygen and nitrogen types improved the pre-
dictive power for Caco-2 cell permeability. The correlation was sigmoidal [31].

In drug research, particular attention is paid to the study and prediction of the
membrane permeability of peptides. The reason for this is the low success rate of
peptide drugs in clinical performance because of the poor bioavailability of most
pharmacologically active peptides. In addition to their metabolic instability, the
transport of peptides across the intestinal epithelium is very limited [33, 34]. It has
been suggested that the membrane transport of several compounds depends on the
total number of hydrogen bonding sites in the drug molecule. This would indicate a
significant role for desolvation energy in drug transport. To investigate this aspect
further, the intestinal absorption for a series of radiolabeled peptides was deter-
mined in rats by comparing their biliary and urinary excretion. It was found that the
absorption of the model peptides was inversely correlated with the number of calcu-
lated hydrogen bonding sites. The results generally were similar to those previously

Tab. 4.3 Human oral bioavailability together with mean (± SE)
Papp values for various antibiotics. (Reprinted from Tab. 2 of ref.
30 with permission from Elsevier Science)

Antibiotic Route of Human oral Papp

administration bioavail- (cm/s) × 10–6b

ability (%)a

Vancomycin i.v. < 1 < 0.1
Teicoplanin i.v./i.m. < 1 < 0.1
Rifamycin-SV i.v < 1 0.17 ± 0.016
Cephaloridin i.m < 3 0.18 ± 0.017
Penicillin-G i.v/i.m 20–30 0.24 ± 0.033
Chlorotetracycline p.o. 30 0.48 ± 0.045
Erythromycin p.o. 30–60 0.47 ± 0.181
Ampicillin p.o. 30–70 1.84 ± 0.743
D-Cycloserine p.o. 100 3.62 ± 0.105
Novobiocin p.o. 90 3.98 ± 0.142
Rifampicin p.o. 98–100 5.79 ± 0.053
Rifapentine p.o. 100 11.80 ± 1.397
Trimethoprim p.o. 100 21.12 ± 0.384

a) The range of values is reported when available.
b) Point estimations are not available for Papp values 

< 0.1 · 10 – 6 (cm/s) due to the quantitation limit of the 
corresponding antibiotic assay.
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obtained in vitro using Caco-2-cells. However, it seems that a significant molecular
size component is also involved, and it has to be admitted that not all assumed hy-
drogen bonds are energetically equivalent [35].

Shortly after this study the influence of peptide structures and hydrogen bonding
on their transport across Caco-2 cell monolayers was again studied and the strong in-
fluence of peptide bond modifications became obvious [36]. The investigators chose
peptides with less hydrogen bonding functionality in the side chain (Tables 4.4 and
4.5). A satisfying correlation was found between the permeability coefficients, log
Peff., and the number of potential hydrogen bonding sites for peptides I to V as well
as other peptides (r = 0.97).

Tab. 4.4 Structures of the peptide used to study the influence of
bond modification on transport across Caco-2 cells [36]

Compound R1 R2 R3 R4

I H H H H
II H H CH3 H
III H CH3 CH3 H
IV CH3 CH3 CH3 H
V CH3 CH3 CH3 CH3

Tab. 4.5 Caco-2 cell permeability and octanol-buffer partition
coefficients (P) for the studied peptides (see Tab. 4.4). 
(Adapted from Tab. 2 of ref. 36)

Permeability coefficienta

Peptide Pmonolayer
b Peff Log Pc

I 0.67 (0.03) 0.66 (0.03) 2.30 (0.02)
II 2.88 (0.63) 2.78 (0.63) 2.63 (0.01)
III 6.11 (0.52) 5.68 (0.52) 2.53 (0.01)
IV 16.7 (1.7) 13.8 (1.7) 2.92 (0.01)
V 33.9 (2.9) 23.8 (2.8) 3.24 (0.02)

a) cm/s · 10–6 mean (± SD).
b) Calculated from Peff using Paq = 8 · 10– 5 cm/s 

and Pfilter = 1 · 10– 3 cm/s. 
c) Mean (± SD).
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Several years later, this problem was again tackled using the calculated dynamic
molecular surface properties of 19 oligopeptides divided into three homologous sub-
groups. Both the polar and non-polar parts of surface area were considered, and a
strong relationship with the transepithelial permeability of the studied peptides was
found, hydrogen bonding and hydrophobicity being the most important properties
[37].

The effect of size and charge on the passive diffusion of peptides across Caco-2 cell
monolayers via paracellular pathways as well as on retention time has been studied
using the IAM technique [38]. It was found that a positive net charge of the hy-
drophilic peptides favors permeation across the intestinal mucosa via the paracellu-
lar pathway. With an increase in size, the molecular sieving of the epithelial mem-
brane dominates the transport of peptides and the influence of the net charge be-
comes less important. The permeability coefficient, Papp., of the capped amino acids
and the model peptides can be calculated by:

Papp. = (∆Q/∆t)/A × c(0) (4.9)

where ∆Q/∆t is the linear appearance rate of mass in the receiver solution and A is
the cross-sectional area (i.e. = 4.72 cm2). The molecular radii of the peptides were
calculated from their diffusion coefficients at 2 °C using the NMR technique. c(0) is
the intestinal solution concentration in the donor compartment at t = 0. The results
are summarized in Tables 4.6 and 4.7.

Tab. 4.6 Capped amino acids, tripeptides, and hexapeptides and their physico-
chemical properties. (Adapted from Tab. 2 of ref. 38)

Radiusa Lipophilicityb

Compound (Å) MW (Log K’IAM) Net charge

Ac-Asp-NH2 2.3 174 –1.48 Negative
Ac-Gly-Asp-Ala-NH2 2.5 302 –1.62 Negative
Ac-Trp-Ala-Gly-Gly-Asp-Ala-NH2 3.3 616 –0.82 Negative
Ac-Lys-NH2 1.8 187 –0.92 Positive
Ac-Gly-Lys-Ala-NH2 2.8 315 –0.97 Positive
Ac-Trp-Ala-Gly-Gly-Lys-Ala-NH2 3.0 629 –0.11 Positive
Ac-Asn-NH2 1.7 173 –1.20 Neutral
Ac-Gly-Asn-Ala-NH2 2.6 301 –1.24 Neutral
Ac-Trp-Ala-Gly-Gly-Asn-Ala-NH2 3.1 615 –0.37 Neutral

a) Stokes-Einstein radius calculated from the diffusion coefficient in D2O.
b) Capacity factor determined from partitioning of the solute between 

0.02 M phosphate buffer, pH 7.4, and an immobilized artificial membrane 
of PC analogs.
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Tab. 4.7 Capped amino acids, tripeptides, and hexapeptides and their transport
characteristics across Caco-2 cell monolayers. (Adapted from Tab. 3 of ref. 38)

Apparent Permeability Coefficient · 10–8 (cm/s)

Compound X = Asp X = Asn X = Lys

Ac-X-NH2 10.04 ± 0.43 ND 17.16 ± 1.58
Ac-Gly-X-Ala-NH2 7.95 ± 1.03 25.79 ± 4.86 9.86 ± 0.18
Ac-Trp-Ala-Gly-Gly-X-Ala-NH2 3.19 ± 0.27 5.12 ± 0.31 4.94 ± 0.33

ND = not determined.

Tab. 4.8 PAMPA flux and its relation to % absorption. (Reprinted from Tab. 1 of ref. 39, 
with permission from the American Chemical Society)

flux flux
Compound A %a c1 Log D pH 6.5 c2 pH 7.4 c3 c4

1 Acetylsalicylic acid 100 h –2.57 22 m 15 m m
2 Alprenolol 93 h 1.00 31 h 27 h h
3 Atenolol 54 m –2.14 8 l 8 m m
4 Ceftriaxone 1 l –1.23 <5 l <5 l l
5 Cephalexin 91 h –1.00 <5 l l
6 Chloramphenicol 90 h 1.00 57 h 52 h h
7 Corticosterone 100 h 1.89 59 h 51 h h
8 Coumarin 100 h 1.39 84 h 66 h h
9 Dexamethasone 100 h 1.74 39 h 37 h h

10 Diltiazem 92 h 2.22 40 h 33 h h
11 Guanabenz 75 h 1.67 21 m 30 h h
12 Hydrocortisone 89 h 1.53 59 h 52 h h
13 Imipramine 99 h 2.52 17 m 24 m m
14 Metoprolol 95 h 0.07 20 m 25 h h
15 Olsalazine 2 l –4.5 <5 l <5 l l
16 Propranolol 90 h 1.54 17 m 28 h h
17 Salicylic acid 100 h –2.14 8 m m
18 Sulfasalazine 13 l –0.13 <5 l <5 l l
19 Sulpiride 35 m –1.15 <5 l 15 m m
20 Terbutaline 73 h –1.4 10 m 15 m m
21 Testosterone 98 h 3.31 56 h 45 h h
22 Theophylline 98 h –0.02 8 m 12 m m
23 Tiacrilast 99 h –1.05 7 m 5 l m
24 Verapamil 95 h 1.91 65 h 28 h h
25 Warfarin 93 h 0.12 57 h 16 m h

a) A %, human absorption values; c1, classification human absorption; log D,
distribution coefficients (pH 7.4 octanol-water); c2, classification permeation
at pH 6.5; c3, classification pH 7.4; c4, combined classification pH 7.4 and
6.5 (c2 and c3). Classification scale: l, low; m, medium; h, high. Flux meas-
urements were performed in triplicate. Standard deviations in all cases were
less than 5% relative to the flux value.
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4.1.1.2 Parallel Artificial Membrane Permeation Assay (PAMPA)
A new physicochemical high-throughput screening system (PC-HTS) using a paral-
lel artificial membrane permeation assay (PAMPA) for the description of passive ab-
sorption processes has been developed by Kansy et al. [39]. PAMPA is based on a 96-
well microtiter plate assay that allows for the measurement of hundreds of com-
pounds per day. The authors used hydrophobic filter material as a support. Bilayers
composed of lecithin in an inert organic solvent were fixed on this support, and the
permeation of the compounds through this closed organic layer was determined.
The obtained flux values through the formed bilayer were compared with document-
ed human absorption data. It was possible to separate and classify the permeants
into three groups: those that were well absorbed (absorption 70–100%, correspon-
ding PAMPA flux 30–100%), intermediately well-absorbed compounds (absorption
30–70%; PAMPA flux 5–30%), and compounds with low absorption (absorption
0–30%; PAMPA flux <5%). Using this classification scheme, the in vivo absorption
could correctly be predicted for 80% of the compounds, taking into account the flux at
different pH values (Table 4.8). The results show the great potential of PAMPA in
screening large series of compounds and to provide information on lipophilicity, ion-
ization state, and solubility simultaneously without single compound measurements.

4.1.1.3 Surface Plasmon Resonance Biosensor Technique
Very recently, a so-called “surface plasmon resonance” (SPR) biosensor technique
has been developed that allows the differentiation and prediction of the degree of

Fig. 4.2 (a) Changes in SPR
as a result of changes in
mass/refractivity index at the
sensor surface indicate the
binding of the drug candi-
date. In a BIACORE system,
individually and serially 
addressable flow cells allow
simultaneous analysis from
four positions on the surface.
The drug is injected over the
four flow cells, and the SPR
system generates four senso-
grams. The signal from the
reference surface is subtract-
ed from that of the liposome
surface to give a differential
sensogram. (b)Different lipo-
somes are captured on alka-
ne tails covalently attached to
a dextran matrix. (Reprinted
from Fig. 1 of ref. 40 with 
permission from the Ameri-
can Chemical Society.)
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transcellular (t), paracellular (p) and actively absorbed (c) drug fractions from the
human intestine (Table 4.9) [40]. The method uses liposomes attached to a surface
sensor. The interaction between drug and liposomes is directly measured by SPR
technology (Figure 4.2). SPR is sensitive to changes in refractivity index at the sensor
surface produced by changes in mass. Liposomes were prepared either of POPC or a
mixture of POPC and ganglioside GM1 (95:5). Ganglioside GM1 was used to mimic
sugars on the cell surface. The method can use up to three liposome preparations si-
multaneously. The compounds were injected and the SPR signals produced by the
binding and release of drug molecules were monitored. Steady state was rapidly ob-
tained (ca. 450 s). The liposome preparations are stable for up to 2 weeks. New

Tab. 4.9 Drug classification data and biosensor results from POPC and
POPC/GM1 liposomes. (Reprinted from Tab. 1 of ref. 40 with permission from
the American Chemical Society)

Drug Fa (%)a Fa_Clb Transp.c POPC/GM1d POPCd MW

Desipramine 100 h t 1199 1009 266
Verapamil 100 h t 1056 780 455
Propranolol 100 h t 839 683 259
Alprenolol 96 h t 480 297 249
Sulfasalazine 12 l t 348 241 398
Pindolol 92 h t 314 142 248
Oxprenolol 97 h t 277 120 265
Naproxen 100 h t 183 109 230
Metoprolol 95 h t 179 82 267
Carbamazepine 100 h t 144 70 236
Terbutaline 73 h t 117 47 225
Ketoprofen 100 h t 101 62 254
Hydrochlorothiazide 55 m t 95 60 298
Furosemide 50 m t 92 56 331
Sulpiride 36 m t 78 47 341
Atenolol 54 m t 38 24 266
Antipyrine 100 h t 12 19 188
Tranexamic acid 55 m pt 14 20 157
Amoxicillin 90 h ct 9 17 365
Foscarnet 17 l p 62 32 126
Raffinose 0.3 l p 34 24 504
Lactulose 0.6 l p 29 22 342
Mannitol 26 l p 29 22 182
Urea 100 h p 26 23 60
Creatinine 100 h p 13 22 113
L-Leucine 100 h c 11 18 131
D-Glucose 100 h c 10 18 180

a) Fa (%), fraction absorbed in humans.
b) Fa_Cl, Fa classification: h = high, m = medium, l = low.
c) Transp., transport mechanism: t, passive transcellular; p, passive paracellular; 

c, carrier mediated.
d) POPC/GM1 and POPC: binding level for POPC/GM1 and POPC liposomes.
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preparations can be used after washing off the previous liposomes from the surface.
Up to 100 substances can be measured within 24 h when testing a single concentra-
tion. Among the 27 compounds tested, the majority was absorbed to more than 70%.

4.1.1.4 The Use of IAM Columns
Fast test systems for studying drug–membrane interaction in relation to drug trans-
port become even more important in combination with combinatorial chemistry and
high-through put screening methods. IAM columns could be very helpful in this re-
spect. HPLC screening of drug–membrane interaction has been evaluated and re-
ported using as an example β-adrenoceptor antagonists on several IAM columns
[41]. The columns were packed with single- (IAM.PC) or double-chain phospholipids
(IAM.PC.DD), in which the chain was linked by ester or ether groups to the glycerol-
backbone of PC. The silica surface was end-capped with methylglycolate; this is indi-
cated by IAM.PC.MG. The best correlations between retention time and pharmaco-
kinetic parameters were obtained with ester-linked IAM.PC.MG columns (Table

Tab. 4.10 Comparison of regression equations (n, number of data points; 
r, correlation coefficient; s, standard error) relating pharmacokinetic parame-
ters data (X) for β-adrenoceptor blocking compounds to retention 
factors (k’) obtained using an esterIAM.PC.MG and IAM.PC.DD column.
(Reprinted from Tab. 3 of ref. 41 with permission from Elsevier Science)

Log K’IAM.PC.MG Log K’IAM.PC.DD

Log X n ra s n r s

Log rτ 7 (9) 0.842 (0.834) 0.305 (0.444) 7 0.810 0.332
Log fb 8 (13) 0.775 (0.829) 0.377 (0.367) 8 0.744 0.399
Log ra 6 0.952 0.149 6 0.932 0.176
Log KBC 8 (10) 0.865 (0.896) 0.202 (0.180) 8 0.894 0.181
Log Vuss 7 (9) 0.876 (0.858) 0.247 (0.233) 7 0.847 0.274
Log Kp 8 (10) 0.830 (0.870) 0.514 (0.447) 8 0.751 0.609
Log r 8 (9) 0.812 (0.822) 0.588 (0.575) 8 0.672 0.746
Log B% 6 (8) 0.801 (0.800) 0.320 (0.274) 6 0.776 0.337

a) The numbers in the parentheses are from Chapter 3 [5]. The log K’ values ob-
tained on the esterIAM.PC.MG column utilized a mobile phase with 10% (v/v)
acetonitrile in 0.1 M sodium phosphate buffer at pH 7.0. The log K’ values
obtained on the IAM.PC.DD column utilized a mobile phase with 10% (v/v)
acetonitrile in 0.01 M PBS at pH 7.0. Log X represents the logarithm of the
pharmacokinetic parameters: log rτ, the ratio of fraction of drug bound and
unbound to tissue; log fb, the fraction of drug bound in plasma; log ra, the ra-
tio of the fraction of drug bound and unbound to albumin; log KBC, the true
red cell partition coefficients; log Vuss, the steady-state volume of distribution
referenced to the unbound drug in plasma; log Kp, the partition coefficient of
drug between plasma protein and plasma water; log r, the ratio of the fraction
of drug nonrenally and renally eliminated; log B%, the percentage binding of
drug to serum proteins. All pharmacokinetic data from Chapter 3 [6].
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4.10), probably because of the deeper partitioning of the drugs into this stationary
phase.

IAM column chromatography has also been used to predict the transdermal trans-
port of drugs [42]. The retention time, log kw (capacity factor extrapolated to 100%
aqueous phase at pH 5.5, IAM column) and log Poct. were compared for the studied
drugs (Tables 4.11 and 4.12). The coefficients of permeability through human skin,
Kp, were not correlated with either log kw or log Poct.. The authors had, however, pre-

Tab. 4.11 Lipophilicity parameters and measured and calculated
IAM capacity factors for various compounds. (Reprinted from
Tab. 1 of ref. 42 with permission from Elsevier Science)

Log P Log kw Log kcal

Benzoic acid 1.88 –0.222 0.458
Caffeine 0.07 0.021 –1.028
Furosemide 2.29 1.615 0.795
Griseofulvin 1.95 1.975 0.516
Hydrocortisone 1.86 1.503 0.442
Indomethacin 4.23 2.364 2.388
Isosorbide dinitrate 1.12 –0.146 –0.165
Ketoprofen 2.79 1.341 1.206
Minoxidil 1.23 0.432 –0.075
Naproxen 2.82 0.981 1.230
Salicylic acid 2.27 0.394 0.779
Theophylline –0.25 –0.101 –1.189

Tab. 4.12 Water solubilities, total transdermal fluxes, permeabil-
ity coefficients, and differences between experimental and calcu-
lated IAM values for various compounds. (Reprinted from Tab. 2
of ref. 42 with permission from Elsevier Science)

Cw
a Jb Log Kp

c ∆ Log kw

Benzoic acid 0.5 720 –0.40 –0.680
Caffeine 22 1.5 –4.72 1.049
Furosemide 0.54 0.21 –3.97 0.820
Griseofulvin 0.014 0.24 –2.32 1.459
Hydrocortisone 0.28 0.42 –3.38 1.061
Indomethacin 0.016 0.25 –2.36 –0.024
Isosorbide dinitrate 1.09 4.8 –2.91 0.019
Ketoprofen 2.97 12 –2.95 0.135
Minoxidil 1.9 0.81 –3.93 0.507
Naproxen 0.016 4.8 –1.08 –0.249
Salicylic acid 0.002 1.9 –0.58 –0.385
Theophylline 7.5 1.08 –4.40 1.189

a) Cw (water solubility) in units of mg/ml.
b) J (total transdermal flux) in units of mg cm–2 h–1.
c) Kp in units of cm/s.
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viously derived a correlation between these two parameters for the partitioning of
neutral compounds [43].

log kw = 0.816 (± 0.035) log Poct. – 1.055 (± 0.140) (4.10)

n = 10 r = 0.993 s = 0.11

This relationship was used to calculate log kw and the difference from the observed
log kw values was used to describe the skin permeability, Kp (∆log kw and log Poct. were
not significantly intercorrelated, r = 0.61).

log Kp = – 2.419 (± 0.276) ∆log kw – 2.206 (± 0.174) (4.11)

n = 10 r = 0.952 s = 0.517

The only exceptions were griseofulvin and hydrocortisone, both neutral com-
pounds but still deviating from the correlation described in Eq. 4.10. These com-
pounds show extra interactions with phospholipids [42].

4.1.1.5 Partitioning into Immobilized Liposomes
Drug partitioning has also been determined on liposomes and biomembranes im-
mobilized in gel beads by freeze–thawing [44]. Drug partitioning was expressed as
capacitor factor, Ks, normalized with respect to the amount of immobilized phos-
pholipid. Lipids used were PC, PS, egg phospholipid, lipids extracted from human
red cell membrane vesicles, vesicles from cytoskeleton-depleted human red cell
membrane vesicles, and ghosts from human red cell membranes. Interestingly, all
the different liposomal and biomembrane compositions gave similar results for the
partition behavior of the studied β-blockers, phenothiazines, and benzodiazepines.
The results obtained from liposomes of pure PC were the only exception. Mixed li-
posomes seem to better mimic biomembrane properties. For several drugs after oral
administration in humans a non-linear relation was obtained between percent ab-
sorption and log Ks obtained in vesicles. Almost no absorption was found below Ks

values of 0.6 or above 3.0. Maximum absorption occurred between Ks 1.5 and 2.5.
Recently, the partitioning of oligopeptides has been determined in two chromato-

graphic systems [45]. IAM chromatography and immobilized liposome chromatog-
raphy (ILC) were used. The relationship was analyzed by the partial least-squares
technique between these two sets of experimental data and three different sets of cal-
culated descriptors. The results of all three models were statistically significant and
showed that negative charge and large hydrogen-bonding capacity prevent partition-
ing into membranes. In contrast, the hydrophobic properties of oligopeptides sup-
port partitioning.

Compounds that show low but intrinsic absorption can be optimized by various
galenic techniques and procedures. However, those which possess no absorption
ability at all cannot be optimized by such procedures. New strategies have been de-
veloped for novel drug delivery systems to control drug release, transport, and ab-
sorption across mucosal membranes. A special class of modifiers are amphiphilic
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compounds. The cationic N-trimethyl-chitosan (TMC) has been shown to be a novel
type of macromolecular penetration enhancer. It increases the paracellular perme-
ability of the intestinal epithelia and thereby enhances the paracellular uptake of hy-
drophilic and macromolecular drugs. It has been demonstrated that the degree of
quaternization is an important factor in the ability of TMC to open tight junctions in
the mucosal membrane. Only TMCs with a high degree of substitution are effective,
and they show no toxicity when applied to Caco-2 cells [46].

The correlation between the structures of catamphiphilic drugs and their binding
to brush border membranes isolated from rat small intestine has also been reported
[47]. It was found that quaternary ammonium compounds such as tetramethylam-
monium and choline compete for the binding site. The competition effect increased
with increasing chain length of the hydrocarbon chain of the quaternary amines. In
imipramine-related compounds the ranking in binding affinity was N-didesmethyl-
imipramine (primary amine) > desimipramine (secondary) > imipramine (tertiary) 
> methylimipramine (quaternary).

Tab. 4.13 n-Decane-, 1-hexadecene-, and 1,9-decadiene-water partition coefficients 
(molar concentrations) for various solutes at 25 °C. (Reprinted from Tab. 1 of ref. 49 
with permission from Bertelsmann-Springer)

Partition coefficient

Permeant Decane-water Hexadecene-water Decadiene-water

1 Water (2.0 ± 0.2) × 10 – 5 (5.9 ± 0.2) × 10 – 5 (1.2 ± 0.1) × 10 – 4

2 Formic acid (1.8 ± 0.1) × 10 – 4 (3.0 ± 0.6) × 10 – 4 (6.2 ± 0.4) × 10 – 4

3 Acetic acid (3.1 ± 0.5) × 10 – 4 (7.8 ± 0.2) × 10 – 4 (1.3 ± 0.2) × 10 – 3

4 Acetamide 9.3 × 10 – 6 (3.8 ± 0.5) × 10 – 5 (1.3 ± 0.2) × 10 – 4

5 Butyric acid (9.5 ± 0.4) × 10 – 3 (1.8 ± 0.1) × 10 – 2 (3.9 ± 0.1) × 10 – 2

6 Adenine (3.7 ± 0.1) × 10 – 7 (3.1 ± 0.5) × 10 – 6 (5.8 ± 1.7) × 10 – 6

7 Benzoic acid (4.9 ± 0.3) × 10 – 2 (1.5 ± 0.1) × 10 – 1 (3.1 ± 0.1) × 10 – 1

8 p-Toluic acid (2.0 ± 0.1) × 10 – 1 (5.2 ± 0.1) × 10 – 1 (9.0 ± 0.1) × 10 – 1

9 α-Hydroxy-p-toluic acid (5.0 ± 0.2) × 10 – 5 (2.5 ± 0.1) × 10 – 4 (7.3 ± 0.7) × 10 – 4

10 α-Chloro-p-toluic acid (2.8 ± 0.3) × 10 – 1 (4.2 ± 0.1) × 10 – 1 (5.3 ± 2.4) × 10 – 1

11 α-Cyano-p-toluic acid (3.7 ± 0.1) × 10 – 3 (9.6 ± 1.9) × 10 – 3 (1.7 ± 0.1) × 10 – 2

12 α-Methoxy-p-toluic acid (4.3 ± 1.2) × 10 – 2 (6.4 ± 0.5) × 10 – 2 (1.1 ± 0.1) × 10 – 1

13 α-Naphthoic acid (6.9 ± 0.4) × 10 – 1 2.0 ± 0.2 2.2 ± 0.2
14 β-Naphthoic acid 2.0 ± 0.1 4.1 ± 0.1 5.7 ± 0.2
15 α-Carboxy-p-toluic acid (1.4 ± 0.2) × 10 – 5 (4.0 ± 0.2) × 10 – 5 (1.2 ± 0.2) × 10 – 4

16 α-Carbamido-p-toluic acid (1.8 ± 0.3) × 10 – 6 (7.0 ± 0.6) × 10 – 6 (4.0 ± 0.7) × 10 – 5

17 9-Anthroic acid 1.2 ± 0.1 3.0 ± 0.1 6.4 ± 0.5
18 2’,3’-Dideoxyadenosine (3.6 ± 0.2) × 10 – 6 (5.0 ± 0.1) × 10 – 5 (6.4 ± 1.1) × 10 – 5

19 2’-Deoxyadenosine (8.0 ± 0.4) × 10 – 8 6.0 × 10 – 7 (2.4 ± 0.9) × 10 – 6

20 Prednisolone (1.5 ± 0.2) × 10 – 5 (1.6 ± 0.1) × 10 – 4 (7.9 ± 1.0) × 10 – 4

21 Hydrocortisone (6.6 ± 0.1) × 10 – 5 (5.1 ± 0.8) × 10 – 4 (1.75 ± 0.05) × 10 – 3

22 Hydrocortisone-
21-pimelamide – (2.44 ± 0.01) × 10 – 4 (1.3 ± 0.1) × 10 – 3
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4.1.2

Computational Methods, QSAR

Because of the importance of drug absorption and permeation of membranes, vari-
ous methodologies have been applied to explain observed differences in permeabili-
ty in terms of the physicochemical properties of the drug molecules, to compare in
vitro and in vivo data, and, finally, to derive meaningful models to predict in vivo data,
thus avoiding experimental animal studies and saving money. As discussed above,
several kinetic models have been derived to describe the permeation process of small
molecules across a bilayer. In these studies, the permeation sites of different perme-
ants with moderately polar or polar properties were determined [48] and described by
the partition coefficients obtained in various partitioning systems. Hexadecane–wa-
ter and olive oil–water partitioning led to a significant correlation with permeability
(r = 0.95). The correlation with log Poct. and log Pether was poor (r = 0.75, r = 0.74 re-

Tab. 4.14 Permeability coefficients (Pm) for various non-elec-
trolyte solutes across egg lecithin bilayer membranes at 25 °C.
(Reprinted from Tab. 2 of ref. 49 with permission from Bertels-
mann-Springer)

Permeant V (Å3)a Pm (cm/sec)

1 Water 20.6 (1.9 ± 0.9) × 10 – 3

2 Formic acid 38.5 (2.9 ± 0.1) × 10 – 3

3 Acetic acid 55.5 (5.0 ± 0.2) × 10 – 3

4 Acetamide 59.7 (2.9 ± 0.3) × 10 – 4

5 Butyric acid 89.5 (1.0 ± 0.2) × 10 – 1

6 Adenine 107 (1.38 ± 0.02) × 10 – 5

7 Benzoic acid 108 (5.7 ± 0.5) × 10 – 1

8 p-Toluic acid 125 1.1 ± 0.2
9 α-Hydroxy-p-toluic acid 133 (1.6 ± 0.4) × 10 – 3

10 α-Chloro-p-toluic acid 139 (6.4 ± 0.1) × 10 – 1

11 α-Cyano-p-toluic acid 144 (2.7 ± 0.5) × 10 – 2

12 α-Methoxy-p-toluic acid 148 (3.5 ± 0.1) × 10 – 1

13 β-Naphthoic acid 149 (1.7 ± 0.2) × 10 1

14 α-Naphthoic acid 149 2.3 ± 0.6
15 α-Carboxy-p-toluic acid 152 (1.8 ± 0.3) × 10 – 4

16 α-Carbamido-p-toluic acid 157 (4.1 ± 0.4) × 10 – 5

17 9-Anthroic acid 190 3.2 ± 0.8
18 2’,3’-Dideoxyadenosine 195 (6.3 ± 0.1) × 10 – 5

2’,3’-Dideoxyinosine < 10 – 6

2’,3’-Dideoxyguanine < 10 – 6

19 2’-Deoxyadenosine 203 (9.4 ± 0.7) × 10 – 7

20 Prednisolone 309 (1.5 ± 0.6) × 10 – 4

21 Hydrocortisone 316 (5.6 ± 0.3) × 10 – 4

22 Hydrocortisone-21
-pimelamide 452 (1.8 ± 0.5) × 10 – 4

a) Molecular volume calculated by the atomic increment method.
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spectively). In addition, the molecular volume contributed significantly to the per-
meability properties. According to the authors, the results are consistent with the sol-
ubility–diffusion model, which explains the dependence on both the hydrophilicity
and molecular volume of non-electrolytes. It has been concluded that the solubility
of the compounds in the membrane is best described when using slightly polar alka-
nes as models. In a later, similar study on 22 heterogeneous compounds, 1,9-decadi-
ene was selected as the most suitable solvent for simulating the permeability of these
non-electrolytes through egg phospholipid bilayers. The partition coefficients of the
22 solutes in three alkanes are given in Table 4.13, and the determined permeability
coefficients in Table 4.14. The best description was obtained by applying Eq. 4.12:

log Pmδ/Kw→hc = log D0 – nlogV (4.12)

where Pm is the permeability coefficient, δ is the effective thickness of the barrier do-
main, Kw→hc is the bulk solvent–water partition coefficient, Do is a constant depend-
ing on the microviscosity in the barrier domain, and V is the molecular volume of
the different permeants (Figure 4.3) [49]. In many examples, log Poct. alone failed to
describe gastrointestinal drug absorption. Inclusion of molecular volume or weight
and hydrogen bonding led to an improved description of the biological data. A huge
database has been set up by C. Hansch et al. (Pomona College) including numerous

Fig. 4.3 Plots of log PM/Kw 6→hc

vs. log P of permeant volume
(A3/molecule), using (A) n-de-
cane, (B) 1-hexadecane, and 
(C) 1,9-decadiene as reference
solvents. (The lines are least-
squares fits.) (Reprinted from
Fig. 4 of ref. 49 with permission
from Bertelsmann-Springer.)
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examples dealing with different types of membranes and various classes of drugs
and chemicals. The examples document the important contribution of lipophilicity
for the absorption process, in addition to volume, shape, and hydrogen bonding.

Examples that underline this statement come from the study on the permeability
of 22 small non-electrolytes through lipid bilayer membranes discussed above [48],
and a QSAR study has been performed (kindly supplied by C. Hansch, Data bank,
Pomona College, USA):

log Per = 1.068 (± 0.080) log P’ – 1.133 (± 0.541)MGVOL + 1.940 (± 0.467) (4.13)

n = 22 r = 0.989 s = 0.287 Q2 = 0.969 (codeine was omitted)

where P’ is the partition coefficient in hexadecane–buffer. Compounds, permeability
coefficients, and physicochemical properties are listed in Table 4.15.

The permeation of toad urinary bladder by 22 non-electrolytes is another example
[50]:

Tab. 4.15 Physicochemical properties and observed and predicted (Eq. 4.13) per-
meability coefficients for a series of compounds (source: Pomona databank).

3 1 2 4 7
LOG PER YPRED DEV LOG P’ MGVOL
M

1 H2O –2.469 –2.922 –0.454 –4.377 0.167
2 HF –3.509 –3.943 –0.435 –5.377 0.126
3 NH3 –0.886 –1.133 –0.247 –2.658 0.208
4 HCl –0.462 –0.374 –0.088 –1.222 0.231
5 HCOOH –2.137 –2.653 –0.516 –3.959 0.324
6 CH3NH2 –1.097 –0.868 –0.229 –2.260 0.349
7 HCONH2 –4.000 –3.921 –0.079 –5.102 0.365
8 HNO3 –3.036 –2.889 –0.147 –4.161 0.341
9 NH2CONH2 –5.398 –5.582 –0.184 –6.553 0.465
10 HSCN –0.415 –0.929 –0.514 –0.495 0.427
11 CH3COOH –2.161 –2.084 –0.078 –3.276 0.465
12 C2H5NH2 –0.921 –0.629 –0.292 –1.886 0.490
13 HOCH2CH2OH –4.056 –3.727 –0.328 –4.770 0.508
14 CH3CONH2 –3.770 –3.627 –0.143 –4.678 0.506
15 C2H5COOH –1.456 –1.563 –0.107 –2.638 0.606
16 CH3CH(OH)CH2OH –3.553 –3.272 –0.281 –4.194 0.649
17 HOCH2CH(OH)CH2OH –5.268 –4.946 –0.322 –5.699 0.707
18 C3H7COOH –1.022 –1.105 –0.083 –2.060 0.747
19 HOCH2CH2CH2CH2OH –3.569 –3.616 –0.047 –4.367 0.790
20 C6H5COOH –0.260 –0.477 –0.217 –1.276 0.932
22 Salicylic acid –0.114 –0.486 –0.373 –1.222 0.990
23 Codeine –0.854 –2.028 –1.174 –1.377 2.206

PER, permeability coefficient; P’, partition coefficient in hexadecane-buffer; MGVOL,
molecular volume.
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log Per = 1.173 (± 0.310) log Polive oil – 2.891 (± 1.241) log MW + 
0.192 (± 0.094) Hb + 9.003 (± 0.363) (4.14)

n = 22 r = 0.920 F3, 18 = 33.3 s = 0.519

where Hb is the number of possible hydrogen bonds.
In a recent interesting study, the effective intestinal permeability (Peff.), which de-

scribes both the rate and extent of intestinal drug absorption (human jejunum, in
vivo), was correlated with experimentally and theoretically derived property parame-
ters [51]. pKa, log Poct., and log Pion were determined and log D values at pH 5.5, 6.5,
and 7.4 calculated for the 22 structurally diverse compounds. Finally, theoretical pa-
rameters used were number of hydrogen bond donors (HBD) and polar surface area
(PSA). PSA was defined as the part of the surface area associated with oxygen, nitro-
gen, sulfur, and the hydrogens bonded to any of these atoms. The best model ob-
tained after PLS analysis of the 13 passively and transcellularly absorbed compounds
included the parameters HBD, PSA, and log D5.5 or log D6.5. Similar, good models
for describing human in vivo Peff. values were obtained by using HBD and PSA alone
or HBD, PSA, and CLOGP.

log Peff. = –0.010PSA + 0.192log D5.5 – 0.239HBD – 2.883 (4.15)

n = 13 r2 = 0.93 Q2 = 0.90

log Peff. = –0.011PSA – 0.278HBD – 2.546 (4.16)

n = 13 r2 = 0.85 Q2 = 0.82

log Peff. = 0.162CLOGP – 0.010PSA – 0.235HBD – 3.067 (4.17)

n = 13 r2 = 0.88 Q2 = 0.85

No significant differences were observed when log D6.5 was used instead of log
D5.5. Therefore, no conclusions could be drawn about whether pH 5.5 (which corre-
sponds to the pH in the microenvironment in the unstirred layer in neighborhood of
the intestinal wall ) or pH 6.5 (which corresponds to the pH of the lumen) is better
suited for modeling Peff.

In contrast to the sigmoidal relationships derived from permeability studies in
Caco-2 cells [25], these models and relations assume that a linear relationship exists.
No dependence of permeability on the molecular weight (MW) is observed. Accord-
ing to the authors, the reason for this could be the small range in MW covered in this
data set (188–455 Da). The linear relation could result from the fact that for drugs
with low permeability paracellular absorption is of little importance in vivo, whereas
for drugs with high permeability the unstirred water layer is no barrier in vivo [52].

To validate the derived models, the authors used those models to predict log Peff.

for a set of 34 compounds for which the Fa values (fraction of drug absorbed) after
oral administration in humans have been published [32, 39, 53]. A good correlation
with the absorption data was found when, for simplicity, only HBD and PSA were in-
cluded. Ten of these compounds were also included in the original data set of 13.
First, the molecular descriptors were calculated and it was tested whether they
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matched the property space defined by the original data set was tested. Six compounds
were outside the confidence limits of the PCA model. Log Peff. for 34 compounds was
calculated using Eq. 4.15, and the compounds could be classified into drugs with low
(Fa < 20%, log Peff. < –5), medium (Fa = 20–80%, log Peff. –5 to –4), and high (Fa = 80%,
log Peff. > –4) absorption. A plot shows that most of the compounds were correctly clas-
sified and that there is a sigmoidal correlation between Fa and log Peff.. The main out-
lier was cephalexin, which is considered to undergo active transport (see ref. 39).

A new theoretical descriptor, the dynamic polar molecular surface area, PSAd, has
been calculated for a series of β-receptor blocking agents and used to describe their
transepithelial permeability, Pc, in Caco-2 cells in vitro [54] (Tables 4.16 and 4.17).
PSAd was calculated from all low-energy conformations identified in molecular me-
chanics calculations in a vacuum and in simulated chloroform and water environ-
ments. The effect of the environment on PSAd was small, with the exception of a very
flexible compound with larger MW and several functional groups capable of forming
hydrogen bonds. The large variation in epithelial permeability (0.104 × 10–6 to 242 ×
10–6 cm/s) could be convincingly explained using PSAd, vacuum as a single descriptor.
Again a sigmoidal correlation is found (Figure 4.4). The insert in Figure 4.4 shows
the correlation between log Pc and PSAd, vacuum (n = 9, r2 = 0.907, Q2 = 0.81) if the out-
lier H216/44 is excluded (r2 = 0.968, Q2 = 0.942). However, correlations with lower
statistical significance were obtained when the calculated octanol–water distribution
coefficient, log Dcalc, or log k’, the experimentally determined immobilized liposome
chromatography retention, were used instead. H216/44 is a large flexible compound
containing several functional groups capable of forming hydrogen bonds (note the
large difference between PSAd, CHCl3 and PSAd, water, Table 4.17).

Fig. 4.4 Relationship be-
tween PSAd, vacuum of nine
compounds and their Caco-2
cell monolayer permeability
coefficients. The insert shows
the correlation between log Pc

and PSAd, vacuum The dashed
line describes the resulting
linear correlation (H216/44 is
excluded, open circle). Error
bars represent standard devi-
ation of Pc and range of 
PSAd, vacuum. (Reprinted from
Fig. 2 of ref. 54 with permis-
sion from the American
Chemical Society.)
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Tab. 4.16 Structures of β-adrenoreceptor-blocking agents. (Reprinted from 
Tab. 1 of ref. 54  with permission from the American Chemical Society)

Compound R1 R2 R3 R4 pKa MW

A H 216/44 H H 8.5 479

B Atenolol CH(CH3)2 H H 9.6 266

C H 95/71 CH(CH3)2 H H 9.5 252

D Practolol CH(CH3)2 H H 9.5 266

E H 244/45 CH(CH3)2 H H 9.5 280

F Pindolol CH(CH3)2 H 9.7 248

G Metoprolol CH(CH3)2 H H 9.7 267

H Oxprenolol CH(CH3)2 H H 9.5 265

I Alprenolol CH(CH3)2 H H 9.6 249

Tab. 4.17 Structural descriptors, physicochemical properties, and Caco-2 cell monolayer perme-
ability coefficients of the β-adrenoreceptor antagonists (see Tab. 4.16). (Reprinted from Tab. 2 of
ref. 54, with permission from the American Chemical Society)

PSAd,vacuum PSAd, chloroform PSAd, water SAd, vacuum Log Ks
a Pc

b

Compound (Å2) (Å2) (Å2) (Å2) Log Dcalc Log Dm (M–1) (10–6 cm/s)

A H216/44 88.7 70.8 116.6 574.8 –0.61 –0.10 1.09 0.104 ± 0.016
B Atenolol 90.9 91.6 92.6 370.4 –2.31 –2.04 0.37 1.02 ± 0.10
C H95/71 77.0 77.7 77.7 347.8 –1.34 –1.56 0.62 3.75 ± 0.34
D Practolol 73.4 74.3 74.1 372.3 –1.35 –1.31 0.72 3.46 ± 0.53
E H244/45 71.6 72.7 72.9 396.9 –0.82 –1.08 0.68 6.03 ± 0.26
F Pindolol 56.5 57.4 57.5 340.7 –0.63 –0.55 1.61 54.7 ± 0.6
G Metoprolol 53.2 53.9 53.9 395.4 –1.11 –0.42 1.15 91.9 ± 4.0c

H Oxprenolol 46.7 49.1 49.6 373.4 –0.41 –0.08 1.63 119.6 ± 6.7
I Alprenolol 37.1 38.6 39.1 365.4 –0.40 –0.85 2.44 242. ± 14c

a) n = 3; relative SD ≤ 10%. b) n = 6 – 8. c) From ref. 55.
PSAd, dynamic polar molecular surface area; Ks, specific capacity factor, for details see ref. 55.
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In addition, the results of absorption studies for a series of β-adrenoceptor block-
ers in vitro using Caco-2 monolayers and rat intestinal segments have been used to
test new descriptors [55]. For this purpose, the authors calculated dynamic molecular
surface properties considering all low-energy conformations. Molecular mechanics
were used to consider the flexibility of the molecules, and the van der Waals volume
(vdW) and water-accessible surface areas were also calculated (Table 4.18 and 4.19).
When the dynamic polar vdW surface areas were used in regression analysis to de-
scribe cell permeability data obtained in Caco-2 cells and in rat ileum, excellent cor-
relations were obtained (r2 = 0.99 and 0.92 respectively).

However, these molecular modeling techniques, like molecular dynamics calcula-
tions and dynamic polar surface calculations, require expensive computer time. Hy-
drogen bond formation and molecular volume turned out to be the most important

Tab. 4.18 Dynamic molecular surface area propertiesa of the β-
adrenoreceptor blocking agents. (Reprinted from Tab. 4 of ref.
55 with permission from the American Chemical Society)

Dynamic surface area (Å2)

Polar Total

Compound van der Water van der Water 
Waals’ accessible Waals’ accessible

Atenolol 96.0 156.8 345 571
Practolol 77.7 107.0 344 577
Pindolol 54.4 72.5 314 520
Metoprolol 50.6 56.2 364 600
Oxprenolol 43.0 40.4 342 544
Alprenolol 34.9 30.7 337 535

a) The dynamic surface areas were calculated from the surface areas of
all low-energy conformations according to a Boltzmann distribution.

Tab. 4.19 Permeability coefficients of the β-adrenoreceptor an-
tagonists in Caco-2 monolayers and excised segments of rat
ileum and colon. (Reprinted from Tab. 5 of ref. 55 with permis-
sion from the American Chemical Society)

Caco-2 cell Rat intestinal Segment:b

monolayers:a Papp (cm/s ×10–6)

Compound Pc (cm/s ×10 – 6) Ileum Colon

Atenolol 1.02 ± 0.10 5.0 ± 1.0 1.92 ± 0.20
Practolol 3.27 ± 0.04 5.5 ± 1.3 2.44 ± 0.55
Pindolol 50.9 ± 3.2 24.9 ± 4.5 34.7 ± 9.7
Metoprolol 91.9 ± 4.0 40.5 ± 9.8 96. ± 22
Oxprenolol 129. ± 6.2 50. ± 25 62. ± 17
Alprenolol 242. ± 14 68. ± 11 116. ± 18

a) Cellular permeability (Pc), calculated from apparent permeabili-
ties (Papp; n = 4) at two different stirring rates.

b) n = 3–5. 
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descriptors of oral absorption data and can easily be determined or calculated. There-
fore, these parameters seem to be most suitable for the prediction of absorption and
bioavailability.

4.2

Drug Distribution

4.2.1

Distribution into the Brain Compartment

Drug distribution is a decisive factor in drug action, selectivity, and toxicity. Drugs
absorbed from the intestinal tract into the blood circulation undergo redistribution
into the various tissues and body compartments. The distribution processes into the
body fluids and compartments depend again on the physicochemical properties of
both the drugs and the membranes and on the equilibrium between free drug and
the fraction bound to serum proteins. The protein concentration in the serum, for
example, exceeds that in the cerebral extracellular fluid about 2000-fold. Therefore,
in general, a good correlation is found between the drug concentration in the cere-
brospinal fluid (CSF) and its free concentration in the plasma. This, however, will
depend not only on the steady-state plasma concentration but also on the off-rate
from plasma protein binding for a particular drug [56]. Similarly, the metabolic rate
can depend on the off-rate of the protein–drug complex [57, 58]. Protein binding can
also be the reason for a non-linear correlation between the brain penetration and
lipophilicity of a drug, the reason being the linear relation between lipophilicity and
the degree of protein binding. 

The distribution of drugs depends on both the physicochemical properties of the
drug molecules and the composition of tissue membranes. These factors can either
result in a uniform or uneven distribution of drugs into the various body compart-
ments and fluids. In the extreme, distribution may tend toward an accumulation of
drugs in particular tissues or to an almost complete exclusion of the drug from a par-
ticular compartment in a defined length of time. One unique compartment that has
to be considered in this respect is the brain, which is separated from the capillary sys-
tem of the blood by the blood–brain barrier, whose membrane has a special struc-
ture. It consists of a cerebral capillary network formed by a capillary endothelium
that consists of a cell layer with continuous compact intercellular junctions. It has no
pores, but special cells, astrocytes, which support the stability of the tissues, are situ-
ated at the bases of the endothelial membrane separating the brain and CSF from
the blood. The astrocytes form an envelope around the capillaries.

This complex barrier has to be crossed by drug molecules via passive diffusion or ac-
tive transport in order to reach the brain compartment. This is required for all drugs
acting on the central nervous system (CNS). The degree of uptake into the CNS or CSF
can be quite different despite the similar mechanism involved in diffusion. This can be
explained by the much greater surface of the blood–brain membrane compared to the
surface of CSF and/or the existence of specific carrier proteins in the CNS.
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The permeability coefficient, P (cm/s), is defined by the following operational
equation for non-directed flux from the blood to the brain across the cerebral capil-
laries. It can be determined by measuring the concentration of a drug in the plasma
and brain as a function of time [56, 59]:

dCbrain/dt = PAfCplasma (4.18)

where Cplasma is the net plasma concentration at any time t after drug administration,
Cbrain is the brain parenchymal concentration (excluding intravascular material), A is
the surface area of the capillary bed (about 180 cm2/g brain for gray matter), and f is
the steady-state fraction of drug unbound and non-ionized in plasma.

It should be kept in mind that the effective delivery of a drug to the brain is a func-
tion not only of the blood–brain barrier but also of the relative affinities of the drug
for the brain and blood compartment.

A variety of approaches have been developed to describe and predict the delivery of
drugs into the brain. The early examples were restricted to small series of small and
mostly homogeneous non-electrolytes and showed acceptable correlations with their
octanol–water partition coefficients [59].

However, some years later, it was found that the octanol–water partition coeffi-
cient alone was generally not sufficient to describe the delivery of drugs into the
brain. More and more exceptions were detected. One example is the diffusion of
some highly lipophilic vinca alkaloids whose permeability coefficients were observed
to be smaller than expected from their high octanol–water partition coefficients 
[56, 60, 61]. The authors concluded “that the additive rules that govern bulk phase oc-
tanol–water partition coefficients [62] break down for large molecules in which dis-
tances between hydrophobic and ionic regions within the molecule become signifi-
cant with respect to the distance of the membrane-water interface and of the thick-
ness of the biological membrane (about 100 Å)”. Young et al. [63] developed a new
physicochemical model that correlated the brain penetration capacity of a series of
centrally acting H2-receptor histamine antagonists with the difference in their parti-
tion coefficients in the octanol–water and cyclohexane–water systems (∆log P).
Whereas log Poct. (r = 0.43) alone could not describe the penetration behavior, log BB
= log (Cbrain/Cblood), significant correlations were obtained using log Pcyclohex (r =
0.732) alone and, to an even greater extent, using the difference between log Poct. and
log Pcyclohex (see also Chapter 2).

log BB = –0.485 (± 0.160) ∆log P + 0.899 (± 0.500) (4.19)

n = 20 r = 0.831 s = 0.439 F = 40.23

Analyzing the same data set, van de Waterbeemd and Kansy [64] derived a signifi-
cant correlation when using log Pcyclohex. and a calculated volume descriptor VM (cm3)
(r = 0.934, s = 0.29):

log BB = 0.338 log Pcyclohex. – 0.00618 VM + 1.359 (4.20)

Thus, only one experimental log P value was necessary. The same authors demon-
strated that a significant correlation between the penetration coefficient, log BB, and
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the total H-bonding capacity, Λcyclohex., defined by Eq. 4.21 and the molecular volume
exists. The solute parameter, Λcyclohex., can be replaced by the calculated hydrophilic
fraction of the van der Waals surface area, SP, so that log BB can be estimated with-
out any experimentally determined descriptor (Eq. 4.23):

Λcychex.= –log Pcyclohex. + 0.039 VM +1.098 (4.21)

and

log BB = –0.338 (± 0.032) Λcyclohex.+ 0.007 (± 0.001) VM + 1.730 (4.22)

n = 20 r = 0.934 s = 0.29 F = 58

log BB = –0.021 (± 0.003) SP – 0.003 (± 0.001) VM + 1.643 (± 0.465) (4.23)

n = 20 r = 0.835 s =0.48 F = 19.5

The rational behind the usefulness of ∆log P in the description of log BB is that it
represents a measure of hydrogen-bonding ability. The hydrogen-bonding ability in-
creases with increasing ∆log P, i.e. the more hydrophilic the compound, the more it
will partition into the more watery blood system and not in the more lipophilic brain
tissue. It has also been shown that ∆log P is mainly a measure of the solute hydrogen
bond acidity, whereas the hydrogen bond basicity seemed to play a less important
role [65].

For a set of histaminergic H1-receptor agonists it was found later that using the
difference between log Poct. and log Pcyclohex led to an overestimation of the brain pen-
etration by a factor of 2–5 [66]. According to van de Waterbeemd and Kansy [64], the
application of the molar volume, VM, and polar surface area, SP, led to an even larg-
er overestimation of the brain penetration of H1-receptor agonists. This is in contrast
to the satisfactory performance of these variables in the case of H2-receptor antago-
nists.

In the case of a structurally inhomogeneous series of antihistamines, the sedative
side-effects were found to be much better described by their octanol–water distribu-
tion coefficient at pH 7.4, log D, than by ∆log Poct.-alk. or their hydration capacity, 
Λalkane [67].

The problem is that predicting log BB outside of the parameter space of small test
series is very risky. As pointed out by Abraham et al. [26], log Pcyclohex. and also log BB
depend on the volume of an alkane. However, according to Eq. 4.20, log BB cannot
be less than 1.359 units for an alkane. For alkanes Λcyclohex. is zero [65] and Eq. 4.22
would predict log BB = 1.94 for methane.

This is because the definition of Eq. 4.21 seems not to apply in this case. Thus, for
methane. with log Pcyclohex. = 1.33 and VM = 30.3 cm3. the log BB value calculated by
Eq. 4.20 is 1.62 log units but the real value is only 0.04 log units [26]. Therefore, the
authors attempted to evaluate systematically those factors influencing the distribu-
tion of solutes between blood and brain, starting with their general solvation equa-
tion:
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log SRP = c + rR2 + sπH
2 + aαH

2 + bβH
2 + νVx (4.24)

where SRP is a solubility-related property for a series of solutes in a given system,
and the solute descriptors are R2, an excess molar refractivity, πH

2 the solute dipolar-
ity/polarizability, aαH

2 and bβH
2, the hydrogen bond acidity and basicity, respective-

ly, and Vx, the characteristic volume of McGowan [68].
For an extended data set including the 20 derivatives of Young et al. [63], the au-

thors derived Eq. 4.25 (8 out of 65 compounds were excluded as outliers for various
reasons):

log BB = –0.038 + 0.198R2 – 0.68sπH
2 – 0.75 aαH

2 – 0.698bβH
2 + 0.995Vx (4.25)

n = 57 r = 0.952 s = 0.197 F = 99.2

Parameters such as dipolarity/polarizability, hydrogen bond acidity, hydrogen and
bond basicity favor distribution into blood, and the volume of McGovern, a measure
of solute size, and R2 favor distribution into brain.

In a first step, the two data sets were treated separately, and both yielded highly
significant correlations, the regression coefficients remaining almost constant. This
was true despite the fact that in one data set Vx (cm3/mol/100) covered a range of
0.085–1.095 and in the second data set a range from 1.138 to 3.178 units. This sup-
ports the assumption that Eq. 4.25 can generally be applied to predict the penetration
ability of drugs into the brain before synthesizing the drug. This is especially true as
these authors described methods that help to estimate the solute descriptors through
fragment schemes.

A different approach to estimate the ability of drugs to penetrate the blood–brain
barrier was published by Seelig et al. [69]. They determined the lipophilicity, log k’w,
of the compounds by polycratic reversed-phase HPLC (C18 silica column, varying
methanol–buffer ratios) and the surface activity of 24 drugs with or without CNS ac-
tivity. The surface activity was quantified by their Gibbs adsorption isotherms char-
acterized by three parameters: the onset of surface activity, the critical micelle con-
centration, and the surface area requirement of the drug at the air–water interface.
When plotting the critical micelle concentration (CMC) as a function of the concen-
tration of surface activity onset, Co, at pH 8 for cationic and at pH 6.8 for anionic
compounds, three hydrophobic regions were indicated. Accordingly, the drugs can
be classified into three groups:
1) Those that are highly lipophilic and bind to other amphiphilic sites such as pro-

teins. These drugs show a low concentration in the endothelial membrane and
may also accumulate in the membrane interior. They, therefore, fail to enter the
CNS.

2) Those that are less lipophilic and possess smaller cross-sectional areas at the
air–water interface. These drugs interact readily with lipid membranes and their
high pKa values allow a reprotonation at the CNS side of the membrane, 

3) Those that are highly hydrophilic compounds and cross the blood–brain barrier
only at concentrations that are sufficiently high to shift the equilibrium from the
free to the membrane-bound state.
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Later, van de Waterbeemd et al. [70] demonstrated for a set of 125 CNS-active and
CNS-inactive compounds covering a large range of lipophilicity (log D = –4.80 to
+6.54) and molecular size (MW 138–631) that it is possible to discriminate between
the two classes of compounds. Log D values for optimal brain uptake should be be-
tween 1 and 4. It was, however, not necessary to determine the experimental log D
value when MW and H-bonding were combined. The ratio of the principal axes
(length/width) of the compounds should be below 5. It was also shown that the cal-
culated polar surface area, SP, of drugs is a suitable descriptor of a drug’s H-bonding
potential. The authors stated that the constraints on a drug’s physicochemical prop-
erties are somewhat more restrictive for penetration into the brain than for oral ab-
sorption. In this case, the MW should be below 450 and the polar surface area below
90 Å2. Thus, a combination of MW and the total number of potential H-bonds in the
drug’s ionized state, the major components of lipophilicity and permeability, are
useful for estimating CNS activity of new drug candidates.

A computational method for the determination of blood–brain partitioning of or-
ganic solutes using free energy calculations has been developed by Lombardo et al.
[71]. It avoids the risk of breaking down complex molecules into smaller fragments,
which may lead to non-additivity and may not always be correct in differing stereo-
chemical and conformational environments. Log P values are composed of polarity
and volume terms. From this knowledge the authors concluded that a solvation
model that incorporates these factors should be suitable to calculate log P values ex-
pressed as solvation free energies. They calculated the free energies of solvation in
water (∆Go

w) and in hexadecane (∆Go
HD) for 57 compounds included in the data sets

discussed above [26, 63]. The free energy was computed with the AMSOL 5.0 pro-
gram using the solvation model AM1-SM2.1 for water and AM1-SM4 for n-hexade-
cane [72, 73]. Because of the high flexibility of some of the derivatives – prior to com-
puting – the initial conformations of solutes were generated by a Monte Carlo con-
formational search [74]. All compounds were optimized in the unionized state in the
gas phase. The obtained relationship is given in Eq. 4.26:

log BB = 0.054 (± 0.005) ∆Go
w + 0.43 (± 0.07) (4.26)

n = 55 r = 0.82 s = 0.41 F = 108.3

Two compounds had to be excluded from the data set. They were outliers (1.3 log
units deviation) as also found in the analysis by Abraham et al. [26]. It must also be
remembered when considering the derived equations that log BB is a complex pa-
rameter that encompasses brain partitioning and permeability and may also depend
on other processes such as metabolism, active transport, and so forth. Thus, the
standard deviations of these determinations may fall within the range of the mean
values. The authors could demonstrate that the derived equation could also estimate
log BB outside of the training data set. Therefore, the value of the above correlation
with the solvation free energy lies in its power to rank compounds for their ability to
cross the blood–brain barrier before synthesis. Interestingly, it was also shown by
Lombardo et al. [71] that the calculated ∆Go

w correlated well with the determined per-
meability coefficient, PC, using endothelial cell monolayers from bovine brain mi-
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crovessels for 10 drugs taken from the literature [75]. ∆Go
w was the only significant

parameter in the correlation.

PC = 3.33 (± 0.46) ∆Go
W + 100.4 (± 8.0) (4.27)

n = 10 r = 0.93 s = 14.4 F = 53.1

A new method for predicting hydrogen bonding capacity using GRID calculations
has recently been published [76]. In this calculation, an amide-NH probe was used to
explore the hydrogen bond acceptor regions, a carbonyl probe to detect hydrogen
bond donor regions, and a water probe for the detection of both. The surface and vol-
ume maps were calculated for three contour levels because of their dependence on
the selected level. Using the data set of Young et al. [63] on the brain partitioning be-
havior of 20 compounds the newly developed descriptors were tested for their per-
formance. In all regression equations derived, the best correlations were obtained
with the surface maps at –2.0 kcal/mol using the water probe:

log Cbrain/Cblood = –0.00823 (S_2_W) + 1.2689 (4.28)

n = 20 r = 0.85 s = 0.0012 F = 46.9

Similar to the theoretical model of Palm et al. [54], based on dynamic surface prop-
erties for the prediction of drug absorption into human intestinal Caco-2 cell lines
the authors used their molecular dynamics/GRID approach to correlate the absorp-
tion of the same set of six β-adrenoceptor antagonists with the coefficients obtained
by the water probe at contour level –2 and –3 kcal/mol.

log Pc Caco-2 (cm/s) = –0.0276 (S_3_W) + 0.3096 (4.29)

n = 6 r = 0.93 s = 0.405 F = 24.0

Very recently, new descriptors have successfully been derived from 3-D molecular
fields. These descriptors were correlated with the experimental permeation data by
discriminant partial least-squares methods. The training set consisted of 44 com-
pounds. The authors were able to deduce a simple mathematical model that allows
external prediction. More than 90% of blood–brain permeation data were correctly
predicted [77].

4.2.2

Distribution, Localization, and Orientation of Drugs in Various Tissues and Membranes

As already stated, the distribution pattern of drugs in various tissues depends on
both the structure and properties of the drug molecules and the composition of the
membranes.

A model-based dependence of human tissue–blood partition coefficients of chem-
icals on lipophilicity and tissue composition was recently described [78]. For 36 neu-
tral chemicals, the partitioning between seven different tissues and blood in humans
was modeled, considering accumulation in the membrane, protein binding, and dis-



174 4 Drug-Membrane Interaction and Pharmacokinetics of Drugs

tribution in the aqueous phase as relevant processes. The tissue–blood partition co-
efficients were described by a non-linear function of lipophilicity of the chemicals
and tissue composition. The equation derived is suitable for the estimation of parti-
tion coefficients for physiologically based pharmacokinetic models. It is, however,
limited to non-ionizable compounds and is tested in a log P range –2 < log P < 5.

Considering the different composition of phospholipids in membranes, it would
be expected that the distribution of drugs into tissues and their localization therein
would differ, and that the partition coefficients in membranes, log PM, would deviate
in size and ranking from those determined in bulk octanol–water. Log PM can be
strongly affected by the presence of charged head groups in the phospholipids, espe-
cially in the case of amphiphilic drugs.

Several in vitro studies have been undertaken in which the partitioning of com-
pounds into membranes with varying lipid composition was determined. For exam-
ple, the partitioning of the anticancer drug teniposide showed a strong dependence
on the type of the phospholipid head group. The partition coefficient into multil-
amellar vesicles of DOPC was 4290 at 37 °C. It was reduced by the inclusion of addi-
tional phospholipids (33 mol%) in the order cardiolipin (Cl) > phosphatidylglycerol
(PG) > PS > PE (Table 4.20). There also was a strong dependence on degree of satu-
ration of the lipid chain and on cholesterol content [79].

The importance of PS in membranes for the distribution process can be derived
from a study by Smejtek et al. [80] on aminopyridines. Aminopyridines are known to
facilitate synaptic transmission at low calcium concentrations, an effect associated
with the block of K+ channels. For a series of aminopyridines, the zeta-potential (ζ) of
PS vesicles in the presence of such aminopyridines was determined. The zeta-poten-
tial was determined from the electrophoretic mobility, µ:

µ = εε0ζ/η (4.30)

where ε is the relative dielectric constant, ε0 the permittivity, η the viscosity, and ζ
the zeta-potential value. This was done to relate the strength of association with the
biological effect of the aminopyridines. The association constants of the studied

Tab. 4.20 Role of lipid head group in partitioning of teniposide
into phospholipid mixtures. (Reprinted from Tab. 1 of ref. 79,
with permission from Elsevier Science )

Lipid Mole ratio Kp

DOPC – 4288 ± 206
DOPC/DOPE 2:1 2275 ± 108
DOPC/DOPS 2:1 2132 ± 274
DOPC/DOPG 2:1 1478 ± 195
DOPC/Cl 2:1 1368 ± 29
POPC – 2817 ± 243
POPC/POPE 1:1 1165 ± 60

Partitioning was evaluated at 37 °C. The partition coefficient 
(Kp) is presented as the mean ± SE.
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Tab. 4.21 Association constants of aminopyridines and calcium
for phosphatidylserine membranes. (Reprinted from Tab. 1 of
ref. 80 with permission from Elsevier Science)

Membrane-active ion Assoc. const. 
(M–1)

3,4-Diaminopyridine 6.5

4,5-Diaminopyrimidinea 3.8

4-Aminopyridine 2.6

3-Aminopyridinea 1.8

2-Aminopyridinea 1.6

4-Dimethylaminopyridine 0.5

4-Aminopyridine methiodide 0.2

Calcium 12.1

a) Average from measurements at two pH values.
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aminopyridines as well as of Ca2+ for PS is given in Table 4.21. It is suggested from
CNDO/2 calculations that the binding of aminopyridines to PS membranes increas-
es with the density of excess charge in the protonated aminopyridine ring. The asso-
ciation constant correlates with the biological effect (see Section 5.1).

The superior description of drug–membrane interaction and distribution into tis-
sues by the partition coefficients determined with liposomes compared with those in
octanol–buffer is supported by several papers. The partitioning into left atria, AT,
aorta and erythrocytes has been determined (Table 4.22) [81, 82] for six different
drugs. Regression equations were derived using log Poct. and the IC50 for the dis-
placement of Ca2+ from PS monolayers by the drug molecules. The authors also cal-
culated membrane concentration and membrane partitioning ratios for the six
drugs. High membrane concentrations with respect to the medium concentration
were observed [81]. Later, using five compounds of the same series, the change in
proton relaxation, 1/T2, was used as an independent variable based on binding ex-
periments with phospholipids, measured by NMR spectroscopy [83]. Whereas the
degree of Ca2+ displacement (IC50) and the change in 1/T2 significantly correlated
with the tissue distribution, the correlation with log Poct. showed only low predictive
power (Q2).

log AT = –1.189 (± 0.512) log IC50 Ca2+ + 2.882 (± 0.545) (4.31)

n = 5 r = 0.97 s = 0.23 F = 54.6 Q2 = 0.83

log AT = 0.861 (± 0.33) log 1/T2 + 1.428 (± 0.34) (4.32)

n = 5 r = 0.98 s = 0.21 F = 68.8 Q2 = 0.89

log AT = 0.594 (± 0.52) log Poct.– 0.259 (± 1.95) (4.33)

n = 5 r = 0.85 s = 0.47 F = 10 Q2 = 0.27

Tab. 4.22 Erythrocyte (E/M) and tissue (T/M) medium ratios of
the drugs in human erythrocytes, rat aortas and left atria at pH
7.2, at a medium concentration of 10–6 mol/L. (Reprinted from
Tab. 3 of ref. 81 with permission from the American Society for
Pharmacology and Experimental Therapeutics)

Drugs E/M T/M (aortas) T/M (left 
atria)

Flunarizine 196. ± 3 682. ± 52 784. ± 155
R 56865 37. ± 2 230. ± 47 402. ± 37
Nitrendipine 18. ± 1 77. ± 2 96. ± 4
Verapamil 6. ± 1 23. ± 2 57. ± 6
Diltiazem 3. ± 0.3 11. ± 0.8 28. ± 2
Lidocaine 1.5 ± 0.5 4.5 ± 1.1 5.0 ± 0.5

The values represent mean ± SD (n = 6). For further details, see text.
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Support for these results comes from a paper in which the partitioning of 17 drugs
into adipose tissue was examined [84]. For these drugs, log Poct., log Doct. at pH 7.4, and
the retention time on an immobilized artificial membrane, log k’IAM, were deter-
mined. The adipose storage index (ASI) was defined as:

ASI = Cad. max /Dad. max (4.34)

where Cad. max is the maximum concentration in adipose tissue after a single dose
and Dad. max is the hypothetical (averaged) concentration of evenly distributed drug at
t = tad. max. This can be calculated from the mass balance of a kinetic distribution ex-
periment or, if elimination is slow, the value can be approximated to t = 0. ASI corre-
lated best with the difference between log Doct. and log k’IAM:

ASI = 1.81 log Doct. – log k’IAM + 0.40 (4.35)

n = 17 r2 = 0.83 F = 72.3

Tab. 4.23 Adipose storage index, capacity factors derived from the IAM column, and physic-
ochemical parameters for 17 diverse drugs. (Reprinted from Tab. 1 of ref. 84 with permission
from the American Chemical Society)

No. Name ASIa Log D7.4
b Log Pc Log KIAM

d Log D7.4 – pKa
f Nature 

log KIAM
e of drugg

1 Haloperidol 0.1 2.27 4.30 1.71 0.56 8.4 Basic
2 Clozapine 0.3 1.04 3.90 1.66 –0.62 7.5 Basic
3 Imipramine 0.3 2.70 4.60 1.44 1.26 9.5 Basic
4 Desipramine 0.3 1.48 4.00 1.44 0.04 10.2 Basic
5 Phenoxybenzamine 0.34 2.07 – 1.72 0.35 10.3 Basic
6 Indomethacin 0.4 1.30 3.10 1.05 0.25 4.5 Acidic
7 Chlorpromazine 0.5 3.39 5.00 2.06 1.33 9.3 Basic
8 Pentobarbital 1.1 1.40 1.40 1.38 0.02 8.0 Acidic
9 Nitrendipine 1.2 0.97 0.97 1.36 –0.39 Basic

10 Ketanserine 1.9 1.92 3.01 1.47 0.45 9.3 Basic
11 Clobazam 2.3 1.90 1.90 0.73 1.17 Neutral
12 Diazepam 4.6 2.80 2.80 0.98 1.82 Neutral
13 Phenytoin 5 2.50 2.50 0.51 1.99 8.3 Acidic
14 Thiopental 5 2.80 2.80 0.21 2.59 7.5 Acidic
15 (1,1-Bis(4-chlorophenyl)- 7.5 5.90 5.90 1.57 4.33 Neutral

2,2-dichloroethylene)
16 N-Acetyldesiprimine 7.8 3.91 3.90 0.79 3.11 Neutral
17 Amiodarone 8.1 5.66 6.70 1.85 3.89 8.4h Basic

a) Adipose tissue storage index.
b) Log (n-octanol-water distribution coefficient at pH 7.4).
c) Log (n-octanol-water partition coefficient of neutral form).
d) Log (IAM column capacity factor).
e) Log (n-octanol-water distribution coefficient at pH 7.4) – log KIAM.
f) pKa of compound.
g) Nature of compound.
h) pKa estimated on the basis of the Hammet equation for tertiary amines 

(9.61–3.30Σσ*, using σ* for the phenoxyethyl substituent of 0.384).
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Both descriptors alone led to correlations with lower statistical significance. The
data set included basic, acidic, and neutral drugs (Table 4.23). According to the au-
thors, the difference log Doct. – log k’IAM describes “the equilibrium of the drug be-
tween n-octanol and phospholipid membrane phase.”

Similarly, the partitioning of nitroimidazoles into octanol–water, log Poct., and into
four liposome preparations with different lipid composition, log KM, was determined
and regression equations were derived to explain the observed variation in the phar-
macokinetic parameters of these drugs [85]. The log KM ranged from 1.5 to 0.5 and
was at least two- to threefold greater than log Poct. (Table 4.24). In addition, the hy-
drophobic substituent constants of functional groups in various partitioning systems

were determined and showed mostly negative and different values (Table 4.25). Cor-
relation of the various log KM values with pharmacokinetic parameters was optimal
for KM values derived from cholesterol-free liposomes. The best predictive power for
the plasma clearance was obtained with KM DMPC, for the acute LD50 with KM DPPC.
Oral bioavailability was better described with all four Km values determined in lipo-
some preparations than with log Poct.

The same authors also reported on the correlation found between the radiosensi-
tizing effects of five nitroimidazoles in either murine EMT-6 or Chinese hamster V79
tumor cell cultures and log Poct. or log KM. For all five partition coefficients, no signifi-
cant correlation was observed for EMT-6 cells. However, highly significant correlations
were obtained for V79 cells with all four log KM values, including those in liposome
preparations with cholesterol added. No significant correlation was obtained with log
Poct. (log KM I to log KM IV: r = 0.92, 0.95, 0.947, 0.937) (log Poct.: r = 0.588).

The example of the anticancer drugs tamoxifen and 4-hydroxytamoxifen shows
that merely the absence or presence of certain substituents can change the distribu-

Tab. 4.24 Partition coefficients into various liposome systems (log KM) and in n-
octanol-saline (log Poct.) at 30 °Ca of Nitroimidazoles. (Adapted from Tab. 2 of ref.
85)

Log KM for liposome compositionb

Nitroimidazole I II III IV log Poct.

SR-2555 0.50 0.08 –0.32 –0.23 –1.64
Azomycin riboside 0.86 0.65 –0.29 –0.25 –1.34
SR-2508 0.66 0.37 –0.16 –0.14 –1.34
Desmethylmisonidazole 0.69 0.49 –0.17 –0.21 –0.85
RO-07-0741 0.80 0.60 –0.42 –0.10 –0.52
Misonidazole 0.92 0.74 –0.12 –0.14 –0.37
Azomycin 1.13 0.83 –0.54 –0.40 –0.16
Iodoazomycin riboside 1.29 0.92 –0.44 –0.34 –0.32
RO-07-2044 1.47 1.06 –0.62 –0.50 –0.46

a) The maximum relative standard deviation (RSD) was 10 %, although in 
most cases the RSD was < 4.4 %.

b) I, DMPC; II, DPPC; III, DMPC:CHOL (1:1 mole ratio); IV, 
DMPC/CHOL/DCP (7:2:1 mole ratio). DCP, dicetylphosphate.
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tion behavior [86]. For tamoxifen the partition coefficient for DMPC bilayers and li-
posomes of lipids extracted from native sarcoplasmic membranes linearly decreased
with increasing drug concentration, as observed also for chlorpromazine, ampho-
tericin B, and teniposide [74, 87, 88]. This may be due to saturation of the lipid phase
under the experimental conditions (see Section 3.10) For 4-hydroxytamoxifen, how-
ever, a linear increase in Kp (partition coefficient for DMPC liposomes) with increas-
ing drug concentration is observed. As the two drugs differ only in the 4-OH group,
the authors suggest that the hydroxy group is responsible for the difference in the
partition coefficient and its dependence on drug concentration. The polar molecule
can form hydrogen bonds with the aqueous phase and therefore Kp will be smaller
than for tamoxifen. However, the hydroxy group can positionally orient the amphi-
pathic molecule in the phospholipid bilayer with the polar hydroxy group directed to
the aqueous phase and the hydrophobic ring system interacting with the hydropho-
bic area of the phospholipid. The charge interaction of the hydroxy group with the
polar head groups may then perturb the hydrogen bonding at the bilayer surface and
destabilize it. This, in turn, weakens the lipid packing and facilitates the incorpora-
tion of the drug with increasing drug concentration.

This example underlines the finding that the interaction of drug molecules during
transport across membranes involves not only electronic and steric effects, but also
the effect of molecular shape and volume on the architecture and organization of
membranes, and the energetics of the transfer process. Even if partitioning in the oc-
tanol–water system is highly correlated with that into liposomes, the contribution of
the enthalpy and entropy to the free energy of partitioning can be very different [89].

Tab. 4.25 Hydrophobic substituent constants of functional groups of nitroimi-
dazoles in liposome (I–IV) systems and in the n-octanol-saline (Poct.) (see Tab.
4.24). (Adapted from Tab. 4 of ref. 85)

Substituents (R) at ring I II III IV Poct.

nitrogen atom

H 0 0 0 0 0
CH2CHOHCH2OCH2CF3 0.34 0.23 0.08 0.10 0.30

0.16 0.09 –0.10 –0.06 0.16

CH2CHOHCH2OCH3 –0.21 –0.09 –0.42 –0.26 –0.53
CH2CHOHCH2F –0.33 –0.23 –0.12 –0.30 –0.68
CH2CHOHCH2OH –0.44 –0.34 –0.37 –0.19 –1.01
CH2CONHCH2CH2OH –0.47 –0.46 –0.38 –0.26 –1.50

–0.17 –0.18 –0.25 –0.15 –1.50
CH2CON(CH2CH2OH)2 –0.63 –0.75 –0.86 –0.63 –1.80
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It is therefore not surprising that in many cases a suitable preparation of lipo-
somes is a better model for describing drug distribution into specific tissues than log
Poct.. To select the best liposome preparation remains, however, a problem until we
know more about the individual composition of biological membranes in different
tissues and their possible interaction modes with certain drug structures.

4.2.3

Distribution in vivo

In explaining the variance in pharmacokinetic parameters, log Poct. is not always a
sufficient descriptor. The failure to correlate the kinetics of distribution and the stor-
age of barbiturates in adipose tissue with log Poct. can serve as an example. Again,
other descriptors have been investigated [90].

Detailed in vivo studies on the tissue distribution in rabbits of a set of 10 drugs
have been reported together with their partition coefficients, Kp, in various tissues
and partition coefficients log Papp in four solvent systems: octanol, benzene, chloro-
form, and triolein [91]. The results are summarized in Table 4.26. The Kp values in
the studied tissues, including bones, showed a large variation in ranking and a sig-
nificant variation from tissue to tissue. It was found that the tissue-to-plasma parti-
tion coefficient of the non-ionized form of the drugs, Kpfu, correlates best with log
Poct. of the non-ionized form.

Tab. 4.26 Tissue-to-plasma partition coefficients (Kp) of basic drugs for various rabbit tissuesa,
octanol-buffer partition coefficient, log Papp, and unbound fraction of drug in serum, fp (Adapted
from Tab. 2 of ref. 91)

Kp
b

Key Substrate Lung Brain Heart Gut Muscle Adipose Skin Bone Log Papp. fp

1 Pentazocin 32.1 5.1 6.4 4.3 6.4 2.5 5.2 4.5 2.18 0.40
2 Nitrazepam 1.8 2.1 1.4 2.2 1.7 2.3 1.6 1.2 2.21 0.17
3 Haloperidol 53.5 8.2 14.3 10.8 7.2 27.6 6.2 5.4 2.69 0.23
4 Biperiden 131.0 25.7 34.4 22.5 8.5 120.0 9.9 5.2 2.83 0.39
5 Diazepam 8.4 3.2 6.0 6.7 3.5 12.2 1.6 1.0 2.99 0.091
6 Promethazine 151.4 20.0 35.0 32.9 15.4 132.5 13.5 9.5 3.10 0.22
7 Trihexyphenidyl 74.3 21.2 22.8 21.5 13.2 76.4 8.1 7.9 3.17 0.37
8 Chlorpromazine 64.0 9.3 14.0 11.1 5.2 40.9 5.4 4.3 3.28 0.095
9 Clotiazepam 11.0 3.2 2.6 3.6 1.6 5.9 1.4 1.0 3.49 0.03

10 Clomipramine 144.3 10.6 40.8 29.2 6.2 86.2 5.6 5.7 3.58 0.067

a) Results are given as the mean at 16 h after the beginning of the in-
fusion studies when the rabbits were sacrificed for tissue sampling. 
At least three rabbits were used to determine the values. All SE
values were within 10% of the mean.

b) The value of Kp is the ratio of tissue concentration to the arterial
blood concentration. Log Papp is the octanol-water partition coeffi-
cient at pH 7.4 and fp, the unbound fraction of the drugs in serum.
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In another in vivo and in vitro study, the importance of the PS content of tissues to
the distribution pattern of three weekly basic drugs was investigated in 10 different
tissues [92]. The distribution of quinidine, propranolol, and imipramine was deter-
mined under steady-state conditions and was expressed as tissue-to-plasma partition
coefficients, Kp. The PS concentration, in the various tissues was determined by 2-D
thin-layer-chromatography, and a linear correlation was obtained for each drug when
plotting Kp against the tissue PS concentration, with the exception of the brain com-
partment. An example is given in Figure 4.5. It shows the influence of the PS con-
centration for the distribution pattern of these drugs. The authors also determined
the binding constant, nK, in vitro to five phospholipids including PS. The association
constant to PS was the highest and again correlated for single drugs with the Kp val-
ues for the distribution of these drugs in vivo (r = 0.93). (The authors did not use the
logarithmic form of Kp!):

Kp = 14.3 × (log nK) × (PPS conc.) – 8.09 (4.36)

where n is the number of binding sites and K the association constant.
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Fig. 4.5 Relationship between the Kp

value of quinidine (A), propranolol (B),
and imipramine (C) and the concentra-
tion of PS in rat tissue. 1, lung; 2,
spleen; 3, kidney; 4, pancreas; 5, liver;
6, intestine; 7, heart; 8, muscle ; 
9, testis; 10, brain. The bar presents the
SE of four trials. (Reprinted from Fig. 3
of ref. 92 with permission from Kluwer
Academic/Plenum Publishers.)
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Tab. 4.27 Binding parameters of propranolol, imipramine and quinidine to individual standard
phospholipidsa (Adapted from Tab. 3 of ref. 92)

Propranolol Imipramine Quinidine

Affinity K n nK K n nK Kb nc nKd

PS 35.1 813 20.2
High 0.238 98.4 5.58 148 0.415 45.0
Low 0.0111 731 0.0161 936 0.0048 309

PG 14.9 287 9.28
High 0.571 10.2 1.71 158 0.302 20.2
Low 0.0073 1240 0.0150 1160 0.0121 263

PI 14.7 70.8 8.18
High 0.116 118 0.850 82.5 0.368 20.7
Low 0.0034 300 0.0017 389 0.0015 372

PC 1.10 1.31 0.13
High 0.657 1.31 0.381 3.14 0.446 0.13
Low 0.0372 6.68 0.0025 45.7 0.0231 3.00

PE 0.20 0.02
High 0.0150 12.5 0.211 0.99 0.25 0.0280 0.865
Low 0.0081 5.15

a) Binding parameters were determined using the n-hexane-pH 4.0
buffer partition system at 25 °C. Each binding parameter was calcu-
lated by a non-linear least-squares analysis method.

b) Association constant (µM–1).
c) Number of binding sites (nmol/mg lipid).
d) Binding ability (mL/mg lipid). nK = n1K1 + n2K2.

Tab. 4.28 Comparison of membrane-predicted and literature values of steady-state volumes of 
distribution (VUSS) of β-blockers. (Reprinted from Tab. 6 of ref. 93, with permission from Elsevier
Science).

β-Blocker Predicted (VUSS, L) Literature 

n-Octanol- I II III IV values [94]

buffer system

Propranolol 864 1606 941 567 1271 1950
Alprenolol 708 226 514 483 636 316
Metoprolol 156 226 316 540 202 240
Pindolol 133 295 326 109 186 200
Nadolol – 123 120 – 156 186
Acebutolol 226 100 124 150 141 126
Atenolol 103 185 74 122 82 79
Average, % error 59 33 39 78 23

I, DMPC liposomes; II, DPPC liposomes; III, DMPC/CHOL (1:1 mole ratio) liposomes; 
IV, DMPC/CHOL/DCP (7:2:1 mole ratio) liposomes. DCP, dicetylphosphate.



4.2 Drug Distribution 183

This relation was used to estimate the Kp values of desipramine for different tis-
sues based on the in vitro association constant of desipramine, which was deter-
mined as 155 mL/mg lipid. The results obtained were satisfying.

Liposomes as a possible distribution model in QSAR studies were proposed by Be-
tageri and Rogers [93] and used to describe pharmacokinetic data of seven β-blockers
[94]. The partitioning of the β-blockers into octanol and four liposome preparations
with different phospholipid and cholesterol composition was determined and com-
pared in regression analyses with various pharmacokinetic parameters. An example is
given in Table 4.28 for the steady-state volume of distribution. The best prediction was
obtained when liposomes consisting of DMPC/CHOL/DPC (7:2:1 mole ratio) were
used (23% average error), the worst with log Poct. (average error 59%).

A further example of the different distribution behavior of drugs in octanol and tis-
sue is the partitioning into sarcoplasmic reticulum of 1,4-dihydropyridines and an
additional series of drugs, including antiarrhythmics [95] (Tables 4.29 and 4.30).

Tab. 4.29 1,4-Dihydropyridine partition coefficients into biologi-
cal membranes and octanol-buffer. (Reprinted from Tab. 1 of 
ref. 95 with permission from the American Chemical Society)

Drug Biological membranesa Octanol-buffer
(sarcoplasmic reticulum)

Bay P 8857 125 000 40
Iodipine 26 000
Amlodipine 19 000 30
Nisoldipine 13 000 40
Bay K 8644 11 000 290
Nimodipine 6 300 730
Nifedipine 3 000

a) Similar values were obtained with cardiac sarcolemmal lipid 
extracts, indicating a primary interaction of the drug with the
membrane bilayer component of these biological membranes.

Tab. 4.30 Drug partition coefficients into biological membranes
and octanol-buffer. (Reprinted from Tab. 2 of ref. 95 with permis-
sion from the American Chemical Society)

Drug Biological membranes Octanol-buffer
(sarcoplasmic reticulum)

Amiodarone 921 000 350
Beta X-61 12 500 120
Beta X-67 3 200 250
Propranolol 1 200 18
Beta X-57 350 3
Cimetidine 300 1
Timolol 16 0.7
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Two facts immediately become obvious:
1) The partitioning into lipids made of biological membranes can by far exceed that

into octanol–water.
2) The ranking can be different.

The larger partition coefficient into lipids is because only the neutral form can ef-
ficiently partition into octanol. Ordered phospholipid bilayers can, however, take up
both forms: neutral and charged. The influence of anionic and cationic charge on the
ability of amphiphilic drugs to partition and bind to DPPC liposomes was investigat-

Fig. 4.6 (A and B) Depen-
dence of the drug-
induced reduction of the tran-
sition temperature (∆Tt) on
the amount of chlorphenter-
mine and clofibric acid
added. The dissociation 
equilibrium of the drugs was
shifted to the indicated forms
by adjusting the pH of the 
liposome suspension to pH 6
and over pH 9 respectively (A).
Dose-effect curves of the 
uncharged forms (pH » 10
and pH 4.5, respectively. Dot-
ted line indicates drug
amounts at which morpho-
logic alterations occurred in
the liposome suspension (B).
(Reprinted from Fig. 2 of ref.
96 with permission from Else-
vier Science). (C) Liposomal
binding of chlorphentermine
and clofibric acid depending
on the total amount of drug
added to the liposome sus-
pension (mean values of trip-
licate determinations). Maxi-
mum deviation from the
mean was 10% of the mean.
(Reprinted from Fig. 3 of 
ref. 96 with permission from
Elsevier Science)
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ed [96] using clofibric acid and chlorphentermine as examples. These compounds
possess identical aromatic ring structures. When charged, however, their side chain
bears a negative or positive charge respectively. Drug binding to DPPC was studied
spectrophotometrically, and the drug effect on the phase transition temperature, Tt,
was analyzed by DSC. Chlorphentermine had a considerably stronger effect on both
binding and depression of Tt than did clofibric acid. It was also shown that clofibric
acid had a lower intrinsic activity to reduce Tt. However, when the ionization equi-
librium was shifted toward the uncharged form, both drugs had the same effect on
Tt and showed the same degree of binding (Figure 4.6A–C). The results can be ex-
plained by the different capacity of the cationic and anionic forms to interact with the
head groups of DPPC and to reach the interior of the bilayer.

Sometimes, the charged form partitions into phospholipids even more favorably
than the neutral form. The charged form of amlodipine shows a relatively low parti-
tioning into octanol (log P = 1.48) compared with the uncharged dihydropyridine ni-
modipine (log P = 2.41). The high partitioning of the partly ionized amlodipine at pH
7.4 into the lipid membrane (log PM = 4.28) – which exceeds the partition coefficient,
log PM, into sarcoplasmic reticulum of the neutral nimodipine (log PM = 3.70) about
fourfold – can be explained by hydrophobic interaction and additional favorable
charge interaction with the negatively charged oxygen of the phospholipid head
group [95]. This underlines that drug interactions with both model and biological
membranes are complex events and cannot be modeled adequately by isotropic sys-
tems such as octanol–water.

X-ray diffraction studies have been performed to examine and compare amlodip-
ine’s crystal structure and its location with that of the uncharged nimodipine. The re-
sults showed that the dihydropyridine ring of amlodipine is more planar than that of
nimodipine, that the torsion angle between the dihydropyridine and aryl rings is
greater, and that the protonated amino group of amlodipine is directed away from
the dihydropyridine ring structure. The membrane electron density profile structure
showed that the time-averaged location of amlodipine, despite its positive charge,
was near the hydrocarbon to water interface, as observed for uncharged dihydropy-
ridines. In contrast to uncharged dihydropyridines, however, amlodipine’s location
was determined by an ionic interaction between its protonated amino group and the
negatively charged phospholipid head group region and additional hydrophobic in-
teractions with the acyl chain region near the glycerol backbone, similar to other di-
hydropyridines (Figure 4.7) [95, 97].

The “non-specific” interaction of amlodipine with the membrane may thus lead to
a defined and specific location, orientation, and conformation required for binding
to a transmembrane receptor protein. It may help to understand and explain its phar-
macodynamic and pharmacokinetic profile, which shows a slow onset and a long du-
ration of activity compared with uncharged drugs of this class [95].

It needs to be emphasized that the results from calcium channel antagonists can-
not be generalized with respect to the relative order and degree of partitioning into
octanol, liposomes, and native membranes. The partition coefficients, KM, and 
Doct. of dopamine antagonists in brain membranes and liposomes formed by the
extracted lipids were also found to vary. In the case of these drugs, Doct. was larger
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Fig. 4.7 Location of amlo-
dipine within the membrane
bilayer derived from its cen-
ter-of-mass location and 
crystal structure. Its location
near the hydrocarbon core-
water interface can facilitate
both a hydrophobic interac-
tion with the phospholipid
acyl chain and an ionic inter-
action between the protonat-
ed amino function of the drug
and the charged anionic oxy-
gen of the phosphate head
group. Nimodipine structure
and location are consistent
with only hydrophobic inter-
actions with the phospholipid
acyl chains. No electrostatic
interaction with the head
groups of Pl was noted.
(Reprinted from Fig. 2 of 
ref. 95 with permission from
the American Chemical 
Society.)
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than KM for the native membranes and, except for pimozide, a calcium channel
blocker, KM was larger in liposomes than in the native membrane [98]. In this study,
thermodynamic parameters were also determined for the transfer of dopamine an-
tagonists from buffer to membrane or liposomes.

4.3

Uptake into and Distribution within Bacterial Cells

In contrast to mammalian cells, the membrane of bacterial cells is much more com-
plex and, as in the case of Escherichia coli or mycobacteria, it is asymmetric (see Sec-
tion 1.2.2). The reason for this is that these small cellular life forms depend on diffu-
sion of nutrients and metabolites. All substrates going in and out of the cell must dif-
fuse through their cell walls. This might be one reasons why the surface area to vol-
ume ratio is important for bacterial cell shapes. This ratio is determined by the
structure of their outer cell wall. To cross such a barrier, mainly by passive diffusion,
chemotherapeutics must have other properties in addition to those necessary for
suitable pharmacokinetics in the host, as in most cases, the target of the chemother-
apeutics is within the cytoplasm.

Depending on the physicochemical and structural properties of the drugs, includ-
ing molecular volume or weight, the following possibilities for the transport across
the membrane exist:
• Diffusion through pores. This pathway is limited to small and hydrophilic drugs.

The membrane pores have an exclusion limit of ∼600 Da.
• Diffusion through the hydrophilic outer core and the hydrophobic inner bilayer in

case of the Gram-negative bacteria or a highly lipophilic outer core and a cell wall
skeleton of mainly peptidoglycans in the case of mycobacteria.

• Self-promoted uptake, as known to be the case for polycationic drugs like
polymyxin, gramicidin and so forth.
An example for the pore pathway is discussed using the example of sulfonamides.

For this class of compounds it is generally accepted that the degree of ionization de-
termines the antibacterial activity, the ionized form being more potent then the neu-
tral form. Total ionization, however, leads to decreased activity in whole cells because
cell wall permeation becomes the rate-limiting step [99–101]. The possible effect of
molecular size on cell wall permeation has been studied on a series of substituted 
5-sulfanilamido-1-phenylpyrazoles that show only a small variation in pKa values but
a large difference in molecular weight [102].

The variation in the determined minimum inhibitory concentrations (MICs)
against E. coli could be explained by the variation in size or molar refractivity of the
substituents in o-position, MRo, of the phenyl ring, and the MW.

log 1/MIC = –0.139 (± 0.020) MRo – 0.0172 (± 0.0061) MW + 6.01 (± 2.13) (4.37)

n = 18 r = 0.948 s = 0.21 F = 79 Q2 = 0.88 (correlation MRo/MW, r = –0.02)

A similar equation is obtained after replacing MW by the surface area.
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log 1/MIC = – 0.139 (± 0.032) MRo – 0.0012 (± 0.00057) surface area
+ 0.539 (± 0.316) (4.38)

n = 18 r = 0.936 s = 0.251 F = 52.9 Q2 = 0.81
(correlation MRo/surface r = –0.03)

The importance of MW in explaining antibacterial activity had not been described
before. To obtain support for the assumption that MW accounts for permeation
problems for this series of sulfonamides with higher MW and for the observed inac-
tivity of the COOH-substituted derivatives, a selected number of derivatives was test-
ed in a cell-free system for inhibitory activity against E. coli pteroate synthase, the
target of sulfonamides. This led to an interesting result: MW or surface is no longer
a significant descriptor for activity and the COOH-substituted derivative is no longer
an exception.

log 1/I50 = – 0.126 (± 0.019) MRo – 0.437 (± 0.084) (4.39)

n = 15 r = 0.97 s = 011 F =208 Q2 = 0.92

This strongly supports the assumption of pore diffusion being a limiting factor for
sulfonamides with a MW of ≥ 300. The activity, on the other hand, depends only on
the steric influence of the o-substituents of the 5-sulfanilamido-1-phenylpyrazoles.
The regression coefficient with MRo in the two derived equations is constant in both
systems and accounts for the negative steric effect of the o-substituents for the inter-
action with the active site at the synthase.

Similarly, in the isomeric 3-sulfanilamido-1-phenyl-pyrazole series, MW and cal-
culated surface are no longer significant in the regression equation to describe the
cell-free (I50) activities.

log 1/MIC = 0.560 (± 0.253) σ – 0.00132 (± 0.00048) surface area (4.40)

n =19 r = 0.854 s = 0.210 F = 21.64 Q2 = 0.63

log 1/I50 = 0.288 (± 0.085) σ – 0.827 (± 0.039) (4.41)

n = 15 r = 0.896 s = 0.069 F = 52.9 Q2 = 0.73

In contrast to the 5-sulfanilamido-1-phenylpyrazoles, σ-Hammett is of importance
for the explanation of the variation in activity. It accounts for the variation in pKa in
this series. Steric effects were not involved and molecular modeling showed that the
o-substituents in the 5-substituted series indeed occupied a different region. This
can explain the observed difference in the influence of steric effects within the two
series of sulfonamides. The important message is therefore that these compounds
reach the cytoplasm by diffusion through the pores of the membrane and that MW
or the occupied surface is the limiting factor. The inactivity of the COOH-substituted
derivatives is due to their negative charge, which hinders diffusion through the neg-
atively charged surface of the bacteria. 
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4.3.1

Diffusion Through the Outer Asymmetric Core of E. coli

It has been shown that lipophilic solutes permeate very slowly through membranes
of Gram-negative bacteria because of the hydrophilic outer leaflet of the bacterial
membranes. The dependence of rate of diffusion and the final equilibrium distribu-
tion of lipophilic drugs such as fluoroquinolones and tetracyclines which possess
multiple protonation sites has been reviewed [103].

In a systematic study, the partition behavior of various lipophilic drugs between
lipopolysaccharides of different phenotypes and glycerophospholipids was deter-
mined [104]. The inhibitory effect on E. coli cultures of a series of lipophilic ri-
fampicin derivatives was studied using growth kinetic techniques [105]. It was ob-
served that the length of the lag phase until onset of inhibition depended not only on
the intrinsic activities (Figure 4.8) but also on the drug concentration (Figure 4.9,
left). The concentration-dependent onset of inhibition indicates a diffusion-con-
trolled mechanism due to drug–membrane interactions. If the series was studied at
an identical drug concentration of 2 µM the onset of inhibition varied as a function
of their lipophilicity. The largest delay in onset observed was 4 h, corresponding to
about 16 bacterial generation times. The assumption of a rate-limiting step in mem-
brane diffusion was further supported by the results of experiments in which a cell

Fig. 4.8 Typical generation
rate curves of E. coli at 37 °C
in the absence (+) and 
presence of 2 µM of various
rifampicin derivatives pos-
sessing different lipophilic
properties (log kr). The 
variation in lag phase (onset
of inhibition) is clearly shown.
(Reprinted from Fig. 1 of 
ref. 105.)
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wall-deficient mutant was used as a test organism (Figure 4.9, right). These mutants
are characterized by structural defects in cell wall lipopolysaccharides (LPS) and
phospholipids. The concentration-dependent lag phase disappeared (Figure 4.9). Be-
cause of the many variables involved it is not easy to deduce a mathematical model to
describe the observed delay in onset of inhibition as a function of structure. Besides,
the variation in lipophilicity of the drug molecules, i.e. in the diffusion properties,
the intrinsic activity (MIC) varied within the series. As the onset of inhibition varied,
the number of bacterial cells increased during the experiment and therefore the cell
surface is not constant. To reduce the number of variables in the experimental set-
up, the authors determined the concentration, C3h necessary to achieve an onset of
inhibition 3 h after drug addition as the biological activity parameter. They did this
for all 14 rifampicin derivatives studied. Using this procedure the number of bacter-
ial cells (cell surface) remained constant. To account for the differences in intrinsic
activity, the drug concentration was divided by the corresponding MIC value. The
concentration corrected by this procedure, C3 h, was used as the dependent variable
and correlated with the lipophilicity (log k’) of the derivatives.

A highly significant bilinear dependence was obtained with an optimal lipophilici-
ty, log k’O = 3.18:

Fig. 4.9 Typical generation rate curves of the cell-wall deficient E. coli
mutant (right) in comparison with a wild-type E. coli strain (left) in the 
absence and presence of rifamycin at the concentration indicated. 
Note the concentration-independent onset of inhibition on the right-hand
fig. (Reprinted from Fig. 2 of ref. 105.)
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log 1/C3 h = 0.697 (± 0.33) log k’ – 0.897 (± 0.30) log (0.0028 k’ + 1) 
+ 4.37 (± 0.49) (4.42)

n = 14 r = 0.857 s = 0.17 

The implication for the therapeutic application of these rifampicins is quite obvi-
ous. Highly lipophilic derivatives may fail in therapy despite low in vitro MIC values
(high intrinsic activity) because the time needed for the diffusion into the bacterial
cell might be too long compared with their biological half-life (concentration–time
profile in the serum).

In the case of charged amphiphilic drugs, diffusion through Gram-negative bacte-
rial cell walls may result in an even more complex type of drug–membrane interac-
tion leading to partial resistance. This behavior is exhibited by, for example, 2,4-di-
amino-5-benzylpyrimidines, inhibitors of bacterial dihydrofolate reductase [106]. A
new series of 2,4-diamino-5-benzylpyrimidines was synthesized [107, 108] and was
found to show increased inhibitory activity against isolated dihydrofolate reductase
(DHFR) compared with trimethoprim. The inhibitory activity against whole-cell E.
coli was, however, disappointingly low. Having a molecular weight of about 600,
these derivatives cannot use the pore pathway, in contrast to the smaller and hy-
drophilic trimethoprim and can reach the intracellular cytoplasm only by diffusion
through the highly hydrophilic and negatively charged outer core of E. coli. This out-
er core consists of LPS, which could hinder the passage of the charged and lipophilic
benzylpyrimidines.

This phenomenon has already been described [109, 110] for a large but heteroge-
neous series of chemotherapeutics and Gram-negative mutants and reviewed by
Vaara [111].

For the newly synthesized more homogeneous series of 5-benzylpyrimidines, the
antibacterial activity was determined systematically against four E. coli mutants
(F614, F612, F588, F515) with various defined degrees of cell wall defects and against
the corresponding isolated enzymes (Table 4.31) [106]. A steady increase in antibac-
terial activity (1/I50) with increasing cell wall defects was observed (F614/F612 > 588
> 515). The tested compounds are catamphiphiles. Under physiological conditions
(pH 7.4) one of the N atoms of the pyrimidine moiety is almost 50% ionized (pKa

trimethoprim 7.3) and the substituents in the 4’-position are lipophilic. It could,
therefore, be speculated that the major factor in the binding of benzylpyrimidines to
cell wall components is the interaction of the positively charged N atom of the pyrim-
idine ring with the negatively charged phosphate or carboxylate groups of LPS. Fig-
ure 4.10 shows the molecular structure of LPS Re of E. coli F515 [112]. The number
of phosphate groups decreases from the smoother mutants (F614/612) to deep
rough mutants (F588/515). The charge interaction will be reinforced by hydrophobic
interaction of the substituents in the 4-position of the benzyl moiety and the hy-
drophobic area of lipid A of LPS. This means that the strength of interaction is de-
termined not only by the overall lipophilicity of the substituents, but also by the area
of the lipophilic substituents reaching down to lipid A. Charge interaction can be
considered to be constant within the series (no change in pKa as a function of the
substituents in the 4-position of the benzyl moiety). The strength of interaction
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should then depend primarily on the lipophilicity of the substituents and/or their
molecular weight. This is supported by the derived regression analysis. When the ra-
tios of the I50 values of the smooth mutant and the deep rough mutant were correlat-
ed with the descriptor of lipophilicity, log k’, a statistically significant correlation was
found (Eq. 4.43).

log I50F614/I50F515 = 0.362 (± 0.142) log k’ + 0.09 (± 0.152) (4.43)

n = 8 r2 = 0.86 s = 0.15 F = 38.9 Q2 = 0.77

More detailed information was obtained from NMR binding measurements.
Changes in 1/T2 relaxation times and changes in the chemical shift of the resonance
signals of the benzylpyrimidines were observed in the presence of increasing LPS
concentration. Whereas no interaction can be seen for trimethoprim and K-130 in
the case of LPS derived from the deep rough mutant F515, increasing interactions
occurred between K-130, GH-306, and LPS derived from the deep rough E. coli mu-
tant F588 and the rough mutant F470. Trimethoprim again shows no interaction. K-
130 and GH-306 varied greatly in their antibacterial effects against these mutants.
The interaction with LPS-470 was so strong that the drug–LPS complex started to
precipitate during the measurement. There was no change in the quality of the mag-

Fig. 4.10 Chemical structure of the LPS configuration of E. coli F515.
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Fig. 4.11 NMR spectrum of GH-306 (0.5 µM)
in the absence and presence of 25 µg of E. coli
O55:B5 L2880-derived LPS. The relaxation rate
of the internal standards dimethylsulfoxide and

acetonitrile remained unchanged. (Reprinted
from Fig. 8 of ref. 106 with permission from
Elsevier Science.)
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netic field, as indicated by the unchanged resonance signal of the internal standards
(dimethylsulfoxide and acetonitrile). If LPS derived from a wild-type E. coli (serotype
055:B5) was used instead, the LPS remained in solution upon addition of the drugs
K-130 and GH-306 owing to its long hydrophilic O-specific side chain. A broadening
of all resonance signals of K-130 is already observed at a very low LPS concentration
(0.025 mg/mL). Under identical conditions the broadening of the resonance signals
is even more pronounced for GH-306 (Figure 4.11). This corresponds to the ob-
served larger difference of the I50 values of GH-306 for the inhibition of the mutants
F614 and F515. The involvement of all spin systems of the benzylpyrimidines in the
interaction with LPS supports the assumption that the charged pyrimidine ring of
the benzylpyrimidines interacts with the charged phosphate groups. In addition, it
can be concluded that this interaction is reinforced by hydrophobic interactions of
the substituents at the benzene ring with lipid A, provided they are extended enough
to reach down to lipid A.

Part of the increase in antibacterial effect on mutants with membrane defects may
also be due to increased permeability. These mutants not only have shorter saccha-
ride chains but at the same time are not able to incorporate proteins in the outer
membrane, which leads to domains of glycerophospholipids in the bilayer of the out-
er membrane [103].

4.3.2

Self-promoted Uptake of Antibacterial Peptides

In Gram-negative bacteria not only the outer leaflet of the plasma membrane but
also the outer membrane contains anionic molecules, thus creating a negatively
charged surface. This is in contrast to mammalian cell membranes, which possess
zwitterionic amphiphiles at the extracellular monolayer of the plasma membrane.
This difference is the reason for the selectivity of antimicrobial peptides such as
polymyxin, gramicidin, and magainin. Most of these have an α-helical structure and
are cationic and amphipathic. Very different structural motifs, such as α-helical pep-
tides and β-sheet peptides, exist, some of which are rich in specific amino acids such
as tryptophan or histamine. Others show macrocyclic cysteine knots. Despite these
differences, all these peptides can bind to the membrane surface of Gram-negative
bacteria and become cytotoxic by disturbance of the bacterial outer and inner mem-
branes.

The mechanism proposed for the transport of the peptide across the outer mem-
brane of Gram-negative bacteria is depicted in Figure 4.12 [113]. The interaction de-
pends on both the structure of the peptide and the composition of the membrane.
There is evidence that these peptides directly act upon the lipid membrane by per-
meabilizing the membrane. No stereospecific interaction with membrane-bound
proteins seems to be involved in their mechanism of action. These polycations are
able to generate severe disorganization in the outer membrane, which allows them
to pass the bilayer by a “self-promoted pathway”. It has been shown with fluores-
cence-labeled lipids that cationic peptides attract smaller clusters of anionic lipid and
that magainin-induced leakage depends strongly on the type of anionic lipid [114].
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Magainin-induced leakage is, for example, much stronger in liposomes of PG than
in liposomes of PS [115]. The former is much more abundant in bacterial cells. Be-
yond that, there are data that suggest that DNA could be the final target. In the con-
text of this book it is of importance to note that the specificity of the antimicrobial
peptides for anionic membrane components can be modeled in liposome studies. A
detailed review of the mechanism of action of antimicrobial peptides [113] and the
structural and charge requirements for activity has recently been published [116].

Studies exploring the molecular mechanism of polymyxin B (PMB)–membrane
interactions have been performed on artificial asymmetric planar bilayer mem-
branes utilizing electrical measurements obtained by the patch-clamp technique
[117]. Bilayers of different composition were used. The leaflet representing the inner
leaflet of the bacterial outer membrane consisted of a mixture of PE, glycerol, and
diphosphatidylglycerol in a molar ratio of 81:17:2. The outer leaflet was composed of
LPS from deep rough mutants of PMB-sensitive E. coli F515 or PMB-resistant strains
(Proteus mirabilis R45), glycosphingolipid (GSL-1) from Sphingomonas paucimobilis
IAM 12576, or phospholipids (PG, diphytanoylphosphatidylcholine, DPhyPC). The
induction of fluctuations of the current caused by transient membrane lesions was
observed in all membrane systems. The authors could demonstrate a good correla-
tion between the diameter of the lesions, the molecular charge, and the surface
charge density but not the molecular area (Table 4.32). Only in membrane systems
that resembled the lipid matrix of the PMB-sensitive strains were the diameters of
the lesions sufficiently large (d = 2.4 nm ± 8%) to allow PMB molecules to permeate.
In all other systems they were too small. The results obtained clearly support the im-
portance of self-promoted transport across the membrane for PMB molecules as a
prerequisite for their activity. The interaction of antimicrobial peptides with model
lipid bilayers and biological membranes has been stressed in a special issue of
Biochimica Biophysica Acta [118].

Fig. 4.12 Mechanism 
proposed for the transport 
of antimicrobial peptides
across the outer membrane
of Gram-negative bacteria.
The initial recognition in-
volves the negatively charged
LPS on the outer leaflet and
the cationic peptide. Once 
in the periplasmic space, 
the peptide can move into 
the cytoplasmic membrane.
(Reprinted from Fig. 6 of 
ref. 113 with permission 
from Elsevier Science.)
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4.4

Drug Accumulation, Toxicity, and Selectivity

The examples presented underline the influence of drug physicochemical properties
and tissue or membrane composition not only on drug distribution profiles, but also
on drug localization and orientation in the membrane. This is, in turn, without any
doubt, related to drug accumulation, toxicity, selectivity, and effectivity. These prop-
erties have to be especially considered in the case of amphiphilic drugs, which inter-
act not only with positively and negatively charged head groups of the phospholipids
but also by hydrophobic forces with the hydrocarbon interior of the lipids. This, then,
pertains to major groups of drugs currently used. Carboxyl residues are part of many
analgesics and anti-inflammatory drugs, and cationic groups as protonated amino
groups are present in local anesthetics, antiarrhythmics or β-blockers. As the phos-
phate groups of phospholipids bear a negative charge, cationic amphiphiles are es-
pecially prone to be taken up by phospholipid membranes.

Under in vivo conditions, not only the degree of partitioning but also the dissocia-
tion constant of the lipid–drug complex is of importance. It is evident that the accu-
mulation of drug molecules in the various cell membranes can have an enormous
influence on the pharmacokinetics of drugs and, in consequence, on effectivity, se-
lectivity, and toxicity.

Tab. 4.32 Molecular parameters describing the (glyco)lipids constituting the bilayer leaflet at the
side of PMB addition of various asymmetric planar bilayers (the second leaflet was always made
from the phospholipid mixture) and the average diameters of the induced membrane lesions.
(Reprinted from Tab. 1 of ref. 117 with permission from Bertelsmann-Springer.)

(Glyco)lipid Average Molecular Molecular Charge Diameter of mem-
molecular massa areab,c chargeb,d densityb brane lesionsb,f,g

(Da) (nm2) (e0) (e0/nm2) (nm)

F515 LPS 2237 1.3 –4 –3.1 < 2.4 ± 0.2
F515 LPS (pH 3) 2237 1.2 –2e –1.7 < 0.7
R595 LPS 2415 1.4 –3.4 –2.4 < 2.3 ± 0.5
R45 LPS 2465 1.5 –3.0 –2.0 < 1.0 ± 0.1
GSL-1 758 0.5 –0.5 –1.0 < 0.7 ± 0.1
PG 750 0.6 –1 –1.7 < 0.5
DPhyPC 846 0.8 –0 –0 < 0.5

a) Under consideration of chemical heterogeneity as determined by MALDI-TOF mass spectrometry.
b) If not otherwise stated, all data refer to a bathing solution/subphase at pH 7.
c) Taken from monolayer isotherms at 37 °C and a lateral pressure of 30 mN/m–1, 

SEM ± 5% (an additional error may result from batch-to-batch variations).
d) Calculated according to the number of phosphoryl and carboxyl groups under consideration 

of substitutions.
e) The state of ionization at pH 3 was derived from monolayer and ζ-potential measurements 

on the PMB binding stoichiometries.
f) At negative clamp voltages.
g) Calculated from I = (π · σ · d2 · U)/(4 × l) where I is membrane current, σ is specific 

conductivity of the subphase, d is the diameter of the lesion, U is clamp voltage, and l is 
membrane thickness.
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A two-step membrane bilayer pathway has been compared with a one-step aque-
ous pathway for drug molecules, and diffusion-limited rates of association were cal-
culated for both approaches. In the aqueous model, the drug reaches the receptor by
diffusion through the bulk solvent; in the membrane model the drug partitions into
the bilayer of the membrane followed by lateral diffusion to the specific binding site
(for details see ref. 119). The application of the membrane approach would affect the
KD calculation, i.e. the calculation of the dissociation constant for a drug–receptor
complex has to be determined at equilibrium. Normally this is done by Scatchard
analysis or a similar approach, in which free and bound fractions are expressed as
overall molar concentrations (moles of drug per liter reaction mixture). KD is ob-
tained by plotting the bound to free drug ratio against free drug. The results for the
partitioning of DHPs into membranes have shown that Kp, m is >103 (see Table 4.33)
[95], which means that these drugs are distributed in the membrane to such an ex-
tent that their concentration in the membrane volume is much higher than in the ex-
tramembrane aqueous phase [95].

The diffusional dynamics of rhodamine and rhodamine-labeled nisoldipine in
lipid multibilayers made up of sarcolemma was studied. It was found that in fully
hydrated bilayers the diffusion constant of membrane-bound drug was 3.8 × 10–8

cm2/s [120]. This is in agreement with results obtained in other membrane systems
and in free volume model calculations. The results suggest that the unbound drug in
the process of its specific binding to a receptor protein rapidly diffuses laterally with-
in the membrane. In this case, the use of the drug concentration in the membrane
bilayer as the “free” component would be more appropriate for specific binding cal-
culations [121] than the concentration in the aqueous phase. Of course, the fraction
of drug unspecifically tightly bound to proteins in the membrane other than the spe-
cific receptor has to be accounted for.

Tab. 4.33 Calculation of equilibrium dissociation constants
based on the drug’s membrane concentration. (Reprinted from
Tab. 3 of ref. 95, with permission from the American Chemical
Society)

Drug KP[mem] KD’, KD, (M)
(aqueous conc.) (membrane conc.)

Nimodipinea 6 300 1.1 × 10 – 10 6.9 × 10 – 7

Nifedipineb 3 000 4.1 × 10 – 10 1.2 × 10 – 6

Bay K 8644c 11 000 2.4 × 10 – 9 2.6 × 10 – 5

Nisoldipineb 13 000 1.4 × 10 – 10 1.8 × 10 – 6

Amlodipined 19 000 1.2 × 10 – 9 2.3 × 10 – 5

Iodipinee 26 000 3.9 × 10 – 10 1.0 × 10 – 5

a) Canine cardiac muscle.
b) Rat cardiac muscle.
c) Rabbit cardiac muscle.
d) Rat smooth muscle.
e) Guinea-pig skeletal muscle.
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In this respect, it is of interest to mention a study by Carvalho et al. [122]. These au-
thors studied the partitioning of three calcium antagonists in brain plasma mem-
branes (native synaptic plasma membrane) and compared the determined Kp, M val-
ues with those obtained from liposomes prepared from lipids extracted from these
native membranes. They also compared them with Poct.. Two facts became obvious.
First, the ranking of the Kp, M values was the same for native membranes and the li-
posomes made from extracted lipids. The absolute values were, however, much larg-
er for Kp, M determined in the native membranes, especially when compared with 
Poct. (Table 4.34). Second, there was a significant increase in Kp, m with increase in
temperature in native membranes but not in liposomes. This suggests that the pres-
ence of membrane proteins positively influenced the uptake of drugs into the native
membrane.

A similar difference has been observed for Kp, M values of the anticancer drugs ta-
moxifen and 4-hydroxytamoxifen determined in mitochondria, sarcoplasmic reticulum,
and in liposomes made from lipids extracted from the corresponding native mem-
branes [85]. The largest Kp, M was observed in mitochondria, followed by sarcoplasmic
reticulum and liposomes. The authors introduced for these experiments derivative
spectroscopy, a reliable and rapid procedure to estimate drug partitioning into bio-
membranes. The method used the shift in the absorption spectra of the drug when
removed from the aqueous phase to a hydrophobic environment (see Section 3.10).

The true equilibrium constant, Ka, can be calculated from the overall association
constant and the membrane-based partition coefficient

Ka = Ka′/Kp, M (4.44)

and correspondingly the KD for the intra-membrane equilibrium:

KD = KD′ × Kp, M (4.45)

The dissociation constants are given in Table 4.33 for the same series of drugs [95].
This means that high overall activity of a compound could be due to high specific

affinity for the receptor, a high Kp, M, or a combination of both. If the high apparent
affinity is due to a high Kp, M, the consequence is a high membrane concentration. A

Tab. 4.34 Partition coefficients of Ca2+ antagonists in synaptic plasma membranes (SPM) and
liposomes and octanol-water, at 25 °C. (Reprinted from Tab. 1 of ref. 122 with permission from 
Elsevier Science)

Nitrendipinea (–)-Desmethoxy Flunarizineb

verapamila
Filtration Centrifugation

Native SPM 334. ± 53 257. ± 36 23 × 103 19 × 103

Liposomes 190. ± 41 118. ± 10 6 × 103 ND
Octanol-water 9.95 ± 0.25 66.6 ± 0.5 – 105.78

a) Kp obtained by the filtration method.
b) Kp obtained by both filtration and centrifugation methods.
ND, Not determined.
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comparison of the KD and KD’ values of nimodipine and nisoldipine sheds light on
the importance of these considerations for drug design. The molar ratio of lipid to
DHP receptor in membranes of the canine cardiac sarcolemma has been experi-
mentally determined to be 4.2 × 106 [123], i.e. at a concentration of ∼1 × 10–10 M in the
aqueous phase there should be 10 nimodipine molecules per receptor in the mem-
brane. In contrast, nisoldipine, whose KD’ is similar to that of nimodipine, has a
membrane partition coefficient that is about twofold higher. Consequently, the in-
trinsic affinity of nimodipine is weaker, the intrabilayer concentration required for a
response is higher, and the risk of side-effects is greater. However, this discussion is
only valid under the assumption that the high-affinity receptor site and the drug are
located at the same depth within the membrane. The intrabilayer distribution profile
is therefore an important parameter. A detailed consideration of the calculated con-
centrations in the aqueous and membrane compartment is therefore indicated
(Table 4.33). The use of such data in structure–activity relationships analysis may im-
prove the results and facilitate the interpretation.

Not only the amount of drug and its localization in the membrane are important
for onset and duration of drug action, but also the equilibrium kinetics, which is re-
lated to drug accumulation. To find an explanation for the long duration of action of
the β2-agonist salmeterol Rhodes et al. [124] have determined the association–disso-
ciation rate of salmeterol and other drugs in unilamellar and multilamellar lipo-
somes of DOPC containing different amounts of cholesterol. The association rate
was found to be rapid and independent of membrane composition. The Kp, M values
determined as a function of time did not vary from 1 min to 1200 min and the rates
were independent of whether the liposomes were unilamellar or multilamellar. The
association rates were not influenced by the cholesterol content, but it was noticed
that cholesterol reduced the Kp, M values. The partition coefficients, Kp, M,, Poct. and
the dissociation rates observed are summarized in Table 4.35. The large Kp, M value
for amiodarone corresponds to its very slow dissociation rate. The slow dissociation
of amiodarone from membranes has also been demonstrated by the slow removal of
amiodarone from sarcoplasmic reticulum vesicles as a function of number of wash-
es with drug-free buffer. Whereas propranolol and nimodipine are completely or al-
most completely removed after 20 washes, the amount of amiodarone in the vesicles
remains constant after 20 washes (Table 4.36) [125].

Tab. 4.35 Partition coefficients and dissocia-
tion τ1/2 values. (Reprinted from Tab. 1 of ref.
124 with permission from the American Society
for Pharmacology and Experimental Therapeu-
tics)

Drug ττ1/2 (min) KpM Poct

Nimodipine < 5 2,700 260
Amlodipine 100 21,800 30
Salmeterol 60 22,500 7,600
Amiodarone 1,000 ~1,000,000 350
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Small-angle X-ray diffraction was used to identify the time-averaged location of
amiodarone in a synthetic lipid bilayer. The drug was located about 6 Å from the cen-
ter of the lipid bilayer (Figure 4.13) [125, 126]. A dielectric constant of κ = 2, which is
similar to that of the bilayer hydrocarbon region, was used to calculate the minimum
energy conformation of amiodarone bound to the membrane. The studies were per-
formed below the thermal phase transition and at relatively low hydration of lipid.
The calculated conformation differed from that of the crystal structure of amio-
darone. Even though the specific steric effects of the lipid acyl chains on the confor-

Tab. 4.36 Comparison of the physical properties of drug-mem-
brane interactions and their pharmacokinetics. (Reprinted from
Tab. 1 of ref. 125 with permission from Academic Press)

Drug Partition Washout Bilayer Clinical
coefficient ratea locationb half-life

(s) (Å) (h)

Amiodarone 1 000000 ~ 0 12 > 1000
Nimodipine 5000 4.8 × 10 – 3 6 > 5.5
Propranolol 1200 1.6 × 10 – 3 6 > 3.9

a) (Half-time for drug removal from the membrane bilayer)–1.
b) Measured from the phosphate head group region of the bilayer

as calculated from the real space profile structure.

Fig. 4.13 (A) Minimum ener-
gy structure of amiodarone
(solid bonds) superimposed
on the crystal structure (– – –)
(B) Amiodarone incorporated
into a membrane bilayer,
showing the position of the
iodine atoms relative to the
acyl chains and the size of the
molecule relative to the hy-
drocarbon core region.
(Reprinted from Fig. 4 of ref.
126 with permission of the
American Chemical Society)
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mation of the drug were not considered in this study, it can be inferred that the bio-
logically active conformation of a drug interacting with an receptor within the bilay-
er may be different from that of the crystal structure [95, 126]. Additional informa-
tion on the substructures involved in amiodarone–phospholipid interaction was ob-
tained by NMR binding experiments. The change in 1/T2 for the various spin sys-
tems of the three catamphiphiles amiodarone, R-56865, and verapamil was
determined in the presence of lecithin. In the case of verapamil, a clear-cut differ-
ence in the involvement of substructures in the interaction with the phospholipid
could be derived from the changes in relaxation rate for different spin systems. In
contrast, in the case of amiodarone all substructures of the molecule would appear to
be involved in the drug–lipid interaction. The changes in 1/T2 for various spin sys-

Fig. 4.14 Changes in 1/T2 for various spin systems of catamphiphilic
drugs (indicated by *) in the presence of lecithin. (Reprinted from Fig. 3 
of ref. 83 with permission from Wiley-VCH)
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tems of the catamphiphiles in the presence of fully hydrated lecithin vesicles are in-
dicated by an asterisk (Figure 4.14) [83]. The results from NMR interaction studies
are in agreement with the above discussed X-ray diffraction measurements and the
results from the washout experiments showing amiodarone to be deeply buried
within the hydrocarbon chains. Partition coefficients for amiodarone have been de-
termined in PC mixed with varying amounts of stearic acid, PE, sphingomyelin, PS,
and cholesterol. All lipid systems showed an almost constant partition coefficient of
17 000 (Table 4.37). It is important to note that the partition equilibrium was reached
only after about 6 h [127].

Furthermore, simulations of the binding mode of the energy-minimized struc-
tures of these three catamphiphiles into a complex of four lipid phosphatidylcholine
molecules have been performed (Coats et al., unpublished data), and the findings
were in agreement with the discussed X-ray and NMR studies. The highest binding
energy is found for amiodarone when buried deeply between the hydrocarbon chain
(–83.5 kcal). In contrast, the calculated binding energy for verapamil is significantly
larger in the extended conformation, in which the substructure of the molecule,
showing no change in 1/T2, does not interact with the phosphor groups but is posi-
tioned in the water phase (–87.02 kcal). Under conditions in which the verapamil
molecule was deeply inserted between the phospholipid hydrocarbon chain mole-
cules the calculated interaction energy was only –74.5 kcal.

The position of amiodarone, deeply buried within the hydrocarbon chain despite
its charge, suggests that the sum of the hydrophobic interaction forces exceeds the
charge interaction. In contrast to these results, Jendrasiak et al. [128] published NMR

Tab. 4.37 Partition coefficient (P) of amiodarone between buffer
and lipid vesicles of various compositions. (Reprinted from 
Tab. 1 of ref. 127, with permission from the American Chemical
Society)

Lipid speciesa Lipid Pa n
composition,
(%)

Egg PC 100 16,500 ± 900 11
Egg PC/PE 85:15 17,100 ± 750b 3
Egg PC/SA 95: 5 16,200 ± 800b 3
Egg PC/PS 95: 5 17,000 ± 900b 3
Egg PC/PS 85:15 17,500 ± 950b 3
Egg PC/Sph 90:10 17,000 ± 1500b 3
Egg PC/Ch 90:10 18,000 ± 1600b 3
Egg PC/Ch 75:25 17,000 ± 1700b 3
PL – 16,400 ± 1400b 4

aa)) Mean ± SEM.
bb)) Not significant.
Key: SA, stearic acid; Sph, sphingomyelin; PL, total lipids extracted
from the erythrocyte ghost.
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and X-ray data which indicate that in egg PC liposomes the iodine atoms of amio-
darone are located near the hydrocarbon chain–water interface and the tertiary
amino group of amiodarone in the head group region of the bilayer.

Later it was shown in detailed studies using UV spectroscopy, light scattering, and
fluorescence polarization techniques that the location of the drug depends on many
parameters, such as pH, ionic strength, the nature of the membrane model used (li-
posome, monolayer), the degree of hydration, the drug–lipid ratio, and the propor-
tion of acidic lipids in the membrane [129]. In this respect it is important to note that
NMR binding measurements for verapamil in the presence of bovine brain PS show
broadening of all resonance signals, even more intensive than in the presence of
lecithin (Seydel et al., unpublished results). This means that the strength of interac-
tion and the orientation of drug molecules in the membrane depend on both the
structure of the drug and the composition of the membrane.

The extremely extensive incorporation of amiodarone into the bilayer of mem-
branes also finds its expression in the pharmacokinetic parameters, with an ex-
tremely large volume of distribution being observed in humans. This exceeds the to-
tal body water volume by several fold, indicating a large accumulation in mem-
branes. It also explains the high incidence of side-effects associated with this drug.
Many organs show toxic responses to amiodarone, including liver, lung, skin, and
nervous system, which in some cases have led to the death of patients. Prolonged
treatment can cause pulmonary fibrosis. In rats, after 4 weeks of administration of
50 mg kg/12 h the plasma levels were 2.46 µg/mL and the concentrations in the lung
163 times higher than those in plasma; phospholipidosis-like lesions were observed
[130].

Fig. 4.15 Accumulation of tritiated chlorphentermine and phentermine in
the lungs of rats during chronic treatment with the indicated daily dosage.
(Reprinted from Fig. 1 of ref. 133 with permission from Taylor & Francis.)
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The effect of drug binding to phospholipid membranes on drug toxicity has been
studied in detail using the two anorectic drugs phentermine and chlorphentermine
[131, 132]. The tritiated compounds were chronically administered to rats by daily in-
jection and the time course of uptake in various tissues monitored. The observed tis-
sue to blood ratios for phentermine and chlorphentermine in the lung are compared
in Figure 4.15. The result suggest that chlorphentermine was increasingly accumu-
lated over time, i.e. that the binding reservoir for chlorphentermine increased. This
is supported by ultrastructure investigations showing the chlorphentermine-induced
formation of lysosomal inclusion bodies, which mainly consisted of phospholipids.
Probably the degradation of phospholipids by lysosomal phospholipase was im-
paired [133]. The impairment of renal function in rats with generalized lipidosis in-
duced by chlorphentermine has also been demonstrated [134].

NMR binding studies on phentermine, chlorphentermine, and other catam-
phiphiles [135] indicated a very weak interaction with phospholipid vesicles for phen-
termine but a strong interaction by chlorphentermine and other derivatives studied.
The various spin systems were differently involved depending on the structure of 
the compound (Figure 4.16). The interaction was stronger with phosphatidyl-
ethanolamine than with phosphatidylcholine, and no interaction with digalacto-
syldiglyceride was observed. A decrease in drug–membrane interaction was ob-
served upon addition of cholesterol to the PC liposomes and an increase upon addi-
tion of ions (NaCl) to the aqueous phase, indicating the importance of hydrophobic
forces in the interaction process between drug and bilayer (Figure 4.17).

Fig. 4.16 Signal broadening
(∆ν1/2, mm) of various spin
systems of phentermine 
(a and b) and chlorphenter-
mine (a′, b′, and c′) as a func-
tion of increasing lecithin con-
centrations (0–2.4 mg/mL).
(a, a′ = aromatic protons, 
b, b′ = methylene protons, 
c, c′ = methyl protons). 
For quantitative comparison
see the slopes of the regres-
sion lines. (Reprinted from
Fig. 2 of ref. 135 with permis-
sion from Elsevier Science)
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The interaction of the monovalent cationic drugs phentermine, chlorphentermine,
amitriptyline, and 1-chloroamitriptyline with DPPC bilayer vesicles has also been in-
vestigated by optical (fluorescence, 90° light scattering) and calorimetric techniques
[136]. In agreement with the other investigations, it can be concluded that the inter-
action of these catamphiphiles is mainly restricted to the polar head group region of
the lipid because no marked change in main transition temperature is observed, in
contrast to compounds that penetrate into the interior of the bilayer. Nevertheless, it
can be concluded that the difference in strength of interaction observed is governed
by differences in the lipophilicity of the compounds but is based on the ionic inter-
action between the protonated aliphatic chain of the drugs and the negatively
charged phosphate groups of the phospholipid. This interaction prevents the drugs’
deep penetration into the hydrocarbon chains and prevents a larger perturbation of
the liquid crystalline structure.

Another class of catamphiphilic drugs with high toxic potential is the aminoglyco-
sides. Their nephrotoxicity is manifested by lethal injury to the proximal tubular cells
by means of the induction of renal cortical lysosomal phospholipidosis. The toxic ef-
fect involves three steps: the uptake of the antibiotics into the cells, the intralysoso-
mal lipid storage, and, finally, cell necrosis. The aminoglycosides are highly water

Fig. 4.17 Signal broadening
(∆ν1/2, mm) of various spin
systems of chlorphentermine
(a–c) at constant liposome
concentration (1.2 mg/mL)
as a function of increasing
NaCl concentration 
(0–6 mg/mL). The lowest
symbols at zero NaCl con-
centration represent the 
control line width of the 
different proton resonance
signals in the absence of 
both lecithin liposomes and
NaCl. (Reprinted from Fig. 4
of ref. 135 with permission
from Elsevier Science.)
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soluble and can hardly penetrate into cells. They enter the cells of the proximal tube
by using a polybase transport system essential for re-uptake of oligopeptides. Amino-
glycosides fit onto this transport system and are taken up by receptor-mediated en-
docytosis. Under in vitro conditions, the aminoglycosides bind to negatively charged
phospholipids and inhibit phospholipases. In order to evaluate the binding of
aminoglycosides to phospholipids, the replacement of Ca2+ from PS monolayers and
from biomembranes was determined for 13 aminoglycosides [137]. It was found that
the affinities of the drugs depend on pH and Ca2+ concentration. The ranking in
affinity is given in Table 4.38. The interaction between Ca2+ and streptomycin was
competitive. The interaction for the antibiotics with high affinity showed an unusu-
ally steep dose–response curve, which may be caused by positive cooperativity. For
the displacement of Ca2+ from native biomembranes higher drug concentrations
were necessary. The ranking was the same. It can therefore be concluded that amino-
glycosides possess high affinities to polar lipids.

To examine the mechanism of intralysosomal lipid storage, binding to phospho-
lipids and the inhibitory effect toward phospholipase A1 (PLA1) have been studied
separately. The results for binding to PS, the calculated interaction energy, and the
percent inhibition of PLA1 are summarized in Table 4.39 [138]. Derivatives in which
the N1-amino function was replaced by an aminohydroxybutyryl group, BB-K29 or
other substituents showed lower inhibitory potency toward PLA1. In addition, bind-
ing and calculated transfer energies of interaction were decreased [139]. It was later

Tab. 4.38 Half-maximum concentrations of the
aminoglycoside antibiotics investigated to re-
place Calcium from PS monolayers at a Ca2+

concentration of 1.2 × 10 – 5 M, expressed as
ID50 (× 10 – 7 M). (Reprinted from Tab. 1 of ref.
137 with permission from Elsevier Science)

ID50 ID75 / ID25

(× 10–7 M)

Streptomycin 60 17
Dihydrostreptomycin 60 30
Amikacin 10 19
Ribostamycin 7 4
Kanamycin 6 5
Paromomycin 6 2
Tobramycin 6 2
Netilmicin 5.5 2
Neomycin 5 2
Framycetin 5 2
Gentamicin 5 2
Dibekacin 4.5 2
Sisomicin 4 2

To characterize the slope of the dose-response
curves, the ID75/ID25 ratios are given.
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found that the binding energies vary for different negatively charged phospholipids
in the sequence phosphatidylinositol (PI) > PS > phosphatidic acid. The apparent ac-
cessibility of the bound aminoglycoside to water varied in an inverse relation with
the energy of interaction. Gentamycin adopted an orientation parallel to the hy-
drophobic–hydrophilic interface. Amikacin, with a lower inhibitory activity than gen-
tamycin, preferred a perpendicular position to the hydrophobic–hydrophilic inter-
face in the three studied liposomes. The authors concluded that the inhibition of
PLA1 depends on the binding to the bilayer, and is modulated by the nature of the
phospholipid and the orientation of the drug. In another report it was shown that
gentamicin produced a significant increase in PS, PC, and PI as well as total phospho-
lipid in homogenates of a lysosomal fraction of kidney cortex [140]. The induced accu-
mulation of phospholipids was associated with various forms of phospholipase C.

The effect of the aminoglycosides dibekacin, sisomicin, and gentamicin on Ca2+

bound to the outer surface of the cardiac plasmalemma on contraction in guinea-pig
atria has also been reported. All studied drugs reduced the cellular content of Ca2+ by
10–20%; this was accompanied by a decrease in the contractile force of 40–90% [141].

4.4.1

Selectivity

The affinity of certain drugs to tissues with a particular lipid composition, which can
lead to unwanted accumulation and toxicity, can, under certain circumstances, be an
advantage for the development of drugs with particular selectivity, provided the spe-
cific receptor is located in such a membrane and is accessible for the drug.

As an example the inhibition of HMG-CoA reductase (HMGR) will be discussed.
HMGR is the target for drugs lowering the plasma total and low-density lipoprotein

Tab. 4.39 Binding of aminoglycosides to phospholipids, energy of aminoglyco-
side-phospholipid interaction, and inhibition of phospholipase A1 activity.
(Reprinted from Tab. 1 of ref. 138 with permission from Elsevier Science)

Drug Aminoglycoside- Energy of Phospholipase A1

phospolipid interactionb inhibition (%)c

(molar ratio)a

Streptomycin 0.220:100 –3.5 6
Amikacin 0.682:100 –4.9 41
Gentamicin 1.140:100 –8.4 51
BB-K29 0.232:100 –5.6 22
BB-K89 0.497:100 –4.1 35
BB-K11 0.674:100 –6.5 58
S87351 0.960:100 –5.8 18

a) Aminoglycosides were mixed with liposomes at a molar ratio of 1:100 and were
eluted through SepharoseR 4B at pH 5.4. The drug-phospholipid ratio in the lipo-
some peak is given.

b) Calculated from the conformational analysis.
c) Inhibition measured at a drug-phospholipid ratio of 1:100.
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(LDL)-cholesterol in hypercholesterolemic patients. It is assumed that the suppres-
sion of sterol synthesis outside the liver contributes little to plasma cholesterol low-
ering. It has further been proposed that the perturbation of non-hepatic isoprenoid
metabolism may be partly responsible for adverse side-effects. Some of these drugs
that are generally well tolerated, such as lovastatin, are associated with quite a range
of adverse reactions (e.g. increased liver enzymes, sleep disturbance, myositis). At-
tempts have therefore been made to improve the selectivity to liver tissue, thus de-
creasing the induced adverse reactions. An initial report described the tissue selec-
tivity of pravastatin and lovastatin. Being equally potent in cultured hepatocytes,
pravastatin was 100 times less active than lovastatin in skin fibroblasts [142]. Addi-
tional ex vivo experiments in rats supported this selectivity. Pravastatin inhibited cho-
lesterol biosynthesis only in lipoprotein-producing organs such as liver and intes-
tine. In contrast, lovastatin and mevastatin also inhibited cholesterol biosynthesis in
kidney, lung, spleen, prostate, and testis. A newly synthesized HMGR inhibitor,
BMY 22089 also showed higher selectivity for hepatic tissue than mevinolin [143].
Later, a whole series of HMGR inhibitors, including lovastatin, pravastatin, fluvas-
tatin, and 12 newly synthesized derivatives, were analyzed for tissue selectivity in liv-
er, spleen, and testis in vitro.

The obtained activity values (IC50) were correlated with CLOGP [144]. The results
suggested that lipophilicity, which in this set varied between CLOGP 0.04 and 4.82,
is an important factor in determining tissue selectivity. It could be concluded that
compounds with CLOGP > 2 are more potent in peripheral tissues than in liver and
those with CLOGP < 2 possess moderate liver tissue selectivity (tissue–liver ratio 
> 1). A linear relation is obtained when plotting log tissue–liver ratios against
CLOGP.

log spleen/liver = –0.52CLOGP + 0.93 (4.46)

n = 14 r2 = 0.62 s = 0.65 F = 21.6 (P < 0.001)

log testis/liver = –0.65CLOGP + 1.17 (4.47)

n = 15 r2 = 0.67 s = 0.75 F = 26.2 (P < 0.001)

The potency, IC50, in liver cells was insensitive to variation in lipophilicity in the
CLOGP range 0–2.
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5

Drug-Membrane Interactions and Pharmacodynamics

Joachim K. Seydel

5.1

Drug Efficacy

Having discussed the many ways in which drugs can affect membrane properties
and in which membrane properties can influence drug accumulation, orientation,
and conformation, it should not be surprising that drug–membrane interactions can
influence not only drug pharmacokinetics, toxicity, and selectivity, but also, directly
or indirectly, the release of biological (pharmacologic) responses. It is well docu-
mented that the composition of the surrounding lipids affects the conformation of
membrane-embedded proteins and, vice versa, that proteins inserted into phospho-
lipids affect lipid organization [1–4].

It can be concluded that the integrity of the phospholipid matrix of cell mem-
branes is essential for the cellular function of transmembrane proteins and recep-
tors. Thus, it is logical to expect that incorporation of drugs into the phospholipid
membrane can lead to a variety of biological responses. This may be related to:
• Conformational changes during lateral diffusion to the receptor site within the bi-

layer. In some cases the optimal conformation of the drug may be formed only
within the lipid environment.

• A change in cooperativity and/or fluidity, in curvature or in surface charge, or re-
placement of Ca2+ ions by intercalation of the drug with the membrane, provoking
an indirect effect on embedded proteins.

• A change in the dynamics of lipids, caused by domain formation of drugs within
the membrane close to the phospholipid annulus surrounding the integrated re-
ceptor proteins.

• Direct or indirect effects on the defect structures at the phase boundaries of the lat-
eral phase-separated bilayer domains, often the binding locus of enzymes.
It is obvious from the information and examples discussed so far that such effects

are most likely evoked by catamphiphiles, which can interact with the membrane
surface, i.e. the polar head groups, changing surface charge and the orientation of
head groups. Depending on pKa and lipophilic area, they can also interact with the
upper region or with the interior hydrocarbon chains of the bilayer via hydrophobic
forces. This is of practical relevance, as a large fraction of drugs used today and be-
longing to different classes, such as anesthetics, antidepressants, calcium antago-
nists (β-blocker, antiarrhythmics) and so forth, are cationic drugs (75%), 20% are
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acids, and less than 5% are non-ionized. Their influence on or responsibility on
drug–membrane interaction and thereby their biological effect shall be discussed us-
ing a few representative examples.

5.1.1

Effect on Membrane-integrated Enzymes

5.1.1.1 Activation and Inhibition of Protein Kinase C (PKC)
A very detailed investigation was performed to study the role of membrane defects
on the regulation of the activity of PKC [5]. The results can be summarized as fol-
lows. PKC activation is highly dependent on the fatty acid composition of the various
PEs in the liposomes used. If PC/PS mixtures are used, PKC activation activity varies
with the fatty acid composition of PS but not that of PC. The results are in agreement
with the observation that phospholipids with the lowest bilayer–hexagonal phase
transition temperature are most effective in activating PKC. Although PKC is sensi-
tive to the presence of hexagonal phase-forming lipids, its activity is not dependent
on differences between gel and lipid crystalline state membranes, nor do membrane
effects alone explain the observed effects. This can be deduced from the fact that the
introduction of phase boundary defects does not lead to the activation of PKC. Also,
cholesterol has no influence, which supports the conclusion that PKC activation is
not regulated by the fluidity of the membrane. Instead, activation is sensitive more to
the fatty acid composition of the PE fraction of the membrane than to the total mem-
brane fatty acid composition. The true nature of the physicochemical change in the
membrane is still to be determined and may reflect a change in the membrane–wa-
ter surface. It has been suggested that changes in membrane bilayer properties relat-
ed to the propensity to assume a hexagonal phase are required for activation.

The effect of diacylglycerols (DAGs) on bilayers composed of PC and PS (4:1,
mol/mol) was studied by 2H-NMR. DPPC deuterated at the α- and β-position of the
choline moiety was used to investigate the surface region of the membrane [6]. The
effect of the studied DAGs on the dynamics, measured as change in 2H-NMR
spin–lattice relaxation times of the deuterated choline head groups, did not correlate
with their effect on PKC activity and seemed not to be a sufficient factor in DAG-in-
duced PKC activation. The directional change in α- and β-quadrupole splitting, how-
ever, significantly correlated with the induced PKC activation (Figure 5.1). The event
directly responsible is assumed to be not counterdirectional quadrupole splitting but
bilayer dehydration, which could increase the tendency of the lipid to form hexago-
nal phases [7, 8] (see Sections 1.1.3 and 1.1.4 for more details). The conclusion that
PKC is activated via membrane interaction is in agreement with previous reports [9].

The opposite effect, the inhibition of PKC, has also been studied. It was concluded
that inhibition by mono- and divalent cations is related to the reduction of surface
potential of the studied PS/PC liposomes by ion binding according to the Gouy–
Chapman theory. Later, the same authors studied the inhibitory effect of the local
anesthetics tetracaine and procaine on PKC in liposomes [10]. The local anesthetics
significantly reduced the negatively charged surface potential, Ψ, of phospholipid
bilayers. The anesthetics were even capable of changing the surface potential to 
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+10 mV in the presence of positively charged proteins. The data points obtained by
the authors by plotting reduction in Ψ – caused by binding of tetracaine and procaine
– against percent maximal activity of PKC fit the regression line of the plot of reduc-
tion in Ψ by sodium ions against percent maximal PKC activity obtained in a previ-
ous study. The result supports the assumption that the inhibition of PKC is related to
a reduction in surface potential caused by local anesthetics as well as mono- and di-
valent cations.

5.1.1.2 Inhibition of Phospholipase A2 (PLA2)
Studies of membrane-associated effects of a series of drugs on PLA2 have been un-
dertaken to investigate the possibility that some proteins and drugs interact with the
bilayer at phase boundaries or with defect structures necessary for PLA2 activity. The
direct or indirect effect of drugs on such boundaries or defects could then affect
membrane–protein interactions.

This was investigated for a series of drugs including chemotherapeutics and anes-
thetics with quite different structures. Their effects on PLA2 inserted into phospho-
lipid bilayers was monitored by means of DSC. The bilayers were composed of
phase-separated ternary lipid mixtures of DMPC/palmitoyllecithin (PL) and either
hexadecanoic acid (FA16) or hexadecanol [11]. The authors assumed that the defect
structures at the boundaries of the lateral phase-separated bilayer domains are the lo-
cus of binding for the enzyme. The DSC results on pure DMPC and the ternary mix-
tures clearly indicated a regioselective interaction of these drugs with the membrane.
The more hydrophilic drugs, gentamicin, streptomycin, and cytarabine, did not in-
teract with DMPC but interacted preferably with the DMPC-rich region of the FA16-
containing ternary mixture. These drugs moved the thermogram of the acidic terna-
ry mixture phase transition profile to the lower temperature transition, probably 
involving DMPC-rich phases. In contrast, the more lipophilic drugs, bucaine and
dibucaine, showed pronounced effects in the higher-temperature region of the ther-

Fig. 5.1 Correlation
of PKC activity with α-
peak quadrupole
splitting in the ab-
sence and presence
of 15 and 25 mol%
DAG (r = 0.9843, 
P < 0.0001). Dotted
lines indicate 95%
confidence interval.
(Reprinted from Fig. 5
of ref. 6 with permis-
sion from the Rocke-
feller University
Press.)
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mogram, probably representing domains relatively rich in PL16 and FA16. In conclu-
sion, the results showed that the drugs selectively interacted with different regions of
the membrane. In the case of the charged hydrophilic drugs, charge interaction
played a significant role. Even if the detailed nature of interaction remains to be eval-
uated, all studied drugs non-competitively inhibited PLA2 in the membrane system.
A sigmoidal concentration dependence of inhibition, and of action on membrane
bilayer and membrane fusion, was observed for cytarabine. This could indicate a
cooperative reorganization of the membrane after a certain threshold concentration
has been passed. The authors assumed that the observed drug-induced effects were
the result of the drug-mediated shift in phase equilibria away from the optimal active
phase distribution. As a result, PLA2 binds with normal affinity to the membrane,
but its membrane substrate is not catalytically turned over. The inhibition of PLA2

has to be seen in the light of the induction of phospholipidosis that is observed on
prolonged treatment with some amphiphilic drugs.

Using PLA2 incorporated into DPPC liposomes, the effect of ambuxol, chloro-
quine, imipramine, and chlorphentermine on the initial rate of hydrolysis, i.e. activ-
ity of PLA2, has been studied [12]. In the absence of drug, the optimal activity was 
observed near Tt of DPPC. There was no indication of a lag phase. At lower and 
higher temperatures, an increase in lag phase duration and a decrease in activity was
observed. These two parameters were used to characterize drug effects. Three types
of inhibition profiles were observed for the four drugs. Ambroxol and imipramine
shifted the temperature–activity profile toward lower temperature without influenc-
ing shape and profile. Both inhibited PLA2 by decreasing Tt of the bilayer. Ambroxol
also shifted the lag phase temperature profile to lower temperature. Chloroquine 
inhibited the activity in a dose-dependent manner and showed a low potency for 
decreasing Tt. Chlorphentermine, which has been studied most intensively as a 
lipidosis inducer (see Section 4.3), showed a mixture of the two mechanisms. It 
induced strong inhibition at Tt and a decrease in inhibitory activity at lower tem-
peratures.

5.1.1.3 Drug–Membrane Interactions and Inhibition of Na+,K+-ATPase
The influence of a series of 12 cationic amphiphilic drugs, including anesthetics, an-
tiarrhythmics, and psychotropic agents, has been studied on the binding equilibrium
of [3H]-ouabain to membrane suspensions of guinea-pig myocardium. The binding
of 3H-labeled ouabain to cardiac Na+,K+-ATPase is a method used to characterize the
interaction between cardiac glycosides and their receptor.

The drugs inhibited ouabain binding in a concentration-dependent manner and
reduced its affinity but did not affect the number of binding sites. The more potent
drugs, such as chlorpromazine, propranolol, and dibucaine, diminished the associa-
tion rate and increased the dissociation rate; the more weakly acting procaine only
reduced the association rate of ouabain. This is an important observation. As the au-
thors stated, a competitor would reduce the probability of the agonist hitting an un-
occupied receptor but would not influence the dissociation of the agonist–receptor
complex, i.e. the studied drugs did not act as competitors. Na+,K+-ATPase is a
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lipoprotein. Therefore, the catamphiphiles can interact with both the receptor pro-
tein or the lipid. The interdependence between the protein and its phospholipid an-
nulus has also been investigated for Na+,K+-ATPase. The body of knowledge regard-
ing the interaction with lipids as well as the fact that negatively charged lipids such
as PS and phosphatidylinosin (PI) are associated with the protein moiety of ATPase
and are essential for its function support the notion that lipid–drug interaction is the
essential factor. It has been shown that ATPase activity depends on the fluidity of the
membrane. For example, the inhibition of Na+,K+-ATPase by amiodarone has been
reported to depend linearly on the variation induced in the lipid fluidity (r = 0.95) [13].

It has been shown that the binding of ouabain is considerably increased by recon-
stitution of Na+,K+-ATPase into PS and the replacement of Ca2+ from PS monolayers
by catamphiphiles [14]. It can therefore be assumed that the primary action of the
drugs involves the lipid portion of the membrane. In agreement with this sugges-
tion, a highly significant correlation was found between the log IC50 and log P
(r =0.94). The IC50 values were not corrected for the protonated form, because most
of the compounds were more than 95% ionized at the pH of the experiment, except
for 2-aminopyridine, which deviated strongly from the regression (see Table 3.3,
Figure 5.2).

An interesting study showed the striking importance of drug–membrane interac-
tion for pharmacological and/or toxicological effects [15]. The authors studied the ef-

Fig. 5.2 Relationship between the IC50 values (ordinate) representing the
efficiency of displacing Ca2+ from PS monolayers and the partition coeffi-
cients (octanol-water) for 26 compounds (abscissa). The regression line is
obtained by using the logarithm of both parameters. The numbering corre-
sponds to that given in Table 3.3. (Reprinted from Fig. 6 of ref. 14 with per-
mission from Elsevier Science.)
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fect of seven structurally similar, mainly tricyclic, drugs on the synaptic plasma
membrane. These drugs exert similar toxicological side-effects that differ from their
pharmacological functions. Rat brain synaptic plasma membrane (SPM) perturba-
tion and changes in Na+,K+-ATPase activity were compared with drug lipophilicity.
ATPase log IC50 decreased with increasing log Doct., except in the case of nortripty-
line and desipramine. These two drugs are less lipophilic (∆log 1.2) than their N-
methylated parent drug but were more potent inhibitors (Figure 5.3). The perturba-
tion of SPM was then investigated by the binding of the fluorescence probe ANS to
SMP. It was found that the dissociation constant and wavelength maximum of ANS

Fig. 5.3 The relation-
ship between drug
IC50 values and log
Doct.. (Reprinted from
Fig. 2 of ref. 15 with
permission from the
American Society for
Pharmacology and
Experimental Thera-
peutics)
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did not change upon drug addition, but an increase in the limiting fluorescence in-
tensity F∞ of ANS was observed. According to the authors, this indicates that “these
cationic drugs bind to the membrane surface, increasing the number but not the po-
larity of ANS binding sites by canceling charge at anionic phospholipid groups” [15].
The important result is the observed good linear correlation between the drug con-
centration necessary to increase F∞ by 40% and the log IC50 values for ATPase inhi-
bition, now including the N-demethylated drugs (Figure 5.4). It clearly points to the
hydrophobic and electrostatic interaction of the drug molecules with the membrane
surface and to a similar mechanism underlying both inhibition and fluorescence
change. It is also important to note that the K+-dependent p-nitrophenyl phosphatase
is inhibited with the same potency as the Na+,K+-ATPase. The authors suggest that
electrostatic interactions at the membrane surface between the protonated amino
group of the drugs and anionic groups of the enzyme and/or phospholipid near the
K+ binding site are essential for the inhibition. Lipophilicity seems to play more of a
modulating role regarding the number and orientation of the interactions. This is
supported by the high density of negative surface charge in the lipid annulus of the
Na+ channel, like the Na+,K+-ATPase, and could explain the effect of catamphiphiles
on other membrane–bound enzymes or receptor proteins [15].

5.1.2

Release of Pharmacological Response

5.1.2.1 Effect of Anesthetics
The molecular mechanism of local anesthetics is a largely unsolved problem. It re-
mains unclear whether the action is predominantly caused by interaction with pro-
teins of the channel or is mainly related to their effects on the membrane matrix and
its physical properties. The various hypotheses regarding mechanisms of action of
local anesthetics, especially with respect to the involvement of their effects on mem-
brane structure and function, have been studied intensively and frequently and the
results have been summarized and reviewed [16]. For this reason, only a few argu-
ments shall be discussed here, principally some of those not discussed in the above
review. It has been shown that highly lipophilic drugs can bind directly to the recep-
tor via lateral diffusion through the membrane, and that compounds like chlorpro-
mazine that are non-competitive blockers (NCBs) bind to the binding site at the
acetylcholine protein differently from the competitive inhibitors [17]. Photoaffinity
labeling indicates that the binding site of NCBs is deep in the pore of the open chan-
nel in a transmembrane region [18]. ESR studies have shown that the uncharged
form of the local anesthetic first associates with the lipid core of the membrane and
binds to the closed channel after diffusion through the membrane whereas the
charged form of the drug, like the NCBs, acts on the open channel. The access to the
receptor via membrane diffusion is also supported by patch-clamp experiments. Mi-
croperfusion of isoflurane into the medium outside of the patch led to an alteration
of the channel activity within the patch. This was the case despite the use of a high-
resistant membrane patch seal that enclosed the acetylcholine receptor [19]. Because
of this and the high lipophilicity of isoflurane it can be suggested that the drug dif-
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fused through the membrane to reach the receptor. This idea is supported by several
other findings. The penetration of the local anesthetics benzocaine, tetracaine, and
procaine into synaptosomal plasma membrane vesicles (SPMVs) was studied using
the fluorescent probe technique to evaluate the localization of the drugs in the mem-
brane. It was found that procaine is predominantly distributed at the surface area,
whereas tetracaine, in accordance with its high potency, has a greater access to the
interior of the lipid bilayer of the SPMVs [20]. As early as 1970 a series of detailed ex-
periments were performed to analyze the effect of local anesthetics on bilayers [21].
In one series of experiments the change in resistance of PC, PS, and phosphatidic
acid (PA) membranes upon addition of the drugs on one side of the membrane was
determined. The resistance decreased with increasing concentrations of the studied
anesthetics. In another series of experiments, mixed membranes composed of the
three phospholipids were used and the instability of the membrane due to Ca2+ bind-
ing on one side of the asymmetric acidic phospholipid membrane was studied in the
absence and presence of anesthetics. The presence of the anesthetics stabilized the
membrane. The order of potency of the drugs in lowering resistance and inhibiting
instability of the asymmetric membrane due to Ca2+ membrane binding was in line
with the relative concentration necessary for blocking the Na+-channel. This implies
that local anesthetics interact with the polar head groups by competing with Ca2+ as
well as with the hydrocarbon core of the bilayer. The ranking of blocking concentra-
tion, relative potency of lowering membrane resistance, and inhibition of instability
in asymmetric membranes is the same. Procaine was the least active and nupercaine
the most active compound (Table 5.1).

Finally, it is worth mentioning a study in which chromatographic indices on IAMs
were determined for 13 local anesthetics [22] (Table 5.2). Regression analysis result-

Tab. 5.1 Relative blocking potency of local anesthetics on natural
membranes and various physicochemical effects of local anesthetics
on artificial phospholipid membranes. (Reprinted from Tab. 1 of ref.
21 with permission from Elsevier Science)

Minimuma Relative Relativeb Conc. for Relative power Order of 
blocking blocking blocking 5 mV reduction of lowering inhibition of
conc. (mM) potency potency in ζ potential resistance instability of

of the phosphatidylserine 
membranec asymmetric

membrane

Procaine 4.6 1 1 5.01 1 Procaine
<

Cocaine 2.6 1.8 3.8 0.89 3 Cocaine
<

Tetracaine 0.01 460 36 0.10 20 Tetracaine
<

Nupercaine 0.005 920 53 0.02 60 Nupercaine

a) Obtained with desheathed frog sciatic nerve at pH 7.0.
b) Obtained with frog sciatic nerve at pH 7.2.
c) pH 7.3, 1 mM local anesthetics.
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ed in a highly significant correlation with activity data obtained from closed sodium
channels, whereas the correlation with log Poct. was less pronounced (r = 0.766, s =
0.91):

pDi
50 = 2.033 (± 0.442) log K W

IAM – 3.121 (± 0.505) (5.1)

n = 13 r= 0.812 s = 0.83

For the subset of amide linked compounds the following equation was derived:

pDi
50 = 1.854 (± 0.240) log Kw

IAM – 3.355 (± 0.229) (5.2)

n = 9 r = 0.946 s = 0.254

However, the outliers in Eq. 5.1 were tetracaine and procaine which showed high-
er activities than predicted.

pDi
50 = 2.176 (± 0.234) log Kw

IAM – 3.553 (± 0.262) (5.3)

n = 11 r = 0.952 s = 0.378

In agreement with other studies assuming a greater contribution of the charged
drug forms to membrane interaction, the use of pD50 uncorrected for ionization led
to poorer regression equation (r = 0.889).

An interesting study regarding the possible involvement of drug–membrane inter-
action on the release of a biological effect was undertaken using the steroids alphax-
alone and ∆16-alphaxalone [23]. While alphaxalone shows anesthetic activity and is
marketed as Althesin, ∆16-alphaxalone, which differs from alphaxalone only by a

Tab. 5.2 Half-blocking doses for closed sodium channels, pKa,
and log Kw

IAM for a series of local anesthetics. (Adapted from
Tab. 4 of ref. 22). 

Compound pD50
a pDi

50
b log Kw

IAM pKa

GEA968 –2.94 –2.46 0.38 7.7
Procaine –1.94 –0.33 0.39 9.0
W36017 –3.18 –2.88 0.49 7.4
Tocainide –2.82 –2.27 0.53 7.8
Prilocaine –3.03 –2.48 0.62 7.8
Lidocaine –2.15 –1.53 0.75 7.9
Mepivacaine –2.17 –1.76 0.77 7.6
Trimecaine –1.65 –1.35 1.21 7.4
Bupivacaine –1.52 –0.74 1.45 8.1
Alprenolol –1.74 –0.46 1.53 9.6
Etidocaine –0.83 –0.35 1.55 7.7
Tetracaine –0.47 –1.60 1.75 8.5
Propranolol –1.59 –0.41 1.81 9.4

aa)) Half-blocking doses.
bb)) Half-blocking doses corrected for ionization at pH 7.4 (neutral

fraction).
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double bond in the C-16 position, lacks anesthetic activity. The authors used 2H- and
13C-NMR, DSC, and X-ray diffraction to study the interaction of the two compounds
with DMPC vesicles. Solid-state 2H-NMR of the deuterium-labeled steroids at differ-
ent drug concentrations revealed a poor incorporation of the inactive steroid. The
central doublet due to the COCD3 group in the 17-position was used as the measure
of the degree of incorporation. The spectra for ∆ 16-alphaxalone showed lower and
nearly equal intensities of the doublet, indicating that at a molar ratio of χ = 0.01 sat-
uration had already occurred. In contrast, the signal of the doublet was much more
intense and full incorporation was reached at χ = 0.10 (10% molar ratio) for the active
steroid. Again, at the higher molar ratio (χ = 0.01) the active alphaxalone had also a
considerably stronger effect on the pretransition temperature, i.e. the two steroids led
to different effects on the dynamics and conformational properties of the phospholipid
bilayer. The results of X-ray experiments support these findings. The X-ray data indi-
cate a position of the 3-α-hydroxy group in the proximity of the carbonyl groups of the
DMPC acyl chain. Comparison of the density profiles of the two steroids again showed
a lower degree of incorporation into the bilayer for ∆16-alphaxalone.

Finally, 13C-NMR with cross-polarization and magic angle spinning (13C-CP/MAS)
has been used to examine changes in the mesomorphic states of phospholipids at
various temperatures in the absence and presence of the two drugs. Three effects
were followed:
1) change in peak intensity and line width due to membrane fluidity; 
2) change in the chemical shift values of individual carbon nuclei of the phospho-

lipid due to modified phase transition profiles; and
3) the appearance of a specific subset of peaks from the carbon nuclei of the incor-

porated drugs.
The results can be summarized as follows. Conversion between two mesomorphic

states occurred at a rate slower than the NMR time scale. In the presence of alphax-
alone this occurred at lower temperatures and indicated a stronger perturbation ef-
fect on the lipid chains than for the inactive ∆16-alphaxalone. This is in agreement
with the results obtained with the other techniques employed. In the “hydrophobic
region” of the spectra, additional peaks of the steroid molecules were observed. At
25.5 °C, the C-18 and C-19 methyl groups appeared at 10.8 ppm and 15.9 ppm, re-
spectively, in the presence of alphaxalone and at 11.9 ppm and 14.7 ppm, respective-
ly in the presence of ∆ 16-alphaxalone. The C-21 methyl carbon was only found for
∆16-alphaxalone at 26.7 ppm. This indicated a lower mobility for ∆16-alphaxalone. The
results at least allow the assumption that, in the case of alphaxalone, drug–mem-
brane interaction is involved in the biological response.

The molecular mechanism of local anesthesia, the location of the local anesthetic
dibucaine in model membranes, and the interaction of dibucaine with a Na+-channel
inactivation gate peptide have been studied in detail by 2H- and 1H-NMR spec-
troscopy [24]. Model membranes consisted of PC, PS, and PE. Dibucaine was
deuterated at H9 and H1 of the butoxy group and at the 3-position of the quinoline
ring. 2H-NMR spectra of the multilamellar dispersions of the lipid mixtures were ob-
tained. In addition, spectra of deuterated palmitic acids incorporated into mixtures
containing cholesterol were obtained and the order parameter, SCD, for each carbon
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segment was calculated from the observed quadrupole splitting. From these results
the authors concluded that the butoxy group of dibucaine penetrates between the
acyl chains of lipids in the model membrane and that the quinoline ring is situated
at the polar head group region of the lipids, thus allowing for an interaction with a
cluster of hydrophobic amino acids (Ile-1488, Phe-1489, Met-1490) within the cellu-
lar linker between the domains III and IV of the Na+-channel protein. These do-
mains function as an inactivating gate. The same amino acid residues were identi-
fied to be required for fast Na+-channel inactivation [25]. This model assumes that a
cluster of these hydrophobic amino acids within the linker between the domains III
and IV of the protein channel “occludes the intracellular mouth of the activated Na+-
channel and stabilizes the inactivated state, making use of Gly-1484 (or Gly-1485 or
both) and Pro-1509 residues on either side of the IFM domain as hinge points” [25]
(Figure 5.5). In order to prove that the dibucaine molecule positioned at the surface
region of the lipids can interact with the hydrophobic amino acids, the authors syn-
thesized a model peptide, MP-1, that included the hydrophobic amino acids corre-
sponding to the amino acid sequence of the linker part of rat brain type IIA Na+-
channel, and MP-2, in which Phe was replaced by Gln. They measured the 1H-NMR

Fig. 5.5 A hinged-lid model for Na+-channel inactivation and schematic
representation of the interaction between a local anesthetic drug and the
amino acid residues in the inactivation gate. (Reprinted from Fig. 2 of ref.
24 with permission from the Rockefeller University Press.)
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spectra in phosphate buffer and in PS liposomes. Only in the presence of liposomes
were changes in chemical shifts observed (Figure 5.6). It was found that the quino-
line ring of dibucaine can interact with the aromatic ring of Phe by stacking of the
two rings. This interaction is reinforced in the presence of lipids. Based on these ex-
perimental findings, the authors suggested the following molecular mechanism of
local anesthetics. “The drug is residing at the polar head group region of the so called
boundary lipids in the vicinity of the Na+-channel pore, binds with the clustered hy-
drophobic amino acids, especially with the phenylalanine residue, and results in sta-
bilization of the inactivated state thus making it impossible to proceed to the resting
state” [25]. Drug binding to phenylalanine could be facilitated by electrostatic inter-
action of its protonated nitrogen with the negatively charged amino acids on both
sides of the IFM domain. This is in accordance with a structure–activity relation de-
rived by Sheldon et al. [26], who found an optimal distance between the aromatic ring
and the tertiary amine nitrogen for binding to the Na+ channel.

5.1.2.2 Negative Chronotropic (Cardiodepressant) Effect
The inhibition of spontaneous beat frequency induced by 21 amphiphilic drugs – six
β-blockers, seven antiarrhythmics, and eight catamphiphilic drugs from various
groups – was determined. The reduction in contractile frequency indicated a reduced
rate of spontaneous heart beat caused by depolarization of the membrane potential
in the sinus mode cells [27]. The authors hypothesized that the negative chronotrop-
ic effect may be caused by an indirect effect of the drugs on integral membrane pro-
teins, similar to the inhibition of Na+,K+-ATPase. The derived correlation between
the IC50 values and the inhibition of 45Ca2+ binding to PS monolayers or the reduc-
tion in transition temperature of DPPA (r = 0.85 and r = 0.85 respectively) support
this assumption. For some of the compounds, the effect is best described by their ca-
pacity to inhibit Ca2+ binding; for others the correlation is better when the reduction
in Tt is used instead as the independent descriptor. When both parameters were
used in combination an even better regression was obtained (r = 0.94). The result
was interpreted as indicating that the negative chronotropic effect of the studied
drugs is determined by both the introduction of charge into the head group region
and the disordering effect on the arrangement of the phospholipid molecules. An-

Fig. 5.6 Changes in chemical
shifts (in units of Hz at 600
MHz) of the quinoline proton
resonances of dibucaine as a
result of interaction with MP-
1 and MP-2 in PS liposomes.
(Reprinted from Fig. 16 of ref.
24 with permission from the
Rockefeller University Press.)
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other explanation could be that the negative chromotropic effect depends only on the
disordering effect of intercalated drug molecules but that the extent of this effect is
determined by a combination of both the intrinsic capacity of the drug molecule to
disarrange the adjacent phospholipid molecules (reflected by Tt) and the number of
drug molecules bound to the phospholipid bilayer at a given concentration, i.e. the
binding affinity, reflected by the IC50 of inhibition of Ca2+ binding [27].

5.1.2.3 Anti-inflammatory Effect
Non-steroidal anti-inflammatory drugs (NSAIDs) such as indomethacin, diflunisal,
flurbiprofen, and the active metabolite of sulindac, sulindac sulfide, are examples of
anionic amphiphiles. Their interaction with liposomes and purple membrane was
studied by DSC to determine the thermotropic behavior of these drugs in pure
DMPC, DPPC and distearoylphosphatidylcholine (DSPC) and their mixtures. The
pH dependence of the drug-induced changes in the thermotropic behavior of DMPC
was also investigated [28]. As a sort of control, the inactive prodrug, sulindac, and
one of its inactive metabolites were included in the study. To determine the drug lo-
calization within the membrane, several membrane reagents with known binding
sites in the bilayer were used as reference markers and to monitor the effects re-
leased by the NSAIDs under study. Finally, the interaction of the NSAIDs with pur-
ple membrane was investigated.

The active drugs, including the active metabolite of sulindac, sulindac sulfide, all
showed an intensive broadening of the phase transition signal of the liposomes, but
only a very small decrease in phase transition temperature was observed (< 3 °C)
(Figure 5.7). Similar thermograms can be induced by hexane or decane, which are
known to partition into the inner hydrocarbon region. In contrast, the inactive com-
pounds sulindac and sulindac sulfone showed only a small effect on the phase tran-
sition temperature, but no effect on cooperativity, as indicated by the remaining
sharp transition peak (Figure 5.7). The results suggested that the active derivatives
penetrate deep into the bilayer whereas the inactive compounds interact only with
the surface region or carbonyl groups of the bilayer. This finding was validated by the
results of NMR and freeze-fraction techniques and by the use of membrane markers,
which also induced specific and similar changes in the thermotropic profile of the bi-
layer. The results showed that the active and inactive compounds interact with dif-
ferent parts of the bilayer and that the charged active drugs can effectively partition
into the bilayer. Using equilibrium dialysis the partition coefficient for the active
sulindac sulfide in DPPC was determined to be log DDPPC = 1.8; for the prodrug
sulindac, log DDPPC was 0.25. It is interesting to note that similar effects on phase
transition of DPPC are exhibited by other anti-inflammatory drugs such as in-
domethacin, flurbiprofen, and diflunisal [28]. In a recent paper, log Poct. values were
reported for a whole series of drugs with S-atoms in different oxidation states, in-
cluding sulindac and its metabolites (log Poct.

anion = 1.8 for sulindac sulfide and log
Poct.

anion = –0.95 for sulindac) [29].
The differences in membrane behavior of active and inactive anti-inflammatory

drugs became visible in their effects on bacteriorhodopsin incorporated into phos-
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pholipid membranes at even smaller concentrations than used in the DSC experi-
ments. Bacteriorhodopsin has a coat of hydrophobic amino acids that forms an in-
terface with the lipid environment, shielding the charged and hydrophilic groups in-
side. For the active drugs that could partition into the bilayer, the authors found an
interaction with the incorporated proteins leading to dissociation of the bacteri-
orhodopsin lattice even at low concentrations (< 20 µg/mL). This can be considered
as an astonishing effect, because the bacteriorhodopsin lattice has been reported to
resist even the removal of 80% of its lipids by detergents. Therefore, it is remarkable
that the addition of active NSAIDs in small concentrations led to a dissociation of the
bacteriorhodopsin lattice whereas the inactive prodrug and metabolite had no effect
at all, even at high concentrations. It is also interesting to note that the water solubil-
ity at pH 7 of indomethacin, sulindac sulfide, sulindac, and sulindac sulfone was de-
termined to be 0.4, 0.03, 2.7, and 0.5 mg/mL respectively. “Obviously, physical pa-
rameters measured in a solution phase related to protein binding and hydrophobici-
ty do not have any simple relation with activities of compounds in a phospholipid
membrane” [28].

Similarly, another study on NSAIDs came to the conclusion that the partition co-
efficients determined on immobilized artificial membranes are more suitable for

Fig. 5.7 Thermal
scans of DPPC multil-
amellar dispersions
with various mole ra-
tios of sulindac sul-
fide, sulindac, and
sulindac sulfone (50
mM phosphate buffer,
pH 7.0). (Reprinted
from Fig. 6 of ref. 28
with permission from
the American Chemi-
cal Society.)
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predicting the effects of NSAIDs than log Poct. [30]. The reason for this was suggest-
ed to be the ability of phospholipids to counteract the influence of electrically
charged functions of the drugs on lipophilic interactions. This is supported by the
observation that log Poct. correlated much better with log Kw

IAM than log Doct.7.4. As a
measure of the biological activity of NSAIDs, the inhibition of two cyclooxygenases
has been determined (Table 5.3). The enzyme is considered to be the NSAID locus of
action. The following regression equations were derived:

pIC50 = 1.512 (± 0.273) log Kw
IAM – 2.990 (± 0.505) (5.4)

n = 9 r = 0.902 s = 0.657

pIC50 = 1.14 (± 0.298) log Poct. – 4.583 (± 1.140) (5.5)

n = 9 r = 0.816 s = 0.882

Aspirin and sulindac were excluded from the regression. The activity of aspirin
was underestimated, probably because of its additional acetylating potential, and
sulindac activity was overestimated, which can be explained by its prodrug character.

In contrast to the effect on COX-2, in intact cells no significant correlation was ob-
tained for the effect on COX-1. This might indicate that the two isoforms of cyclo-
oxygenase are located in different subcellular environment. No correlation exists
between log Kw

IAM and pIC50 determined on isolated COX-1 or COX-2 enzyme.

5.1.2.4 Effect of Antiarrhythmics
The mode of action of antiarrhythmics is related to their non-specific interaction
with myocardial membranes and it is thought that antiarrhythmics stabilize the

Tab. 5.3 IC50 values (µmol/L) of NSAIDs on
COX-2 activity in intact cells. (Reprinted from
Tab. 4 of ref. 30, with permission from the
American Chemical Society)

Compound Log P Log Kw
IAM IC50

a

Salicylic acid 2.27 –0.05 725
Ibuprofen 3.50 –1.12 72.8
Tolmetin 2.79 –1.13 27.2
Naproxen 3.18 –1.26 5.65
Piroxicam 3.00 –1.85 0.604
Flurbiprofen 4.16 –2.02 0.102
Indomethacin 4.27 –2.39 1.68
Diclofenac 4.40 –2.43 1.1
Tolfenamic acid 5.70 –2.75 0.0191
Aspirinb 1.13 –0.95 278
Sulindacb 3.42 –1.80 112

a) IC50 for inhibition of cyclooxygenase.
b) Compound not considered to derive Eqs. 4 

and 5.
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membrane [31]. The lipophilicity, Σf, was calculated for 15 antiarrhythmics, and the
binding to PC determined by fluorescence spectroscopy [32]. The studied drugs cov-
ered a large range of lipophilicity (1.208–6.657). The authors deduced highly signif-
icant correlations between the reciprocal logarithm of the drug concentration leading
to a 50% increase in the fluorescence signal in the binding experiments and the
lipophilicity (Σf ) of the drug.

log 1/C = 0.29 (± 0.08) Σf + 3.62 (5.6)

n = 15 r = 0.91 s = 0.20 F = 62.2

In addition, the strength of the interaction with the PC bilayer correlated well 
(n = 8, r = 0.97) with the average daily dose of eight antiarrhythmics for which infor-
mation about the dose was available.

5.1.2.5 Calcium-Channel Blocking Activity
Retention times determined on IAM columns have been used as descriptors of
lipophilicity and polar interactions with PC and have been compared with log Poct.

and log Doct.
7.4 for a series of 4-phenyldihydropyridines (DHPs) [33]. Satisfying corre-

lations were found between log Kw
IAM and log Poct. except for amlodipine, whereas

the correlations with log Doct.7.4, were poor, especially for nicardipine and amlodip-
ine. This again underlines that the interaction of charged DHPs with the IAM phase
is determined by lipophilicity and a specific interaction with phospholipids, whereas
for neutral drugs similar partition-based mechanisms are involved in both partition
systems. The IAM phase can accommodate the charged form of the drugs. There-
fore, the log Kw

IAM value for amlodipine is much higher (2.59) than log Doct.7.4 (1.83)
(also see Mason et al. [34] and ref. 35) and can describe the complex interaction with
biomembranes better than log Poct.

For the neutral calcium-channel blockers, nifedipine, nitrendipine, nimodipine,
and nisoldipine, receptor binding values were available. They were determined on
protein preparations from rat cortical brain [36] and transformed to Ki values [33] – Ki

= IC50/(1 + LC/Kd) – where LC is the ligand concentration, Kd the dissociation con-
stant, and IC50 the concentration of the drug leading to a 50% inhibition of [3H]-ni-
modipine specific binding. This means that the Ki value is a measure of the overall
effect, including binding to the receptor as well as biomembrane permeation and in-
teraction.

log 1/Ki = 1.581 (± 0.225) log Kw
IAM – 3.621 (± 0.511) (5.7)

n = 4 r = 0.980 s = 0.145

log 1/Ki = 1.035 (± 0181) log Poct. – 4.244 (± 0.732) (5.8)

n = 4 r = 0.971 s = 0.176
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The very small data set restricted generalizable conclusions, but according to the
authors “the results suggested that membrane solubility may constitute the critical
factor that allows the specific binding to the DHP-receptor”.

5.1.2.6 α-Adrenoceptor Agonist Activity
Liposome partitioning was used to explain the observed hypotensive (pC25) and hy-
pertensive activity (pC60) of seven and nine α-adrenoceptor agonists respectively
[37]. The apparent partition coefficient in octanol–buffer, D, and in four liposome
preparations, KM, were determined and compared (1, DMPC; 2, DMPC/cholesterol/
dicetylphosphate, 7:1:2 molar ratio; 3, DMPC/PS, 3.5:1; and 4, DMPC/stearylamine,
3:1) (Table 5.4). The log KM values for all four systems showed a parabolic relation
with log Doct., and in all systems log KM values were larger than log Doct. In the lipo-
some preparations log KM values increased, as would be expected, in the following
order: positively charged, neutral, negatively charged phospholipids. Regression
analysis using various descriptors (log KM, log Doct., Vw) was performed. The best
correlation obtained for the hypotensive effect was with log KM, 2:

pC25 = – 2.56 (± 1.13) log KM, 2 + 6.33 (5.9)

n = 5 r2 = 0.94 s = 0.228 Q2 = 0.84 F = 51.6

The correlation with log Doct. was poor (r2 = 0.429).
The exceptions were tiamenidine and tetrazoline. In the case of tiamenidine, this is
probably because of the heteroaromatic ring. Tetrazoline may deviate because of its

Tab. 5.4 Partition coefficients, log K’M, of α-adrenoceptor agonists in liposome-
buffer systems of different compositions and in the n-octanol-buffer (log D’) sys-
tem at 37 °C. (Adapted from Tab. 1 of ref. 37)

Log K’M
a

Compound
(1) (2) (3) (4) Log D’

Oxymetazoline 1.94 2.50 2.96 1.16 –0.32
Xylometazoline 1.94 2.40 2.80 1.30 –0.40
Cirazoline 1.72 2.23 2.65 1.15 –0.53
Tramazoline 1.48 2.17 2.59 0.77 –0.62
Naphazoline 1.34 2.12 2.45 0.70 –0.52
Lofexidine 1.24 1.76 2.20 1.20 –0.73
Clonidine 1.15 1.61 2.01 1.17 –0.85
Tiamenidine 1.02 1.53 1.94 0.61 –0.17
Tetryzoline 0.95 1.43 1.80 0.55 –0.90

a) The numbers in parentheses represent different liposome compositions: 
(1) DMPC; (2) DMPC/CHOL/DCP (7:1:2 mol ratio); (3) DMPC/PS (3.5:1 mol -
ratio) (the average MW of brain PS was taken as 798 ± 4 on the basis of various
fatty acid compositions; (4) DMPC/STA (3:1 mol ratio). The maximum standard
deviation (SD) was ± 5%, although in most cases it was < ± 2%.
DCP, dicetylphosphate; STA, stearylamine
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steric properties (attachment of the methylene bridge in ortho-position of the phenyl
ring). Tiaminidine also deviated from the plot log KM vs. log Doct..

The hypertensive effect was best described by a parabolic relation with log KM, 4:

pC60 = 18.80 log KM, 4 – 9.77 (log KM, 4)
2 – 6.60 (5.10)

n = 9 r2 = 0.85 s = 0.875
The correlation with log (Doct.)

2 led to r2 = 0.158.
The results again show that liposome partitioning gives superior information and

describes biological effects related to drug–membrane interactions more correctly
than log Poct., especially in the case of charged drug molecules.

Later, the same pC25 values were correlated with the HPLC retention time of these
compounds observed on an IAM column with PPS [38].

pC25 = –2.449 (± 0.79) log KM, pps + 3.44 (± 0.79) (5.11)

n = 6 r2 = 0.95 s = 0.21 Q2 = 0.91 F = 81.4

5.1.2.7 Anticonvulsive Effect
Anticonvulsants are supposed to act on the Na+-channel that is embedded in phos-
pholipid membranes. In a cooperative study aiming at reducing the number of ani-
mal experiments, the interaction of flupirtine (1) derivatives with PPC vesicles was

investigated using NMR techniques [39, 40]. The interaction was quantified as dis-
cussed before by the change in relaxation rate, 1/T2, as a function of increasing phos-
pholipid (DPPC) concentration. A linear dependence between the signal broadening
of the methylene group and the lipid concentration was observed over a large range
of lipid concentrations. The slope of such plots was used to characterize the degree of
drug–lipid interaction. A highly significant correlation was observed between the de-
gree of interaction and the observed in vivo anticonvulsive effect, measured by maxi-
mal electro shock (MES) test.

log 1/I50(MES) = 0.772 (± 0.12) log 1/T2, slope + 3.00 (± 0.19) (5.12)

n = 13 r2 = 0.94 s = 0.086 Q2 = 0.92 F = 178

The observed increase in interaction was paralleled by an increase in the pharma-
cological response over a large range of activities. The correlation with log Poct. was
inferior (Q2 = 0.68). Derivatives bearing a polar substituent at the phenyl ring partic-
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ularly deviated from the regression, again indicating that the octanol–water partition
coefficient does not sufficiently describe the partitioning if other than bulk effects
are involved.

A change in lipophilicity at the ethyl carbamate group connected to the pyridine
ring led to a decrease in activity. This probably indicates the importance of the distri-
bution of the lipophilic surface on the drug molecule with respect to its cationic cen-
ter. The “hydrophilic–lipophilic dipole” could influence the orientation of the drug
molecule within the membrane. To study this further, the test series was enlarged.
As ortho substitution appeared to exert an additional effect on activity, the van der
Waals volume, Vw, ortho, for the 2,6-positions of the benzyl group was examined as a
potential parameter. As found in NMR experiments in dimethylsulfoxide, two con-
formers predominate, on the basis of observed CH2-NH vicinal coupling constants:
a folded pseudo-gauche conformation with a phenyl C-N-pyridyl torsion angle of
30–50° and an extended pseudo-trans conformation with the same angle in the
180–210° range. The conformers were related not only to the substitution pattern at
the phenyl ring but also to the degree of ionization influenced by the electronic fac-
tors present at the pyridine ring. In fully ionized derivatives, both conformers were
in equilibrium. To account for possible contributions of changes in the torsion angle
to activity or drug–lipid interaction the torsion angles were calculated. Additionally,
the van der Waals volume of the ortho-substituents at the phenyl ring and of the ure-
thane moiety were considered as descriptors in the regression analysis.

log 1/ED50MES = 0.629 (± 0.224) log ∆(1/T2) + 0.040 (± 0.027) C-Ntors +
0.035( ± 0.014) Vortho – 5.426 (± 5.557) (5.13)

n = 21 r 2 = 0.885 s = 0.174 Q2 = 0.825 F = 43.8

The corresponding equation using log k’oct. instead of log ∆1/T2 led to an r2 = 0.844
and Q2 = 0.781. It is also worth noting that Vurethane can be used to replace the torsion
angle.

The largest part of the observed variance in the pharmacological effect can, howev-
er, be explained by the change in relaxation rate upon interaction with the phospho-
lipid. This simple method might therefore offer a suitable first screening system for
selecting compounds for further animal testing for this class of compounds.

To delineate requirements for selectivity, correlation analysis was conducted for
the neurotoxicity data, log 1/I50(NT), of flupirtine derivatives in a similar way. Unlike
the correlation with the MES data, log k’oct. is now clearly superior to the use of log
∆1/T2 in describing the observed variance in neurotoxic effects.

log 1/I50(NT) = 0.511 (± 0.191) log k’oct. + 0.081 (± 0.0038) C-Ntors + 0.042 
(± 0.022) Vortho – 14.186 (± 8.084) (5.14)

n = 20 r2 = 0.899 s = 0.233 Q2 = 0.868 F = 47.8

Using ∆1/T2 instead led to r2 = 0.863, Q2 = 0.82. It seems reasonable that the more
unspecific neurotoxic effect of flupirtine analogs can be described by the simple par-
titioning parameter in octanol.
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Further support for the thesis that the observed drug–membrane interaction di-
rectly or indirectly affects the “receptor” and does not represent pharmacokinetic in-
fluences can be derived from preliminary data of a small set of five derivatives for
which some pharmacokinetic parameters were determined in rats [41]. The pharma-
cokinetic parameters – area under the curve (AUC), elimination rate constant (kel, ),
half-life (t0.5), the time of maximal concentration (tmax), and maximal concentration
(cmax) – did not correlate significantly with either log 1/ED50(MES), log ∆1/T2, or log
K’oct.. Instead, even for this small set of compounds, log 1/ED50(MES) correlated again
significantly with both parameters log ∆1/T2 and log K’oct. (r = 0.998 and 0.973 re-
spectively).

It can be concluded that no significant differences exist between anticonvulsive
and neurotoxic effects for this series of derivatives. The variation in the anticonvul-
sive effect seems to be determined by drug–membrane interactions and not by the
pharmacokinetics of these compounds.

5.1.2.8 Antioxidant Effect
The mechanism of the antioxidant effect of the coronary vasodilator dipyridamole
and its derivative RA-25 has been investigated [42]. In a previous study, the authors
had found a good correlation between the lipophilicity of a series of dipyridamole de-
rivatives and their protective effect. Detailed studies on the inhibition of Fe2+-in-
duced lipid peroxidation in mitochondria were then performed. No significant effect
on state IV or II respiration was found at low drug concentrations. This excludes a di-
rect interaction of dipyridamole or RA-25 with the peripheral benzodiazepine recep-
tor. The association constants for dipyridamole and RA-25 in mitochondria were 0.7
and 0.2 mg/mL respectively. Through oxygen consumption studies it could also be
shown that the antioxidant effect of the compounds did not involve the initial step of
Fe2+ oxidation. The concentrations of dipyridamole and RA-25 required to cause a
50% inhibition of iron-induced lipid peroxidation differed by a factor of 100. The
data support the assumption that the order of partitioning into the lipid phase of the
mitochondrial membrane is decisive for the antioxidant effect of dipyridamole and
RA-25 and not a specific binding to membrane proteins.

5.1.2.9 Antineoplastic Activity of Ether Phospholipids
The results of several investigations on the mechanism of action of tumoricidal ether
phospholipids support the assumption that biochemical and physicochemical prop-
erties of the cell membrane are involved.

The fluidization and increase in permeability of tumor cell membranes has been
reported [43, 44], as well as changes in cellular lipid synthesis during ether phospho-
lipid-induced cytolysis [45]. Direct evidence was found by Diomede et al. [46] and
Principe et al. [47] for the importance of the lipid composition of membranes for the
sensitivity to antineoplastic ether phospholipids. These authors studied the influ-
ence of tumor cell membrane cholesterol content on the sensitivity of leukemic cells
[46] and cells derived from three human carcinomas [47] with different rates of cell
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growth. It was shown that the rate of cell growth had no influence on the antineo-
plastic activity. Other factors must therefore be responsible for the observed differ-
ence in antineoplastic activity. Consequently, lipid composition and cholesterol con-
tent were analyzed for the cell lines HT29 (colon carcinoma), A427 (lung carcinoma),
and BT20 (breast carcinoma). The three human cell lines showed substantial differ-
ences in their membrane lipid composition and a statistically significant difference
in their cholesterol content. The following ratios of phospholipid–cholesterol content
were found: A427, 6.01; BT20, 2.03; HT29, 2.44. The three ether phospholipids
tested were: 1-O-octadecyl-2-O-methyl-rac-glycero-3-phosphocholine (edelfosine), 
1-hexadecyl-mercapto-2-methoxymethyl-rac-glycero-3-phosphocholine (ilmofosine),
and methoxy-3-N,N-methyl-octadecylamino-2-propyloxyphosphorylcholine (BN52211).
The authors found a significant correlation between the membrane cholesterol level
and the antineoplastic activity. The ratio phospholipid–cholesterol and the choles-
terol content were related to the IC50 values of the ether phospholipids, the IC50 be-
ing highest for BT20 cells with the highest cholesterol content [47].

5.1.2.10 Antimalarial Activity of Chloroquine
Worthy of being cited is a paper that dealt with the ability of chloroquine to stabilize
phospholipid membranes against SAG-induced perturbations. This observation is of
interest with respect to the antimalarial effect of chloroquine [48]. 2H-NMR spectra
of DPPC-d62 or DPPS-d62 added to lipid extracts from normal human or malaria-in-
fected erythrocytes, malaria parasites or model lipid mixtures were obtained. The
spectra of the model lipid mixtures were almost identical to those from the erythro-
cyte extracts. There also was no difference in the spectra comparing added DPPC-d62

or DPPS-d62. However, the spectra obtained from liposomes composed of lipid mix-
tures extracted from infected erythrocytes or malaria parasites differed from those of
liposome preparations derived from normal erythrocytes. Whereas no difference in
the order parameters was observed in normal cells and in model lipids, the order pa-
rameter in infected and parasite cell extracts was markedly reduced compared with
that of normal erythrocytes. The addition of 1-stearoyl-2-sn-arachidonoylglycerol
(SAG) induced the formation of non-bilayer phases in all lipid systems studied. The
addition of chloroquine lead to only a small decrease in the order parameter of the
acyl chains of PS but not of PC. In contrast, a strong effect became visible upon ad-
dition of chloroquine to the SAG-containing liposomes. The antimalarial agent al-
most totally reversed the SAG-induced non-bilayer phases. SAG is known to be a po-
tent activator of phospholipase A2 (PLA2), and is endogenously formed in erythro-
cytes. The stabilizing effect of chloroquine on the membrane may be related to the
known property of chloroquine to inhibit PLA2 and therefore may be possibly re-
sponsible for its therapeutic and antitoxic mechanisms [48].
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5.1.2.11 Conformation of Acetogenin Derivatives in Membranes and the Relation 
to Cytotoxicity

An interesting paper has been published describing the effect of phospholipid bilay-
ers on the conformation of plant acetogenins known to be very cytotoxic [49]. The au-
thors studied the influence of the alkyl chain length between the two tetrahydrofuran
(THF) rings of acetogenins on location and conformation of acetogenin-type com-
pounds in DMPC bilayers. The interaction was followed by DSC and various NMR
techniques including NOE, NOESY, and the addition of Mn2+ to obtain information
on the location of the compounds (see also Chapter 3). Asimicin and its derivatives,
parviflorin and longimicin B, were studied. These compounds possess bis-THF
rings flanked by hydroxy groups on hydrocarbon chains of various length (C15 to
C24). They also possess an additional terminal α,β-unsaturated γ-lactone on one of
the alkyl chains and a 4-hydroxyl group. The results of 1H-NOEs, 1H-two dimension-
al NOE and DSC experiments indicated that the THF rings of all three derivatives
studied were positioned near the polar interfacial head group region of DMPC. From
the 1H-difference NOE spectra it was concluded that the lactone rings of asimicin
and parviflorin resided below the glycerol backbone in the membrane. These two de-
rivatives differ only in alkyl chain length by two methylene groups, parviflorin pos-
sessing fewer carbon atoms. In contrast, the lactone ring of longimicin B, with an
alkyl chain four carbon atoms shorter, is found close to the midplane in the mem-
brane. These findings were supported by the results of broadening measurements
by the addition of Mn2+ (see Chapter 3). The authors concluded on the basis of these
results that, depending on the length of the alkyl chain, these asimicin-type aceto-
genins can adopt either sickle-shaped or U-shaped conformation in the membrane.
The interesting point is the relation between the difference in conformation and the
observed cytotoxicity. Parviflorin and asimicin show the same high cytotoxicity, but
longimicin B, with the shortest alkyl chain and a U-shape conformation, exhibits no
significant cytotoxicity [49].

5.1.2.12 A Membrane-forming and Inflammation-inducing Bacterial Macromolecule
Not only catamphiphilic drug molecules but also amphiphilic biomolecules like en-
dotoxins are known to produce – depending on structure and concentration – bio-
logical effects through interaction with the host cell membrane. Endotoxins are inte-
gral constituents of the membrane of Gram-negative bacteria and participate in
physiological membrane functions of these bacterial cells. They are essential for bac-
terial viability. In addition, they are important for the interaction with antibacterial
drugs (see Section 4.3.1) and with components of the host immune system. At high-
er concentration, endotoxins are potent toxins in the course of Gram-negative infec-
tions. Ultimately, they can lead to septic shock. Endotoxins are composed of three
structural units (see Figure 4.10): the O-specific side chain, the core region, and the
lipid A component. Lipid A has been found to be the membrane-forming and in-
flammation-inducing principle of LPS. The structural requirements for endotoxin
bioactivity have been analyzed and determined. They were described in a review
article [50].
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Striking correlations were found between Tt of a specific endotoxin and various bi-
ological effects. The most significant correlation with a biological effect was, howev-
er, found for the ability of endotoxins to adopt particular supramolecular structures.
Lipid A samples with lamellar structure were completely inactive (no monokinase se-
cretion), those with mixed lamellar/cubic structures had a modest activity, and those
samples which were in pure non-lamellar form (Q/HII, conical conformation) were
highly active [50, 51] (Figure 5.8) [49]. The biological activity of endotoxins is certain-
ly due to the interaction with host cell membranes. Lipid A constitutes the molecular
entity that primarily interacts via hydrophobic forces with the host cell membrane.
The sugar moiety of LPS has a modulating effect on lipid A bioactivity via its influ-
ence on the hydrophobicity of the endotoxin molecule and through this on the criti-
cal aggregate concentration (CAC) but also on the fluidity of the acyl chains of lipid
A. Detailed studies on Tt of lipid A and the chemical structure of the sugar region
were performed [51].

In this respect, it is interesting to note that Brade et al. [52] found a different corre-
lation between structure and activity for immunogenicity and antigenicity. Activity
was low for isolated lipid A, but significantly higher for lipid A incorporated into the
lipid matrix of phospholipid liposomes, probably because of the existence of a lamel-
lar phase in the latter case. This can lead to an exposure of critical epitopes necessary
for the manifestation of immunological activities.

5.1.2.13 Drug–Membrane Interactions involved in Alzheimer’s Disease
Metabolite–membrane interaction may be involved in Alzheimer’s disease. The dis-
ease is characterized by changes in phospholipid metabolism, which lead to pertur-
bations in the level of phosphomonoesters such as L-phosphoserine (L-PS). It is spec-

Fig. 5.8 Correlation between supramolecular structure/conformation and
biological activity for various forms of lipid A at 37 °C. 
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ulated that the change in lipid metabolism may lead to defects in the bilayer struc-
ture, which then lead to increased β-amyloid formation. The effect of L-PS on mem-
brane bilayers has therefore been studied by small-angle X-ray diffraction and DSC.
Liposomes were composed of lecithin and cholesterol [53]. From the X-ray diffrac-
tion data the authors generated a one-dimensional electron density profile of a con-
trol DMPC/cholesterol bilayer. After incubation with L-PS, a broad decrease in elec-
tron density was observed about 4–12 Å from the lipid center. At the same time, an
increase in the width of the phospholipid head groups’ electron density occurred and
the lipid bilayer width was reduced by 3 Å. This interaction of L-PS was concentration
dependent and influenced by the cholesterol content. The result was reproducible
when mixtures of egg phospholipid and cholesterol were used instead of DMPC.
Millimolar concentration of L-PS decreased the phase transition temperature cooper-
ativity in a concentration-dependent manner. The effect was greater in liposomes
containing 10% cholesterol. The authors assumed that these data provide “direct ev-
idence that phosphomonoester levels modulate the biophysical properties of the
membrane lipid bilayer which may, in turn, lead to altered structure/function rela-
tionships in Alzheimer’s disease”.

This example concludes the section on drug–membrane interaction and its rela-
tion to biological activity. It seems surprising that drugs that differ so much in struc-
ture and which belong to various classes can inhibit enzymes catalyzing different re-
actions and using different substrates. In this respect it should also be remembered
that the inhibition of an enzyme such as firefly luciferase embedded in a membrane
can be used to estimate and describe the induction of general anesthetics in animals.
The observations discussed seem to exclude specific drug–receptor interactions as
the only factor or rate-limiting step determining the biological response.

If in the discussed examples the mode of action were determined only by a direct
interaction between the drug and a receptor protein then why should the various pa-
rameters derived from the observed effects on membranes correlate with the activi-
ties but not significantly or less significantly with the octanol–water partition coeffi-
cient? Is it not more likely that the intercalation in the membrane and the lateral dif-
fusion to the receptor or the direct interaction of the drug molecules with the mem-
brane lipids can affect the functioning of the membrane-integrated proteins and are
responsible for the biological response? The difficulty is that we have an arsenal of
techniques to study drug–membrane interactions which allow us to describe and to
quantify effects of drugs on model membranes and vice versa, but it is still not pos-
sible to relate these effects on a membrane to a definitely defined mechanism of ac-
tion.
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5.2

Drug Resistance 

5.2.1

Bacterial Cells

Generally, infectious diseases can effectively be treated with antibiotics. However,
the emergence of resistance is changing this situation. Drug resistance is becoming
an increasing problem in the therapy of various infectious diseases. Some of possi-
ble reasons leading to drug resistance of bacteria are summarized:
• intrinsic resistance

– structural deficits within the structure of the drug molecule;
– insufficient properties to reach the receptor through passive diffusion;

• acquired resistance
– mutation or selection of cells under therapy;
– change in membrane composition, leading to decreased permeability (perme-

ability barriers);
– overproduction of a target enzyme;
– change in the structure of the target enzyme;
– overproduction of bacterial efflux systems (LMRA);

• protection by intracellular growth
– drug becomes inactivated within the macrophages;
– insufficient permeability of the macrophage membrane for the drug;
– stress situation like for mycobacteria within the macrophages where the synthe-

sis of multilamellar cell membrane components is induced
Owing to the subject of this book, the discussion will focus on possible changes in

the permeability of the bacterial membrane. The pharmaceutical industry is for the
most part successful in developing drugs that can overcome specific mechanisms of
resistance, but less successful in overcoming unspecific mechanisms such as per-
meability barriers. These may become more and more important. As a quick recap:
most Gram-positive bacteria are surrounded by a thick peptidoglycan cell wall that
can generally be passed by small molecules such as antibiotics because of its coarse
network. Gram-negative bacteria such as E. coli, in contrast, are surrounded by a sec-
ond outer membrane whose outer leaflet is composed of unusual LPS. The absence
of unsaturated fatty acids in the lipid probably makes the LPS leaflet even more rigid.
A balance between lipophilic and hydrophilic properties of the drug molecule is
therefore requested. Even organisms with cell envelopes of relatively high perme-
ability can develop resistance by decreasing pore size or number of channels and/or
by changing the composition of the membrane [54].

The role of drug–membrane interactions in overcoming, or at least in reducing, re-
sistance will be discussed using two examples of antibacterials. A series of 5-(substi-
tuted)benzyl-2,4-diaminopyrimidines and 4,6-diamino-1,2-dihydro-2,2-dimethyl-1-
(3-substituted)phenyl-s-triazines, inhibitors of dihydrofolate reductase (DHFR), were
tested against sensitive and resistant E. coli cell cultures as well as against E. coli-de-
rived DHFR [55] and compared with the effect on sensitive and resistant murine tu-
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mor cells. Whereas the triazine were found to inhibit sensitive and resistant E. coli
strains to the same degree, marked differences were observed for benzylpyrimidines
tested against the two strains. The following regression equations were derived for
inhibition of E. coli-derived DHFR:

log 1/Ki = 1.33 MR’3, 5 + 0.94MR’4 + 5.69 (5.15)

n = 34 r = 0.904 s = 0.281

where MR represents the molar refractivity of the indicated substituents and is pri-
marily a measure of the volume of the substituent. The prime with MR indicates that
MR was truncated (in the 3- and 5-position) at the value of 0.79. This implies that the
maximum value of MR at any position is 0.79 and 2.37 for the sum of all three posi-
tions (MR for H = 0.1). The best equation for a 50% inhibition of whole cell cultures
of sensitive E. coli was:

log 1/IC50 = 1.15 (± 0.22) MR’3, 4, 5 + 0.27 (± 0.22) π3, 4, 5 – 0.14 (± 0.08) π 2
3, 4, 5 

+ 3.79 (± 0.31) (5.16)

n = 28 r = 0.916 s =0.341 F1, 24 = 14.1 πo = 0.94 

The lack of a hydrophobic term for the isolated enzyme system in Eq. (5.15) and
the presence of such a term in Eq. 5.16 for the cell culture was presumed to be due to
the interaction with lipophilic components of the cell membrane.

The final equation for the inhibition of resistant cell cultures by the benzylpyrim-
idines was:

log 1/IC50 = 1.39 (± 0.16) MR’3, 4, 5 + 0.35 (± 0.08) π 3, 4, 5 + 2.11 (± 0.23) (5.17)

n = 26 r = 0.969 s = 0.238 F1, 23 = 87.3 (MR’3, 4, 5/ π3, 4, 5 r = 0.04)

The major difference between the two equations is in the intercept. Of greater in-
terest, though, is the difference in πo, which describes the optimal lipophilicity.
Whereas there was a non-linear (parabolic) dependence of antibacterial activity 
on lipophilicity in the case of the sensitive strains [πo = 0.94 (0.29–1.28)], the activity
against the resistant strain linearly increased with lipophilicity at least up to π
of 3.2.

The same two patterns of correlation between activity and lipophilicity were found
for both triazines and benzylpyrimidines as inhibitors of sensitive and resistant
murine tumor cells, and for triazines acting on sensitive and resistant L. casei cells.
In the sensitive strains, the cut-off point for an increase in activity with increasing
lipophilicity of the drugs was observed much earlier. The authors [55] concluded
“hence one can design more effective drugs for resistant bacterial or cancer cells by
making more lipophilic congeners. In doing so, one can of course, exceed log Po for
the whole animal system”.

A later study using a more homologous series of 5-(substituted benzyl)-2, 4-di-
aminopyrimidines led to a surprising result [39, 56]. All derivatives had a methoxy
group in the 3-position of the benzyl ring. Their lipophilicity varied only with the
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length of the alkoxy group in the 4-position, the number of methylene groups being
n = 1 to n = 7. The derivatives were tested against DHFR derived from the sensitive
E. coli ATCC 11775 and resistant E. coli RT 500, the latter being an overproducer of
DHFR, and against the two corresponding cell cultures. No difference in inhibitory
activity was observed against DHFR derived from the sensitive and the resistant
strains, indicating no change in the active site of the target enzyme (Table 5.5). The
inhibitory activity against sensitive cultures decreased with increasing chain length
of the alkoxy group, i.e. with an increase in lipophilicity. In contrast, an increase in
inhibitory activity was observed with an increase in lipophilicity in the case of the re-

Fig. 5.9 Change in inhibition (log 1/IC50) of multiplication rate of E. coli
(■, TPM sensitive; ●, TPM resistant) as a function of lipophilicity (log kr′)
of 3-methoxy-4-alkoxypyrimidines. (Reprinted from Fig. 1 of ref. 56.)

Tab. 5.5 Inhibitory activity (IC50, uM) of 3-OCH3, 4-alkoxy-benzylpyrimidines (x = 1–6) in cell-free
and whole cell systems of E. coli ATCC 11775 (TMP sensitive) and E. coli RT 500 (TMP resistant)
and the lipophilicity descriptor log k’r. (Reprinted from Tab. 2 ref. 39)

IC50 (uM) cell-free E. coli IC50 (uM) whole-cell E. coli Log k’r
ATCC 11775 RT 500 ATCC 11775 RT 500

Trimethoprim 0.0018 0.0023 0.97 1147 0.211
GH 01 – – 1.46 1168 0.706
GH 02 0.02 0.017 4.99 885 1.299
GH 03 0.014 0.013 13.43 738.3 1.849
GH 04 0.015 0.015 17.52 163 2.427
GH 05 0.018 0.018 29.2 55.6 3.001
GH 06 0.022 0.021 31.2 18.6 3.575
Brodimoprim 0.0018 0.0011 0.81 118.4 1.382
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sistant cell culture. So far, this was in agreement with the postulate of the data dis-
cussed above. The heptoxy derivative had almost the same activity against the resist-
ant and the sensitive strain, IC50 = 0.025 µM. However, its activity was still about 10
times weaker than the standard, trimethoprim (Figure 5.9). Comparing the dose–re-
sponse curves for the inhibition of sensitive and resistant strains (this should always
be done) a dramatic difference became obvious for derivatives with (CH2)n >> 4 (Fig-
ure 5.10), indicating a change in the mechanism of action.

Further support for this assumption comes from studies of the activity of combi-
nations of these DHFR inhibitors with sulfonamides, known to act synergistically in
combination with DHFR inhibitors. For the combination of trimethoprim and a sul-
fonamide, a synergism in activity is seen even against resistant cultures. In the same
resistant cells no synergism was observed for long-chain derivatives in combination
with sulfonamides. A long-chain derivative in combination with trimethoprim was
in fact antagonistic, although it was expected to show at least additive effect. In the
case of resistant E. coli cells, these highly lipophilic benzylpyrimidines are no longer
primarily DHFR inhibitors. Instead, they exert their effect by interacting with the
membrane components of the resistant cells, probably as detergents, i.e. a cationic
soap. The resistant E. coli RT 500 used is not only an overproducer of DHFR. Not
only that but it has defects in its membrane and is a rough mutant. The changed
membrane structure seems to offer suitable interaction sites for these catam-
phiphiles with membrane components of the resistant strain.

The observed variation in the IC50 for the sensitive E. coli culture can be described
by a parabolic relationship to the lipophilicity (log k’) of the benzylpyrimidines:

log 1/IC50 = –0.939 (± 0.137) log k’ + 0.120 (± 0.0359 (log k’)2 + 0.296 (± 0.109) (5.18)

n = 7 r = 0.99 s = 0.10 F = 107

Fig. 5.10 Effect of GH 305 on generation rate, k, of (a) E. coli RT 500
(TMP resistant) (– – –), (b) E. coli ATCC 11775 (TMP sensitive) (–––); ko,
generation rate of control culture. (Reprinted from Fig. 2 of ref. 56.)
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and for the resistant strain the relation between activity and lipophilicity can be de-
scribed by an equation to the second power:

log 1/I50 = 0.150 (± 0.01) log k’2 – 3.168 (± 0.065) (5.19)

n = 7 r = 0.989 s = 0.12 F = 223

In conclusion, in the case of resistant E. coli cultures, the increase in antibacterial
activity of the more lipophilic benzylpyrimidines is due not to a favorable influence
on the transport through the cell membrane but to their interaction with membrane
components leading to membrane destruction and cell death.

For more information, see the recent review on the progress in overcoming drug
resistance and on the development of new antibiotics [57].

5.2.2

Reversal of Multidrug Resistance in Tumor Cells

Drug resistance is an increasing problem not only in the chemotherapy of infectious
diseases but also in tumor chemotherapy. The so-called multidrug resistance (MDR)
phenomenon is often associated with the amplification or overexpression of the 
mdr-1 gene, which codes for the expression of a cell-surface P-glycoprotein (P-gp).
P-gp acts as an energy-dependent efflux pump, which can transport different cyto-
toxic agents such as anthracyclines, vinca alkaloids, and other drugs used in the
chemotherapy of cancer, out of tumor cells, thus decreasing their intracellular con-
centration and preventing cytotoxic effects [58]. P-gp belongs to the group of ATP-
dependent transmembrane proteins. P-gp and the MDR-associated protein (MRP)
are well characterized [59] (Figure 5.11). In some cases, a direct relationship between 
P-gp expression and degree of resistance has been reported [60].

Fig. 5.11 Model of human p-glycoprotein. (Adapted from Fig. 2 of ref. 59.)
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During the last decades several drugs and compounds have been identified that to
different degrees are able to overcome MDR so that the cells resemble sensitive cells
in their chemosensitivity. These drugs mainly include catamphiphilic, membrane-
active compounds and belong to various classes of drugs such as calcium channel
blockers (verapamil), neuroleptics (flupentixol), anesthetics, antimalarial drugs
(quinidine), antiarrhythmics (amiodarone), and many other compounds. Reviews
were recently published [61, 157].

As long ago as 1980 the reversal of daunorubicin resistance by its non-cytotoxic de-
rivative N-acetyldaunorubicin was reported [62]. Shortly thereafter it was reported
that MDR could be reversed by coadministration of the calcium channel blocker ver-
apamil [63].

These reversing drugs show quite dissimilar structures. The only property in com-
mon is their catamphiphilic nature. In this respect it is of interest that these drugs
with a MDR-reversing activity in tumor cells also modify the resistance of Gram-neg-
ative [64] and Gram-positive bacteria [65] as well as Plasmodia [66, 67], i.e. of eucary-
otic and procaryotic cells. For a series of these MDR-reversing agents it could be
demonstrated that the power in reversing the tetracycline resistance in E. coli corre-
sponds to that in tumor cells (Figure 5.12) [64]. This is in accordance with the report-
ed similarities of different P-gps [68].

Fig. 5.12 Tetracycline resis-
tance-reversing activity of
MDR-reversing drugs against
E. coli. +, Control; ◆◆, tetracy-
cline; ▼▼, verapamil; ▲▲,
quinacrine; ❏, chlorpro-
mazine; �, trifluoperazine;
▼, tetracycline + verapamil;
▲, tetracycline + quinacrine;
●, tetracycline + chlorpro-
mazine; ■, tetracycline + tri-
fluoperazine. (Reprinted from
Fig. 1 of ref. 64.)
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Two facts should be kept in mind for further discussion:
1) Resistance of different cells (tumors, Plasmodia, bacteria) can be reversed by the

same reversing drug, i.e. P-gp seems to be a quite conserved membrane-embed-
ded protein.

2) The required structural specificity for the reversing drug is not very high, because
drugs with a very different structure and conformation can reverse MDR.

5.2.3

Proposed Mechanisms of Action

Currently, several mechanisms of action of MDR-reversing or -modulating drugs are
postulated. They are briefly listed and discussed for a better understanding of why
drug–membrane interactions as an essential factor in the MDR-reversing process
cannot be excluded from the consideration.

The most widely spread concept presumes that the modulating drugs are sub-
strates for P-gp and through competition simply inhibit the efflux of the cytotoxic
drugs. This concept relies mainly on the observed ability of MDR-reversing com-
pounds to compete effectively with photolabeled P-gp structures [69–71]. In addition,
the presence of the mdr-1 gene in tumor cells correlates well with their clinical re-
sistance [72]. Several models based on a pump mechanism that accounts for the abil-
ity of P-gp to recognize structurally unrelated compounds have been proposed. The
major models are the “vacuum cleaner” hypothesis and the “flippase”” hypothesis.
The “vacuum cleaner” hypothesis assumes that the multidrug transporter recog-
nizes the drugs by their ability to bind or intercalate into the lipid bilayer [73] and
transports them from the inner to the outer leaflet. In the “flippase” model the drugs
are transported to the exterior [74]. Another hypothesis claims that P-gp undergoes
wide-ranging drug-dependent dynamic reorganizations [75] and that different modi-
fiers may interact with separate or overlapping domains of P-gp [76]. These models
for the possible functioning of P-glycoprotein as an efflux pump have been reviewed
[77].

However, there have been some contradictory results. It has been reported that
some modifiers do not compete with the cytotoxic agent for binding to P-gp even
though they act as substrates for it [77]. In some resistant cell lines there was no cor-
relation between an increase in MDR and the P-gp levels [79–81]. The calcium chan-
nel blocker SR3357 (2) – which is 4–5 times more potent than verapamil – was
shown not to compete for the binding site of the labeled [3H]-azidopine on P-gp
whereas verapamil did. SR3357 did not bind to P-gp, but to a 65-kDa protein. Inter-

(2)
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estingly, a concentration of 30 µM SR3357 induced a 72% inhibition in acid lysoso-
mal sphingomyelinase activity, a fivefold increase in sphingosine level, and a 75% in-
hibition of intracellular PKC activity [82].

This leads to other proposed mechanism of action. The P-gp binding hypothesis of
MDR-modifying drugs neglects the effect which these drugs have on the physico-
chemical properties of the lipid environment of P-gp.

Therefore, in addition to the direct interaction of resistance-modifying drugs with
P-gp, alternative mechanisms or combinations of mechanisms are presently being
discussed in the scientific community. One of the proposed mechanisms is related
to the role of protein kinases, especially PKC, in the activation of P-gp. The calcium-
activated PS-dependent PKC has been reported to be mainly responsible for the
phosphorylation of P-gp [83]. It has also been demonstrated that PKC inhibitors can
modulate in vitro P-gp function in tumor cell lines [84–86]. For example, the inhibi-
tion of MDR by safingol [(2S,3S)-n-C15H31-CH(OH)-CH(NH2)-CH2OH] is independ-
ent of changes in P-gp substrate activity and correlates with the inhibition of PKC
[87]. Membrane defects play an essential role in the regulation of PKC activity [88].
The authors showed that phospholipids with the lowest bilayer–hexagonal phase
transition temperature are the most effective in augmenting PKC activity. The en-
zyme is quite sensitive to the presence of hexagonal phase-forming lipids such as PE.
A strong dependence of Ca2+-stimulated PKC activity on PE concentration and also
on fatty acid composition was found in LUVs made of palmitoyloleoylphos-
phatidylserine (POPS) and different PEs as a function of POPS in the membrane
(Figure 5.13). Negatively charged lipids are found particularly in the inner leaflet of
the plasma membrane. They are also responsible for binding of cytotoxic agents
such as doxorubicin and for MDR-reversing drugs.

Thus, direct inhibition of PKC [86] or interaction of catamphiphilic modulators
such as flupentixol with PKC substrates like PS could lead to MDR reversal [64].
Staurosporine, a highly effective inhibitor of PKC, binds to one of the protein units
of PKC. One of its derivatives has been shown to potentiate the inhibitory activity of
vinblastine in P-gp- overexpressing KB-8511 cells [61]. Similar effects have been re-
ported for other PKC inhibitors such as erbastin and neomycin sulfate. In addition, a
novel gene for a protein kinase associated with MDR expression was postulated [61].
The predicted location of this kinase is in the cell membrane. A high expression was
found in resistant cells in comparison with their sensitive counterparts. In this con-
text it should be mentioned that a series of thioxanthines inhibit PKC and are at the
same time active in the reversal of MDR [89]. This activity is stereospecific, with the
trans-form of various thioxanthines being two- to threefold more active than the cis-
form in both PKC inhibition and MDR-modulating efficacy. This correlates well with
the degree of its interaction with PS (see Section 3.8.7), the assumed target of inter-
action in the membrane [38, 90].

It has also been demonstrated that PI, whose metabolic turnover generates the im-
portant messenger molecules inositol and DAG, is different in adriamycin-sensitive
and -resistant cells. The resistant cells show an increased turnover. This could be im-
portant for PKC activity, as one of the functions of DAG is the control of PKC activi-
ty. Indeed, it has been shown that the activities of PKC in resistant and sensitive cells
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are identical for the membrane form but that its cytosolic activity is increased by 82%
in resistant cells. There was no change in the amount of PKC [91].

In parallel with these mechanisms one could speculate that the ability of cationic
amphiphiles to interact and change properties of membrane phospholipids is part of
the mechanism leading to reversal of MDR. Independent of the obvious lack of
structural similarities, all these modifiers are membrane active. They can therefore
influence the membrane properties in various ways from changes in membrane flu-
idity and permeability, to competition for binding sites with cytotoxic drugs such as
doxorubicin, to indirect inhibition of P-gp phosphorylation, via inhibition of PKC
through interaction with PS and replacement of Ca2+ ions, to domain formation and
heterogeneity in the membrane close to the membrane-inserted protein. In this way
they can lead to disturbances of the efflux pump and finally to MDR reversal. Sever-
al reported observations point at a direct or indirect involvement of drug–membrane
interactions in the activity of cytotoxic agents and MDR-reversing compounds:

• direct interaction through changes in the conformation of P-gp proteins induced
by the MDR modifiers via changes in membrane properties;

• indirect interaction through changes in membrane properties such as fluidity or
composition and subsequent changes in drug transport and accumulation.

Fig. 5.13 Phosphatidylserine (PS) dependence
of Ca2+-stimulated PKC activity as a function of
palmitoyl- (Po), oleoylphosphatidylserine POPS
concentration in the POPS/PE LUVs. Enzyme
activity measured relative to 100% POPS. Total
phospholipid concentration in the incubation

mixture was 480 µM. The following mixed sys-
tems were analyzed: ❏, DOPE/DOPS; ■,
DPoPE/DOPS; ▲, POPE/POPS); ▲▲ ,
DMPE/POPS. (Reprinted from Fig. 1 of ref. 88
with permission from Academic Press.)
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5.2.4

Change in Composition of Membranes and Influence on P-gp,, Cytotoxic Agents,, and
MDR-Reversing Drugs

5.2.4.1 Comparison of Lipid Composition of Sensitive and Resistant Cells
Changes in membrane composition would affect transport and accumulation of cy-
totoxic drugs and resistance-modifying agents as well as the functioning of the mem-
brane-embedded proteins. Several studies have been performed to analyze mem-
brane composition and properties with respect to phospholipid content and the ratio
of specific phospholipids in sensitive and resistant cell lines. Different techniques
were used and significant differences between sensitive and resistant cells were
found. For example, changes in fluorescence polarization values and phospholipid
content were reported for Friend leukemia cells (FLCs), leading to changes in the ra-
tio of PC/PE and to changes in the electrophoretic mobility (Table 5.6) [92]. Mem-
brane potential differences between sensitive and resistant cell lines were also re-
ported. A fourfold higher potential was measured in sensitive cells compared with
resistant FLCs [93]. In a number of carcinoma cell lines a relatively high accumula-
tion of positively charged anthracyclines was found, which correlates with the ob-
served high electronegative potentials found for these cells in the absence of high-
level P-gp. In contrast, the resistant cell counterparts showed lower accumulation of
positively charged drugs, increased expression of MDR-1, and lower plasma mem-
brane potentials (Table 5.7) [94]. A decreased membrane potential was also found for
a series of drug-resistant tumor sublines. Incubation with the resistance-modifying

Tab. 5.6 Phospholipid composition of Friend leukemia cells
resistant to different levels to doxorubicin. (Reprinted from Tab. 2
of ref. 92 with permission from Potamitis Press)

FLC
DOX-RFLC

1 2 3

SP H 4.6 ± 0.4 3.0 ± 0.6 3.0 ± 0.1 4.0 ± 0.02
PC 50.9 ± 1.2 65.5 ± 0.9 68.8 ± 0.4 59.4 ± 0.3
PS 3.0 ± 0.3 3.7 ± 0.8 3.5 ± 0.2 4.7 ± 0.04
PI 8.2 ± 0.2 5.5 ± 0.5 4.9 ± 0.4 7.2 ± 0.08
PE 25.2 ± 1.3 16.6 ± 0.6 13.8 ± 0.9 19.0 ± 0.3
DPG 8.1 ± 0.7 5.7 ± 0.4 5.1 ± 0.3 4.9 ± 0.2

PC/PE 2.0 3.9 5.0 3.1
PC/SPH 10.3 21.8 23.1 14.7
PI/PS 2.7 1.5 1.4 1.5

Friend leukemia cells (FLCs) and cell variants resistant to different
levels of doxorubicin were grown to the saturation level in drug-free
medium. The phospholipid composition was determined in duplicate
or triplicate from two separate experiments. The values are expressed
as percent of total lipid phosphorus.
FLC; Friend leukemia cells; DOX-RFLC; FLCs resistant to doxoru-
bicin; SPH; sphingomyelin; DPG: diphosphatidylglycerol.
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drug verapamil led to a restoration of the membrane potential to the level of the sen-
sitive cell line (Table 5.8) [95]. In plasma membranes of leukemic lymphoblasts re-
sistant to vinblastine, a 50% increase in cholesterol (CHOL) – responsible for the
rigidity of membranes – was observed, together with a very significant elevation of
the etherlipid content [96]. In doxorubicin-resistant A2780 tumor cells, on the other
hand, a decrease in CHOL content as well as in the ratio of free to esterified CHOL
compared with the sensitive counterpart was reported [97]. However, if sensitive and
resistant cells were cultured in a medium deprived of lipoproteins, the sensitive cells
responded with a more striking decrease in CHOL content.

MDR cell lines exhibit several other changes in surface membrane properties. Of-
ten, the structural order is increased in resistant cells as analyzed by electron spin
resonance (ESR) and fluorescence anisotropy studies [98]. In addition, an increase in
intramembranous particles and the rate of fluid-phase endocytosis are reported for
resistant cells [99, 100].

The intrinsic plasma membrane fluidity of a series of sarcoma cell lines with vari-
ous degrees of adriamycin resistance was studied by ESR [91]. The results document
a systematic increase in the order parameter, S, as the cells become more and more
resistant. At the same time, a parallel increase in the sphingomyelin content was ob-

Tab. 5.7 Lower adriamycin levels in normal epithelial (CV-1) than in carcinoma
cells (MCF-7) are reversed by verapamil. (Reprinted from Tab. 3 ref. 94 with per-
mission from John Libbey Eurotex)

Drug Cell type Intracellular drug 
(ng/106 cells)

Adriamycin CV-1 20
Adriamycin + Verapamil CV-1 54
Adriamycin MCF-7 149
Adriamycin + Verapamil MCF-7 110

Tab. 5.8 Plasma membrane potentials in PDR cell linesa. (Reprinted from Tab. 1
of ref. 95 with permission from Bertelsmann-Springer)

Cell lines Membrane potentials P value
(mean channel numbers)

(a) L0 31.4 ± 2.0 –
(b) L100 19.8 ± 2.0 < 0.001 vs. (a)
(c) L100 + CsAa 30.9 ± 2.9 > 0.1 vs. (a); < 0.01 vs. (b)
(d) L100 + Vera 26.3 ± 1.8 > 0.05 vs. (a); < 0.02 vs. (b)

(a) H-129 27.5 ± 0.6 –
(b) H-129/DNR 19.3 ± 1.0 < 0.001 vs. (a)
(c) H-129/DNR + CsAa 25.5 ± 0.8 > 0.05 vs. (a); < 0.01 vs. (b)
(d) H-129/DNR + Vera 22.9 ± 0.3 < 0.02 vs. (a) and (b)

a) Cyclosporin 0.1 µM and verapamil 0.1 µM.
DNR = Daunorubicin
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served. This implies that the resistant cells possess a more rigid (lower fluidity) plas-
ma membrane.

Lately, NMR spectroscopy has been used to study and compare membrane com-
position in sensitive and adriamycin- and taxol-resistant K562 leukemia cell lines
[101]. Using one-dimensional spectra it was found that both resistant cell lines
showed lower fatty acid methylene–methyl ratios. In agreement with previous publi-
cations, higher choline–methyl ratios compared with the sensitive strain were also
found. Also, a decrease in glutamine content could be detected using 2-D COSY
spectra. Very interestingly, the fatty acid signals returned almost to normal after the
cells were cultured in the absence of the drug. In addition, verapamil-treated cultures
also showed partial recovery of fatty acid signals (Figure 5.14 and Table 5.9). These

Tab. 5.9 Peak intensity ratios obtained from one-dimensional spectra obtained at day 4 after
transplantation of 105 cells/mL (mean ± SD). (Reprinted from Tab. 1 of ref. 101 with permission
from the American Association for Cancer Research)

Cell line No. of CH2/CH3 CHOL/CH3 Ino/Ct Glu/Ct Eth/Ct
experiments

K562wt 5 3.50 ± 0.56 0.66 ± 0.23 0.43 ± 0.08 8.02 ± 1.17 0.30 ± 0.06
K562adr 8 1.63 ± 0.16a 1.07 ± 0.21a 1.04 ± 0.23a 6.14 ± 0.83a 0.30 ± 0.07
K562ads
(passages 7 2.25 ± 0.16b. c 0.87 ± 0.24 1.29 ± 0.21b, c 6.43 ± 0.49c 0.31 ± 0.05
50-120)

a) K562wt vs. K562adr significantly different.
b) K562adr vs. K562ads significantly different.
c) K562wt vs. K562ads significantly different.
K562wt, human leukemia cells. 
K562adr, human leukemia cells, adriamycin resistant.
K562ads, human leukemia cells, adriamycin resistant cultured in the absence of adriamycin.

Fig. 5.14 NMR spectroscopy
of cellular lipids of sensitive
(K562wt), adriamycin-resist-
ant (K562adr), and (K 562
ads) tumor cells (top to 
bottom). (Reprinted from 
Fig. 1 of ref. 101 with per-
mission from the American
Association for Cancer 
Research)
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results were paralleled by the observed reversal of the MDR phenotype determined
through the measurement of the inhibitory concentrations of adriamycin and vin-
blastine in the K562adr cells cultured without drug or after short-term exposure to
verapamil. Compared with the resistant cells, P-gp, the mRNA expression and DNA
amplification of the mdr gene were, however, unchanged. This is an important ob-
servation as the resistance was reversed without a change in mdr1 amplification. The
findings of the authors support the assumption that lipids play an important role in
MDR and MDR modification [101].

To study the possible effect of membrane biophysical properties on drug accumu-
lation, the lipid composition of membranes has deliberately been altered by growing
cells in the presence of anionic phospholipids, saturated or unsaturated fatty acids,
or other components affecting membrane properties, e.g. cholesterol [102, 103]. The
accumulation of drugs in MDR hamster cell lines (CHRC5) was increased when
membrane properties were altered. For this purpose the cells were cultured in a
medium supplemented with C17:0 fatty acid. The cells showed an extent of vinblas-
tine accumulation similar to that found in the sensitive wild-type counterparts (AB1)
(Figure 5.15) [103].

Fig. 5.15 Effect of hep-
tadecanoic acid incorpo-
ration on vinblastine up-
take. Accumulation of
[3H]-vinblastine in (A)
AB1 and (B) CHRC5 cells
grown in normal (■■)or
C17:0-supplemented
medium (■). Each point
is the mean (± SD) of
three independent exper-
iments. (Reprinted from
Fig. 1 of ref. 103 with
permission from Elsevier
Science)
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5.2.4.2 Membrane Composition and Functioning of Membrane-embedded Proteins
It has been suggested that the addition of heptadecanoic acid to the growth medium
can lead to a change in the composition of the acyl groups of membrane phospho-
lipids. The increase in saturated fatty acids, like the increase in CHOL, is expected to
reduce membrane fluidity. On the other hand, it has been shown that the addition of
fatty acids, such as linoleic acid, and amphiphiles that increase fluidity can also re-
verse defects in drug accumulation. These results are in agreement with the as-
sumption that the physicochemical properties of biological membranes are adjusted
in such a way that an optimal function of the membrane-embedded proteins is guar-
anteed. Any deviation leads to a decrease in the activity [104]. Such a dependence of
P-gp and P-gp-associated ATPase on lipid composition was indeed described in re-
constituted systems for P-gp [102]. The effects of lipids and detergents on ATPase-ac-
tivity of P-gp have been reported [105]. It was observed that ATPase activity is most
stable in CHAPS, retaining 50% of its original activity. At 2–10 µM, Triton X-100 en-
hanced the activity twofold. P-gp ATPase was sensitive to thermal inactivation but re-
mained fully active in the presence of asolectin, PE (especially with saturated acyl
chain), and PS but not PC. In this context, it is interesting to note that PE is often lo-
cated in the inner leaflet of the plasma membrane of mammalian cells and could
therefore easily interact with the ATPase-binding domain of P-gp. This would imply
that lipids are essential for membrane integrity and activity.

In contrast, other lipids were able to restore the catalytic activity of P-gp ATPase af-
ter delipidation. Unsaturated PC and PS were most effective. The observed ranking
in restoration for head groups was PC > PE > PS > PI. A strong preference for unsat-
urated fluid lipids with low Tt values was seen. These lipids are also preferred by var-
ious other ATPases.

The role of CHOL content in P-gp functioning has been studied in P-gp reconsti-
tuted in purified lipid. P-gp reconstituted into liposomes was able to bind [3H]-azi-
dopine. Increasing the CHOL content up to 20% (PC/CHOL weight ratio 8:2) led to
an increase in the specific binding activity; however, further increase in CHOL con-
tent led to a decrease in binding activity. Cholesterol constitutes approximately
20–30% of membrane lipids in normal plasma membranes of human cells. It has
been suggested that CHOL content either influences the motional order of phospho-
lipids, thereby decreasing the binding affinity, or is an essential positive effector for
P-gp through direct interaction [102]. Interestingly, it has been reported that the
membrane content of CHOL affects the activity of Na+,K+-ATPase and glucuronosyl-
transferase, whereas ergosterol shows only minor effects on ATPase activity [106].
Lipid composition (cholesterol, anionic phospholipids) affects not only enzyme ac-
tivities but also the membrane interaction of those drugs known to reverse MDR
[107], so that a dual role of the plasma membrane in MDR cells is indicated.

Drugs reversing MDR are often tested by their ability to reduce photolabeling of P-
gp in membrane suspensions. To model this interaction, purified PC liposomes con-
taining no P-gp protein and the fluorescence dye rhodamine 6G (Rh6G) instead of
photolabeling agents have been used. The authors examined 16 structurally diverse
compounds, some of them known MDR modulators, to determine if their effect on
lipid physicochemical properties was correlated with their MDR-reversing activity.
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Resistance to Rh6G, characterized by its decreased cellular accumulation, has been
shown to be part of the MDR phenotype. It was found that potent modulators inhib-
it the membrane binding of Rh6G in a concentration-dependent manner. A good
correlation of the determined Ki values with the ability to reverse MDR was observed
(Table 5.10) [108]. Out of the 16 compounds studied, six showed no ability to modu-
late accumulation of labeled cytostatics. The effects of these compounds on lipid
structure were also negligible and their Ki values for replacement of RhG6 were
high. Amitriptyline showed a low modulation of drug accumulation despite its ef-
fects on lipids (low Ki for RhG6 replacement). An explanation for this exception
could be its low effect on the fluorescence of N-phenyl-1-naphthylamine (NPN). This
could suggest that amitriptyline, unlike bepridil, prenylamine, promethazine, and
chlorpromazine, has no effect on membrane rigidity or does not enhance the hy-
drophobic environment of NPN. “Alteration in membrane rigidity may be the most
critical factor in determining which drug-induced membrane perturbation leads to
modulation of MDR” [108]. The results indicate that MDR-modulating drugs can
produce strong alterations in membrane properties which affect drug distribution
even in the absence of proteins (P-gp). Thus, the limitation to the binding of modu-
lators to P-gp in the discussion of the underlying mechanism seems unrealistic
[108].

This argument is further supported by results of a study showing that the potenti-
ation of anticancer drug cytotoxicity by MDR-reversing drugs involves alterations in
membrane fluidity, which in turn lead to increases in permeability [109]. The au-
thors could show that the investigated chemosensitizers induced alterations in the
bulk membrane fluidity in a dose-dependent manner and in a concentration range

Tab. 5.10 Inhibition of membrane binding of Rh6G (Ki) and 
reversal of MDR by various drugs. (Adapted from ref. 108)

Compound Reverse MDR Ki for Rh6G 
inhibition (µM)

Verapamil Intermediate 46.7 ± 10.0
Bepridil High 27.1 ± 6.0
Clindamycin None 128.0 ± 10.9
Atropine None None
Pirenzepine None None
Quinidine Intermediate 67.1 ± 8.6
Chlorpromazine High 6.5 ± 1.9
Quinine Low 103.3 ± 20.7
Cefotaxime None None
Colchicine None None
Prenylamine High 3.3 ± 0.6
Amitryptiline Low 11.3 ± 2.3
Pentazocine None 88.3 ± 11.9
Lidocaine None None
Furosemide None None
Promethazine Intermediate 9.4 ± 1.3
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relevant to their cytotoxic potentiation. Some others caused membrane rigidification.
Interestingly, it was found that reserpine potentiated the cytotoxicity of several anti-
tumor drugs in MDR cell lines, thus exceeding the drug resistance by a factor of
2.5–45. Even more surprising, a 5- to 78-fold and 6- to 31-fold potentiation by reser-
pine and verapamil, respectively, was found in the sensitive parental cell line AA8,
possessing no P-gp (Table 5.11). The results strongly indicated the existence of other
components of cytotoxicity potentiation independent of MDR. In the same study, P-
gp-overexpressing MDR cells and P-gp-deficient cells were used to evaluate the effect
of chemosensitizer on taxol influx rates and steady-state accumulation (Table 5.12).
The results can be interpreted by assuming that the chemosensitizer – as shown for
reserpine and verapamil – can potentiate cytotoxicity in P-gp-containing and P-gp-de-
ficient cells through an increase in the level of cell-associated drug. As these results
suggested that MDR-reversing drugs can increase membrane permeability to vari-
ous lipophilic agents, these authors studied various detergents for their potentiating
activity. Non-toxic concentrations of Nonidet P-40 and Triton X-100 led to a 8- to 14-
fold potentiation of taxol influx in P-gp-deficient cells and a four- to eightfold poten-
tiation in T19MDR cells. Again, as for the chemosensitizers, these non-ionic deter-
gents potentiate the cytotoxicity of taxol to a higher degree in P-gp-deficient cells
than in the resistant counterparts. They can mimic the increased chromophore accu-
mulation and cytotoxicity potentiation found for the MDR-reversing drugs verapamil
and reserpine.

Finally, the effect of different chemosensitizers on the permeability of liposomes
loaded with the membrane-impermeable chromophore carboxyfluorescein (CF) was
studied as a model for the assumed change in membrane permeability of a number

Tab. 5.12 Effect of chemosensitizers on taxol influx rates and steady-state levels
of cellular taxol accumulation in parental and MDR hamster cells. (Reprinted
from Tab. 3 of ref. 109 with permission from Blackwell Science)

Cell line Modulator Initial taxol Taxol
influx rate accumulation
(pmol 10–6) cells min – 1 (pmol/106 cells)

AA8 None 0.25 (1) 1.22 (1)
+ Verapamil 1.00 (4) 13.50 (11.1)
+ Reserpine 0.70 (2.8) 21.00 (17.2)

T19 None 0.13 (1) 0.32 (1)
+ Verapamil 0.16 (1.2) 3.00 (9.4)
+ Reserpine 0.35 (2.7) 5.68 (17.8)

VinR1 None 0.01 (1) 0.15 (1)
+ Verapamil 0.02 (2) 0.50 (3.3)
+ Reserpine 0.03 (3) 2.00 (13.3)

Taxol influx rates that were linear for the first 60 s are given as the initial influx rates.
Numbers in parentheses describe the relative initial rates and accumulation levels of
taxol obtained in the presence of modulators compared with their absence. The taxol
accumulation values were obtained after 1 h incubation.
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of agents. The results are summarized in Table 5.13. They show that reserpine and
verapamil produced a strong dose-dependent leakage of CF from the loaded large
unilamellar liposomes. The same was observed for the strong membrane fluidizer
A2C. In contrast, the P-gp substrates taxol, colchicine, and emetine did not show an
effect. The observed effects of chemosensitizer on the polarization of diphenylhexa-
triene fluorescence in normal and MDR rodent and human cell lines were in agree-
ment with the assumed fluidization of the membrane. Decreased membrane polar-
ization is regarded as an indicator of increased bulk membrane fluidity. The results
of these detailed studies again favor the assumption that MDR-reversing drugs –
showing very different structures and varying the degree of lipophilicity – interact
with biological membranes rather than with specific proteins. An indirect effect on

Tab. 5.13 Chemosensitizer-mediated leakage of CF from
charged liposomes. (Reprinted from Tab. 5 of ref. 109 with per-
mission from Blackwell Science)

Compound type Compound 30% liposome leakage
concentration (µM)

Modulator Bepridil 1.2
Chlorpromazine 16.5
Dipyridamole 74
Prenylamine 1
Progesterone 143.6
Quinidine 120
Quinine 215
Reserpine 17.8
Trifluoperazine 4.6
Verapamil 64.6

Fluidizers A2C 0.8
Benzyl alcohol 8200

Detergents Chaps 1500
Digitonin 1.4
n-Octylglucoside 6625
Nonidet P-40 83
Triton X-100 47.5
Tween 80 1363

Cytotoxic agents Colchicine none
Emetine none
Taxol none

CF-charged liposomes (25 µg/mL) were incubated for 30 min in the
absence or presence of modulators or other agents. Following exci-
tation at 490 nm with a Perkin-Elmer MPF-44B spectrofluorometer,
the fluorescence emitted from CF that leaked out of permeabilized
liposomes was collected at 520 nm. Values are presented as the aver-
age of two experiments. None, indicates that no measurable lipo-
some leakage was observed even when using a drug concentration
of 200 µM.
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P-gp seems more likely. According to the authors. it could proceed according to the
following scheme [109]:

Chemosensitizer
↓

Membrane binding
↓

Increased (or decreased) and Increased
membrane fluidity permeability

↓ ↓
Inhibition of P-gp activity

↓
Increased hydrophobic drug accumulation

↓
Cytotoxicity potentiation

and
Chemosensitization of

wild type and MDR cells

Similarly, the effects of non-ionic detergents on P-gp drug binding and reversal of
MDR were investigated [110]. It was found that very low concentrations of the non-
ionic detergents Triton X-100 and Nonidet P-40 completely prevented azidopine pho-
tolabeling to P-gp and were able to reverse the MDR phenotype. High concentrations
of the denaturing agent urea or of the zwitterionic detergent 1-[(3-cholamido-
propyl)]dimethylaminol-1-propanesulfate did not inhibit photolabeling of azidopine.
Verapamil was less effective in inhibiting azidopine photolabeling of P-gp than Tri-
ton X-100. It was, however, more effective in potentiating vinblastine accumulation
in resistant cells. The results support the assumption that low non-toxic concentra-
tions of Triton X-100 that do not disrupt the bilayer or extract membrane proteins
lead to the reversal of MDR by inhibiting drug binding. In agreement with the infor-
mation that the photoaffinity drug labeling sites for iodoaryl azidoprazosin of P-gp are
within the transmembrane domains 6 and 12, the authors [111] suggest that the sites
of P-gp drug binding are related to sequences within the bilayer of the membrane.

5.2.5

Membrane Composition,, Drug Binding,, and Transport Kinetics

Several studies have been performed to analyze the effect of membrane composition
on accumulation and transport of antineoplastic drugs. In particular, the role of an-
ionic lipids in transport and passive diffusion, as well as on the binding of doxoru-
bicin and its effect on the degree of order of lipid acyl chains was investigated. Using
2H-NMR spectroscopy the effect of doxorubicin on mixed bilayers of DOPS, DOPA,
dioleoylphosphatidylcholine  (DOPC), and DOPE was studied. It was found that dox-
orubicin does not affect acyl chain order of pure zwitterionic phospholipids but dra-
matically influences that of anionic lipids [112]. At 25 °C, in bilayers consisting of 67
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mol% DOPE and 33 mol% anionic lipids, lipids adopted the inverted hexagonal HII

phase upon addition of doxorubicin. This destabilization occurred only in the pres-
ence of anionic lipids and sufficient amounts of DOPE. Under these conditions, a
strong binding is observed. Using different ratios of 1-palmitoyl-2-oleoyl-sn-glycero-
3-phosphoglycerol (DOPG)/DOPC as an example, the preferred interaction of dox-
orubicin with anionic phospholipids such as DOPG is shown in Figure 5.16 [113].
The preference of doxorubicin to bind to anionic lipids could be demonstrated not
only using model membranes, but also with E. coli plasma membranes and lipid ex-
tracts of these biological membranes (MDR-27). The anionic phospholipid and PE
content of wild-type E. coli plasma membranes resembles that of the cytoplasmic
leaflet of mammalian cells.

Much earlier, the partitioning of [14C]-doxorubicin was determined in subcellular
fractions of doxorubicin-sensitive (V-79) and doxorubicin-resistant (LZ) hamster
lung fibroblast cell lines. A significant difference was reported (Table 5.14) [114]. At
concentrations clinically relevant in vivo, doxorubicin preferentially partitioned into
the membrane, achieving a 100-fold higher concentration in the membrane fraction
than the cytosol fraction. The data in Table 5.14 show the ability of resistant cells to
decrease the doxorubicin content in the lipid fraction of the membrane. It is remark-
able that the doxorubicin content of the lipid membrane fraction in resistant cells de-
creased about ninefold, whereas the reduction in whole cells is only fourfold in com-

Fig. 5.16 (A) Structure of
doxorubicin. (B) Binding of
doxorubicin to LUVLET con-
sisting of various
DOPG/DOPC mixtures of the
ratios indicated (Reprinted
from Fig. 1 of ref. 113 with
permission from the Ameri-
can Chemical Society.)
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parison with sensitive cells. This suggests that lipid-associated doxorubicin is a sig-
nificant factor in the cytotoxicity of doxorubicin and “that during development of re-
sistance cells acquire mechanisms to preferentially exclude doxorubicin from their
membranes” [114]. Such a change may be brought about by increasing the P-gp con-
tent of resistant cells. P-gp is a very large 12-transmembrane domain protein and
may change membrane properties (fluidity).

The effect of doxorubicin  binding to anionic lipids on passive diffusion of doxoru-
bicin across membrane bilayers was studied and its effect on the function and rate of
pumping of P-gp was discussed [115]. In accordance with the previous publication,
the main extranuclear pool of the related daunorubicin was the intracellular mem-
brane of cancer cells or in liposomes, but not free in the cells [116]. It could clearly be
demonstrated that drug binding to the anionic lipids of the inner leaflet significantly
lowered the transport rate for doxorubicin. If drug binding is not considered in the
calculation, passive efflux rates will be underestimated and thus also will active drug

Tab. 5.14 The partitioning of [14C]-doxorubicin (DOX) in the
subcellular fractions of DOX-sensitive (V-79) and DOX-resistant
(LZ) Chinese hamster lung fibroblast cell lines. (Reprinted from
Tab. 3 of ref. 114, with permission from Elsevier Science )

Fractions pmol DOX/10 6 cells Ratio of DOX 

V-79 LZ
(V-79/LZ)

Total particulate 14.1 3.6 3.9
C:M soluble 5.1 ± 0.3 0.6 ± 0.1 8.5
C:M precipitable 7.4 ± 0.7 2.1 ± 0.2 3.5
Aqueous 1.6 ± 0.2 0.9 ± 0.2 1.7

Total cytosolic 5.7 ± 0.3 1.7 ± 0.1 3.6

Total cellular 19.8 5.3 3.7

C:M = chloroform/methanol

Fig. 5.17 Permeability coeffi-
cients, Po, for doxorubicin
transport across model mem-
branes composed of different
phospholipids. PC, phos-
phatidylcholine; PE, phos-
phatidylethanolamine; PS,
phosphatidylserine; SM,
sphingomyelin. (Reprinted
from Fig. 3 of ref. 115 with
permission from the Ameri-
can Chemical Society.)
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pumping by P-gp [115]. Depending on the content of anionic lipid, more doxorubicin
is bound and the transport rate of doxorubicin will be concomitantly decreased be-
cause of decreasing free, transportable drug concentration. In addition, in model
membranes a decrease in the intrinsic permeability coefficient is observed, even af-
ter correction for drug binding (Figure 5.17). This was unexpected, because the bind-
ing to anionic lipids decreases the acyl chain order and should promote diffusion
[115]. An explanation could be the insertion of drug molecules between the head
groups, which would tighten the interface region, thus overcompensating for the dis-
ordering effect on the acyl chain. The insertion of drug molecules would lead to an
increase in positively charged drug molecules in the membrane and thus to a de-
crease in drug transport of unbound drug. The binding of doxorubicin to anionic
lipids is determined by electrostatic forces.

Doxorubicin binding to anionic lipids could be reversed by adding chemosensitiz-
ers such as verapamil. This is in agreement with the observation that the difference
in doxorubicin passive transport in zwitterionic and anionic lipids disappears in the
presence of verapamil [115]. The results, which demonstrate that the highest drug
(substrate) concentration is to be found at the interphase region of the inner leaflet
of the plasma membrane and that cytosolic concentrations are low [115], are impor-
tant in the discussion of the role of the ATP-dependent P-gp pump, for which the
binding sites are assumed to be  located or anchored in the inner leaflet of the mem-
brane.

It is not only cytotoxic drugs such as doxorubicin or vinblastine that bind favorably
to anionic phospholipids, but also MDR-reversing agents. A series of such drugs, in-
cluding phenothiazines and structurally related drugs such as verapamil, flunar-
izine, and lidocaine, were investigated for their ability to interact with phospholipid
liposomes [117]. All drugs, except for amiodarone, were known to reverse MDR in
vitro in resistant tumor cells to varying degrees [118–120]. At the time of these exper-
iments amiodarone was not known to be a reversal compound. Artificial membranes
were used to avoid effects that were not membrane related. Phosphatidylcholine (in
the form of DPPC), as the major phospholipid in membranes of sensitive and resist-
ant cells and phosphatidylserine (DPPS), as an essential phospholipid of the inner
leaflet of bilayers and known to interact specifically with antitumor drugs, were used
in the liposome preparations.

DSC and NMR techniques were used to study the type and degree of interaction
between drug and bilayer. The results were compared with those from experiments
on the ability of the compounds to reverse MDR in vitro in resistant tumor cell lines.
In the DSC experiments, the change in phase transition, Tt, and enthalpy, ∆H, was
recorded. Some of the results are summarized in Table 5.15, together with the MDR-
reversing activities and PKC inhibitory activity.

When the interaction of the modifiers was studied on DPPS liposomes rather than
DPPC liposomes, a major difference was the observed change in ∆H. This is exem-
plified in Figure 5.18. At lipid to drug molar ratios ranging from 1:0.01 to 1:0.1, the
change in ∆H was observed for all studied compounds with the exception of vera-
pamil and lidocaine. The decrease in ∆H of DPPS, indicating a new type of phos-
pholipid organization, was paralleled by the formation of a new endothermic peak at
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a temperature below that of the main phase transition. This drug-induced peak, Tind,
is characteristic for a particular reversing agent, the lowest position being at 21.82 °C
in the case of trans-flupentixol and the highest at 39.52 °C in the case of quinacrine.

Fig. 5.18 Effect of increasing molecular ratios
of chlorpromazine and imipramine on the en-
thalpy, ∆H, of the main gel to liquid crystalline
phase transition of dipalmitoylglycerophos-
phoserine (DPPS) and dipalmitoylglycerophos-

phocholine (DPPC). The relative change in ∆H
at a given drug molar ratio is shown in relation
to ∆H of the control (no drug, 100%).
(Reprinted from Fig. 1 of ref. 117 with permis-
sion from Bertelsmann-Springer.)

Fig. 5.19 Tracings of DSC ther-
mograms of DPPS alone and in
presence of MDR modifiers at a
lipid-drug ratio of 1:0.05 (drug
concentration of the ionized
form). The small peaks on the left
of the main phase transition peaks
represent the drug-induced peaks,
Tind.. A: control; B: trifluperazine;
C: quinacrine; D: cis-flupentoxol.
(Reprinted from Fig. 3 of ref. 117
with permission from Bertels-
mann-Springer.)
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Tind remained almost constant for a particular drug (Figure 5.19), independent of the
lipid to drug molar ratio; only the heights of the peak increased with increasing lipid
to drug ratio. For cis-flupentixol, such a new peak at almost the same temperature
(24.2 °C) was also observed when interacting with DPPC (24.4 °C). The Tt values for
DPPC and DPPS in control experiments were 42.35 °C (SD ± 0.03 °C) and 53.05 °C
(SD ± 0.07 °C) respectively [117].

Additionally, NMR measurements were performed and the changes in 1/T2 relax-
ation rates recorded as a function of increasing bovine brain phosphatidylserine
(BBPS) at constant drug concentrations. The change in 1/T2 is related to a decrease
in rotational freedom (for details, see Chapter 3). In the NMR measurements cis- and
trans-flupentixol showed the strongest interaction, lidocaine the weakest. This is in
agreement with thermotropic experiments (Table 5.15). Broadening was dependent

Fig. 5.20 Changes in drug proton relaxation rate (1/T2) as a function of in-
creasing concentration of bovine brain phosphatidylserine (BBPS) alone
and after addition of CaCl2. The spin systems measured are indicated by
arrows on the drug structures. (Reprinted from Fig. 6 of ref. 117 with per-
mission from Bertelsmann-Springer.)
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on liposome concentration in a linear manner, and the slope was taken as a measure
of the degree of interaction [39]. Figure 5.20 shows such a plot [117]. Upon addition
of Ca2+ ions, the binding of drugs to the anionic lipid could be reversed only in the
case of those drugs with a weaker degree of interaction. In the case of amiodarone an
increase in the interaction was in fact observed upon addition of the ions. This effect
could also be achieved by the addition of NaCl, indicating a strong involvement of hy-
drophobic interaction forces for these highly lipophilic molecules. This is in agree-
ment with the observation that, in the case of amiodarone, the spin systems of all
protons are involved in the interaction with liposomes to the same degree. In con-
trast, in verapamil only part of the structure loses rotational freedom. X-ray studies
on amiodarone have shown it to be deeply buried in the hydrocarbon chain region
[121].

31P-NMR and DSC have also been used to study the effect of membrane-active,
positively charged antitumor drugs, and it was found that the two studied anthracy-
clines, adriamycin and 4-epi-adriamycin, induced structural phase separation in
DPPE–cardiolipin liposomes (2:1), indicated by the formation of a hexagonal HII

phase. In contrast, in the presence of ethidium bromide and 2-N-methylellipticini-
um, the phospholipid remained in an organized bilayer configuration. It was found
that the anthracyclines are preferentially localized in the interface and interact elec-
trostatically with the negatively charged phosphates of cardiolipin [122]. Recently, the
interaction of the MDR-reversing agent trifluoperazine with various lipid prepara-
tions was studied by DSC and fluorescence spectroscopy [123]. Domain formation
was observed to be induced by trifluoperazine in zwitterionic PC vesicles but not in
charged phosphatidylglycerol bilayers. The authors speculated that defects produced
at the domain boundaries could lead to an increase in membrane fluidity and per-
meability, thus explaining at least part of the mode of action of the MDR-reversing
activity of trifluoperazine [123].

These results are in agreement with the aforementioned findings and support the
assumption that drug–membrane interactions leading to severe changes in mem-
brane structure (domain formation and heterogeneity) can affect the functioning of
embedded proteins such as Na+, k+-ATPase, P-gp, and PKC.

MDR-reversing drugs bind to phospholipids, preferably anionic phospholipids, as
do the cytotoxic drugs, but they also compete with the cytotoxic drugs for binding
sites in the bilayer. This competition has been observed not only for verapamil and
doxorubicin, but also for doxorubicin and flupentixol. Figure 5.21 represents a plot
of the increasing interaction of doxorubicin (increase in 1/T2 for the indicated aro-
matic protons with increasing BBPS concentrations in NMR experiments [124]. The
results of NMR measurements obtained at 4 mM doxorubicin and increasing BBPS
concentrations are shown. The broadening of the proton resonance signals are lin-
early dependent on the lipid concentration within the range studied. The slope of the
proton signal of the CH3 group is about 1.5-fold higher than that of the aromatic pro-
ton. NMR experiments performed at lower doxorubicin concentrations (1 and 2 mM)
resulted in the same ratios of the slopes. However, at the same drug concentration,
the slope obtained for the doxorubicin CH3-proton signal (40.8) was lower than that
of the aliphatic protons of trans-flupentixol and verapamil (96.2 and 42.8 respective-
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ly), but still the direct comparison between doxorubicin and modifiers is not fully
correct as the spin systems used are not identical [117]. According to the slopes, dox-
orubicin shows similarities with drugs that exhibit a strong interaction with nega-
tively charged PS [122, 124]. Interestingly, the addition of trans-flupentixol led to a
complete reversal of the broadening of doxorubicin resonance signals, i.e. doxoru-
bicin bound to the phospholipid was displaced by trans-flupentixol. It was also ob-
served that the liposomes precipitated after some days, and doxorubicin resonance
signals could no longer be observed in the supernatant. The precipitate was insolu-
ble in DMSO, but upon addition of trans-flupentixol the complex resolved, showing
the normal NMR spectrum of the unbound doxorubicin [124].

Another observation that underlines the importance of drug–membrane interac-
tions in tumor therapy is the increase in antineoplastic activity against resistant cell
lines with increasing lipophilicity of the cytotoxic drugs at constant degree of ioniza-
tion (pKa ∼8.4). Independently of the anthracycline used to induce resistance, cross-

Fig. 5.21 NMR spectra of doxorubicin in the absence (bottom trace) and
presence of increasing concentrations of bovine brain phosphatidylserine
(BBPS) [124].
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resistance to the more lipophilic idarubicin was lower than for daunorubicin (for par-
tition coefficients see Table 5.21). The resistance was paralleled by an increase in P-
gp. On the other hand, the intracellular content of  idarubicin was greater than that
of daunorubicin in sensitive as well as in resistant colon carcinoma cells. The up-
takes were reduced in resistant cells. The relative decrease in idarubicin uptake – the
ratio between sensitive and resistant cells – was similar to the observed decrease in
daunorubicin uptake (Table 5.16) [125]. However, the idarubicin efflux rate was slow-
er than that of daunorubicin in both the sensitive and resistant cells. In conse-
quence, the ratio between the percentage of idarubicin retained in resistant and sen-
sitive cells at specific times of the efflux kinetics was similar to that observed for
DAU. No difference between idarubicin and daunorubicin in terms of inhibition of
P-gp photolabeling was detected in azidopine binding experiments. This excludes
changes in the affinity of idarubicin and daunorubicin to P-gp because of differences
in their lipophilicity. Together with the other findings, this is a clear indication that
other effects must be involved in the better circumvention of MDR by idarubicin.
The effect of verapamil on MDR reversal was also similar for both drugs. All resist-
ant cell lines tolerated higher intracellular levels of both anthracyclines compared to
the sensitive cells (Table 5.17). The potency of idarubicin seemed to be greater, pos-
sibly because of its higher lipophilicity. The results demonstrate that reduction in
drug incorporation cannot explain resistance, because MDR cells need much higher
intracellular concentrations of both idarubicin and daunorubicin than sensitive cells
for the same inhibitory effect. Distribution studies, however, show a different pat-
tern for the two anthracyclines. In resistant cell lines a shift of daunorubicin from
nucleus (N) to the cytoplasm (C) is observed [125] (Table 5.18), whereas no shift in
the N/C ratio was seen for idarubicin when comparing sensitive and resistant cells.
Idarubicin was preferably distributed in the cytoplasm of sensitive and resistant
strains. The authors assumed that the reduced resistance of MDR cells to idarubicin
is due to the difference in the N/C distribution ratio of these drugs.

Similarly, the circumvention of MDR was investigated as a function of anthracy-
line lipophilicity and charge [126]. Adriamycin and five derivatives were studied in

Tab. 5.17 Extracellular and intracellular idarubicin (IDA) and daunorubicin (DAU)  
concentrations inhibiting cell growth by 50% (IC50-int) in LoVo-sensitive and resistant 
cell lines. (Reprinted from Tab. 3 of ref. 125 with permission from Elsevier Science)

IC50 ext (ng/mL)a RIext
b IC50 int (ng/106 cells) RIint

c

Cell line IDA DAU IDA DAU IDA DAU IDA DAU

LoVo 10.4 ± 1.3 47.8 ± 3.5 1 1 5.5 ± 0.9 11.6 ± 2.4 1.0 1.0
LoVo-IDA-1 239.2 ± 25.7 5216.7 ± 1056 23 109 19.9 ± 1.3 161.2 ± 22.7 3.6 13.9
LoVo-IDA-2 217.4 ± 17.8 5788.3 ± 521 21 121 17.4 ± 1.5 169.0 ± 31.7 3.2 14.6
LoVo-DOX-1 106.1 ± 20.8 1709.4 ± 398 10 36 12.2 ± 2.7 74.2 ± 15.1 2.2 6.4
LoVo-DOX-2 116.5 ± 11.0 1514.7 ± 203 11 32 12.6 ± 1.6 71.3 ± 8.4 2.3 6.2

a) Cell exposure was 1 hr. Data obtained from at least three independent experiments.
b) IC50ext resistant cells/IC50ext sensitive cells.
c) IC50int resistant cells/IC50int sensitive cells.
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sensitive and resistant cell lines. The results are summarized in Table 5.19. Com-
pared with the sensitive cell line, the resistance of a highly resistant strain, resistance
index 4534, was almost totally overcome by highly lipophilic anthracycline deriva-
tives that do not possess a positively charged nitrogen atom. The charge seems to be-
come less important for MDR reversing activity with increasing lipophilicity of the
modifier. It was found that these lipophilic anthracycline derivatives are predomi-
nantly localized in the cytoplasm and mitochondria rather than the nucleus, thus
overcoming P-gp- MDR. Circumvention of P-gp-related MDR in comparison with
doxorubicin and idarubicin was also reported for the novel, uncharged anthracycline,

anamycin  (3). It is less potent in sensitive cells than doxorubicin and idarubicin. Its
levels in the cell were not affected by verapamil in either sensitive or resistant strains
(Table 5.20) [127].

Differences in the distribution patterns of doxorubicin, daunorubicin, idarubicin,
and idarubicinol were also observed by CD measurements in LUVs of PC–phospha-

Tab. 5.18 Subcellular idarubicin and daunorubicin distribution in LoVo-sensitive
and MDR cell lines. (Reprinted from Tab. 5 of ref. 125 with permission from Else-
vier Science)

N/C ratioa

Cell line IDA DAU

–VER +VER –VER +VER

LoVo 0.19 ± 0.1 0.20 ± 0.10 3.40 ± 2.7 3.7 ± 1.9
LoVo-IDA-1 0.16 ± 0.1 0.19 ± 0.04 0.31 ± 0.2 1.3 ± 0.5
LoVo-DOX-1 0.20 ± 0.1 0.17 ± 0.12 0.41 ± 0.1 1.1 ± 0.3

a) N/C ratio was determined at the IC50 ext value in resistant LoVo-IDA-1 and LoVo-
DOX-1 cells. In sensitive cells, or when verapamil (VER) was used, 1000 ng/mL of
IDA or DAU was used, as at lower concentrations background noise was too high.

(3)
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Tab. 5.19 Effect of charge and lipophilicity of anthracyclines on their accumulation in 
cardiac muscle and non muscle (fibroblast) cells. (Reprinted from Tab. 1 of ref. 126
with permission from the American Chemical Society)

Positiv charged Neutral counterpart

Adriamycin (ADR) AD OH (WP 159)

AD 288 WP 546

AD 198, R = COCH2CH2CH2CH3 WP 549, R = COCH2CH2CH2CH3

(ID50, [M])

Drug Localizationa Charge Log Db CM/FBc MDR– (FLC) MDR+ (ARN15) Resistance
indexd

ADR Nucleus + > 0.08 +++/+ 6.78 × 10 – 9 3.06 × 10 – 5 4513
WP 159 Nucleus 0 > 1.40 +++/++ 1.58 × 10 – 8 6.29 × 10 – 6 411
AD 288 Nucleus and + > 1.99 +++/++ 2.53 × 10 – 8 8.42 × 10 – 7 33

some mitochondria
WP 546 cyto/diffuse and mito/ 0 > 1.99 ++/++ 6.51 × 10 – 7 2.90 × 10 – 6 4

nuc < AD 288
AD 198 Mito/cyto part and + > 1.99 ++/++ 2.0 × 10 – 8 2.10 × 10 – 7 11

diffuse metachromatic
WP 549 Diffuse (mito) < AD 198 0 > 1.99 ++/+++ 5.0 × 10 – 7 1.56 × 10 – 6 3

more diffuse straining
in fibroblasts

a) Mito, mitochondria; cyto, cytoplasm; nuc, nucleus; part, particulate.
b) Partition coefficient pH 2,4.
c) Relative fluorescence brightness in cardiac muscle cells (CM) vs. cardiac fibroblasts (FB).
d) Ratio of doses yielding 50% growth inhibition in MDR+ (adriamycin-induced)/MDR– (parental) Friend leukemic

cells.
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tidic acid (PA)–cholesterol mixtures at various ratios. The hydrophilic doxorubicin
was electrostatically bound to LUVs, whereas the dihydroanthrachinone remained in
the watery phase. Daunorubicin showed additional hydrophobic interactions, where-
as the interaction of the more lipophilic idarubicin involved a complex of two or
three idarubicin molecules in a right-handed conformation with one cholesterol
molecule  and also PA molecules. The interaction of the highly lipophilic idarubici-
nol with the liposome vesicles again differed from that of idarubicin (in contrast to
doxorubicin and daunorubicin, which cannot recognize cholesterol-rich mem-
branes), but was also influenced by the presence of CHOL [128].

Because of the observed discrepancies between drug accumulation at steady state
in drug-sensitive and highly resistant cell lines and the degree of resistance as well as
the observed distribution patterns of MDR-reversing drugs and cytotoxic drugs, ki-
netic studies on the uptake and efflux of drugs have been undertaken. Probably the
first scientist to consider this important aspect was Tapiero [129]. He observed dif-
ferences in uptake and efflux kinetics of doxorubicin compared with THP-doxoru-
bicin (pirarubicin) and found that the amount of THP-doxorubicin remaining in re-
sistant cells was lower than that of doxorubicin. Detailed kinetic experiments were
done and reported by Garnier-Suillerot and coworkers [130–132] and others [109,
133, 134].

The influx (k+) and efflux (ka) coefficients, Michaelis–Menten constants (Km), and
resistance factors (RF) were determined for a series of anthracyclines (4–13) with dif-
ferent pKa values and octanol–water partition coefficients, D, at pH 7.4 [130, 135].
The results are summarized in Table 5.21. Increases in D favorably influenced k+

and unfavorably affected ka and 1/Km; k+ became faster, and ka increased, as did
1/Km. This implies that, in the case of the anthracyclines studied, lipophilicity affects
uptake kinetics more than the kinetics of P-gp-mediated efflux. Their RF value there-
fore decreased with increasing lipophilicity. However, possible differences in the dis-
tribution pattern of these molecules as well as the influence of membrane binding
on their uptake rates were not considered.

Tab. 5.20 In vitro cytotoxicity of doxorubicin (DOX), idarubicin
(IDA), and annanycin (ANN) with and without verapamil (VER)
in sensitive HL-60S and resistant HL-60/DOX cells. (Reproduced
from Tab. 3 of ref. 127 with permission from the American
Society of Hematology)

ID50 (µg/mL)

Drugs HL-60S cells HL-60/DOX Cells RI

ANN 0.300 ± 0.17 0.80 ± 0.04 2.6
ANN + VER 0.290 ± 0.18 0.77 ± 0.06 2.6
IDA 0.004 ± 0.003 0.16 ± 0.16 40
IDA + VER 0.004 ± 0.002 0.08 ± 0.02 20
DOX 0.078 ± 0.003 9.13 ± 0.55 117.5
DOX + VER 0.057 ± 0.006 1.46 ± 0.68 25.6

RI, resistance index.
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The importance of uptake rates in relation to the RF was considered in a later pa-
per [131] for four anthracyclines with identical amino sugar moiety (doxorubicin,
daunorubicin, idarubicin, and 8(S)-fluoroidarubicin). The kinetics of uptake showed

Tab. 5.21 Kinetic parameters for the uptake and release of anthracyclines by MDR cells. 
(Reprinted from Tab. 1 of ref. 130 with permission from Bentham Science Publishers)

Drugs pKa D k+ ka Km RF
(× 10–10 s – 1) (× 10–10 s – 1) (µM)

1 Doxorubicin 8.4 > 0.5 0.2 2.9 > 2 30
> 1.2

2 Daunorubicin 8.4 > 1.5 1.5 6.8 > 2.2 20
> 7.8 > 1.5

3 F-idarubicin 20 10 > 0.9 11
4 Idarubicin 8.4 > 7.6 40 8.4 > 0.9 3.3

> 13.1
5 THP-doxorubicin 7.7 40 41 > 0.5 7
6 Bromodaunorubicin 6.5 70 38 > 0.3 3
7 Carminomycin 7.5 > 76 60 6
8 Aclacinomycin 7.0 > 200 80 3
9 Hydroxyrubicin – 2 4 > 2 2.5

10 4’-Iodoxorubicin 6.4 > 31.4

D, partition coefficient between 1-octanol and buffer at pH 7 or 7.4.; k+, mean influx coefficient, 
ka: mean active efflux coefficient; Km, Michaelis Menten constant; RF, resistance factor.
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large differences among these anthracyclines. The rates of uptake for daunorubicin,
8(S)-fluoroidarubicin, and idarubicin were, respectively, 7,5-, 100- and 200-fold high-
er than for doxorubicin. The uptake rates increased with increasing lipophilicity. On
the other hand, all four anthracyclines were extruded at a similar rate, the rates for
idarubicin and 8(S)-fluoroidarubicin (the most lipophilic compounds) being only
threefold higher than for doxorubicin. The Km values for the four anthracyclines
were also similar. Therefore, the faster uptake could be the decisive factor. The up-
take rate and binding to membrane components were not differentiated in this pa-
per.

To exclude the complications inherent in whole-cell studies, artificial membranes
were also used to investigate the role of passive transbilayer drug movement in MDR
and its modulation [133]. Drug movement can be followed by fluorescence technique
in the case of drugs that alter fluorescence when transported from the aqueous
phase into the membrane bilayer. This technique was used to determine the transbi-
layer movement through unilamellar vesicles of the P-gp substrate rhodamine 123.
The quenching of fluorescence by this dye occurred in two steps. The first step, lead-
ing to 50% total fluorescence decrease, was too fast to be recorded. The second step
in fluorescence decrease was slow and followed a first-order process with a lifetime
of about 3 min. However, this technique could not be applied to the MDR modula-
tors quinidine and quinine because their rate of movement was too fast for this tech-
nique (subseconds). Thus, the transbilayer movement rate was estimated from their
equilibrium rates across artificial multilamellar vesicles consisting of phosphatidyl-
choline (11 µmol) and cardiolipin (2 µmol). The rates of five modifiers and five MDR-
type cytotoxic drugs were determined. The equilibration rates of the five MDR mod-
ulators were much faster [133] than for the five representative MDR-type drugs,
which were similar to the equilibration rate of rhodamine 123. The equilibration rate
of the slowest modulator, verapamil, was fast compared with the equilibration rate of
the most rapid MDR-type drug, taxol.

In addition, the octanol–buffer partition coefficients and the binding affinity were
determined (Table 5.22) for the investigated compounds and compared with their
equilibration rates. It is very important to note that no correlation between these pa-
rameters was found. The fast influx rates of modifiers in comparison with the slow
rates of cytotoxic agents such as doxorubicin and the maximal turnover rate of about
1500/min of P-gp could lead to a situation that P-gp can handle cytotoxic drugs
alone. This does not apply, however, in the presence of fast-moving modifiers that
can re-enter the cell faster than the maximal capacity of the efflux pump. According
to the authors, the result could also suggest another mechanism of action. The slow
movement across lipid membranes shown for cytotoxic agents such as doxorubicin
“raises the possibility that the composition of the cell-plasma membrane can modu-
late the transbilayer movement rate of the cytotoxic drugs across the membrane and
consequently affect ‘competition’ between the active efflux of drugs and passive dif-
fusion”. A non-P-gp-mediated mechanism of MDR that considers the observed dif-
ferences in membrane composition and properties which lead to a reduction in pas-
sive influx of the cytotoxic drugs could therefore be proposed. It would be reversible
by modifiers shown to be able to increase the fluidity of membranes [109].
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Bilayer composition and temperature are important factors affecting the perme-
ability of lipid bilayers to anthracyclines. The uptake into LUVs as a function of these
factors was investigated using doxorubicin, daunorubicin, and pirarubicin as an ex-
ample. DNA encapsulated inside the LUV was used as a driving force (drug binding
to DNA), and the decay of the anthracycline fluorescence in the presence of DNA-
containing liposomes was used to describe the diffusion through the bilayer. Two
steps are involved in the process of crossing the membrane. The first step involves
the interaction with the polar head groups and is fast compared with the kinetics of
translocation through the hydrocarbon region. It depends on the type and degree of
interaction with the polar head groups. The uptake of the anthracyclines occurs
through passive diffusion of the neutral form [136]. Three types of LUVs were pre-
pared:
1) PC/PA/CHOL at molar ratios of 75:5:20, buffer at pH 6;
2) PC/PA/CHOL 60:20:20 at pH 6;
3) PC/PA/CHOL 60:20:20 at pH 7.4; and
4) PC/PA/CHOL 52:3:45 at pH 6.

As expected, the permeability coefficient, Po, decreased with increasing negative
charge of the phospholipid in the bilayer for the three anthracyclines. This can be ex-
plained by a decrease in the amount of the neutral form of the drugs within the polar
head group region, which decreases with increasing charge of the phospholipid. Po

was also negatively affected by the increase in CHOL in the bilayer because of the

Tab. 5.22 Solubility and binding properties of drugs and modu-
lators. (Reprinted from Tab. 1 of ref. 133 with permission from
the American Society for Biochemistry and Molecular Biology)

Concen- Partition Binding
tration coefficient coefficient
µM (octanol/ (lipid/

aqueous phase) aqueous phase)

Daunomycin 200 7.4 260
Doxorubicin 200 1.1 155
Mitoxantrone 200 7.2 450
Vinblastine 0.05 45.0 240
Taxol 0.02 12.0 480
Rhodamine 123 5 6.9 112
Quinidine 200 9.9 270
Quinine 200 9.1 250
Progesterone 0.02 360 925
Trifluoperazine 200 27 245
Verapamil 0.02 8.3 996
Verapamil 200 8.3 550

Binding coefficient, the concentration ratio of the drug in the lipid
phase relative to the aqueous phase, was determined by equilibrium
dialysis. The binding coefficient is the calculated concentration ratio
in the lipid bilayer and the aqueous medium.
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consequent increase in rigidity of the membrane. Whereas the activation energy, Ea,
for the passive diffusion of the neutral form remained within the range 
100 ± 16 kJ/mol for daunorubicin and pirarubicin, Ea decreased for the most hy-
drophilic compound, doxorubicin, to 57 kJ/mol with increasing amounts of PA in
the lipid mixture. Surprisingly, on increasing the CHOL content Ea increased to 
168 kJ/mol for the most lipophilic pirarubicin but remained around 100 kJ/mol for
doxorubicin and daunorubicin.

These aspects of MDR as well as the presented data underline the statement that
permeability properties of compounds – especially their amphiphilic nature – cannot
sufficiently be described through their partition coefficient in the octanol–buffer sys-
tem because of special interactions with the phospholipids constituting the mem-
brane.

Summarizing the data on MDR, it can be stated that the affinity (Km) to P-gp of the
various modifiers does not depend on a specific structure. MDR modulators gener-
ally possess very similar Km values. In contrast, strong effects of structure modifica-
tions are shown for both modifiers and cytotoxic agents in regard to their various in-
teractions with membranes. Structure or property changes of the drugs lead to
changes in their uptake, binding, distribution, localization in the membrane, and
competition for binding sites as a function of membrane composition. The structure
and properties of drugs affect different membrane properties: fluidization, hexago-
nal (HII) phase formation, domain formation, and so forth. These changes have been
shown to influence the functioning of the embedded proteins. Although the rate-
limiting step in the complex mechanism of reversing agents is not yet known, and
there might be differences in different resistant patterns and tumor cell lines, there
is no doubt that the reported drug–membrane interactions play an essential role in
drug resistance and reversal of resistance. This even more true, as differences in cell
membranes for sensitive and resistant cells have been observed.

5.2.6

SARs and QSARs for Cytotoxic Agents and MDR Modifiers

Several SARs and QSARs have been derived from data on antineoplastic activity as
well as for MDR-reversing activity. The Hansch approach, Free–Wilson, and neural
network analysis have been applied. The importance of lipophilicity, molar refractiv-
ity (MR), and charge for the description of activity is common to all derived relations.

Biedler and Reihm [137] were the first to describe the MDR phenomenon as a
function of drug property. They observed that the exposure of several lines of Chi-
nese hamster cells to increasing concentrations of actinomycin D led to cross-resist-
ance to a variety of drugs. They suggested that cross-resistance was correlated with
the MW of these drugs. In another interesting report it was for the first time sug-
gested that a correlation exists between the degree of partitioning of these drugs into
the hydrophobic phase and cross-resistance generated in the resistant cells, pointing
to the plasma membrane as the site of alteration [138]. In 1990, Selassie et al. [139]
analyzed the data of Biedler and Rheim [137] (Table 5.23) by multiple regression
analysis and arrived at the following final equation:
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log CR = 3.85 (± 0.91) log MW + 0.26 (± 0.15) log D – 0.09 (± 0.06) 
(log P)2 – 9.00 (± 2.3) (5.21)

n = 13 r = 0.947 s = 0.30 log Po = 1.44 F1, 9= 10.3

where CR = IC50R/IC50S is the cross-resistance to actinomycin D, being the molar
concentrations of the drug inducing a 50% inhibition of growth in resistant and sen-
sitive cells respectively. Similarly, the authors analyzed cross-resistance to 29 hetero-
geneous antineoplastic drugs in a methotrexate-resistant leukemia cell line:

log CR = 7.44 (± 2.10) log MW – 14.97 (± 3.94) log (β10log MW + 1) – 
0.13 (± 0.06) log D– 13.13 (± 4.22) (5.22)

n = 29 r = 0.87 s = 0.39 F1, 24 = 14.68 log β = –2.60 log MWo = 2.60

The example indicates that cross-resistance is increased for hydrophilic drugs of
moderate size. The authors suggest that “current chemotherapeutic regimens may
be improved by treating resistant cells with antineoplastic agents displaying physico-
chemical characteristics opposite to that of the original inducing agent.” Both equa-
tions show the importance of molecular size (expressed as MW) in gaining excess to
the cytosolic compartment of resistant cells.

Tab. 5.23 Cross-resistance of Chinese hamster cells resistant to actinomycin D. (Reprinted from
Tab. 4 of ref. 139 with permission from the American Chemical Society)

Log CR

Antineoplastic agent Observed Predicteda Deviation Log MWb Log Dc

Mithramycin 2.83 2.62 0.21 3.04 -0.25
Vincristine 2.28 2.50 –0.22 2.97 2.57
Puromycin 1.92 1.42 0.50 2.67 0.86
Daunomycin 1.46 1.59 –0.13 2.72 0.66
Demecolsine 1.26 1.07 0.19 2.57 1.37
Mitomycin C 0.49 0.58 –0.09 2.52 –0.38
Proflavine 0.46 0.75 –0.29 2.49 1.10
Novobiocina 0.28 1.95 –1.67 2.80 1.58
Bromodeoxyuridine 0.08 0.49 –0.41 2.49 –0.29
Nitroquinoline-N-oxide 0.04 –0.06 0.10 2.11 –0.89
Amethopterin 0.04 0.01 0.03 2.66 –2.52
6-Mercaptopurine –0.30 –0.42 0.12 2.23 0.01
Hydrocortisoned –0.40 1.53 –1.93 2.69 1.20
Nitrogen mustarde –0.40 –0.50 –0.17 2.28 –2.00f

Actinomycin D 1.89 1.72 0.17 2.52 –0.38
Vinblastine 2.38 2.12 0.26 2.96 2.64

a) Predicted from Eq. 5.21.
b) (log MW vs. Log P, r2 = 0.21).
c) Partition coefficient in octanol-phosphate buffer, pH 7.4.
d) not included in the derivation of Eq. 21.
e) Partition coefficient not measurable.
f) Estimated.
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The dependence on charge and lipophilicity of eight rhodamine derivatives for dif-
ferential accumulation, cytotoxicity, and sensitivity to modulators in sensitive and re-
sistant cell lines has been reported [140]. The physicochemical properties that were
shared by MDR-modulating compounds in resistant leukemic cells were investigat-
ed [141]. It was found that the lipophilicity at physiological pH, charge, and MR and
perhaps structural similarity were important for the modulating activity of a hetero-
geneous series of drugs. The correlation coefficient with log P was r = 0.79 for 12 de-
rivatives when the minimum effective concentration that enhanced vinca alkaloid cy-
totoxicity in CEM/VBL100 cells was plotted against log P.

In a study of flavonoid-related modulators of MDR, the important role of
lipophilicity was again observed. However, exceptions led to the assumption that ad-
ditional parameters determined the modulating activity [142]. The relation between
substructure and MDR-reversing activity for a homologous series of verapamil
analogs was reported [143].

The sodium channel blocker propafenone (24) was identified as a modulator of P-
gp MDR, and large series of analogs were synthesized, tested for MDR-reversing ac-

tivity, and QSAR analysis was performed [144]. Using calculated log P values accord-
ing to Ghose et al. [145] highly significant regression equations could be derived (r =
0.99). It was, however, found that the reduction of the carbonyl group as well as the
conversion to a methyl ether led to remarkable decreases in activity not accounted for
by the change in lipophilicity. In addition, the relative position of the acyl and propy-
lamine side chains proved to be essential, i.e. the distance between the carbonyl
group and the nitrogen atom. Therefore, log P described the variation in MDR-re-
versing activity only within strongly homologous series. Later, the same research
group extended their investigation to acylpyrazolones [146] and again found a signif-
icant correlation between log 1/IC50 and log P:

log 1/IC50 = 0.69 (± 0.24) log P – 2.72 (± 0.60) (5.23)

n = 15 r = 0.86 s = 0.39 F = 38.54 Q2 = 0.68

To account for possible steric effects of the phenyl analogs and for the possible im-
portance of hydrogen-bond acceptor strength of the carbonyl oxygen ,the STERIMOL
parameter L and the charge, Ch, at the acyl carbonyl oxygen atoms calculated by the
Gasteiger–Hückel algorithm were added:

(24)
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log 1/IC50 = 0.82 (± 0.11) log P – 50.24 (± 24.12) Ch – 0.32( ± 0.10) L
– 21.52 (± 9.56) (5.24)

n = 15 r = 0.98 s = 0.17 F = 87.17 Q2 = 0.92 

When a series of benzofuran analogs of propafenone-type modulators of MDR
was compared with propafenone derivatives, a highly significant correlation with log
P was found for both series. Two regression lines were obtained with parallel slopes
but different intercepts. To explain the difference in intrinsic activity, the interaction
with artificial membranes (lecithin liposomes) was studied by NMR and DSC for se-
lected derivatives of both series. NMR interaction measurements showed that
propafenone and benzofuran analogs bearing a hydroxyl group interact in the vicini-
ty of this substructure. Dehydroxybenzofuran, on the other hand, showed strong in-
teractions over the whole (phenylethyl)benzofuran region. This difference in the in-
teraction pattern of various benzofuran derivatives had no influence on the MDR-re-
versing activity. It could be speculated that the differences in MDR-reversing activity
for the two series are due “to a decrease in flexibility of the benzofurans compared to
propafenones or to the lack of an appropriate hydrogen-bond receptor” [147].

For a series of dihydrobenzopyrans and tetrahydroquinolines, molar refractivity
was superior to log P in describing the MDR-reversing activity [148]. Although it has
been shown that some MDR-reversing compounds, such as steroids or non-ionic de-
tergents, and also highly lipophilic antineoplastic drugs such as anthracycline
analogs, do not possess a charged nitrogen atom, it has recently been shown that the
MDR-reversing activity of 12 propafenone-related amines, amides, and anilines with
a wide range of pKa values, and including esters, can be explained by their calculated
hydrogen acceptor strength, ΣCa, using the software package HYBOTPLUS. In con-
trast, no correlation was found with pKa (Table 5.24) [149]:

log 1/IC50 = 0.58 (± 0.07) ΣCa – 3.55 (± 0.44) (5.25)

n = 12 r = 0.93 F = 65.9 Q2 = 0.82

A large combined data set of 48 propafenones was then analyzed by both
Free–Wilson analysis and a combined Hansch/Free-Wilson approach using an arti-
ficial neural network (ANN). With this approach it was possible, in contrast to con-
ventional MLR analysis, to correctly predict the MDR-reversing activity of 34 com-
pounds of the data set after the ANN was trained by only 14 compounds. Best results
were obtained using those descriptors showing the highest statistical significance in
MLR analysis [150].

Phenothiazines and thioxanthenes are powerful MDR-reversing drugs known,
and their reversal activity has been determined in several resistant cell lines. The in-
fluence of molecular alterations on their ability to reverse doxorubicin resistance in a
breast carcinoma cell line, MCF-7/DOX, was analyzed by Ford et al. [119, 120]. The
following substructures were found to be essential for MDR-reversing activity: hy-
drophobic tricyclic ring, positively charged tertiary amine, incorporation of the
amino moiety into a cyclic structure for phenothiazines, and halogenated tricyclic
rings, piperazinyl amino side groups, and trans-isomerism for thioxanthenes. An al-
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Tab. 5.24 Chemical structure, physicochemical parameters, and P-gp-inhibitory activity of com-
pounds GP05 to GP570. (Reprinted from Tab. 1 of ref. 149 with permission from the American So-
ciety of Pharmacology and Experimental Therapeutics)

Compound R1 Log P pKa Ca EC50 Rhoda- EC50 Daunomycin
mine 123

Observed Predicted

GP05 3.67 –8.44 5.90 1.45 0.65 1.49

GP29 4.43 –7.45 6.70 0.62 0.38 0.49

GP31 4.93 –7.33 7.24 0.26 0.14 0.26

GP62 3.98 – 7.56 7.45 0.11 0.06 0.23

GP240 4.23 –3.25 4.72 17.61 6.47 6.71

GP339 4.05 –1.70 5.87 4.57 1.54 1.43

GP358 5.15 –1.73 4.75 17.87 8.49 6.05

GP359 4.26 –0.23 5.21 5.89 2.57 3.62

GP360 4.60 –1.46 6.48 2.57 1.65 0.58

GP366 4.60 NA 6.55 2.92 2.04 0.51

GP388 3.87 –6.67 8.07 0.36 0.13 0.06

GP570 3.35 NA 3.50 44.45 30.80 36.25

NA, not applicable.

General structure of compounds GP05 to GP388
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most similar conclusion was derived from an analysis of 232 phenothiazines and re-
lated drugs in P388/DOX-resistant murine leukemia cells [118, 151]. Later, the
Free–Wilson analysis was used to analyze separately a set of MDR-reversing thioxan-
thenes (Table 5.25) and phenothiazines (Table 5.26) using classical MLR and genetic
algorithms (GA) for feature selection [152, 153]. In the case of the thioxanthenes, the
side chain length, L1, between the ring system and tertiary nitrogen, the type of the
tertiary nitrogen substituent, NALK, and, interestingly, the stereoisomerism, were
found by both MLR and GA to be significant in explaining the MDR-reversing
activity:

Tab. 5.25 MDR-reversing activity and indicator variables of thioxanthenes. 
(Reprinted from Tab. 1 of ref. 152 with permission from Wiley-VCH).

R→ CL: -Cl CF3: -CF3

L→ L1: =CH-CH2- L2: =CH-CH2-CH2-

X→ NALK: NPRZ: NPRD:

–N(CH3)2 or -N(C2H5)2 

Compounds Log MDRa Rb L X CIS TRANS

CL CF3 1 2 NALK NPRZ NPRD

cis-762 0.041 1 0 1 0 1 0 0 1 0 
trans-762 0.114 1 0 1 0 1 0 0 0 1 
cis-chlorprothixene 0.301 1 0 0 1 1 0 0 1 0 
trans-Chlorprothixene 0.845 1 0 0 1 1 0 0 0 1 
cis-768 0.602 1 0 0 1 1 0 0 1 0 
trans-768 0.857 1 0 0 1 1 0 0 0 1 
cis-796 0.255 0 1 0 1 1 0 0 1 0 
trans-796 0.447 0 1 0 1 1 0 0 0 1 
cis-753 0.826 1 0 0 1 0 0 1 1 0 
trans-753 1.176 1 0 0 1 0 0 1 0 1 
Racemic 751 0.255 1 0 0 1 0 1 0 0.5 0.5
trans-7006 0.204 1 0 1 0 0 1 0 0 1 
cis-Clopenthixol 0.415 1 0 0 1 0 1 0 1 0 
trans-Clopenthixol 1.176 1 0 0 1 0 1 0 0 1 
cis-Flupentixol 0.681 0 1 0 1 0 1 0 1 0 
trans-Flupentixol 1.182 0 1 0 1 0 1 0 0 1 
789 0.987 1 0 0 1 0 1 0 0 0 

a) Log MDR = log (MDR fold reversal) is the MDR-reversing activity of the compounds.
b) CL, CF3, L1, L2, NALK, NPRZ, NPRD, CIS and TRANS are the indicator variables.
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log MDR = –0.617 (± 0.127) L1 – 0.278 (± 0.099) NALK 
– 0.344 (± 0.099) CIS + 1.037 (± 0.081) (5.26)

n = 16 r = 0.896 s = 0.194 F = 16.28 Q2 = 0.621

For the set of 17 phenothiazines and related structures, four features were found
to be of significance in explaining the observed variation in MDR-reversing activity:
the ring system type, S1, S2 (phenothiazine, imipramine), the side chain type,
NALK, and the cis-isomerism:

Tab. 5.26 MDR-reversing activity and indicator variables of phenothiazines
and related drugs. (Reprinted from Tab. 2 of ref. 152 with permission from
Wiley-VCH)

S1: S2: S3:

R→ H: -H CL: -CL CF3: -CF3

X→ NALK NPRZ: NPRM:

–N(CH3)2 

Compound Log MDRa RSb R X CIS TRANS

S1 S2 S3 H Cl CF3 NALK NPRZ NPRM

Promazine 0.079 1 0 0 1 0 0 1 0 0 0 0
Chlorpromazine 0.204 1 0 0 0 1 0 1 0 0 0 0
Triflupromazine 0.301 1 0 0 0 0 1 1 0 0 0 0
Perfenazine 0.301 1 0 0 0 1 0 0 1 0 0 0
Fluphenazine 0.431 1 0 0 0 0 1 0 1 0 0 0
Prochlorperazine 0.415 1 0 0 0 1 0 0 0 1 0 0
Trifluoperazine 0.531 1 0 0 0 0 1 0 0 1 0 0
Imipramine 0.398 0 1 0 1 0 0 1 0 0 0 0
Chlorimipramine 0.301 0 1 0 0 1 0 1 0 0 0 0
cis-Chlorprothixene 0.301 0 0 1 0 1 0 1 0 0 1 0
trans-Chlorprothixene 0.845 0 0 1 0 1 0 1 0 0 0 1 
cis-796 0.255 0 0 1 0 0 1 1 0 0 1 0 
trans-796 0.447 0 0 1 0 0 1 1 0 0 0 1 
cis-Clopentixol 0.415 0 0 1 0 1 0 0 1 0 1 0 
trans-Clopentixol 1.176 0 0 1 0 1 0 0 1 0 0 1 
cis-Flupentixol 0.681 0 0 1 0 0 1 0 1 0 1 0
trans-Flupentixol 1.182 0 0 1 0 0 1 0 1 0 0 1 

a) Log MDR = Log (MDR fold reversal) is the MDR-reversing activity of the compounds.
b) S1, S2, S3, H, CL, CF3, NALK, NPRZ, NPRM, CIS and TRANS are the indicator variables.
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log MDR = – 0.719 (± 0.065) S1 – 0.545 (± 0.093) S2 – 0.259 (± 0.057) NALK 
–  0.611 (± 0.073) CIS + 1.054 (± 0.057) (5.27)

n = 16 r = 0.968 s = 0.095 F = 41.5 Q2 = 0.883

The thioxanthene trans-flupentixol, substituted with CF3 in position 2, a piper-
azine moiety with a four-bond distance from the ring system, and trans-isomerism,
was found to be the most potent compound. Molecular modeling has been per-
formed assuming that, in agreement with the observed two- to threefold stronger in-
teraction with phospholipid bilayers in NMR binding studies, the observed two- to
threefold difference in MDR-reversing activity compared with the cis-form could be
due to different preferable conformations in the lipid environment. The optimized
conformations were compared with those derived from 1H-NMR analysis in lipid en-
vironment, some of them corresponding significantly. Finally, electrostatic and
lipophilic fields of cis- and trans-isomers were compared to determine if molecular
properties can be related to the observed activity difference. The results showed that
the cis- and trans-forms may adopt different (mirror-image) forms when entering the
phospholipid bilayer in terms of the orientation of their ring system. It can be sug-
gested that, with regard to MDR activity, the form adopted by the trans-isomer is a
better fit to the “MDR-reversal receptor” than the form adopted by the cis-isomer
[152].

Finally, correlations between the parameters involved in the interaction of
chemosensitizers with phospholipid bilayers, derived from DSC and NMR measure-
ments, and their potency in reversing MDR should be discussed. The latter data were
taken from the literature. A problem in handling these data is the fact that different
definitions for the potentiating effect were used. In the case of MCF-7DOX cell lines,
the criterion used was MDR ratio or fold reversal, defined by dividing the IC50 of dox-
orubicin alone by the IC50 of doxorubicin plus chemosensitizing drug at drug con-
centrations � IC10 [119, 120]. The ratio can be considered as the increase in apparent
potency of doxorubicin. In contrast, the definition used in P388/DOX cell lines was
the IC50 value of the modifying drug alone divided by the IC50 of the drug plus dox-
orubicin at a subinhibitory concentration of 0.02 µM [119, 151]. This ratio can be con-
sidered as an increase in the apparent cytotoxicity of the drug in the presence of dox-
orubicin. The following drug–membrane interaction parameters derived from DSC
measurement were used in the regression analysis (Table 5.27): ∆Tind., and the dif-
ference observed for Tt for the phospholipid (PS) in the absence and presence of
drug, Tt, slope is calculated from the linear change in Tt as a function of lipid–drug ra-
tio for DPPC and DPPS respectively. In spite of the fact that the number of com-
pounds is small, the biological data complex, and the range of activity small, the re-
sults of the regression analysis show a significant correlation between strength of
drug–membrane interaction and MDR-reversing activity (Table 5.27) [64, 117]. It is
interesting to note that again a similar dependence of MDR-reversing activity and
PKC inhibition on drug–membrane interactions was found. This supports the as-
sumption that an indirect effect rather than a direct is involved, i.e. modifiers indi-
rectly can affect protein function via changes in membrane properties which would
affect proteins rather than a direct binding to these proteins, which possess different
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functions and structures. However, a conclusion can still not be derived from the
present structure–activity relationships.

Finally, two recent review articles on the relationships between P-gp-mediated
MDR and the lipid phase of the cell membrane should be mentioned [154, 155] as
they support the presented arguments. The authors of the first review [154] empha-
sized “that the lipid phase of the membrane cannot be overlooked while investigat-
ing the MDR-phenotype. The properties that make a compound able to interact with
P-gp as a substrate or as modulator, make it also able to interact with a lipid bilayer.
Increasing evidence shows that lipids have many different functions, such as signal
transduction or modulation of peripheral or integral proteins” [154, 155]. The sec-
ond, very recent, review examined the possible key role of lipids in MDR [156]. In
this review, the various factors that could be involved in MDR are discussed. For ex-
ample, the links between the different forms of MDR and lipid metabolism, the ef-
fect of lipids on drug influx, the role of cholesterol content, the influence of DAG
production on P-gp-mediated transport, the role of exocytic factors in MDR, the fu-
sogenic properties of lipid composition, and the contribution of changes in acidic
phospholipid. The authors conclude that “the involvement of an exogenic compo-
nent in MDR is fairly strong” and that “the importance of lipids could be major”
[156]. However, a generalization about the role of lipids in MDR is not yet possible,
because of the limited studies performed and the diversity of MDR types [156].

Tab. 5.27 Correlation coefficients between drug-membrane interaction pa-
rameters and biological data of the seven modifiers studied. (cis- and trans-
flupentixol, chlorpromazine, trifluoperazine, triflupromazine, imipramine,
and quinacrine). Chlorpromazine was omitted from regression correspon-
ding to the MCF-7/DOX cell line. Quinacrine data were not available for the
P388/DOX cell line. (Reprinted from Tab. 2 of ref. 117, with permission from
Bertelsmann-Springer)

∆Tind Tt Tt Log( Log Log
slope DPPS slope DPPC 1/MDRratio) (1/IC50 Drug) (1/IC50 PKC)

MCF-7/DOX tumor cell line
∆Tind. –1.0000
Tt slope DPPS –0.8085 –1.0000
Tt slope DPPC –0.6693 –0.8756 –1.0000
Log(1/MDRratio) –0.8638 –0.9312 –0.8562 –1.0000
Log(1/IC50 Drug) –0.8456 –0.6479 –0.4942 –0.8153 –1.0000
Log(1/IC50 PKC) –0.8826 –0.7131 –0.6669 –0.6533 –0.5598 1.0000

P388/DOX tumor cell line
∆Tind –1.0000
Tt slope DPPS –0.8594 –1.0000
Tt slope DPPC –0.7744 –0.8729 –1.0000
Log(1/MDRratio) –0.8815 –0.8642 –0.5963 –1.0000
Log(1/IC50 Drug) –0.9307 –0.6278 –0.5686 –0.7319 –1.0000
Log(1/IC50 Drug + DOX) –0.9727 –0.8061 –0.6263 –0.9356 –0.9253 1.0000
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6

Computer Simulation of Phospholipids and Drug–Phospholipid
Interactions

Michael Wiese

The computer simulation of molecules and their properties has a short history com-
pared with experimental methods, and only in recent decades have computer simu-
lations become a widely used tool, particularly in studies of proteins and nucleic
acids. Biomembranes have been investigated less than other classes of biomolecules
for several reasons. Structures derived from X-ray crystallography are usually the
starting point for computational studies. The physiologically relevant phases of
membranes are highly variable and difficult to study experimentally. Thus, only lim-
ited atomic-level structural data are available from X-ray and neutron diffraction
compared with proteins and nucleic acids. In addition, the fluidity of membranes is
important as it determines to a great extent the properties and functions of mem-
branes. Fluidity results from the flexibility of lipids, which can adopt numerous low-
energy conformations. Thus, reliable computer simulation of phospholipids must
include the dynamic nature of lipids, making static models unrealistic. For this rea-
son, simulations of lipids and drug–lipid interactions have in the past attracted far
less attention than the molecular modeling of small molecules and proteins and
their interaction. More recently, however, as increasing computational power has be-
come available, the simulation of lipids has become a rapidly growing field, as evi-
denced by the large increase in related publications.

This chapter will not review all of the published studies, but instead will focus on
examples of computer simulations of phospholipid membrane systems ranging
from simple models through descriptions of lipid and water in full atomic detail to
complex membranes containing small solutes, lipids, and proteins. The chapter is
aimed at medicinal chemists who are interested in drug–phospholipid interactions.
Before discussing the results of different simulations, the currently applied method-
ologies will briefly be described.

6.1

Modeling Strategies for Studying Phospholipids and Drug–Phospholipid Interactions

The first computational investigations of phospholipids were undertaken using
purely statistical methods to describe overall properties. In the 1980s the simulation
of molecules and their behavior using an explicit atomic description was extended to
large systems such as proteins and lipids. To simulate the static and dynamic behav-
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ior of a molecule or an ensemble of molecules, a force field is required to describe
the potential energy of the system as function of the atomic coordinates and to take
into account covalent and non-bonded interactions. Among the available methods
for studying proteins and lipids and their interaction with other molecules, empirical
force fields based on “molecular mechanics” were exclusively used because of their
computational speed. Thus, in the beginning, mostly molecular mechanics methods
were applied to study the interactions of small molecules with phospholipids, result-
ing in static models of conformations and interactions. Simulations of the dynamic
and/or time-averaged molecular properties of phospholipids were hampered mainly
by the limited computational power available. However, shortly afterward came the
first simulations that provided a valuable insight into the macroscopic properties of
membranes at a molecular level.

In the study of the dynamic properties of phospholipids, two main levels of detail
are used: mean field and all-atom representation of the system. Likewise, there are
two main simulation techniques: Monte Carlo (MC) and molecular dynamics (MD)
simulations.

6.1.1

Types of Representation of the Simulated System

6.1.1.1 Mean Field Simulations
At this level, the phospholipid and surrounding water are not included explicitly but
are described by an empirical potential that characterizes partitioning of hydrophilic
and hydrophobic parts of a molecule into the phospholipid. In the simplest way, the
phospholipid bilayer is represented by a lipophilic slab oriented in the x, y-plane and
the potential energy function of the force field is supplemented with a hydrophobic
interaction term (Eq. 6.1):

E = Ebond + Enon-bonded + Ehydrophobic (6.1)

This type of simulation has been often used to study peptide–phospholipid inter-
actions. In these simulations, the hydrophobic term has usually been derived from
hydrophobicity scales of amino acid side chains, but more detailed descriptions
based on the transfer energy from water to a hydrophobic environment and the ac-
cessible molecular surface have also been developed [1, 2]. The hydrophobic contri-
bution then takes the following form:

Ehydrophobic = – a ∑hi f (zi) (6.2)

where a is a scaling term to weight the hydrophobic energy term, and can also be in-
cluded in hi or f(zi) and hi is the hydrophobic contribution of an amino acid side
chain or a group of atoms. hi is positive for hydrophobic groups and negative for hy-
drophilic ones and depends on the hydrophobicity scale employed, which is there-
fore a crucial point in mean field simulations. Most of the currently applied scales as-
sume a single transfer value that can be assigned to each amino acid.

In an attempt to find a better way of considering the interfacial region, molecular
dynamics simulations of different helices were performed in phospholipid environ-
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ment. From the analysis of the amino acid–lipid interaction energies, an extension to
hydrophobicity scales for proteins in an bilayer was derived [3]. The function f(zi)
characterizes the hydrophobicity of the environment in the z-direction. In the sim-
plest case, it is a step function, but more often a type of sigmoidal function is used.
The range of f(zi) determines what kind of interactions are considered by the 
Ehydrophobic term. If it runs from zero to 1, attractive and repulsive contributions are
considered for one of the phases only. A schematic representation of the mean field
model is shown in Figure 6.1. The molecule whose behavior is to be simulated can
be treated as a flexible or rigid body. The system is further evaluated by Monte Carlo
or molecular dynamics simulation.

To refine the mean field representation further, another term that considers the
special properties of the head group region was recently introduced. An additional
dipole potential was included in Eq. 6.1 that accounted for change in dielectric con-
stant across the water–lipid interface from high (in bulk water) to low (in the lipid in-
terior) values [4].

6.1.1.2 All-atom Simulations
In this case, the phospholipids and the surrounding water molecules are treated ex-
plicitly. Thus, this type of simulation provides a much more detailed view at the
atomic level. However, all-atom simulations face some difficulties. First of all, the
choice of force field is of crucial importance. Although several force fields have been
developed for simulation of small molecules or proteins and nucleic acids, no special
force fields have been designed for modeling of phospholipids. For this reason, com-
puter simulations use mostly force fields developed for proteins and nucleic acids.
Of these, the AMBER [5] and CHARMM [6, 7] force fields are very popular and have
been used by several research groups. The GROMOS [8] force field and the consis-
tent valence force field (CVFF), employed in the Discover program [9], are also ap-
plied in many investigations. For calculation of non-bonded interactions, the “opti-

Fig. 6.1 Mean field model of the interaction of
a side chain with a lipid bilayer. The hydropho-
bic contribution of the side chain is multiplied
by a function f(zi), which is shown schematically
on the right. The overall interaction energy is
obtained as sum over all side chains according
to Eq. 6.2.
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mized parameters for liquid systems” (OPLS) parameter set for intermolecular inter-
actions [10] has often been used in conjunction with the above-mentioned force
fields. It soon became apparent that those force fields could reproduce rather good
experimental data related to geometry, order, and short time dynamics. However,
some adaptations of charges and/or other force field parameters were necessary in
some cases in order to obtain more consistent results. In an early simulation, Eg-
berts et al. [11] noticed that the original charges of the GROMOS force field led to a
phospholipid bilayer in the gel state, despite the fact that the simulation temperature
was well above the gel to liquid crystalline phase transition temperature of the stud-
ied phospholipid. The authors scaled down the charges by a factor of 2 and obtained
a system that behaved in the expected manner. In the early literature, many modifi-
cations of original force fields that deal with such empirical corrections are reported.
However, several attempts have also been undertaken to parametrization force fields
systematically in order to better reproduce experimental results for lipids. This in-
volves adjustment of parameters for torsion angles and the Lennard–Jones potentials
and use of high-level ab initio calculations to derive charges. In the early 1990s,
Stouch and coworkers [12–14] published a series of papers on development of pa-
rameter sets including charges for lipid molecules to be used with the CVFF of the
Discover program. New parameters for the simulation of phospholipids have also
been developed for the CHARMM force field. In 1996, a set of potential functions for
saturated phospholipids that led to a better agreement with experimental data was
published [15]. It was further extended to include unsaturated hydrocarbon chains
[16] and recently further refined [17]. In 1998, a new force field was developed based
on the AMBER force field for the simulation of biological systems, including phos-
pholipids. It yields an improved correspondence between the experimental and sim-
ulated polar head group conformations [18]. Owing to the refinements of the force
field parameters that have been undertaken, today simulations of phospholipids
yield systems whose properties are generally in good agreement with available ex-
perimental data.

Another aspect of all-atom simulations is the level of detail of the atomic represen-
tation, e.g. the use of united atoms, in which the hydrogens of methylene and methyl
groups are merged into the central carbon and not explicitly considered, compared to
a true all-atom representation that includes all hydrogens explicitly. A united atom
representation is very attractive, as the number of non-bonded interactions is greatly
reduced, thus speeding up the calculation considerably. However, it has been shown
that with united atoms the calculated diffusion coefficients in the membrane are far
too high [19], making this representation unsuitable for such studies. As computa-
tional power has increased, simulations with explicit hydrogens have become more
and more common. However, there is still interest in united atom representations
for complex systems and long time scales to save computer time. This is reflected by
the ongoing research aimed at improving united atom force field parameters. For
the GROMOS force field, the Lennard–Jones parameters of the united atoms were
adapted in such a way as to give perfect agreement with the experimental density in
a molecular dynamics simulation under constant-pressure conditions [20]. And re-
cently, a united atom force field for phospholipid membranes was developed based
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on the AMBER force field. The torsional parameters were redefined to reproduce
geometry and energy profiles obtained from ab initio calculations of model com-
pounds. In a simulation under constant pressure conditions the developed force
field parameters gave an excellent agreement with the experimental results [21].

6.1.2

Monte Carlo Simulations

Monte Carlo simulations are based on statistical thermodynamics. According to this
theory, a system can be fully described by a weighted sum of all possible configura-
tions. As it is impossible to sample the whole configuration space, even for the small-
est system of interest, approximations must be used. The importance sampling
scheme developed by Metropolis et al. [22] provides such an approximation that con-
verges to the exact solution at infinite number of sampling steps. The starting point
is a set of atomic coordinates representing the initial configuration of the system.
The energy of the system is then calculated according to the employed force field.
Usually, the intermolecular interactions are truncated at some distance, using either
a smoothing function or a simple cut-off. By applying periodic boundary conditions,
an infinite system can be simulated. A random perturbation is applied to the system,
called a Monte Carlo move. This can be a movement of an atom, change in a torsion
angle, rotation of a molecule, or any other move. The energies before (Hold) and after
(Hnew) the perturbation are compared (Eq. 6.3).

∆H = Hnew – Hold (6.3)

If ∆H ≤ 0, the energy is lower than before and the move is accepted. If ∆H 0, the
probability of acceptance, P, is calculated according to the Boltzmann distribution
(Eq. 6.4).

P = e
–∆H
kT (6.4)

where k is the Boltzmann constant and T the temperature of the system. The proba-
bility, P, is compared with a random number, z, generated in the range between zero
and 1. If P > z the move is accepted, otherwise it is rejected.

The possibility of non-physical moves, such as translation and rotation of whole pep-
tides and lipids to sample system configurations, makes Monte Carlo simulations very
effective in systems with mean field approximation of the surrounding environment.
In systems with an atomic-level description of the environment, most of the random
moves result in higher energy owing to the density of neighboring particles that lead to
a high probability of unfavorable steric interactions. Thus the acceptance ratio P/z can
become very small, making the algorithm computationally inefficient.

Static properties of the system are obtained by averaging structural or any other
properties of interest over the sampled configurations. The dynamics of the system
can be simulated by association of the MC steps with an artificial time parameter.
Naturally, the Monte Carlo steps do not correspond to a real time scale and the dy-
namics do not represent physical phenomena.
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6.1.3

Molecular Dynamics Simulations

Molecular dynamics (MD) simulations are the most powerful methods of obtaining
detailed information on the dynamics of phospholipids and the interactions of mole-
cules with phospholipid membranes. The basic principle of MD is to follow the de-
velopment of a system in time. Again, a starting configuration is chosen, then the
system is heated to the desired temperature and simulated for some period of time to
allow equilibration. Finally, the productive phase starts from which dynamic and av-
erage properties of the system are derived. MD simulations are based on Newton’s
law of motion. The position of an atom is obtained by solving this equation for all
atoms as a function of the underlying force field. As this cannot be done analytically
for a multibody system, numerical integration methods have to be employed. Owing
to the fast vibrational motion of the atoms, the integration time step must be small to
avoid errors in the integration. Usually, a time step of 1 fs (10–15 s) is used. To allow
an increase in the time step, the SHAKE algorithm [23] can be used to constrain the
bond lengths of the hydrogen atoms during the simulation. Through this constrain-
ing, the step size of the integration can be increased to 2 fs. Because of the short step
size that can be used in the integration of the equation of motion, the times accessi-
ble to such simulations remain short. Whereas about 10 years ago the simulation
times were in the range of a few hundred picoseconds, they have now increased to
approximately 10 ns. Even with these “long” time simulations, many of the dynamic
motions of lipid bilayers cannot be studied because of their much longer time scale.
Nevertheless, MD simulations have an enormous potential to provide insights into
the structure and function of lipids.

Several experimentally available macroscopic features have been used to validate
the results of MD simulations. Among them are:
• phospholipid surface area;
• electron density distribution across the bilayer normal;
• relationship of trans/gauche/kink conformations in the aliphatic chain as deter-

mined by FTIR;
• orientation of the individual methylene fragments of the aliphatic chain, described

by the order parameter as obtained from 2H-NMR measurements.
The order parameters are mostly used to judge the correspondence of the obtained

results to the experiment. Three different kinds of order parameters are used in the
literature to characterize the conformational state of the lipid alkyl chains. The first is
SCD, which can be obtained directly from the quadrupolar splitting of selectively
deuterated phospholipids by NMR. SCD is related to the observed quadrupolar split-
ting by Eq. 6.5:

∆ν = 3/4 × constant × SCD (6.5)

where “constant” denotes the static deuteron quadrupolar coupling constant (see
chapter 3.8) for which different values have been determined and used in calculation
of SCD. In the pioneering work of Seelig and Seelig [24] a value of 170 kHz was used
for hydrocarbon chains, while a slightly smaller value of 167 kHz was determined in
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ref. 25, and a value of 180 kHz was applied in ref. 84 for estimation of the agreement
between simulation and experiment.

In simulations, SCD is calculated according to Eq. 6.6:

SCD = 12 <3cos2 θ – 1> (6.6)

where θ is the angle between the CD bond vector and the bilayer normal and the
brackets denote averaging over time and over all the lipids. The values of SCD are as-
sumed to be negative, based on experimental and theoretical reasoning. They can
range from –0.5 for a fully ordered chain in all-trans conformation to zero for a chain
undergoing isotropic rotation. Typical values of SCD for lipid bilayers in the fluid
phase are about –0.2 at the top of the fatty acid chain and close to zero in the termi-
nal methyl groups. Values of SCD for the sn-2 chains of dilaureoylphosphatidyl-
choline (DLPC), DMPC, and DPPC at different temperatures are tabulated in ref. 26.
In Tables 6.1 and 6.2 the SCD values for the sn-1 and sn-2 chains of DMPC are sum-
marized as collected from the literature. Table 6.3 presents experimental order pa-
rameters of DPPC.

The second order parameter is termed “average alkyl chain order”, Smol. It is calcu-
lated in the same way as SCD, with the difference that the angle θ is taken between
the long molecular axis and the bilayer normal. It is related to SCD by Eq. 6.7:

Table 6.1 |SCD| order parameters as a function of temperature and position
in the sn-1 chain of DMPC. The values were calculated from the quadrupolar
splittings taken from ref. 100, using a deuteron quadrupolar coupling
constant of 167 kHz according to ref. 101

Carbon
Temperature (K)

293 298 303 308 313 318 323 328 333

Pure DMPC
2-6 0.242 0.217 0.201 0.187 0.180 0.173 0.165 0.159
7 0.241 0.208 0.188 0.173 0.166 0.155 0.145 0.141
8 0.241 0.201 0.180 0.168 0.159 0.147 0.137 0.129
9 0.221 0.182 0.161 0.149 0.141 0.130 0.119 0.114
10 0.209 0.167 0.148 0.133 0.125 0.116 0.107 0.100
11 0.182 0.148 0.129 0.116 0.110 0.102 0.094 0.088
12 0.157 0.124 0.110 0.099 0.093 0.087 0.079 0.075
13 0.117 0.092 0.080 0.073 0.068 0.063 0.059 0.056
14 0.034 0.027 0.025 0.021 0.020 0.018 0.017 0.015

In the presence of 30 mol% cholesterol
2-8 0.453 0.438 0.417 0.402 0.384 0.369 0.357
9 0.429 0.413 0.398 0.382 0.368 0.351 0.339
10 0.413 0.395 0.377 0.357 0.339 0.328 0.316
11 0.379 0.359 0.339 0.321 0.299 0.285 0.271
12 0.323 0.305 0.285 0.267 0.253 0.239 0.229
13 0.248 0.232 0.212 0.198 0.187 0.177 0.169
14 0.066 0.063 0.058 0.054 0.052 0.049 0.046
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Smol = –2 × SCD (6.7)

For a chain parallel to the bilayer, normally Smol = 1 and decreases to zero for a ful-
ly unordered, isotropic chain. For a chain oriented parallel to the bilayer the value of
Smol is –0.5.

The third order parameter, SCC, corresponds for a carbon n to the direction of the
Cn–1–Cn bond and is calculated from experimentally available SCD values. In contrast
to SCD, it shows a marked odd–even dependence in the liquid crystalline state. From
SCC it is also possible to calculate the average length of the alkyl chain [26].

Several factors can be of crucial importance for the outcome of a MD simulation:
starting structure, equilibrium time, boundary conditions, long-range electrostatics
and non-bonded cut-off, and the kind of system that is simulated.

6.1.3.1 Starting Structure,, and Equilibrium Time
Conformations based on the few available X-ray structures of phospholipids in the
crystalline state, generated from energy minimization or from conformational li-
braries of phospholipid alkyl chains, have been used as starting structures for the
simulation. It has been argued that the latter is preferable in order to save time nec-
essary for equilibration when starting from all-trans conformations of the alkyl
chains observed in X-ray structures. To build up the configuration of the system, e.g.
the lateral positions of the phospholipids, either crystal structure data or programs

Tab. 6.2 |SCD| order parameters as a function of temperature and position
in the sn-2 chain of DMPC

Carbon
Temperature (K)

296a 298b 303a 308a 313a 318a 323a 328a 333a 298c, d 298b, d

2R 0.096 0.088 0.094 0.094 0.094 0.093 0.093 0.093 0.093 0.130 0.127
2S 0.162 0.158 0.147 0.141 0.137 0.133 0.130 0.128 0.126 0.258
3 0.236 0.232 0.221 0.212 0.204 0.198 0.193 0.190 0.189 0.374 0.365
4 0.248 0.239 0.232 0.220 0.212 0.204 0.196 0.190 0.185 0.433 0.389
5 0.250 0.232 0.220 0.212 0.204 0.196 0.190 0.185 0.433
6 0.252 0.251 0.234 0.222 0.212 0.204 0.196 0.190 0.185 0.433 0.420
7 0.250 0.230 0.216 0.206 0.198 0.192 0.185 0.179 0.433
8 0.244 0.230 0.224 0.210 0.199 0.190 0.181 0.173 0.165 0.433 0.419
9 0.230 0.208 0.198 0.184 0.174 0.168 0.160 0.154 0.433
10 0.213 0.210 0.190 0.176 0.164 0.156 0.146 0.140 0.134 0.433 0.402
11 0.194 0.204 0.177 0.161 0.154 0.148 0.132 0.126 0.122 0.398 0.384
12 0.170 0.187 0.150 0.139 0.129 0.121 0.114 0.107 0.101 0.354 0.354
13 0.141 0.157 0.121 0.111 0.102 0.096 0.089 0.086 0.078 0.294 0.289
14 0.037 0.031 0.027 0.025 0.023 0.019 0.018 0.018 0.078

a) Data from ref. 26.
b) Data from ref. 103.
c) Data from ref. 102.
d) DMPC + 30 mol % cholesterol.
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for placement of adjacent lipids at energetically feasible positions and orientations
have been applied. The system is heated to the desired temperature for several pi-
coseconds and then equilibrated until some system variables no longer change. Fac-
tors that are most used to judge the status of the simulation include energy, temper-
ature, and surface area per lipid. Although in almost all studies, the system is termed
“equilibrated” after about 100–200 ps, a recent investigation shows that the equili-
bration of the lipid orientation about its long axis has a relaxation time of about 1.5
ns. The authors concluded that about three relaxation times are necessary (leading to
a required simulation time of 4.5 ns) for the full equilibration of reorientation
around the molecular long axis [27]. As this is far longer than earlier simulation
times, these systems are better termed “nearly equilibrated” rather than “equilibrat-
ed”. In the same study, a united atom representation was found to be inadequate as
it never yielded correct values for both the order parameter and the surface area per
lipid simultaneously.

Tab. 6.3 |SCD| order parameters as a function of temperature and position in the 
sn-1 and sn-2 chain of DPPC

Temperature (K)

314asn-2 314c 317asn-2 323bsn-1 323asn-2 323c 330asn-2 330c 338asn-2

Carbon
2Rd 0.100 0.113 0.099 0.097 0.096 0.100 0.097 0.096
2Sd 0.153 0.185 0.144 0.142 0.153 0.133 0.136 0.128
2 0.240 0.282 0.217 0.209
3 0.218 0.218 0.212 0.266 0.203 0.209/0.185 0.193 0.191/0.177 0.184
4 0.241 0.242 0.230 0.289 0.217 0.217 0.198 0.208 0.187
5 0.241 0.236 0.230 0.284 0.217 0.209 0.198 0.193 0.187
6 0.241 0.230 0.286 0.217 0.198 0.187
7 0.241 0.230 0.274 0.217 0.198 0.187
8 0.241 0.229 0.269 0.217 0.193 0.187
9 0.232 0.237/0.221 0.216 0.256 0.205 0.193 0.186 0.172 0.178
10 0.227 0.221/0.216 0.212 0.249 0.190 0.183 0.174 0.162 0.160
11 0.217 0.201 0.236 0.179 0.162 0.146
12 0.200 0.178 0.181 0.226 0.162 0.146/0.136 0.145 0.123 0.128
13 0.185 0.166 0.207 0.147 0.133 0.118
14 0.155 0.158/0.142 0.137 0.190 0.122 0.119/0.106 0.107 0.097 0.096
15 0.123 0.119/0.098 0.110 0.143 0.098 0.089/0.077 0.087 0.077/0.067 0.076
16 0.033 0.029 0.026 0.023 0.020

a) Data from ref. 26.
b) Data from ref. 104.
c) Splittings were not assigned to individual alkyl chains. SCD values were calculated

from splittings reported in ref. 24, using a deuteron quadrupolar coupling constant of
167 kHz according to ref. 101.

d) proR and proS positions according to ref. 105.
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6.1.3.2 Boundary Conditions
Though the systems that are simulated by MD consist of several thousands to tens of
thousands atoms, they are still very small on the macroscopic scale. Thus, the simu-
lated system is surrounded by a vacuum. This leads to the so-called “boundary ef-
fects”, i.e. deviations of the behavior of molecules at the border of the simulated sys-
tem from those in the center. In the worst case, the system will evaporate just like a
water drop in a vacuum. To tackle this problem, two strategies are mainly used:
some restraint of the movement of the outermost atoms (stochastic boundary condi-
tions) or periodic boundary conditions. Restraint can be achieved by surrounding the
system with repulsive walls or by restraining the outermost atoms to their starting
position by a harmonic force. The stochastic boundary conditions do not simulate
the effectively infinite bilayer system, and it has been argued that they may inhibit
chain tilting of the boundary lipids, which would affect tilting of the rest of the phos-
pholipids.

Periodic boundary conditions are in some way “natural” for the membrane, as
they emulate an effectively infinite system. In this case, copies of the simulated sys-
tem are put aside in each direction and the interaction of a molecule with its sur-
rounding is calculated from both the cell and the images surrounding the simulated
system. To prevent spurious contributions, non-bonded cut-offs that are shorter than
half the size of the simulated box must be used. The size and geometry of the simu-
lated cell can be set or made variable depending on the type of system that is simu-
lated (see below). Although computationally more expensive, in recent years almost
all simulations have been performed using periodic boundary conditions as the ef-
fects of restraints on the rest of the system are difficult to analyze in simulations with
stochastic boundary conditions.

6.1.3.3 Long-range Electrostatics and Non-bonded Cut-off
To speed up the calculation, non-bonded interactions between two atoms or groups
are usually ignored if the distance between them is larger than a predefined maxi-
mum, the cut-off value. For van der Waals interactions, a cut-off distance of 8 Å has
been shown to be sufficient, owing to the fast decline of the Lennard–Jones potential
with increasing distance. However, in the case of electrostatic interactions, such a
short cut-off distance can lead to artifacts in the simulation because of their long-
range nature. In principle, electrostatic interactions can be fully considered with in-
finite cut-off using the Ewald summation. As this technique is very costly from a
computational point of view, it is rarely used for large systems like phospholipids.
Only since the development of the fast particle mesh Ewald summation algorithm
[28, 29], have electrostatic interactions been treated throughout the whole system in
several simulations. However, nowadays most MD simulations use a cut-off for elec-
trostatics that is set to larger distances to minimize possible artifacts due to the trun-
cation of long-range electrostatic interactions. The perturbing effect of cut-offs that
are too short has been known for a long time. For example, in several simulations of
pure water, perturbations in the orientational structure were observed compared
with the results obtained when the electrostatics were fully considered via the Ewald
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summation technique. In addition, the radial structure of water around a chloride
ion was found to differ between simulations using a cut-off in the range of 8–10 Å in
contrast to infinite cut-offs. To circumvent the truncation of interactions by a cut-off,
switching functions have been employed that smooth electrostatic interactions with-
in a distance range to zero. But their use has also been questioned [30].

The effect of the cut-off distance on the behavior of water in a phospholipid–water
system has been studied in detail with an extensive series of MD simulations [31].
The system consisted of a dimyristoylphosphatidylcholine (DMPC) monolayer of 18
DMPC molecules covered by a water layer of approximately 60 Å thickness. An all-
atom representation with flexible water molecules was used. Two-dimensional peri-
odic boundary conditions were employed in the plane of the monolayer, while the
water molecules furthest away from the lipid layer were restrained by a repulsive
wall. Two cut-offs were used: a “long” one for interactions involving the head groups
of the phospholipids and a “short” one for all other interactions (water–water, wa-
ter–hydrocarbon, hydrocarbon–hydrocarbon). In the initial simulation, 14 Å was
chosen for the “long” cut-off, and 10 Å for the “short” one. Although these values are
considerably higher than 8 Å, which has been often used, a strong dependence of the
water behavior on the distance from the phospholipids was observed. The average
number of hydrogen bonds per water molecule was less than 3 close to the head
group region and increased to more than 3.5 near the repulsive wall (Figure 6.2). In
addition, the average movement of the water molecules showed an unexpected be-
havior. Near to the phospholipid it was 20–25% larger than in bulk water (Figure
6.3). Increasing the “long” cut-off led to a more uniform behavior of the water mole-
cules across the water layer and the movement close to the head groups became less
than in bulk water. Only at cut-off values of 24 Å and larger did the behavior of the
water molecules converge. A noticeable, but much smaller, effect on the water struc-
ture was observed if the “small” cut-off was increased from 10 to 14 Å. The structure
of the water close to the head group of the phospholipid was also influenced by the
cut-off. With increasing cut-off, the hydration shells of the phosphate and trimethyl-
ammonium groups were more sharply defined, and for the phosphate group a third
hydration shell became evident when the large cut-off was used [32]. The authors

Fig. 6.2 Effect of different “long”
cut-offs on the average number of
H-bonds formed by water mole-
cules as a function of distance
from the bottom of the simulated
systems: solid line, 14 Å; dashed
line, 18 Å; dash dot line, 30 Å. The
lipids reside in the region below
the dotted line at 47.5 Å and the
dotted line at 89 Å represents the
cut-off of the boundary wall force.
(Adapted from Fig. 6 of ref. 31
with permission from the Ameri-
can Institute of Physics).
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concluded that, to avoid artifacts, the inclusion of long-range electrostatic interac-
tions is necessary for simulations of systems, such as phospholipids, in which the
electrostatics make an important contribution.

The influence of a cut-off relative to the full treatment of electrostatic interactions
by Ewald summation on various water parameters has been investigated by Feller et
al. [33]. These authors performed simulations of pure water and water–DPPC bilay-
ers and also compared the effect of different truncation methods. In the simulations
with Ewald summation, the water polarization profiles were in excellent agreement
with experimental values from determinations of the hydration force, while they
were significantly higher when a cut-off was employed. In addition, the calculated
electrostatic potential profile across the bilayer was in much better agreement with
experimental values in case of infinite cut-off. However, the values of surface tension
and diffusion coefficient of pure water deviated from experiment in the simulations
with Ewald summation, pointing out the necessity to reparameterize the water mod-
el for use with Ewald summation.

6.1.3.4 Kind of Simulation System
Another parameter that can have a great influence on the results obtained is the type
of the simulation performed. Generally, simulations are carried out at constant par-
ticle number (N). The volume (V) and energy (E) of the simulated system can be held
constant, leading to a so-called NVE, or microcanonical, ensemble. When the vol-
ume and temperature are held constant, this yields a canonical or NVT ensemble. In
both cases, the size of the simulated system is chosen in such a way as to represent
the desired state of the phospholipid, mostly the liquid crystalline Lα phase. The sur-
face per lipid and the thickness of the bilayer are set based on experimental values
and remain unchanged during the simulation. Therefore, the system is not able to
adjust its size and thickness.

To achieve the desired flexibility of the system a constant pressure is applied in
one or more directions, allowing the size of the simulated system to change. Three

Fig. 6.3 Effect of different
“long” cut-offs on average
movement of water mole-
cules as a function of dis-
tance from the bottom of the
simulated systems: solid line,
14 Å; dashed line, 18 Å; dotted
line, 26 Å; dash dot line, 30 Å.
The lipids reside in the region
below the dotted line at 47.5
Å, and the dotted line at 89 Å
represents the cut-off of the
boundary wall force. (Adapted
from Fig. 8 of ref. 31 with per-
mission from the American
Institute pf Physics).
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basic classes have been used: constant normal pressure along the bilayer normal
with fixed surface area (NPAT), constant pressure in all directions (NPT), and con-
stant pressure along the bilayer normal with constant surface tension in direction of
the bilayer (NPγT). The first simulation protocol provides some flexibility but allows
only the thickness of the bilayer to be adjusted, whereas the other two schemes allow
the simulation cell to adapt fully during the simulation. Simulations of DPPC using
NPAT conditions have been performed for four different surface areas per phospho-
lipid (59.3, 62.9, 65.5, and 68.1 Å2) to study the influence of the surface area on the
behavior of the simulation [34]. By comparing the available structural information on
hydrated DPPC in the fluid Lα phase with values calculated from the simulation, the
authors found that with a surface area of 62.9 Å2 the experimental deuterium order
parameters and electron density profiles could be most closely reproduced. With a
surface area of 65.5 Å2 the agreement with the experiment was slightly worse, while
the lowest and highest surface areas resulted in strong deviations from the experi-
ment. Very recently, the same strong influence of the chosen surface area on the cal-
culated order parameter of the alkyl chains has also been reported in a series of sim-
ulations involving a phospholipid–detergent mixture [35]. These investigations im-
pressively show the importance of a correctly chosen surface area for the perform-
ance of MD simulations under NPAT and NVT conditions. A thorough discussion of
the thermodynamics of interfacial systems such as bilayers and the problems in-
volved in constant pressure simulations is given in ref. 36.

The result of simulations employing NPT and NPγT conditions depends strongly
on the balance of attractive and repulsive forces that result from the force field used
to yield realistic areas and densities. In a number of studies with ab initio-derived
charges, the simulated system behaved as if it was in a gel state, with much smaller
surface area of the phospholipids and higher order parameters than experimentally
determined, despite the fact that the temperature was well above the phase transition
temperature. The expected fluid crystalline state could only be achieved by scaling
down the charges of the phospholipids [11, 37]. In a simulation that used semiem-
pirical charges, the fluid crystalline state was observed without modification of the
charges [38].

The explicit inclusion of the surface tension (NPγT) leads to anisotropic pressures
along and perpendicular to the membrane. In such a simulation, the liquid crys-
talline state emerged spontaneously from the gel-state X-ray structure that served as
starting point [39]. Although the thickness of the membrane was in good agreement
with experimental data, the surface area per phospholipid was approximately 57 Å2,
corresponding to the low boundary of the experimental values estimated for DPPC
(58–71 Å2). Nevertheless, many experimental measures of the structure of fluid
membranes have been found to be in good agreement with values calculated from
the simulation. Based on these encouraging results, this simulation protocol has
been claimed to be superior.

The superiority of NPγT over NPAT simulations has also been claimed in a more
recent 120-ps simulation of monolayers of different phospholipids, based again on
the agreement of calculated order parameters with experimental data [40]. However,
it was also observed that the surface area of the phospholipids did not deviate much
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from its starting value. To investigate this further, another simulation was per-
formed in which the surface tension deviated significantly from the experimentally
measured pressure. Despite this difference, no significant change in the surface area
was found, implying that this type of simulation was sensitive to the starting condi-
tions. This result can be understood by taking into account the short simulation time
of only 120 ps and results from other longer simulations described below, showing
that the adaptation of the surface area needed considerable time.

The dependence of the calculated surface pressure on other system variables has
been investigated too. In simulations applying NPAT conditions, it was demonstrat-
ed that the calculated surface tension was somewhat insensitive to changes in the
surface area of up to 8 Å2 [35]. And Feller and Pastor [41] found that in MD simula-
tions with fixed surface area the calculated surface tension was dependent on the
number of phospholipids. The surface tension increased with decreasing system
size with values of 33.5, 39.2, and 57.2 dyn/cm for systems of 72, 32, and 18 lipids re-
spectively.

The effect of the applied surface tension on several properties, such as surface area
and molecular order parameters, was investigated by the same authors in a series of
longer simulations [42]. The applied surface tension was found to have a strong in-
fluence on calculated surface areas per lipid and molecular order parameters, with a
surface tension in the range 35–45 dyn/cm yielding values in closest agreement with
the experiment. Notable is the large variation in surface area in two repeated simula-
tions performed at surface tensions of 35 and 50 dyn/cm, and the small difference
when going from γ = 40 to 45 dyn/cm (Table 6.4). The surface areas tended to change
from the starting value of 62.9 Å2 over the whole simulation time of 1 ns, suggesting
that equilibrium was probably not reached even after 1 ns. From the drift in surface
areas, the authors estimated that simulation times of about 10 ns would be necessary
to reach equilibrium. These investigations explain the insensitivity of surface area to
surface tension reported from the short 120-ps simulation described above [40]. No
significant differences were observed comparing NPAT with the corresponding
NPγT simulation for molecular order parameters, lateral diffusion, and other para-
meters.

Tab. 6.4 Comparison of mean surface areas
per DPPC molecule as function of applied
surface tension. Data taken from ref. 42

γ (dyn/cm) Surface area (Å2)

0 54.3
35 58.9
35 61.9
40 66.4
45 64.7
50 75.8
50 69.0
55 66.6
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Thus, the preferred ensemble for use in MD simulations is still open and contro-
versial. A detailed discussion on the advantages and disadvantages of the different
simulation ensembles is given in refs. 43 and 44.

6.2

Computer Simulations with Phospholipids

Various dynamic processes have been investigated using computer simulations of
phospholipids. These include the dynamics of the alkyl chain movement of the phos-
pholipid, the structure of water at the interface, diffusion of small molecules, inter-
actions of phospholipids with water, drugs, peptides, and proteins, and the effect of
unsaturation or the presence of cholesterol on the phospholipid conformation.

6.2.1

Distribution of Solutes

The distribution of solutes in the interface between water and membranes is of great
theoretical and practical interest. Several investigations have been undertaken to ex-
plore this phenomenon on a theoretical basis. The models employed differed largely
in the level of detail at which the molecular structure was explicitly considered. In
the simplest approach, the interface was treated by a mean field with an instanta-
neous change from bulk water to bulk lipid phase. A more general set of mean field
approaches approximated the lipid–water interface by a gradual change from high to
low dielectric medium and/or hydrophobic interaction forces. Sanders and
Schwonek [45] developed an empirical energy function to describe solute interac-
tions in the water–phospholipid interface that yielded good correspondence between
calculated and experimental values for several investigated properties. In this model.
the dielectric constant varied from 78.5 in water to 2 in the membrane in a sigmoidal
fashion, as shown in Figure 6.4 and given by Eq. 6.8  for inside the lipid (z < 0) and
in Eq. 6.9 for the watery phase (z ≥ 0):

Fig. 6.4 Local dielectric con-
stant, εcurrent, calculated ac-
cording to Eqs. 6.8 and 6.9
[45].
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(6.8)

and

(6.9)

Here z0 was set to 3.85, so that the midpoint of the change from low to high dielectric
was at z = 0, and A was set to 4.63, based on results from neutron diffraction studies.

Hydrophobic interactions were considered by atomic fragment values based on
those of Viswanadhan et al. [46] and refitted for hydrocarbons to better reproduce log
P values of hydrocarbons. Additionally, hydrogen bond donor and acceptor parame-
ters taken from ref. 47 were applied. The fragment values, together with the hydro-
gen bond parameters, are listed in Table 6.5. Empirical correction factors for the
number of carbon atoms were introduced to reproduce differences in partitioning in
the systems octanol–water and hydrocarbon–water, leading to Eq. 6.10 for the inter-
action energy of an atom in the interface. It should be noted that the interaction en-
ergy was calculated only for values of εcurrent in the range 2–10, corresponding to hy-
drocarbon and octanol respectively.

Gint = + × 2.3RT(3.4α + 1.96β + 0.091Nc + 0.31NCX + 0.045NAr)(6.10)

where Po is the atomic fragment value, εcurrent is the distance-dependent dielectric
constant (Figure 6.4), α is the hydrogen bond acceptor constant, and β is the hydro-
gen bond donor constant. NC denotes the number of Csp3 carbons to which no het-
eroatom is attached, NCX is the number of Csp3 carbons to which a heteroatom is at-
tached, and NAr is the number of aromatic carbons.

Partition energies for the solutes were obtained from the difference of Gint in water
and organic solvent according to Eq. 6.11. Where Σ GH2O and Σ Gnonpolar solvent are the
interfacial energies from Eq. 6.10 for the solute placed in water (ε = 78.5) and in the
apolar phase (whith ε = 10 for octanol and ε = 2 for hydrocarbon).
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Fig. 6.5 Experimental vs. cal-
culated partitioning energies
into octanol using Eq. 6.10
for 65 test solutes. Data taken
from ref. 45.
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Atom typea, b Atomic hydro- α β
phobicity

CH3R –0.6771 0 0
R-CH3

c) 0.8690 0 0
CH2R2 –0.4873 0 0
R-CH2-R

c) 0.5800 0 0
CHR3 –0.3633 0 0
R3CHc) 0.1810 0 0
CR4 –0.1366 0 0
CH3X –1.0824 0 0
CH2RX –0.8370 0 0
CH2X2 –0.6015 0 0
CHR2X –0.5210 0 0
CHRX2 –0.4042 0 0
CHX3 0.3651 0 0
CR3X –0.5399 0 0
CR2X2 0.4011 0 0
CRX3 0.2263 0 0
CX4 0.8282 0 0
=CH2 –0.1053 0 0
=CHR –0.0681 0 0
=CR2 –0.2287 0 0
=CHX –0.3665 0 0
=CRX –0.9188 0 0
=CX2 –0.0082 0 0
Ar R-CH-R 0.0068 0 –0.017
Ar R-CR-R 0.1600 0 –0.017
Ar R-CX-R –0.1033 0 –0.017
Ar R-CH-X 0.0598 0 –0.017
Ar R-CR-X 0.1290 0 –0.017
Ar R-CX-X 0.1652 0 -0.017
Ar X-CH-X 0.2975 0 –0.017
Ar X-CR-X 0.9421 0 –0.017
Ar X-CX-X 0.2074 0 –0.017
R-(C=X)-R 0.0956 0 0
Ar-(C=X)-R –0.1116 0 0
R-(C=X)-X 0.0709 0 0
H-C0

sp3 0.4418 0 0

Atom typea, b Atomic hydro- α β
phobicity

H-C1
sp3 0.3343 0 0

H-C2
sp3 0.3161 0 0

H-C3
sp3 –0.1488 0 0

H-C0
sp2 0.3343 0 0

H-C1
sp2 0.3161 0 0

H-C2
sp2 –0.1488 0 0

H-OR –0.6200 –0.31 0
H-NHR –0.3260 –0.025 0
H-NR2 –0.3260 –0.025 0
H-S –0.3260 –0.025 0
(C=O)N-H –0.3260 –0.25 0
(C=O)O-H –0.3260 –0.55 0
Ar-OH –0.3260 –0.61 0
Ar-NH –0.3260 –0.13 0
H-αC 0.2099 0 0
H-C0

sp3-CX 0.3695 0 0
H-C0

sp3-CX2 0.2697 0 0
H-C0

sp3-CX3 0.3647 0 0
R-O-H –0.0804 0 –0.51
X-Csp3-C-OH –0.5680 –0.32 –0.48
(C=O)-O-H 0.4860 0 –0.15
Ar-O-H 0.4860 0 –0.23
R-(C=O)-R –0.3514 0 –0.48
R-(C=O)-O –0.3514 0 –0.30
R-(C=O)-N –0.3514 0 –0.45
R-O-R 0.1720 0 –0.47
R-(C=O)-O-R 0.2712 0 –0.15
R-NH2 0.1187 0 –0.68
R2-NH 0.2805 0 –0.70
R3-N 0.3954 0 –0.68
Ar-NH2 0.3132 0 –0.50
Ar-NHR 0.4238 0 –0.50
Ar-NR2 0.8678 0 –0.50
R(C=O)-N –0.0528 0 –0.33
Ar N –0.1106 0 –0.42

Tab. 6.5 Atomic fragment values and hydrogen bond donor and acceptor
values used in the simulation of drug-octanol and drug-membrane partition-
ing. Values are taken from ref. 45

a) Atoms for which parameters apply are underlined. Where more than
one atom is underlined, the parameters apply to the entire group.

b) R, any group linked through carbon; X, hetero atom; Ar, aromatic. For
Cn

sp3 and Cn
sp2, n is the oxidation number, defined as the number of

bonds to hetero atoms with double bonds counting twice.
c) Aliphatic group parameters apply to carbon atoms separated by at least

three bonds from the nearest hetero atom, or two or more bonds from
the nearest carbonyl, aromatic, or alkenyl carbon.
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(6.11)

For a number of solutes, the partition coefficients in octanol could be well repro-
duced by Eq. 6.11 (Figure 6.5), as could the differences in the partitioning between
octanol–water and hydrocarbon–water systems. A relatively large difference of 1.7
kcal/mol between experimental and calculated values was observed only for glycerol,
which has a low partition coefficient in octanol and a far lower one in hexane (Figure
6.6). Experimental partitioning energies for various solutes between water and phos-
phatidylcholine bilayer were also well reproduced within the experimental error.

To further validate their approach, the authors performed a 4.8-ns MD simulation
of β-hexylglucopyranoside within the simulated interface. The conformational pref-
erences obtained were in fairly good agreement with those derived from NMR exper-
iments. Although the 13C dipolar coupling constants could not be reproduced quan-
titatively, their signs agreed with the experiment, showing the power of the mean
field approximation.

Xiang and Anderson [48] proposed a statistical mechanical theory that relates dis-
tribution properties of solutes within the interface to the size, shape, and orientation
of the solute and the structure of the interface. In this model, the lateral pressure as
obtained from a MD simulation and solute–solvent interaction parameters were
used to calculate distributions in the interface.

 
∆G G Gcalc H O nonpolarsolvent. = −∑ ∑

2

Fig. 6.6 Experimental vs. cal-
culated partitioning energies
into hexane using Eq. 6.10 for
49 test solutes. Data taken
from ref. 45.

Fig. 6.7 Chemical structures of PC and decanoate ligands used in the sim-
ulation of an IAM.PC surface.
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The behavior of IAMs, which are used in partitioning studies (see Chapter 2), has
been investigated by MD simulation [49]. The simulated system was similar to a pre-
viously synthesized IAM surface, but differed from the commercially available
IAM.PC in some respects. The covalently attached phospholipid was an ether analog of
PC with only one long alkyl chain and a methyl group in the sn-2 position. The system
consisted of 36 of these ether lipids and seven decanoyl moieties, all attached to silica
propylamine (Figure 6.7). The decanoate was included in a ratio that corresponded to
that experimentally observed after end capping of the IAM surface. For the placement
of the lipids, an energy minimization procedure was applied. The ether lipids were rep-
resented by point charges of +5 and the decanoates by +1, which were initially ran-
domly placed on a square of 54 × 54 Å. The system of repulsive point charges was then
energy minimized to give the final positions at which the silica methyl groups were
fixed. In this way, a maximal distribution of the alkyl chains was achieved.

During a 250-ps simulation, the structure of the water and the order of the alkyl
chains were investigated. The distribution of the functional groups in the head group
region was found to be very similar to that obtained from a simulation of a fluid
POPC membrane. In addition, the distribution of water in the interfacial region was
the same. In both cases, water penetrated into the membrane up to the C-1 carbon of
the alkyl chains. As expected from the covalent attachment, the order parameters of
the lipid ether alkyl chain were higher than in a fluid membrane. However, the order
of the decanoate ligands was much lower, showing that the anchoring of the chains
was not responsible for this effect. A detailed analysis of the trans/gauche ratio showed
that the decanoates behaved like unconstrained alkyl chains, whereas for the PC lig-
ands an increase in trans conformations was evident, pointing to a restriction of their
movement. The similarities found between simulation and experimental findings
show that they are useful tools to explose the behavior of IAMS theoretically.

6.2.2

Mechanism of Diffusion through Phospholipid Membranes

The experimentally observed permeation range of small molecules through phos-
pholipid membranes is very large and varies by several orders of magnitude, ranging
roughly from 101 to 10–6 cm/s. Permeability depends on both the solubility in the
membrane and the diffusion across it. Experimentally, it has been shown that the
size dependence differs for very small solutes (molecular weight < 50) and larger
solutes with molecular weights in the range of 50–300. In the case of larger solutes,
a size dependency according to the Stokes–Einstein equation was observed if the per-
meabilities were corrected for hydrophobicity, but for very small solutes a much
steeper dependence was found. Thus, different mechanisms of diffusion were pro-
posed: a “hopping” mechanism for very small solutes and “normal” diffusion for
larger solutes. Several MD simulations have been performed in order to obtain a bet-
ter understanding of the mechanisms of diffusion of solutes of varying size.

It should be noted in advance that the time required for a penetrating molecule to
diffuse through the membrane is much longer than can be simulated. Therefore, in
all simulations special techniques have been used to estimate the diffusion rate.



310 6 Computer Simulation of Phospholipids and Drug-Phospholipid Interactions

The first atomic level molecular dynamics simulation was reported in 1993 [50].
The diffusion of benzene through a bilayer membrane composed of DMPC was in-
vestigated. The system consisted of 36 DMPC molecules arranged in a bilayer and
hydrating water. In three simulations a single benzene molecule was inserted at dif-
ferent positions and in a fourth four benzene molecules were inserted into the mem-
brane to increase the sampling statistics. The temperature was 320 K, well above the
phase transition temperature of DMPC yielding a fluid crystalline state, and simula-
tion times were in the range of 500–1000 ps. The properties of these systems were
compared with an unperturbed membrane simulated under the same conditions.
While no change in membrane thickness was observed, slight changes in other pa-
rameters were observed as a function of benzene concentration. The order parame-
ters of the carbons near the carbonyl group decreased, but no consistent effect of
benzene on this parameter was found further away. Controversially, the number of
gauche conformations was slightly reduced and the conversion of trans- to gauche
conformations was lower, pointing to a rigidifying of the membrane. Diffusion coef-
ficients were calculated from the mean-squared displacement of the benzene mole-
cules and were found to vary according to the position within the membrane, being
higher in the center. It was found that the benzene molecules showed no uniform
movement; instead, jumps occasionally occurred, leading to movements over 5–8 Å
in a very short time of 5 ps. The benzene molecules near the bilayer center exhibited
larger and more frequent jumps. A detailed analysis of the trajectories showed that
the jumps were mediated by concerted movements of the alkyl chains of the phos-
pholipids, which opened a way between two voids, allowing the benzenes to make
jumps between the two voids. As a consequence the average diffusion rate in the cen-
ter of the bilayer was about 3 times larger than in the head group region. An addi-
tional simulation of benzene in a hydrocarbon consisting of unoriented tetradecane
yielded diffusion coefficients intermediate between those near the head group and
those near the center of the bilayer (Table 6.6).

Although some benzene jumps were also observed in the hydrocarbon, they were
smaller than those observed for benzene molecules near the center of the bilayer,

Tab. 6.6 Comparison of diffusion of benzene molecules in DMPC as function of location and in
tetradecane. Data taken from ref. 50

Diffusion rate Most common
(10–6 cm2/s) location

Benzene in phospholipid
simulation no.

2 2.7 Moves between different regions
4 (molecule A) 2.1 Moves between different regions
3 1.4 Resides near carbonyl or head group region
4 (molecule B) 1.3 Resides near carbonyl or head group region
1 4.0 Resides in center of bilayer
4 (molecule C) 3.8 Resides in center of bilayer
4 (molecule D) 4.6 Resides in center of bilayer

Benzene in tetradecane 1.9
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and no movements greater than 5 Å occurred. However, on average, they were larger
than those found for benzenes near the head group region. The results obtained
show that the diffusion of non-polar molecules such as benzene within a membrane
is not uniform and differs from that in bulk hydrocarbons.

The simulation with four inserted benzene molecules was extended to study the in-
fluence of temperature on the position and movement of the benzene molecules [51].
At different temperatures, the benzene molecules appeared to favor different regions
of the bilayer. At the lowest temperature studied (310 K) the benzenes moved to the
center of the bilayer, while at 340 K they resided mostly near the head group region. To
study the size dependence of diffusion of non-polar molecules, comparative simula-
tions with the smaller methane and the larger adamantane molecules were performed
[52]. As in the case of benzene, the diffusion rate of methane was found to be larger in
the center of the bilayer than in the head group region, again caused by jumps between
different voids in the bilayer. This effect was even more pronounced in case of the
smaller methane, leading to a four- to sixfold higher diffusion in the bilayer center.
However, for adamantane, no differences were observed, the diffusion rate being the
same regardless of the position within the bilayer. This could be related to the fact that
adamantane did not exhibit the jumps observed in the case of benzene and methane.

Thus, these results show again that the mechanism of diffusion through a lipid bi-
layer seems to be complex and depends on several factors.

To investigate the importance of hydrophobicity, the diffusion of water, ammonia,
and oxygen was studied by molecular dynamics simulations [53]. These three mole-
cules are of similar size and differ largely in their hydrophobicity, ranging from the
hydrophilic water over ammonia to the fully hydrophobic oxygen. The simulation
system consisted of 64 DPPC molecules arranged in a bilayer and hydrated with wa-
ter. As the spontaneous entry of hydrophilic solutes such as water into membrane is
too slow, constraint MD simulations were performed, in which the solutes were in-
serted into the lipid membrane at many equidistant positions across the bilayer, con-
straining their position with respect to the bilayer normal. Additionally, a potential of
mean force was derived by constraining the solutes to different regions within the
membrane and determining the force needed to keep the constraint. The applied
method allowed the simultaneous calculation of the local diffusion constant and free
energy profile. For the hydrophilic water and ammonia, the calculated excess free en-
ergy profiles across the membrane increased smoothly from bulk water to the interi-
or of the bilayer, being highest in the region of ordered alkyl chains. In contrast, a fa-
vorable interaction was observed for the lipophilic oxygen (Figure 6.8). Like the stud-
ies described above, a much higher diffusion rate in the center of the bilayer was cal-
culated. The lowest diffusion rate for all three solutes occurred in the head group
region. From the excess free energies and the diffusion rates it could be calculated
that the local resistance to permeation for water and ammonia is highest in the re-
gion of ordered alkyl chains close to the head group region. This study shows clearly
the large hydrophobicity dependence of the permeation process through a mem-
brane. While for hydrophilic solutes the rate-limiting step is the crossing of the re-
gion of ordered alkyl chains, which are densely packed, for a hydrophobic solute like
oxygen the rate-limiting step is the diffusion through the water layer.
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The influence of size and shape on the diffusion of hydrophobic solutes was esti-
mated by simulations involving artificial Lennard–Jones particles those intermolecu-
lar interaction parameters were based on those for ammonia or oxygen, respectively.
The results on the size dependence of diffusion confirmed that the membrane inte-
rior differs strongly from a bulk hydrocarbon. In the center of the bilayer, the excess
free energy for hydrophobic Lennard–Jones particles remained low irrespective of
the size of the particles. This can be explained by the large fraction of accessible vol-
ume in that region.

Using Lennard–Jones particles based on oxygen atoms the influence of shape on
diffusion was investigated. By rigidly connecting two, three or five particles more
and more aspherical ones were constructed and their excess free energy in the mem-
brane calculated. With increasing elongation, generally a stabilization within the
membrane was observed. However, the decrease in excess free energy differed
across the membrane, being most pronounced in the region of ordered alkyl chains.
For the most elongated particle, consisting of five oxygens, this region became the fa-
vored one. This stabilization was a result of the more favorable interactions of an
elongated molecule in an ordered region compared with a disordered one. It could

Fig. 6.8 Calculated excess
free energy profiles of water,
ammonia, and oxygen across
the DPPC bilayer. 
(Adapted from Fig. 2 of ref. 53
with permission from the
American Chemical Society).

Fig. 6.9 Calculated diffusion
rate profiles of water, ammo-
nia. and oxygen across the
DPPC bilayer. 
(Adapted from Fig. 2 of ref. 53
with permission from the
American Chemical Society).
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account for the experimentally observed more favorable interaction between flat mol-
ecules and membranes compared with bulk hydrocarbons.

Using a similar approach, the proton transport across a lipid membrane by water
pores has been studied [54]. A water pore was induced in the membrane, and its con-
formational behavior and life time investigated. From the simulation it became obvi-
ous that the formation of a water pore spanning the whole membrane was a rare
event and that such  pores were short lived, lasting, on average, only a few picosec-
onds. The calculated transport rates through the pores could be considered to be in
agreement with the experimentally observed high transport rate only if a proton is
transported through the membrane every time a pore is formed. The authors con-
cluded that this requires that the entry of the proton is not rate limiting, which is a
reasonable conclusion only if high local proton concentrations near the pore are as-
sumed. This could be the case if local concentration fluctuations at the membrane
exist and a pore is most likely formed at a region of local high proton concentration.
Obviously, the transport of protons through membranes is a process that is not fully
understood at the molecular level.

The passing of dimethylsulfoxide (DMSO) through a model bilayer composed of
glycerol-mono-octadecanoate has also been investigated by non-equilibrium constraint
molecular dynamics [55]. In this study, the DMSO molecule was pulled by constraints
through the membrane, allowing equilibration at defined positions along the bilayer
normal for a short time. Using an united atom approach and rigid DMSO, no influ-
ence of the presence of DMSO on the structure of the interior of the bilayer was ob-
served. In the simulation, the DMSO molecule passing the water interface introduced
a hole in the membrane, allowing a water molecule to co-penetrate into the mem-
brane. The short time of the simulation (300 ps) meant that the calculation of the mean
force acting on DMSO was not possible because of convergence problems. This exem-
plifies the problems in performing simulations of events that need considerable time,
such as the diffusion of a molecule through a membrane.

The influence of DMSO on membrane structure was investigated by Smondyrev
and Berkowitz [56] by comparison of a DPPC/water system with a system where the
water was replaced by DMSO. No influence of DMSO on the structure and ordering
of the hydrocarbon part of the membrane was found, but changes in the head group
region were observed. The phosphorus–nitrogen (P–N) vector distribution was shift-
ed to lower angles. In water, the P–N vector pointed toward water at an average angle
of 9°, whereas in presence of DMSO it pointed more to the interior of the mem-
brane, with an average angle of –4°. Most noticeably, the electrostatic potential across
the membrane changed its sign and became smaller in magnitude. From the results
of the simulation the authors concluded that DMSO reduced the repulsive hydration
force between bilayers by several mechanisms.

6.2.3

Small Molecules and their Interaction with Phospholipids

Relatively few studies have been performed to investigate the interaction of small
molecules with phospholipids by computer simulation. In addition to studies of the
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mechanism of diffusion, small molecules that have been studied involved mainly
general anesthetics and calcium channel blockers of the dihydropyridine type.

6.2.3.1 Anesthetics
There is a long history of controversy in the literature regarding the mode of action
of general anesthetics. Experimental results derived from model systems of lipids
alone or lipid–cholesterol are somewhat controversial. To mention just a few, using
Raman spectroscopy it was found that, at clinical concentrations, halothane had no
influence on the hydrocarbon chain conformations, and it was concluded that the in-
teraction between halothane and the lipid bilayer occurs in the head group region
[57]. This idea was also supported by 19F-NMR studies. The chemical shifts of
halothane in a lipid suspension were similar to those in water and differed from
those in hydrocarbons. In contrast, from 2H-NMR experiments, it was concluded
that halothane is situated in the hydrocarbon region of the membrane (see also chap-
ter 3.3).

The influence of foreign molecules including general anesthetics on the phase be-
havior of phospholipids has been studied in some detail by MC simulation and sta-
tistical thermodynamics of simplified models [65, 66]. From these investigations it
was concluded that the gel to fluid transition of phospholipids is strongly influenced
by the presence of anesthetics, and that anesthetics have a high affinity to the inter-
faces of coexisting gel and fluid lipid domains, leading to locally high concentrations.

On a more detailed level, only a few studies have been undertaken to investigate
the interaction of general anesthetics with phospholipids by MD simulation. One
study investigated the influence of trichloroethene on the structure and dynamics of
phospholipid bilayers [58]. A single trichloroethene molecule was studied in a bilay-
er consisting of 24 DOPC molecules. Initially, the trichloroethene was introduced
into the middle of the hydrocarbon chains of one leaflet of the bilayer. The authors
observed an increase in the ratio of the effective areas of hydrocarbon chains and po-
lar head groups that suggested a tendency toward the hexagonal phase transition. A
small increase in gauche conformations of the lipid hydrocarbon chains and a signif-
icant increase in mobility of the lipids was also found. In this study, the simulation
time was only 150 ps, and, in light of newer results on the time scales necessary to
reach equilibrium, one should be careful when considering the correctness of the ob-
tained results.

A far longer simulation time of 1.5 ns was used in a later study of halothane with
64 DPPC molecules [59]. Four halothane molecules were initially placed into the
glycerol region, two on each side of the bilayer, to increase the sampling statistics.
Three of the four molecules remained in the interface region, while the fourth
moved toward the center of the bilayer during the simulation. This movement was
similar to that observed for benzene [51], resembling a “rattling in a cage” with occa-
sional jumps to a new position.

No influence of halothane on the lipid hydrocarbon chain conformations was
found although the overall geometry changed slightly as a consequence of a small
lateral expansion, accompanied by a small contraction of the bilayer thickness. Very
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interesting and surprising results were obtained regarding the hydration of
halothane. Two of the three halothane molecules that resided near the glycerol re-
gion showed hydration characteristics very close to those in bulk water despite their
location, nicely explaining the experimental results of 19F-NMR studies.

6.2.3.2 Dihydropyridines
Alper and Stouch [60] studied the behavior of a nifedipine analog in which the 2-ni-
tro substituent on the phenyl ring of nifedipine was replaced by a methyl group. Ap-
parently, the dihydropyridine ring was replaced by a pyridine ring, leading to a hypo-
thetical chemical structure with a Csp3 carbon in position 4 having only three bonds
(Figure 6.10). Unfortunately, nothing was reported about the geometric properties of
the (dihydro)pyridine moiety used in the simulations.

The phospholipid bilayer corresponded to the one used in the studies of benzene
diffusion described above. Two simulations of 2 ns duration each were performed,
differing in the initial placement of the nifedipine analog. In one simulation, the
solute was placed into the center of the bilayer and in the other it was placed close to
the hydrocarbon–water interface. The influence of the solute on the membrane and
the diffusion and conformational and orientational changes of the solute were inves-
tigated. Almost no perturbation of the membrane due to the presence of the nifedip-
ine analog occurred, and only small changes in the order parameters were found rel-
ative to those from the simulation of a neat bilayer. In contrast to the studies of ben-
zene, the rate of diffusion did not vary with location in the bilayer and was in both
cases 1.3 × 10–6 cm2/s, similar to that of benzene when located in the head group re-
gion (see Table 6.5). Also, no sudden jumps between voids took place in the case of
the nifedipine analog, as the transient voids in the center of the bilayer were too
small to accommodate such a large molecule.

The rate of rotation and reorientation of the molecule was dependent on its loca-
tion, being much slower when residing in the interface region compared with the bi-
layer center. When situated in the head group region, the nifedipine analog showed
extensive H-bonding between the NH group of the didydropyridine ring and the car-
bonyl oxygens of the phospholipids. The preferred orientation of the solute showed a
significant tilt of its long axis relative to the bilayer normal that enabled formation of
additional H-bonds between one of its ester carbonyl groups and water molecules.

Another difference between the two simulations was related to conformational
transitions from trans to cis orientation of the ester groups of the nifedipine analog.

Fig. 6.10 Formula of the hypothetical nifedipine analog used 
in the MD simulation of Alper and Stouch [60].
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These conformational changes were highly correlated in the case of the solute situat-
ed in the head group region, and when one changed from trans to cis the other
changed in the opposite direction at the same time. No correlations were observed
for the nifedipine analog situated at the bilayer center. The significance of this ob-
servation is unclear as only a few conformational transitions were observed.

In another simulation, the effect of nifedipine and lacidipine on the structure of a
phospholipid bilayer was investigated [61]. In this study, the dihydropyridines were
inserted into the middle of the bilayer and remained there during the 600 ps of MD
simulation. No global effects of the dihydropyridines on the phospholipid structure
were observed, only local effects in the vicinity of the drugs. Some local ordering was
observed due to the presence of nifedipine, as judged by the decrease in the isomer-
ization rate between trans and gauche conformations of the alkyl chains, while
lacidipine did not significantly affect this ratio. It should be noted, however, that this
investigation contained some methodological flaws that make the judgment of the
validity of the presented results difficult. For the phospholipids, an united atom
model was used, whereas the dihydropyridines were treated with explicit hydrogen
atoms. The charges of the phospholipids were derived from ab initio calculations and
those of the dihydropyridines were derived by semiempirical methods. The system
was simulated under NVE conditions without any boundary conditions.

6.2.4

Effect of Cholesterol on Membrane Structure

Cholesterol is an essential constituent of mammalian membranes and is required
for their normal functioning. While a large number of experimental studies have
been undertaken to investigate the effect of cholesterol on the physical properties of
phospholipid membranes, our understanding of changes in these properties at a
molecular level is still incomplete. Computer simulations can help in this respect,
but in relation to the importance of cholesterol relatively few have been undertaken.
This can be explained by the fact that the influence of cholesterol is highly dependent
on its molar ratio compared with the phospholipids, also on the type of phospholipid
used, and new phases appear in presence of cholesterol, thus making the simulation
of such process rather difficult.

Early simulations of cholesterol–phospholipid mixtures in the 1990s used the
Monte Carlo technique and concentrated on the effect of the presence of cholesterol
on the ordering of the alkyl chains of the phospholipids [62, 63]. Though based on a
relatively simple model of the cholesterol–phospholipid interaction, with phospho-
lipids represented only by the alkyl chains fixed in the plane, the simulations led to
results that were in qualitative agreement with later studies using more elaborate
simulation protocols. An increase in the order parameter was observed that was
most pronounced for phospholipids that were neighbors of more than one choles-
terol molecule. Owing to the limitations of the simulation model, the absolute values
of the order parameters were about twice as large as experimental values. The pres-
ence of cholesterol also significantly decreased the number of gauche conformations
in the alkyl chains but did not lead to all-trans conformations. Using a similar system
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of alkyl chains and molecular dynamics simulation with constant area and volume,
the same findings basically emerged, but the calculated order parameters for the
pure phospholipid were in much better agreement with experimental data from deu-
terium NMR [64].

Jørgensen’s group [65–68] has studied the influence of cholesterol and general
anesthetics on membrane heterogeneity, the formation of lipid domains, and phase
transition temperature by MC simulations of large systems containing up to several
thousand lipids. Their model was based on a simple intermolecular interaction
model of the main transition of a lipid bilayer and statistical thermodynamics. In
these investigations, several experimental results, such as changes in the specific
heat of the lipid molecules during the phase transition, and smearing out with in-
creasing concentrations of general anesthetics, could be reproduced.

Robinson et al. [69]  studied the influence of cholesterol on molecular ordering of
phospholipids by MD simulation. They used a more detailed description of the phos-
pholipids including the head groups and charges. The simulated system contained
two cholesterol molecules and 18 DMPC molecules in each leaflet of the bilayer (10
mol% cholesterol) and was simulated after equilibrium for 400 ps employing NVT
conditions. They observed an increase in the fraction of trans conformations of the
lipid alkyl chains with a decrease in kinks. Also, the dynamic and conformation of
the flexible cholesterol side chains was characterized and it was found that they had
a smaller tilt angle than the lipid chains with respect to the bilayer normal.

More recently, MD simulations under constant pressure involving full representa-
tion of phospholipids and cholesterol have been carried out. They dealt either with
DMPC– [70, 71] or DPPC–cholesterol mixtures [72, 73]. The results of these four
simulations were generally in agreement but differed in some aspects.

In the simulation of Tu et al. [72] with 12.5 mol% cholesterol, the starting configu-
ration was obtained from a simulation of a pure DPPC bilayer composed of 64 DPPC
molecules. Four DPPC molecules per leaflet were replaced by cholesterol to generate
the DPPC–cholesterol system. The system was simulated for 1.4 ns; the area per
phosholipid decreased during the first 700 ps of the simulation but then remained
stable for the rest of the simulation. As pointed out by the authors, the decrease in
the surface area was due to the replacement of the phospholipids by the thinner cho-
lesterol and not to an ordering effect of cholesterol. Accordingly, little effect of cho-
lesterol on the order of the alkyl chains was observed in this simulation, in contra-
diction to the results of a cholesterol–DPPC simulation performed by Smondyrev
and Berkowitz that is described below.

Gabdouline et al. [70] performed a MD simulation of DMPC with 50 mol% choles-
terol. Three short simulations in the range of 100–300 ps were performed at 200, 300
and 325 K. During the simulation, the area per DMPC–cholesterol heterodimer in-
creased with increasing temperature, reaching approximately 87 and 91 Å2 for tem-
peratures of 300 and 325 K respectively. A rather small value of 50 Å2 was obtained
for the area of the phospholipid, accompanied by a very low fraction of gauche con-
formations compared with the experimental findings. These results are contradicto-
ry to those obtained from longer simulations and should be regarded with caution.
Possible explanations for the observed discrepancy could be the start from a mini-
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mized crystal structure and the short simulation time, which did not allow for equili-
bration of the system.

Smondyrev and Berkowitz [73] performed a rather long simulation (2 ns) of a sys-
tem with a low cholesterol content (ratio of 1:8 or 11 mol%) and of two systems that
contained cholesterol at 1:1 molar ratio and differed in the arrangement of the cho-
lesterol molecules (Figure 6.11). In the simulation with low cholesterol content, the
area per lipid was about 62 Å2, close to that found in a simulation of pure DPPC for
the first approximately 800 ps. However, after this time it started to decrease and
reached a value of 58.3 Å2 after an additional 500 ps, where it remained for the last
750 ps of the simulation. In the simulation with high cholesterol content, the area
per DPPC–cholesterol heterodimer surface area showed also a decrease over the
simulation time that was approximately exponential (Table 6.7). In system A (Figure
6.11), with a more uniform distribution of cholesterol, the surface area tended to de-
crease over the full simulation time of 2 ns, whereas for system B a stable and some-
what lower value was obtained after 1 ns. Although the authors concluded that sys-
tem A, with more uniformly distributed cholesterol, might be trapped in a
metastable state, this system was used in a later publication for comparison of the ef-
fects caused by cholesterol sulfate (see below).

As found previously, the order parameter of the alkyl chains of DPPC increased in
the presence of cholesterol. This increase was found to be most pronounced in the re-
gion from carbon 4 to carbon 11 and corresponded to the size and location of the rigid

Tab. 6.7 Summary of changes in bilayer geometry caused by the
presence of different cholesterol concentrations. Data for DPPC
are taken from ref. 73 and those for DMPC from ref. 71

Cholesterol DPPC DMPC
(mol%)

Area Lamellar spacing Area

0 61.6 59.0 60.2
11 58.3 63.0 –
22 – – 58.4
50 44.7 77.9 –

Fig. 6.11 Schematic representation of initial structures of the DPPC/cho-
lesterol and DPPC/cholesterol sulfate membranes. PL: phopholipid, CH:
cholesterol, CS: cholesterol sulfate. Left: system A, middle: system B [73],
right: DPPC/cholesterol sulfate [75]
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cholesterol ring system, being located below the carbonyl atoms of the phospholipids.
The order parameter, averaged over all carbon atoms in both chains, was also in good
agreement with experimental results from NMR measurements. For the system with
11 mol% cholesterol the increase in the order parameter was from 0.34 to 0.38. For the
systems with 50 mol% cholesterol, a further increase to 0.72 was found, in close corre-

Fig. 6.12 Change in distribu-
tion of phosphorus (a), nitro-
gen (b), and carbonyl oxygen
(c) positions along the bilayer
normal in pure DPPC and in
membranes with 11 and 50
mol% cholesterol.
(Adapted from Fig. 9 of ref.
73 with permission from the
Biophysical Society).
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spondence with the experimental results, which showed an increase of a factor of
about 2 for DMPC membranes. The presence of cholesterol also influenced the distri-
bution of the polar head group atoms across the membrane (Figure 6.12). The pres-
ence of cholesterol led to a sharpening of the distributions of the phosphorus, nitro-
gens, and carbonyl oxygens. And with increasing cholesterol concentration the mem-
brane became thicker, as evidenced by the shift of the distributions to values further
away from the bilayer center.

The presence of cholesterol also led to a change in the orientation of the P–N vec-
tor of the head groups [73]. Whereas in pure DPPC the P–N vectors were largely par-
allel to the membrane, with a small tendency to point outward into the water layer, in
the case of the system with low cholesterol content two kinds of lipid molecules in
the bilayer were found. For those lipids in close contact with cholesterol a slightly
larger average area per lipid was observed and their P–N vectors mostly pointed to-
ward the bilayer interior. In contrast, the lipids without any contact with cholesterol
had P–N vectors with larger angles pointing higher above the membrane. In the sys-
tems with high cholesterol content the latter population dominated (Figure 6.13).
Cholesterol was found to be located below the carbonyl groups of the phospholipids
within the bilayer in such a way that its hydroxy group could form hydrogen bonds
with the carbonyl atoms of the phospholipid ester groups and with water present in
the membrane interface.

Table 6.8 shows the average number of hydrogen bonds formed between the phos-
pholipid and water molecules. With an increase in cholesterol content, a slight in-
crease in the total number of H-bonds between DPPC and water can be seen, while
the number of H-bond bridges decreased.

From an even longer 5-ns simulation of 22 mol% cholesterol in DMPC performed
by Pasenkiewicz-Gierula et al. [71], a qualitatively similar picture emerged. Here
again the surface area and number of gauche conformations reached a plateau after a
few hundred picoseconds, and remained there for more than 1 ns. After that time, a

Fig. 6.13 Distribution of the angle be-
tween P–N vector and bilayer normal
in pure DPPC membrane (solid line)
and in membranes containing choles-
terol: 11 mol% (dotted line), 50 mol%
structure A (dash dot line), and struc-
ture B (dashed line). When cosine is
positive, the P–N vector points into
the water layer. 
(Adapted from Fig. 7 of ref. 73 with
permission from the Biophysical 
Society).
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further decrease in both parameters occurred, ending at about 2.3 ns total simulation
time (Table 6.7). These results point to the need for very long simulations to reach
full equilibrium.

The trends in the number of H-bonds between water and cholesterol were similar,
but the absolute numbers of H-bonds formed between water and the oxygens of the
polar head groups differed significantly (Table 6.8). A more detailed comparison of
the different types of H-bonds reported in both simulations is unfortunately not pos-
sible, because of the different ways in which they were reported. In the simulation of
Smondyrev and Berkowitz [73] the H-bonds between water and the different oxygens
were reported, but the authors did not differentiate between single H-bonds and
bridges. In the investigation of Pasenkiewicz-Gierula et al. [71], these were reported
separately but with less differentiation with respect to the oxygens involved in H-
bonding.

Recently, Smondyrev and Berkowitz also investigated the influence of cholesterol
sulfate on membrane ordering [75]. Like their simulation of DPPC–cholesterol at 50
mol% the system was composed of 16 DPPC and 16 cholesterol sulfate molecules
per leaflet, but the initial arrangement of DPPC and cholesterol sulfate differed from
the configurations used in the case of cholesterol (Figure 6.11). Cholesterol sulfate
led to less ordering of the alkyl chains, a much larger surface area per heterodimer,
and a large decrease in the average number of hydrogen bonds per DPPC molecule
formed with water, especially for the non-ester phosphate and the carbonyl oxygens,
as compared with cholesterol (Table 6.8).

Tab. 6.8 Average number of hydrogen bonds per DPPC or cholesterol oxygen,
formed with water molecules reported from several simulations. Data for DPPC and
DPPC-cholesterol are taken from ref. 73 and data for DMPC-cholesterol sulfate are
from ref. 75. Data for DMPC-cholesterol are taken from ref. 71 and data for pure
DMPC are taken from ref. 74 and 106.

Oxygens Pure DPPC DPPC-cholesterol DPPC- Pure DMPC
cholesterol DMPC cholesterol
sulfate

11 mol% 50 mol%a 50 mol% 22 mol%

Ester phosphate O 0.75 0.81 0.81/0.89 0.74 (0.3) 0.43b 0.47c

Non-ester phosphate O 3.37 3.27 3.36/3.43 2.83 (3.5) 3.7 3.9
Carbonyl O 1.92 1.99 1.98/1.96 1.28 (0.7) 0.80 0.92
Total H-bonds 6.04 6.07 6.15/6.31 4.85 (5.3) 5.4 5.7
Bonds in bridges 2.23 2.24 1.67/1.64 (1.7)
Ochol 0.72 0.89/0.97 1.1

a) Values for system A and B respectively.
b) Values from the same simulation after different times. Values in parenthesis are

from a 1.6-ns simulation and averages over the last 500 ps [106], while the others are
from a continuation up to 5.1 ns and averaged over the last 2000 ps [71].

c) Averages of the last 2000 ps from a 5 ns simulation.
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6.2.5

Interactions of peptides with phospholipids

The interactions of several peptides with phospholipids have been studied by com-
puter simulation. Emphasis has been given to several aspects of protein–phospho-
lipid interactions, including the way of association and orientational preference of
peptides in contact with a bilayer, the effect of phospholipids on the preference and
stability of helical conformations, and the effect of the inserted peptide on the struc-
ture and dynamics of the phospholipids. These investigations have been extended to
bundles of helices and even whole pore-forming proteins. In particular, the simula-
tion of ion channels and of peptides with antimicrobial action has attracted a great
deal of attention in theoretical studies.

6.2.5.1 Mean Field Simulations
Early studies performed by Milik and Skolnick [76] investigated the way of insertion
of peptide chains into lipid bilayers. These authors used a mean field approach to
represent the water and lipid combined with Monte Carlo simulations. In these in-

Fig. 6.14 Representative snapshots of the insertion process of the model
hairpin with a hydrophilic turn region. (Reprinted from Fig. 3 of ref. 76 with
permission from the author).
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vestigations, the peptide was represented as a tetrahedral lattice chain. Each amino
acid consisted of only three united atoms representing the amide, the Cα carbon,
and the side chain. Because of the choice of the diamond lattice configuration, only
three torsion angles were possible (180° and ± 60°), but great emphasis was placed on
the representation of intermolecular forces such as torsional, Lennard–Jones, and
hydrogen bond contributions. The physicochemical properties of the amino acids
were grouped into six types ranging from very hydrophilic and charged, with prefer-
ence for the water phase, through neutral with no preference for either phase, to very
hydrophobic. In this system, the insertion of two peptide sequences into the mem-
brane was studied. The first constructed sequence had two slightly hydrophobic
fragments connected by a hydrophilic linker and neutral ends. For this sequence,
with a hydrophilic middle part, adsorption on the lipid took place and one fragment
inserted spontaneously into the membrane, followed by the formation of a hairpin;
thereafter the second fragment inserted into the membrane, leading to two antipar-
allel helices crossing the membrane and connected by a hairpin. Figure 6.14 shows
some representative snapshots of the insertion process.

The second sequence studied had one very lipophilic fragment, as found in leader
sequences of real proteins, a neutral linker, and a second slightly lipophilic fragment
identical to that of the first sequence. However, both ends were highly hydrophilic.
Again adsorption on the lipid occurred, but in this case a helix in the opposite direc-
tion was formed, pulling the neutral linker through the membrane (Figure 6.15). Fi-
nally, two antiparallel helices were formed that were inserted in the lipid in the op-
posite direction to the first sequence.

Fig. 6.15 Representative snapshots of the insertion process of the model
hairpin with hydrophilic ends. The arrow points to the N-terminus of the
chain. (Reprinted from Fig. 4 of ref. 76 with permission from the author).
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This approach was later extended to off-lattice models and a more detailed descrip-
tion of the transfer energy of the different amino acid residues [77]. Magainin, melit-
tin, and several other amphipathic peptides were simulated. In these simulations,
differences in the interaction of the peptides with the lipid phase were observed. For
example, magainin only showed adsorption onto the lipid and no crossing of the
lipid occurred, whereas melittin crossed the lipid and formed a stable transmem-
brane helix. These results are in full agreement with later studies reported by other
research groups presented below, involving more elaborate simulation protocols and
representations of the peptides and the lipid. These examples show the potential of
computer simulations even when some simplifications have to be made to make the
system computationally tractable.

The association and orientational preferences of peptides with regard to a lipid bi-
layer have also been studied. In particular, peptides with antimicrobial properties
have been investigated, to gain insight in their mode of action at a molecular level.
Two possible mechanisms are discussed that could lead to observed antimicrobial
activity. The first is a carpet-like mechanism, whereby peptide molecules lie on the
membrane surface until a critical concentration is reached. At this stage a detergent-
like effect is assumed, with peptide and membrane components forming aggregates
that leave the membrane, causing its disruption. The other possible mechanism in-
volves formation of a pore. In this case, a peptide bundle spans the lipid bilayer, lead-
ing to a pore accompanied by increased ion and water permeability, finally leading to
cell death.

Because of the long time scales involved, it is currently not possible to simulate the
process of peptide insertion at full atomic level description. As a consequence, in
MD simulations a configuration is given, either parallel to the bilayer or inserted into
it, and the evolution of the system is followed. Another approach is to perform simu-
lations of orientational preference with the mean field approximation of lipids and
water, retaining an atomic level description of the peptide. Several such simulations
have been performed to determine the most likely mechanism of action for a given
antimicrobial peptide. A recent review on simulations performed with antimicrobial
peptides is given in ref. 78.

A combined approach was applied in the study of nisin interaction with model
membranes [2]. Using a mean field representation of the lipid bilayer and water, a
MC simulation was performed to estimate preferred orientations of nisin at the in-
terface. Simulations were performed keeping the peptide rigid in a conformation
based on NMR data and additionally with flexible torsion angles. In all cases, similar
orientations were obtained, with the shorter N-terminal part of the L-shaped peptide
being inserted in the lipophilic part and the longer part residing in the interface re-
gion. To study the experimentally observed influence of phospholipids on nisin ac-
tivity, a static approach was used. Different kinds of phospholipids were systemati-
cally assembled around the peptide by rigid body translation and rotation, choosing
the position of best interaction between the peptide and the phospholipid, until it
was fully surrounded by the lipids. In all cases the intermolecular interaction ener-
gies between the lipids were lowered by the presence of nisin, but only in case of
PG did the assembled lipid adopt an arrangement leading to interface curvature.
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Although this was an essentially static model based on optimized interactions be-
tween the peptide and the phospholipids treated as rigid bodies, the results agreed
well with experimental data, showing that increasing PG content in the membrane
was paralleled with a nisin-induced leakage.

6.2.5.2 All-atom Simulations
In some studies the effect of the phospholipid on the conformational behavior of
peptides adjacent to, or inserted in, the membrane has been investigated. Using a
model peptide of 32 alanine residues Shen et al. [79] investigated its conformational
behavior in a membrane composed of 32 DMPC molecules. The peptide was insert-
ed into an equilibrated bilayer in an ideal α-helical conformation, the system was
equilibrated again, and the simulation was run for 1.6 ns under constant-volume
conditions. The part of the poly-Ala peptide that was in the core of the membrane
showed a stable helical conformation, while in the head group region the helix be-
came less stable and fluctuated more, and those parts exposed to water possessed the
greatest flexibility. During the simulation the tilt angle of the helical part increased
from 10° after equilibration to an average of 32° over the simulation, allowing more
of the hydrophobic alanine residues to interact with the hydrophobic core of the bi-
layer. Considerable movement of the whole peptide was also observed, especially in
the direction of the membrane normal, leading to a non-symmetric placement of the
polypeptide chain.

The authors reported that the hydrophobic peptide had little influence on the lipid
structure, as lipid lateral diffusion rates, lipid conformations, and head group orien-
tations were identical to a neat bilayer. The distance distribution of the phospholipid
atoms surrounding the peptide was rather broad, pointing to the absence of special
interactions between the peptide and the surrounding phospholipids.

A different influence on membrane order and dynamics was reported for an am-
phiphilic peptide in two investigations employing both 2H-NMR measurements and
molecular dynamics simulations [80]. Two model peptides were studied having the
sequence

Ac-Lys-Lys-Gly-[Leu]n-Lys-Lys-Ala-NH2

with n = 16 and n = 24 to investigate the influence of hydrophobic mismatch on the
structure and dynamics of the surrounding phospholipids. The simulations were
performed by inserting the peptide into a rather small bilayer consisting of only 12
phospholipids, six in each leaflet, and run for 1 ns after equilibration of the initial
system using NVE conditions. Based on the calculated order parameters of the alkyl
chain carbons, a substantial ordering of the phospholipid alkyl chains was reported
in MD simulations when the helical length of the peptide was greater than the lipid
bilayer thickness. A comparison of the experimental 2H-NMR order parameters re-
ported in this study with those determined previously [26] showed some increase in
the range of carbons 3–10 of the acyl chains, partly supporting the increased order-
ing found in the simulation. However, there was some discrepancy between the or-
der parameters obtained from the simulation at 325 K and those determined by 



326 6 Computer Simulation of Phospholipids and Drug-Phospholipid Interactions

2H-NMR at a slightly higher temperature of 333 K as the calculated order parameters
were somewhat higher than the experimental ones.

When interpreting the reported results, it must be kept in mind that the simulated
system was very small, with only six lipid molecules surrounding the peptides in
each leaflet; thus, all lipid molecules were in a direct contact with the peptide. Addi-
tionally, the ratio of peptide to lipid molecules was rather high, and thus these stud-
ies should be mainly considered as investigations of the influence of the lipid sur-
rounding on the conformational preference of the peptides.

Melittin found in bee venom is another example of a peptide that has been investi-
gated by computer simulation. It is a small amphipathic peptide of 26 amino acid
residues with pronounced membrane-lytic properties, which are thought to be asso-
ciated with an increase in membrane permeability. From neutron scattering and
NMR experiments with specifically deuterated side chains, different binding modes
of melittin depending on its protonation state have been proposed. While the peptide
with an unprotonated N-terminus bound parallel to the membrane, upon protona-
tion of the N-terminus binding occurred in a transbilayer way. However, the mecha-
nism of lysis caused by melittin is still not completly clear, and different mecha-
nisms are discussed.

Based on these experimental results, MD simulations of melittin were performed
with both an unprotonated and a protonated N-terminus to study the molecular de-
tails of the lysis caused by melittin [81]. In the simulation, melittin with an unproto-
nated N-terminus was inserted into one leaflet of the membrane composed of
DMPC and its influence on membrane structure was studied. To avoid possible
problems with constant-pressure algorithms due to the anisotropy of the system, the
simulation was performed under constant volume and energy conditions. Melittin
caused a reduction in the order of the alkyl chains in the “upper” leaflet to which it
was bound. The presence of the peptide led to a local curvature of the membrane
with an increase in water penetration into the hydrocarbon core. After 600 ps of sim-
ulation the N-terminus was protonated and the simulation was continued for anoth-
er 500 ps. The number of water molecules near the N-terminus in the hydrocarbon
chain region began to increase and reached 15–25 water molecules forming a con-
tinuous cluster of water after only about 100 ps.

Later, Bachar and Becker [82] simulated the interaction of melittin with DPPC us-
ing constant pressure and area (NPAT) conditions. In this simulation, melittin with
a protonated N-terminus was inserted into the membrane in a transbilayer orienta-
tion. The vertical position of the peptide was chosen in accordance with experimen-
tal data showing that the amino acid tryptophan-19 was positioned near the acyl
groups of the alkyl chains. In this transbilayer orientation melittin did not span the
whole bilayer, but only two-thirds, with the protonated N-terminus lying in the hy-
drophobic region of the “lower” leaflet of the membrane. During the simulation, the
orientation of the peptide changed from perpendicular to the membrane surface at
the beginning and it adopted a tilt angle of approximately 20°. In this simulation,
melittin lowered the order of the alkyl chains in the “lower” leaflet, which was not
spanned by it. This result seemed contradictory and was explained by the authors as-
suming that alkyl chains in close contact with a loosely bound peptide become less
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ordered, but otherwise the effect of the peptide on the ordering is negligible. Unfor-
tunately, nothing was reported by the authors regarding changes in water penetra-
tion due to the presence of melittin.

6.2.6

Simulations of Pore-forming Peptides and of the Diffusion of Ions Through Ion 
Channels

The simulation of ion channels and other pore-forming peptides and proteins at
atomic detail is nowadays also possible. With the increase in computational power,
these complex systems have attracted much more interest, and several simulations
have been reported. Very often, only the transmembrane segments of the channel-
forming proteins are included in the simulation to reduce the size and complexity of
the system. The simulated systems range from synthetic model ion channels to a
bacterial porine protein.

Probably the first pore-forming peptide to be studied by computer simulation was
gramicidin A. In 1994 a MD simulation of the gramicidin channel in a phospholipid
bilayer was published [83], followed by a more detailed simulation in 1996 [84]. Some
ordering of the lipid hydrocarbon chains in direct contact with gramicidin A was de-
tected, but not uniformly, owing to the irregular surface shape of the protein. De-
composition of the interaction energies showed differences depending on the type of
amino acid residue exposed to the lipid environment. While for leucine residues
mainly van der Waals interactions were observed, for tryptophan residues both van
der Waals and electrostatic interactions yielded nearly equal energetically favorable
interactions.

Another even more intensively studied example is alamethicin (Alm), an α-helical
channel-forming peptide that forms voltage-activated ion channels in lipid bilayers.
It consists of 20 amino acids and exists as two major variants:

Ac-Aib-Pro-Aib-Ala-Aib-Ala-Gln-Aib-Val-Aib-Gly-Leu-Aib-Pro14-Val-Aib-Aib-Glu18-
Gln-Phol

and a second form in which Glu18 is replaced by Gln. As seen from the sequence it
contains many α-aminoisobutyric acid (Aib) residues, leading to a preferred helical
conformation. Close to the center is a proline at position 14 that introduces a kink in
the helix as observed in the X-ray structure. At the C-terminal it contains a phenyl-
alaninol residue (Phol), and therefore no carboxyl group. Alamethicin has been in-
vestigated both for its membrane action and as a model for ion channels. It has been
shown experimentally that the propensity to form channels is dependent on the
transbilayer potential. The channel activation was suggested to correspond to a volt-
age-induced switch of Alm helices from a surface-associated to a bilayer-inserted ori-
entation. The channels were assumed to be formed by parallel bundles of 5–8 trans-
membrane Alm helices.

Several simulations have been undertaken to study this interesting peptide in de-
tail. In an early simulation, a mean field approximation was used representing the
bilayer by a hydrophobic potential [85]. The starting structure was a surface-bound
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helix oriented in parallel to the surface of the membrane. After a few time steps, the
N-terminus spontaneously moved and inserted into the bilayer, adopting a trans-
membrane orientation. The angle of the kink in the helix introduced by the proline
decreased on insertion and in this way helped to span the bilayer. Because the simu-
lation did not take into account the viscosity of the environment, the fast movement
and switching was probably an artifact of the mean field approximation.

A number of MD simulations involving the atomic detail of lipid and water have
been performed, with the aim of exploring the different stages of channel formation.
The stability of the Alm helix both in water and bound to the surface has been stud-
ied and compared. The first system consisted of one negatively charged Alm plus a
sodium ion in a box of water [87]. A second simulation used a fully equilibrated bi-
layer of 128 POPC molecules [86]. Alm was placed close to the interface and the helix
was oriented to be parallel to the bilayer surface. The system was hydrated and a sodi-
um ion added. MD simulations under NPT conditions were performed for 2 ns. In
pure water, large conformational changes about the Gly-Leu-Aib-Pro hinge and in
the C-terminal part were observed showing the flexibility of the peptide in water. In
the second half of the simulation, at approximately 1.5 ns, the peptide folded back on
itself, adopting a more globular conformation that remained for the rest of the simu-
lation. This illustrates that larger conformational changes require long simulation
times and will probably not be observed in short simulations even if the final confor-
mation is energetically preferred and more stable. In contrast to the simulation in
water, the loosely surface-bound Alm showed far less conformational changes and
the helical conformation remained stable over the whole simulation in the presence
of POPC. Although the duration of simulation was definitely too short to allow ma-
jor movement of Alm from a loosely bound to a more tightly bound or even inserted
orientation, it showed that the conformation of a membrane-active peptide can be
stabilized by a lipid bilayer, even when its hydrophobic part does not penetrate into
the membrane.

The conformational behavior of Alm inserted in a POPC bilayer has been investi-
gated using the same system as described above [87]. To insert the Alm molecule, a
hole was introduced by restraints and one POPC molecule was removed. The Alm
was placed into the bilayer, the system was hydrated, and one sodium ion added. A
second simulation was performed in which no sodium ion was added and Glu18 was
protonated instead. During the simulation period of 1000 ps, the Alm molecule re-
mained in its α-helical conformation, showing only small fluctuations in the root
mean square distance (RMSD) of the Cα atoms underlining its conformational sta-
bilization by the lipid bilayer.

Even a pore composed of six Alm molecules in a lipid bilayer has been simulated
recently [88]. As the ionization state of the Glu residues within the pore was ques-
tionable, two simulations were performed and compared: one with negatively
charged Glu18 residues and a second in which these residues were protonated and
uncharged. In the case of the negatively charged Glu residues the system was made
neutral by adding six sodium ions. In both simulations, mainly the C-terminal of the
helices underwent conformational fluctuations. These were more pronounced, as
observed for a single Alm helix in POPC, but far less than in water [87]. The helices
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showed different variations in their conformational behavior, leading to a loss of the
exact sixfold symmetry. The pore formed by the neutral Glu residues was found to be
more stable, in agreement with pKa calculations suggesting that either none, or one
Glu-residue is likely to be ionized. In case of the pore formed by the negatively
charged Glu residues a tendency to expand during the simulation was observed,
leading to a considerable disruption of the packing of the C-terminal end, in order to
allow to move the negatively charged Glu side chains away from each other.

The altered dynamics of water molecules within the pore clearly emerged from the
simulations. A very interesting result is that water molecules within the pore were
found to be highly oriented by the electrostatic field created by the parallel dipoles of
the α-helices. As found already in earlier in vacuo simulations [89] the orientation of
the water molecules led to strong interactions and significantly contributed to the
stability of the pore. For the pore formed by Alm with neutral Glu-residues the cal-
culated single-channel conductance was found to be in good agreement with experi-
mental values, providing evidence that such simulations can be of great help in un-
derstanding the water and ion transport through pores at a microscopic level.

The structure of pores formed by two synthetic leucine-serine ion channels has
been investigated by Randa et al. [90]. The systems consisted of tetrameric bundles of
peptides with the sequence:

Leu-Ser-Leu-Leu-Leu-Ser-Leu-Leu-Ser-Leu-Leu-Leu-Ser-Leu-Leu-Ser-Leu-Leu-Leu-
Ser-Leu-NH2

known as LS2, and hexameric bundles of

Leu-Ser-Ser-Leu-Leu-Ser-Leu-Leu-Ser-Ser-Leu-Leu-Ser-Leu-Leu-Ser-Ser-Leu-Leu-
Ser-Leu-NH2

known as LS3. These ion channels were shown to possess different ion selectivities.
The helix bundles were embedded in a pre-equilibrated lipid bilayer of about 100

POPC molecules. After equilibration the systems were simulated for 4 ns under NPT
conditions.

During the simulation a column of water molecules was formed in each of the
pores. In both pores, the water molecules showed reduced movement but with dif-
ferences in their diffusion coefficient. In the pore formed by the hexameric LS3 the
diffusion coefficient was greatly reduced to about 10% of bulk water, but the water
remained mobile enough to allow diffusion of monovalent cations. A conductance of
64 pS was calculated for the simulated LS3 pore from its average radius, the diffu-
sion coefficient of water, and the resistivity of 0.5 M KCl, in excellent agreement with
experimental values of 70 pS.

In contrast to the LS3 pore, the water molecules were “frozen” in the tetrameric
LS2 pore, with diffusion coefficients of zero. They were found to be aligned antipar-
allel to the helix dipole caused by the orientation of the hydroxyl groups of the serine
residues. This enabled formation of a water wire network important for the transport
of protons by the proton wire or Grotthüs mechanism.

The behavior of the influenza A M2 proton-selective channel has been investigated
by MD simulation using tetrameric bundles of the transmembrane domains [91].
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The simulations were performed under conditions corresponding to the presumed
closed form of the channel. During the simulation the channel underwent breathing
motions, leading to alternating structures of a nearly quadratically symmetric
tetramer and an elongated configuration with two short and two long distances be-
tween adjacent helix bundles, which could be termed a dimer of dimers. The water
in the pore was either trapped in a pocket or formed a water channel that was broken
at the C-terminal end of the pore. Similar to the results obtained for the tetrameric
LS2 channel, the movement of the water molecules inside the pore was greatly re-
stricted. Though the different simulations were run for 2 ns, it was noted that the re-
sults were sensitive to the exact starting structure.

Recently, simulations of a bacterial potassium channel KcsA have been reported
by two research groups [92, 93]. The X-ray structure of the core region of the protein
served as  starting point. A series of five simulations of the KcsA channel in a POPC
bilayer were performed, that differed in the number and position of potassium ions
included, ranging from zero to three ions [92]. Owing to the applied cut-off of 17 Å
for electrostatic interactions in the simulation with three ions not all of them could
“see” each other. As mentioned by the authors, one must retain a degree of caution
in interpretation of the obtained results. The systems were simulated for 1 ns, about
an order shorter than the time necessary for the diffusion of an ion through a pore.
Also, in this case, breathing motions of the protein were observed and in one of the
simulations a potassium ion left the channel.

In all five simulations, no significant differences in overall RMSD were observed,
suggesting that the presence or absence of potassium ions had no effect on the over-
all conformation of the protein. However, a distinct influence of potassium ions on
the conformation of the part of the helix that acts as a selectivity filter was found. The
simultaneous presence of two potassium ions stabilized the conformation observed
in the X-ray structure. The potassium ions and water molecules within the pore
showed a concerted movement of a water–K+–water–K+ column on a time scale of
several hundred picoseconds.

In the other study, the channel was simulated in a DPPC bilayer and potassium
and chloride ions were added corresponding to an ionic strength of 150 mM [93].
Two potassium ions were inserted into the selectivity filter region of the channel in
four configurations and a third one in the central cavity of the channel. The first con-
figuration corresponded to that observed in the X-ray structure, while the others dif-
fered in the presence of additional water molecules between the two potassium ions.
Two of the alternative configurations were found to be unstable during the equilibri-
um and were not further simulated, while the third one was stable. Each of the two
systems was simulated at 315 K, the phase transition temperature of DPPC, and ad-
ditionally at 330 K. Electrostatic interactions were taken into account by the particle
mesh Ewald summation technique. A transition of a potassium ion in the channel
accompanied by a concerted movement of water–K+ was also observed in this simu-
lation. The alternative configuration, with two water molecules separating the two
potassium ions, converted into the X-ray configuration after some hundreds of pi-
coseconds. From the analysis of the trajectories of the different investigated configu-
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rations, the authors concluded that the two most stable states have two and three K+

ions separated by single water molecules in the selectivity filter of the channel.
Models of the nicotinic acetylcholine receptor consisting of the five M2 helices that

form the pore have been investigated in a series of MD simulations [94]. The behav-
ior of single helices in water and in lipid was compared, and the α-helical structure
was again found to be stabilized by the membrane. Two simulations of bundles of
five M2 helices forming a pore and differing in the ionization state of the ionizable
amino acid residues were performed. When these residues were included in their
ionized states, the bundle expanded over the 2 ns of the simulation, while it re-
mained stable if calculated pKa values were used to determine the ionization states of
ionizable residues. In these simulations structural fluctuations were also observed
on a several hundred picosecond time scale that transiently closed the pore.

The behavior of such a large system as a pore formed by a bacterial porine (E. coli
OmpF) has been simulated in a lipid bilayer of palmitoyloleoylphosphatidylethanola-
mine (POPE) [95]. Despite the use of united atoms, the final system of the trimeric
porin embedded into 318 POPE molecules and solvated with water consisted of
more than 65 000 atoms in total. During the 1 ns of the MD simulation the trimeric
structure remained stable, with almost all flexibility in the loops and turns outside
the β-strands. The movement and orientation of the water molecules was investigat-
ed in detail. As found in case of the pore formed by the hexameric LS3 helix bundle
[90], the diffusion of the water was decreased to about 10% of that of bulk water.
Some ordering of the water molecules was evident from the average water dipole
moments, which showed a strong dependence on the vertical position within the
porine.

6.2.7

Non-equilibrium Molecular Dynamics Simulations

Partial lipid extraction is considered as biologically important in several processes
involving membranes, for example the fusion of membranes or enzymatic reactions
with participation of phospholipids. To simulate this process, non-equilibrium or
steered MD simulations can be used. This type of simulation was employed for the
first time by Grubmüller et al. [96] to study the rupture of the binding in the strepta-
vidin–biotin complex. Inspired by this pioneering work, similar studies have been
undertaken to characterize the extraction of a phospholipid from the membrane.

Stepaniants et al. [97] investigated the extraction of a dilauroylphosphatidylethanol-
amine (DLPE) molecule from a DLPE monolayer in three systems. In the first case,
the DLPE was removed from the membrane into the water phase, while in the other
two simulations it was pulled from the membrane into the active site of phospholi-
pase A2 (PLA2) forming either a loose or a tight complex with the DLPE monolayer.
The authors found that the forces required to displace the lipid into the binding
pocket of PLA2 were similar for both complexes and larger than those required to
pull the lipid into the water phase. This is not in agreement with the current hypo-
thesis about the interaction of PLA2 with phospholipids, which assumes a destabiliz-
ing effect of the enzyme [98]. A possible explanation for this rather unexpected result
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might be the steric hindrance experienced by the lipid on its way into the active site,
and the formation of H-bond networks as a result of the presence of hydrophobic
residues surrounding the entrance to the binding pocket. Because of the relatively
short simulation time of 500 ps for the displacement, the lipid had to be displaced
with a relatively high velocity of 14 Å/ns to be at least partially extracted from the
membrane. Indeed, this could be the reason for the unexpected result as was shown
in several longer simulation using different displacement speeds.

In the simulations performed by Marrink et al. [99] the force required to displace
two DPPC molecules into the water phase from both sides of a DPPC bilayer simul-
taneously was recorded as a function of the displacement speed. The positions of the
extracted DPPC molecules were chosen in such a way that the distance between
them was greater than the applied cut-off so that no direct interactions could occur.
Going from very fast displacement to the slowest movement speeds of 2 Å/ns result-
ed in an exponential decrease in the force necessary for displacement. The simula-
tions were run for times allowing full transfer of the DPPC from the lipid to the wa-
ter phase (40 Å), except for the slowest one, in which case even after 4 ns the DPPC
molecules were only partially displaced into the water phase. Another observation of
interest is the conformational change that the lipids underwent upon extraction
from the membrane. When moving out of the membrane the number of gauche con-
formations of the alkyl chains decreased from approximately four per lipid tail to
2.5–2.7, depending on the speed of movement. This decrease occurred at low extrac-
tion speed until a displacement of about 20 Å, at which point the lipid was about to
leave the membrane completely. After that the lipids began to adopt a more globular,
folded conformation, as evidenced by the increase in the number of gauche confor-
mations. At high extraction speed, the number of gauche conformations remained
low. These results show the large influence of displacement speed on the results of
the simulation and emphasize the importance of using conditions as close as possi-
ble to biological and/or experimental ones. However, in such cases as just described,
this is still limited by the current computational resources.

6.3

Concluding Remarks

Computer simulations of lipids have progressed from simple to atomic level repre-
sentations during the past 15–20 years. During this period, impressive improve-
ments in simulation time and the complexity of the simulated systems have been
achieved. Comparisons between simulations and experimental results have shown
that the calculations are generally in good agreement with measurements and can
provide additional insight into details that are unavailable experimentally at the mo-
lecular level. Simulations of similar systems performed by several research groups
using different MD programs and settings have also led to concordant results, sug-
gesting that such simulations can model experimental systems. Simulations have
progressed to the point at which valuable insight into the molecular details of mem-
branes and their interactions with drugs and proteins has been achieved. Non-equi-
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librium molecular dynamics simulation allow the investigation of events that are too
rare or take place on a longer time scale. Despite the improvements, the simulation
of lipids and lipid–protein systems remains a challenging area. One obvious need is
to increase the length of the simulated time scale by at least one order of magnitude
to allow the investigation of slower processes and to provide better statistics on
processes already investigated by computer simulation. Another requirement is a
significant increase in the size of the simulated system, in order to study phenome-
na present only over larger distances. With continuing increases in computer speed
it might be possible to address these points in the near future and to perform more
routinely simulations in which the influence of parameters determining the struc-
ture and dynamic properties of lipids can be varied and compared with experimental
results in a systematic way.
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anti-inflammatory effect 229
antimalarial drugs 92, 237

– interaction with DPPC 92
antineoplastic effect 236
antioxidant effect 236
antiplatelet agents 38
antiviral activity 121

– membrane fusion 121
aprindine 69, 70

– phase separation 69
– domain formation 69

artificial asymmetric membranes 17
artificial bilayers 19

– physical characteristics 19
artificial membranes 39
artificial neural network 279
asimicin 238
association constant 201
asymmetric liposomes 20
asymmetric membrane 224
asymmetric planar bilayer membranes 198
ATPase 126

– denaturation temperature 126
atria 176

– partitioning 176
3’-azido-3’-deoxythymidine (AZT) 96

– transmembrane transport 96
– AIDS treatment 96

b
bacterial cell membrane 187
bacterial membranes 14, 27

– permeability 27
bacteriorhodopsin 230

– lattice dissociation by NSAIDs 230
benzene 309

– diffusion 309
benzodiazepine 119, 159

– localization in the membrane 119
– partition behavior 159

benzofuran derivatives 279
benzylamines 110, 112

– hydrophobic fragment constants 112
– sudden increase in line width 

broadening 110
acetylcholine 112

– bound to acetylcholine receptor 112
benzylamines 44, 112

– N-alkyl-substituted 112
– change in conformation 113
– conformational change 44, 114
– liposome-water partition coefficients 46
– octanol-water partition coefficients 45

benzylpyrimidines 195, 243, 244
– binding to lipopolysaccharides 195
– detergent action 244
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– inhibition of E. coli multiplication 
rate 243

– resistance 245
– membrane destruction 245

bepridil 255
bilayer 3

– stability 3
bilayer heterogeneity 24
bilayer membranes 142

– interfacial ‘solvents’ 142
binding energy 205
bioavailability 141

– gastrointestinal absorption 141
biological membranes 19

– physical characteristics 19
biosensor technique 155
β-blockers 39, 101, 159, 182, 228

– interaction with DMPC 101
– partition behavior 159
– physicochemical properties 102
– volumes of distribution 182

blood-brain barrier 168
– drug distribution 168

boundary defects 219
bucaine 219
bulk descriptors 147

c
Ca2+ antagonists 201

– partition coefficients 201
Ca2+-channel blocking activity 232
Ca2+ displacement 5, 54, 55, 176, 221, 228

– by amphiphilic drugs 55
– correlation with tissue distribution 176
– from phospholipid head groups 54
– pH dependence 56
– PS monolayers 221

Ca2+ ions 5, 26, 121
– membrane component 5
– influence on phase separation 26
– influence on phase transition 26
– interaction with DPPS 121

Ca2+ replacement 217
Caco-2 cells 148

– as absorption model 148
calcium channel blockers 82

– perturbing effect 82
calorimetric enthalpy, ∆H 59
Candida albicans 17
cannabinoids 86

– X-ray diffraction 86
capacity factors 177

– IAM column 177
cardiac function depression 56

cardiac glycosides 220
cardiodepressant effect 70, 228

– correlation with phase transition temper-
ature 70

cardiotoxicity 122
– anthracycline-induced 122

carrier proteins 63
– recognition sites 63

catamphiphiles 208
– interaction with phospholipid head

groups 208
catamphiphilic 228
catamphiphilic drugs 9, 71, 160

– binding to brush border 
membranes 160

– change in cell functioning 9
– interaction with dipalmitoylphosphatidic

acid, cardiodepression 71
– ranking in binding affinity 160

cationic amphiphilic drugs 26, 74
– domain formation 26
– effect on phase transition temper-

ature 74
cationic compounds 62

– physicochemical properties 62
CD measurements 270

– liposomes 270
celiptium 122
cell wall defects 191

– E. coli mutants 191
Cells 2

– communication 2
– transmembrane 2
– gradient 2

central nervous system 168
cerebrospinal fluid 168
chain packing 143

– influence on permeation 143
change in conformation 27
change in curvature 217
channel-blocking drugs 123

– effects on phase transition 123
chemical shift anisotropy parameter 92
chemotherapeutics 17

– hydrophilic properties 17
– hydrophobic properties 17

chloroquine 92, 220, 237
– antimalarial activity 237
– phospholipase A2 activity 220

chlorphentermine 184, 206, 207, 220
– accumulation in lung 206
– effect of charge on partitioning 184
– NMR binding studies 207
– phospholipase A2 activity 220
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chlorpromazine (CPZ) 66, 86, 255, 264
– X-ray structure 86

cholesterol 5, 89, 148, 237, 254, 317, 321
– decreased in permeation 148
– effects 5
– influence on antineoplastic activity 237
– influence on H-bonds 321
– influence on molecular ordering of 

phospholipids 317
– influence on Na+, K+-ATPase activity

254
– influence on P-gp function 254
– influence on thermotropic phase 89

cholesterol oxysterols 76
cholesterol-rich membranes 117
chromatographic indices 39
cimetidine 183

– partition into membranes 183
circular dichroism 116
cis-flupentixol 107

– interaction with lecithin 107
citalopram 63
clofibric acid 184

– effect of charge on partitioning 184
collander relation 36
computational methods 161

– drug absorption 161
– drug permeation 161

conformational changes 217
coulombic forces 12
COX-2 231

– inhibition by NSAIDs 231
critical micelle concentration 171
cross-resistance 276

– molecular weight 276
cross-sectional area 153
curvature 8

– intrinsic radius 8
cyanine dyes 95

– location in PC vesicles 95
cyclosporin A 121
cytotoxic drugs 275

– partition coefficient 275
cytotoxicity 238

– acetogenin derivatives 238

d
3-D crystal lattice 23
3-D distribution pattern 47

– hydrophobic-hydrophilic 47
daunorubicin 116, 256, 267, 269, 270

– cellular accumulation 269
– intracellular distribution 270

1,9-decadiene 162

– permeability studies 162
dehydration 143
delta log P 36, 169
desimipramine 160
desolvation energy 151

– drug transport 151
detergents 257

– potentiation of taxol activity 257
deuteron quadrupolar splitting 296
DHFR E. coli 242

– inhibition 242
diacylglycerols 89, 218

– influence on thermotropic phase 89
– protein kinase activation 218

diacylphosphatidylcholines 23
– thermodynamic characteristics 23

diamino-benzylpyrimidine 191, 192, 241
– inhibition of DHFR 241, 242, 243

2,4-diamino-5-benzylpyrimidines 192
– partition coefficients 192

dibucaine 56, 115, 126, 129, 219, 226
– interaction with biological 

membranes 126
– membrane location 226
– partition coefficient 129

dicetylphosphate 148
– enhanced permeability 148

diclofenac 43
dielaidoylphosphatidylserine 121

– head group signal 121
differential scanning calorimetry

⇒ see DSC
diffusion 312

– size dependence 312
– shape influence 312

diffusion constant 200
– membrane-bound drugs 200

diffusion outer asymmetric core 189
diflunisal 229
dihydrobenzopyrans 279
dihydropyridines 82, 183, 200, 232

– equilibrium dissociation contants 200
– membrane concentration 200
– partition into membranes 183

diltiazem 82, 122
– effects on lecithin 122

1-dimethylamino-3x-propane 62
– position and orientation 62
– hydrophilic-hydrophobic dipole 62

dimethylsulfoxide 313
– influence 313
– on membrane structure 313

1,2-di-O-tetradecyl-(β-D-glucopyranosyl)-sn-
glycerol 104
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– NMR spectrum of the glycolipid 104
dipole moment 57
displacement constant 102
distribution 14, 180, 187

– in bacterial cells 187
– in vivo studies 180

distribution pattern 181
– importance of the PS content 

of tissues 181
DMPC 318

– simulation 318
domain formation 24, 26, 134, 217

– mechanism of 26
dopamine antagonists 185
dose-response curves 244
doxorubicin 116, 143, 251, 256, 259, 260,

261, 266, 267
– displacement by trans-flupentixol 267
– effect on lipid order 259
– efflux kinetics 272
– binding to phospholipids 260
– NMR spectra 267
– partitioning in cells 261
– permeability coefficients 261
– resistance 251

DPPA 228
DPPA liposomes 61
DPPC 13, 90, 92, 318

– 2H-NMR spectra 90
– hydrolysis 13
– 31P spectra 92
– simulation 318

DPPC liposomes 68
– thermodynamic data 68

DPPG liposomes 68
– thermodynamic data 68

DPPS 264
– DSC thermograms 264

D-propranolol 77
– interaction with LUVs 77

drug accumulation 28, 199
– selectivity 28
– toxicity 28

drug distribution 168, 173
– brain 168
– in various tissues 173

drug efficacy 217
drug localization 20
drug location 100

– 1H-NMR in combination with Pr3+ 100
drug orientation 28
drug permeation rate 99

– effects of membrane composition 99
– effects of temperature and pH 99

– effects of vesicle size 99
drug resistance 241, 276

– acquired 241
– bacterial 241
– importance of drug-membrane 

interactions 276
– intrinsic 241

drug targeting 13
drug transport 141, 156, 158

– active transport 141
– by pinocytosis 141
– classification 156
– IAM chromatography 158
– simple diffusion 141
– supported diffusion 141
– through pores 141

drug uptake 172
– in brain, classification of 172

drug-lipid interaction 234
– relaxation rate 234

drug-liposome partitioning 145
– prediction of absorption 145

drug-membrane interaction 51, 105, 111,
122, 141, 221, 249
– analytical tools 51
– change in drug conformation 111
– importance of the experimental 

conditions 122
– pharmacokinetics 141
– pharmacological effects 221
– quantification by change in relaxation

rate 105
– toxicological effects 221

drug-phospholipid interaction 54
drugs 219

– regioselective interaction 219
DSC 22, 58, 120, 122, 124, 126, 130

– combined with ESR 124
– combined with fluorescence 126
– combined with FT-IR and NMR 130
– combined with NMR 120
– combined with X-ray diffraction 122

duration of drug action 202
dynamic polar molecular surface area 165

e
E. coli 191, 192

– E. coli mutants 192
electron density profiles 84

– DMPC 84
electron spin resonance ⇒ see ESR
electrostatic and lipophilic 283

– cis- and trans-isomers 283
electrostatic repulsion 3
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endoplasmic reticulum 7
– phospholipid 7

endosulfan 128
– membrane interaction 128
– toxicity 128

endotoxins 238
4’-epi-adriamycin 122, 266
erythrocytes 7, 176

– lipids 7
– partitioning 176

ESR 79, 124
– combined with DSC 124

ethidium bromide 122
etidocaine 129

– partition coefficient 129
eucaryotic cells 5
extraction into bloodstream 144

f
filipin 132

– interaction with DMPC 132
flippase 8
fluid mosaic model 11
flunarizine 65, 67, 120, 121

– interaction with PS 121
– interaction with PC 120
– inverted HII phase transition 67
– 31P-NMR 121

fluorescence 75, 126, 128, 274
– combined with DSC 126
– polarization techniques 128
– probes 75
– study of transbilayer drug move-

ment 274
fluorescence lifetime 76
fluorescence techniques 76

– localization of molecules in 
membranes 76

flupentixol 107, 110, 134, 248, 264, 265, 266,
283
– cis-/trans conformation 110
– cis- and trans-isomers 283
– drug-induced phase transition 134
– molecular modeling 283
– NMR analysis 283
– relaxation rate 265

flupirtine derivatives 234
flurbiprofen 56, 229
FM1-43 [N-(3-triethylammoniumpropyl)-4-

(p-dibutylaminostyryl)pyridinium-
dibromide)] 105
– neuronal marker 105

force field 293, 294
– parametrization 294

– united atom representations 294
Fourier transform infrared spectroscopy

⇒ see FT-IR
fragment constants 38, 39, 112

– aliphatic hydrocarbon - water 39
– selected solvent systems 38

free energies of solvation 172
– in water 172
– in hexadecane 172

free energies of transfer, ∆G 11
– amino acids 11

free volume 144
Free-Wilson analysis 279, 281
FT-IR 22, 77, 129, 130

– combined with DSC and NMR 130
– combined with NMR 129
– orientation determination 77
– study of phospholipid-water systems 77
– substructure organization 77

fungal membranes 17

g
gallopamil 82
Gasteiger-Hückel algorithm 278
generation rate curve 189, 190

– cell-wall deficient E. coli 190
gentamicin 210, 219
glycolic acid 98

– permeation through PPC vesicles 98
G-proteins 25
gramicidin 196
gramicidin A 27, 327

– simulation 327
gramicidin-dipalmitoylphosphatidylcholine

mixtures 78
– acyl chain conformation 78

gram-negative bacteria 16, 241
– cell wall structure 16

gram-positive bacteria 14, 241
griseofulvin 159

– interactions with phospholipids 159

h
halothane 64, 80, 314

– change in the order parameter 80
– effect on lateral surface conductance 64
– effect on membrane hydration 64
– interaction with phospholipids 314

σ-Hammett 188
Hansch/Free-Wilson 279
H-bond descriptors 36
head groups 3, 8

– dissociation 3
– distribution 8
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hexagonal HII phase 260
hexagonal phase 22, 58

– inverted cylinder HII 22
high-performance liquid chromatography

(HPLC) 52
high-throughput screening 155
histaminergic H1-receptor agonists 170
H+, K+-ATPase inhibitors 130

– interaction with DMPC 130
HMG-CoA reductase 210
1H-NMR analysis 283

– cis- and trans-flupentixol 283
HPLC retention 48

– IAM columns 48
H2-receptor histamine antagonists 169

– partition coefficients 169
HYBOTPLUS 279
hydrocortisone 159

– interactions with phospholipids 159
hydrogen bond acceptor strength 278, 279

– calculation by HYBOTPLUS 279
hydrogen bond donor 164
hydrogen bonding 12, 162
hydrogen-bonding ability 170
hydrogen bonding capacity 19, 173

– GRID calculations 173
hydrogen bonding descriptors 150
hydrophilic-hydrophobic dipole 47, 128, 235

– drug orientation 235
hydrophobic gravity center 29
hydrophobic mismatch 11, 26
hydroxytamoxifen 117, 118, 178

– absorption spectra 118
– accumulation 119
– effect of drug concentration 118
– partition coefficient for DMPC 178
– partitioning 117

5-hydroxytryptamine 63

i
IAM columns 157
IAM technique 153
idarubicin 116, 267, 269, 270

– cellular accumulation 269
– intracelluar distribution 270

idarubicinol 116
imidazolidine derivatives 39
imipramine 63, 64, 160, 181, 182, 220, 264

– binding to phospholipid 182
– phospholipase A2 activity 220
– postsynaptic activity 64

immobilized artificial membrane (IAM) 39
immobilized liposomes 159, 165

– chromatography 165

– drug partitioning 159
immunological activities 239

– lipid A 239
– liposomes 239

impurities 73
– substitutional 73
– interstitial 73

indalpine 63
indomethacin 56, 229
inflammation 238
influenza virus 6
integrated 254

– optimal functioning 254
interface formation 73
intralysosomal lipid storage 209
iodipine 183
ion channels 327

– simulation 327
5’-I-THC 84

l
lacidipine 316

– interaction with phospholipids 316
lamellar anisotropy 12
large unilamellar vesicles 53

– gel bead immobilization 53
large unilamellar vesicles (LUVs) 13, 143
lateral diffusion 28
lateral pressure 47
lidocaine 126, 265

– partition coefficient in sarcoplasmic 
reticulum 126

– relaxation rate 265
lindane 127
intercalation between the acyl chains 127
lipid A 17, 191, 238, 239

– hydrophobic area 191
– immunological activity 239
– supramolecular structure 239

lipid bilayer compartmentalization 25
lipid composition 250

– sensitive and resistant cells 250
lipid functions 284

– signal transduction 284
lipidosis 207
lipids 248

– hexagonal phase-forming 248
lipophilicity 171, 190, 242

– reversed-phase HPLC 171
lipopolysaccharide 17, 189, 195, 241

– chemical structure 195
– endotoxicity 17

liposome partitioning 234
liposome preparation 18
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liposomes 21, 178
– as microreactor 21
– drug retention 21
– drug uptake 21

local anesthetics ⇒ see anesthetics
localization of drug molecules 79
log D 152

– peptides 152
log I50/log P correlation 221
log K’M 233

– α-adrenoceptor agonists 233
log P ⇒ see partition coefficient
log P’oct 233

– α-adrenoceptor agonists 233
longimicin 238
losartan 124, 125

– interaction with DPPC and DMPC 124,
125

lovastatin 211

m
magainin 196
main phase transition 119
maximum partitioning 119
Mammalian Membrane 3
maximal electro shock test 234
MDR 245, 246, 249, 262, 275, 283

– "flippase" hypothesis 247
– modulators 275
– reversal 246, 249, 283
– study by DSC 262
– “vacuum cleaner” hypothesis 247

MDR-1 gene 245, 247
MDR1 P-glycoprotein 7
MDR-reversing drugs 249, 255, 262, 266

– binding site competition 266
– binding to anionic phospholipids 262
– comparison with inhibition 262

mean field 292
mefloquine 92
melittin 326

– computer simulation 326
membrane 8, 11, 21, 23

– curvature 8, 47, 125
– dynamic molecular organization 21
– maximum hydration 23
– thickness 11

membrane affinity 43
membrane bound proteins 81

– physical state of membrane lipids 81
membrane diffusion 189

– rate-limiting 189
membrane disorder 79
membrane distribution 44

membrane embedded proteins 254
– optimal functioning 254

membrane fluidity 4, 18, 121
– ergosterol 18

membrane-integrated enzymes 218
– inhibition 218

membrane integrity 18
membrane lesions 199

– average diameters 199
membrane permeability 8
membrane potential 13
membrane solubility 233
membranes 2, 27, 40, 48

– anisotropic nature of biological 
membranes 48

– composition 2
– drug partitioning 40
– effects of drugs 27
– function 2
– organization 2
– thickness 27

mepamil 82
mesomorphism 21

– thermotropic 21
– lysotropic 21

methoxyflurane 115
– localization in membranes 115

2-N-methylelipticinium 122
methylimipramine 160
mevastatin 211
microheterogeneity 27
milnacipran 63

– determination of ∆T 63
model 144

– membrane volume and partition 
kinetics 144

– two-compartment 144
molar refractivity 187
molar volume 36
molecular bulk 148
molecular dynamics of membranes 103

– 13C-NMR 103
– 2H-NMR 103

molecular dynamics simulation 308
– IAM surface 308

molecular modeling 113
– interaction energies 113

molecular weight 162, 187
molsurf parameterization 151
Monte Carlo conformational search 172
morphine glucuronides 115

– conformation-dependent lipo-
philicity 115

multidrug resistance ⇒ see MDR
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multilamellar liposome 19, 274
murein sacculus 16
mycobacterium tuberculosis 15

– cell wall 15
mycolic acids 15
myocardial membranes 231

n
Na+-channel 227

– inactivation 227
Na+, K+-ATPase 220, 222

– dependence on membrane fluidity 221
– H-labeled ouabain binding 220
– inhibition 220
– inhibition by amiodarone 221
– inhibition by tricyclic analogs 222

N-alkylbenzylamines 69
– decrease in transition temperature 69

N-didesmethylimipramine 160
negative chronotropic effect 228
neuromediators 62
neurotoxicity 235
N-H acidic drugs 147
nicotinic acetylcholine receptor 331

– simulations 331
nifedipine 82, 183, 232, 315, 316

– diffusion 315
– interaction with phospholipids 316
– receptor binding values 232

nimodipine 122, 183, 185, 186, 202, 232
– clinical half-life 203
– effect on phase transition 122
– membrane location 186
– partition coefficients and dissociation 

values 202
– partitioning into octanol 185
– receptor binding values 232
– X-ray diffraction study 185

nisin 324
nisoldipine 122, 183, 232

– effect on phase transition 122
– receptor binding values 232

nitrendipine 232
– receptor binding values 232

nitroimidazoles 178, 179
– hydrophobic substituent constants 179
– partitioning into liposomes 178

NMR 87, 88, 90, 104, 120, 129, 130, 134, 143,
226, 234, 252
– application to phospholipids 87
– combined with DSC 120
– combined with DSC and FT-IR 130
– combined with FT-IR 129
– combined with UV spectroscopy 129

– determination of drug orientation 104
– determination of transport kinetics 134
– 2H 90, 129
– labeled steroids 226
– line broadening 143
– 31P 87, 88
– quantification of drug-lipid inter-

action 234
– solid state 2H 104
– study of ligand orientation 134
– study of lipid polymorphism 88
– study of membrane composition 252
– study of mesomorphic phospholipid

states 226
– study of preferred drug conforma-

tion 134
NMR relaxation rates 44
NMR spectra 89

– hexagonal HII, and isotropic phases 89
NOE-NMR 115
non-bonded interactions 300

– cut-off 300
– electrostatic 300
– van der Waals 300

non-competitive inhibition 64
non-lamellar inverted phase 24
norepinephrine 63
NSAIDs 229, 230

– partition coefficients 230
– thermotropic behavior 229

N-trimethyl-chitosan 159
– penetration enhancement 159

nuclear magnetic resonance ⇒ see NMR
Nuclear Overhauser effect ⇒ see NOE-NMR

o
oral bioavailability 151

– human 151
order parameter 297, 309
organophosphorous insecticides 75

– effect on membrane fluidity 75
outer core 191

– lipopolysaccharides 191
oxygen 311

– diffusion 311

p
paracellular pathway 153
parallel artificial membrane permeation 

assay 154
partition coefficient 35, 37, 38, 40, 145, 160,

173, 174, 180
– anionic species 145
– cholesterol content 174
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– 1,9-decadiene-water 160
– n-Decane-water 160
– 1-hexadecene-water 160
– hexane-water 37
– ionized species 40
– lipid composition 174
– micelle-water 38
– octanol-water 37
– oil-water 35
– tissue-blood 173
– tissue-to-plasma 180
– various rabbit tissues 180

partitioning 35
– depth 147
– into membranes 35
– octanol-water 35

partitioning of ionizable drugs 146
– small unilamellar vesicles 146

parviflorin 238
patch-clamp technique 198
pentachlorphenol 67

– effect on gel-to-fluid transition 67
peptides 10, 61, 151, 152, 154, 159, 196, 324,

325
– amphipathic 10
– antibacterial 196
– bilayer phase stabilization 61
– conformational behavior 325
– HPLC retention time 61
– log D 152
– metabolic instability 151
– orientational preferences 324
– partitioning 159
– prediction of permeability 151
– structural effects on transport 152
– transport across Caco-2 cells 154

peptidoglycan 14
peptidoglycan cell wall 241
permeability 14, 141, 143, 149, 241, 309

– bacterial membrane 241
– correlation with H-bond capacity 149
– estimate from H-bond descriptors 149
– estimate from molecular size 149
– influence of permeant size 143
– intestinal epithelium 141
– macrophage membrane 241
– role of bilayer composition 143
– simulation 309

permeability coefficient 161, 162, 163
– non-electrolyte solutes 161, 163

permeation 142, 173
– descriptors from 3-D molecular 

fields 173
– in vitro systems 142

– monocarboxylic acids 142
P-gp 245, 247, 254, 274

– ATPase activity 254
– efflux pump function 247
– pump capacity 274
– topology model 245

pH piston hypothesis 40
pharmacodynamic phase model 141
pharmacodynamics 217
pharmacokinetic parameters 52, 157, 236

– correlation with retention time 157
– hydrophobicity descriptor 53

pharmacokinetic properties 14
pharmacokinetics 141

– drug-membrane interactions 141
pharmacokinetics phase 141
phase separation 24, 27
phase transition 22, 61, 132, 218

– bilayer to hexagonal phase 218
– gel to crystalline 132
– gel-to-liquid crystalline 22
– lamellar/inverted hexagonal 61

phase transition temperature 59
– measure of membrane fluidity 59

phenothiazines 52, 70, 159, 248, 281
– antihemolytic activity 52
– domain formations 70
– partition behavior 159
– phase separation 70
– reversal of MDR 248

phentermine 207
– NMR binding studies 207

pH-metric titration technique 40
phosphatidylcholine 6
phosphatidylethanolamine 8

– HII phase 8
phosphatidylserine 8

– asymmetry 8
phospholipase A2 13, 219

– inhibition 219
phospholipases 25
phospholipid 4, 5, 6, 9, 19, 21, 54, 107, 134,

304, 331
– amphipathic nature 19
– asymmetrical distribution 6
– charged groups 5
– crystalline state 21
– disturbance of metabolism 107
– electrostatic properties 4
– extraction 331
– fatty acid composition 4
– fatty acid residues 5
– fixed surface area 304
– isotropic fluid state 21
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– mixed domains with drugs 134
– monolayers 54
– phase preference 9
– surface area 304

phospholipid bilayers 58, 60
– dynamic molecular organization 58
– gel form 58
– liquid crystalline form 58
– morphological rearrangements 60

phospholipid head groups 92
– orientation 92

phospholipidosis 106, 220
– chlorphentermine type 106
– drug-induced 106

phospholipids 236
– antineoplastic activity 236

L-phosphoserine 239
phosphotriesters 97

– 31P-NMR spectra 97
pindolol 86, 124

– effects on model membranes 124
– X-ray diffraction 86

pirarubicin 143, 272
– efflux kinetics 272

piston theory 147
PKC ⇒ see protein kinase C
PLS analysis 164
PLS statistics 151
PO2

– stretching 78
– infrared spectra 78

polar head groups 74, 75
– intercalation of drug molecules 75
– loosening of packing 74

polar surface area 164
polarizability 36
polymyxin 196
polymyxin B 27, 198

– membrane interaction 198
POPC 21

– microreactor 21
pore pathway 187
porine 331

– simulations 331
potassium channel 330

– simulations 330
potentiometric titration 44
pravastatin 211
prenylamine 255
pretransition 24
pretransition temperature 64
procaine 56, 115, 126

– partition coefficient in sarcoplasmic 
reticulum 126

procaryotic cells 5

promethazine 255
propafenone 278

– modulator of P-gp MDR 278
propafenones 280

– physicochemical parameters 280
– P-gp-inhibitory activity 280

propranolol 43, 181, 182, 183, 203
– binding to phospholipid 182
– clinical half-life 203
– partition into membranes 183

propylenglycoldipelargonate (PGDP) 37
prostaglandin E1 (PGE1) release 20
protein 9

– conformation 9
protein and lipid ratio 10
protein binding 173
protein kinase C 13, 25, 218, 248, 249

– activation and inhibition 218, 262, 283
– activation by diacylglycerols 90
– activation of P-gp 248
– dependence on PE 249

protein-drug complex 168
proton acceptor 36
proton donor 37
proton transport 313
pteroate synthase 188
pyrimidinols 147

– interaction with phospholipid 
molecules 147

pyrimidones 147
– interaction with phospholipid 

molecules 147

q
QSAR 147, 161, 170, 176, 187, 224, 232, 234,

242, 276, 277, 278, 279
– acylpyrazolones 278
– anticonvulsants 234
– calcium channel blockers 232
– cross-resistance 277
– cytotoxic agents 276
– diaminopyrimidines 242
– drug absorption 161
– drug permeation 161
– drug tissue distribution 176
– H2-receptor histamine antagonists 170
– local anesthetics 224
– MDR modifiers 276
– partition data 147
– penothiazines 279
– propafenone 278
– propafenone-related amines 279
– sulfonamides 187
– thioxanthenes 279
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– triazines 242
quadrupole splitting 218
quinacrine 92, 264
quinidine 66, 181, 182

– binding to phospholipid 182
quinine 92

r
rate limiting diffusion 28
red blood cells 6
regression analysis 191
relative position charge (RPCG) 57
relaxation rate 105

– spin-lattice 105
– spin-spin 105

representation 292
reserpine 256, 258

– influence on liposome permeability 258
– potentiation of anticancer drugs 256

resistance 252
– dependence on membrane rigidity 252

resistant strain 244
resorption 142

– dependency on lipophilicity 142
resorption or absorption 141

– barrier membranes in the gastrointestinal
tract 141

retention time 52
– artificial membrane columns 52

rhodamine 123 274
– as P-gp substrate 274

rhodamine 6G 255
– resistance 255
– cellular uptake 255

rifampicin derivatives 189
– concentration-dependent onset 

of inhibition 189

s
safingol 248

– inhibition of protein kinase C 248
salmeterol 202

– partition coefficients and dissociation 
values 202

SAR (QSAR) methodology 35
scramblase 8
selectivity 199, 210, 211

– liver tissue 211
sensitive strain 244
septic shock 238

– endotoxins 238
signal transduction 284
sodium channel 81

– sodium channel blocking 224, 225, 227

sphingomyelin 6
spin lattice relaxation rate 87
spin-labeled proteins 79
stable nitroxide radicals 79
staurosporine 248
1-stearoyl-2-sn-arachidonoylglycerol 237
stereospecific activity 248
steric constraints 12
STERIMOL parameter 278
steroids 106
streptomycin 219
structure-resorption correlations 142

– octanol-water partition coefficients 142
sulfonamides 142, 187

– intestinal absorption kinetics 142
sulindac 229, 230
sulindac sulfide 229, 230

– DPPC thermal scans 230
– partition coefficient 229
– in DPPC 229

sulindac sulfone 230
– DPPC thermal scans 230

surface (curvature) 27
surface activity 171

– gibbs adsorption isotherms 171
surface density 144
surface potential 219
surface-bound water 66
synaptic plasma membrane 201, 222

– partition coefficients 201

t
tamoxifen 117, 118, 178

– effect of drug concentration 118
– partition coefficient for DMPC 178
– partitioning 117

taxol 256, 257
– influx rate 257
– in P-gp-deficient cells 257

teniposide 174
– partitioning 174
– influence of head groups 174

tetracaine 103, 115, 126
– interactions with biological 

membranes 126
tetracycline 86

– X-ray diffraction 86
tetrahydrocannabinol (THC) 84
tetrahydroquinolines 279
tetrazoline 233
thermotropic phase behavior 59

– Ca2+ions 59
– cholesterol 59

thioxanthenes 281
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tiaminidine 234
timolol 183

– partition into membranes 183
toad urinary bladder 163

– permeation of non-electrolytes 163
α-tocopherol 86

– X-ray diffraction 86
TOE-NMR experiments 113
total polar surface (TPSA) 57
toxicity 199
transepithelial electrical resistance 150
transepithelial permeability 165
trans-flupentixol 107

– interaction with lecithin and 
BBPS 107, 108

transmembrane transport 96
– drugs 96

transport proteins 7
triacylglycerols 60

– effect on the bilayer 60
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