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Prologue

The beginning of philosophy is to know the condition of one’s 
own mind 

Epictetus, Golden Sayings: XLVI

I have been developing and using isoconversional kinetics for about 25 years. A 
little over a decade ago, I started thinking about writing a book on this fascinating 
topic. However, it was only a year ago that I finally decided to invest my time and 
effort in actually doing it. My decision was spurred by a dramatic growth of interest 
in isoconversional kinetics and thus, of the potential audience for this book. In the 
past three years, (2012–2014) there have been around 2000 publications that use 
isoconversional methods for kinetic analysis. Barely one third of that number of 
such papers was published for the same period 10 years ago (2002–2004). That 
is why now seems like the opportune time for such a book to appear and make an 
impact.

I discovered isoconversional methods in the late 1980s when I was a graduate 
student. “Discovered” is really the right word here. Back then, the field of thermal 
analysis kinetics was ruled by single heating rate methods, and the method of Coats 
and Redfern was probably an uncrowned king. Like most workers at that time, 
I followed suit and started working with these methods. It seemed to me that by 
improving the computational and statistical aspects I could make the single heating 
rate methods produce unique and reliable kinetic triplets. Ironically, however, the 
computational and statistical refinement of the methods was making things worse.  
At that point I realized that the single heating rate methods are flawed beyond  
repair. The time spent was not entirely wasted, because in the process I learned a 
great deal of statistical and numerical techniques that I used later in developing 
isoconversional methodology. The major reason I recognized the fault of the single 
heating rate methods sooner than many others, was that I did not have the luxury of 
doing kinetics in the “l’art pour l’art” style. I was given a pragmatic task of finding 
a way of using thermal decomposition data for kinetic predictions, and the single 
heating rate methods were systematically failing to make sensible predictions.

The first multiple heating rate method I used was the isoconversional method of 
Kissinger, Akahira, and Sunose. To my shame, I did not know about the existence of 
this method. I simply rearranged the Coats-Redfern equation to the isoconversional  
form and went ahead. While in graduate school, I developed a technique for making 
isoconversional predictions without estimating the preexponential factor and 



viii Prologue

reaction model. I will never forget the sense of wonder when I saw these predictions 
work! In the early 1990s, I worked out the techniques for isoconversional evalua-
tion of both the preexponential factor and the reaction model. These two techniques 
completed the computational core of isoconversional kinetics.

Over the years, I and other researchers have done a lot of work on improving the 
computational tools of isoconversional kinetics. Nevertheless, the main point of my 
interest has always been finding the link between the dependence of the effective 
activation energy and the process mechanism. Sometimes this link can be pretty 
straightforward; at other times it can be very convoluted. However, searching for 
it is exciting and illuminating every single time. Admittedly, I have learned a great 
deal of mechanisms and kinetics while trying to understand all kinds of variations in 
the activation energy. Much of that experience is described in this book.

The book has five chapters. It was my intention to make the book readily 
accessible to anyone who is familiar with basic (undergraduate) kinetics and 
thermodynamics. Chapter 1 was written to absorb some of “culture shock” that one 
may experience on transition from the classical homogenous kinetics to the kinetics 
of heterogeneous systems studied by the methods of thermal analysis. It provides 
some basics necessary for comprehension and interpretation of isoconversional 
kinetics. It also has some practical advice about obtaining computation worthy data.

Chapter 2 describes the computational tools of isoconversional kinetics. The 
chapter presents the evolution of the methods of estimating activation energy. It 
emphasizes an important difference between rigid and flexible integral methods. 
Although implementation of better methods may require significant computational 
efforts, it is shown that in both, the rigid and flexible categories, there are sufficient-
ly accurate methods that are reducible to the standard linear regression. The chapter 
also discusses computational techniques for making isoconversional predictions as 
well as for evaluating the preexponential factors and reaction models.

Chapters 3 and 4 are devoted to the practical application of isoconversional 
methods to physical and chemical processes respectively. Individual processes 
are discussed in particular sections of the chapters. The sections are divided into 
subsections that provide some theoretical background to the particular process and 
examples of its isoconversional treatment. The physical processes treated in Chap. 3 
are the phase transitions in one and two component systems. The one component 
phase transitions include vaporization and sublimation, glass transition and aging, 
crystallization and melting of polymers, and morphological solid-solid transitions. 
The two component phase transitions are the transitions in solutions. They include 
mixing and demixing, gelation and gel melting, and helix-coil transitions. Chapter 4 
deals with the chemical processes most commonly treated by isoconversional 
methods. These include the processes of polymerization and crosslinking, thermal 
and thermo-oxidative degradation of polymers, and thermal decomposition of 
solids. Finally, Chap. 5 is a brief epilogue that collects a few thoughts of mine on 
the present and future status of isoconversional kinetics.

In conclusion, I would like to acknowledge the luxury of release time I enjoyed 
while writing this book during the summer and fall semesters of 2014. I thank 
the National Science Foundation (grant CHE 1052828) and the Department of 
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Chemistry for supporting my summer pay and the College of Arts and Sciences and 
the University of Alabama at Birmingham for granting me a semester of sabbatical 
leave. I would also like to thank the Thermal Analysis Division of Mettler-Toledo, 
Inc. for their exemplary commitment to isoconversional kinetics. They have 
implemented many of the computational tools developed by me as a part of their 
thermal analysis software known as “model-free kinetics” and have done a great job 
of popularizing isoconversional kinetics. I am very grateful to them for generously 
supporting my research for two decades.

     Sergey Vyazovkin
Birmingham, AL 2014
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Chapter 1
Some Basics En Route to Isoconversional 
Methodology

© Springer International Publishing Switzerland 2015
S. Vyazovkin, Isoconversional Kinetics of Thermally Stimulated Processes,  
DOI 10.1007/978-3-319-14175-6_1

1.1  From Condensed-Phase Kinetics to Isoconversional 
Principle

Following, then, the order of nature, let us begin with the 
principles which come first.

Aristotle, Poetics.

This book deals with kinetics of thermally stimulated processes. Kinetics studies 
the rates of processes in order to accomplish two major objectives. The first is to 
parameterize the process rate as a function of state variables so that it can be pre-
dicted for any combination of these variables. The second is to obtain insights into 
the process mechanisms. Thermally stimulated processes are the processes that can 
be initiated by changes in temperature or, in other words, by heating or cooling. 
More specifically, we are concerned with the thermally stimulated processes that 
take place in the condensed-phase systems, i.e., liquids and solids.

A change in temperature directly affects all types of molecular motion in the sys-
tem causing physical and chemical processes inside it. The energy of the molecular 
motion increases with increasing temperature. When the energy of the molecular 
motion approaches the energy of intermolecular interactions, the cohesive forces 
can no longer hold the molecules in the condensed phase so that the latter transforms 
into the gas phase. As a result, a liquid vaporizes and a solid sublimates. These are 
examples of a physical process, i.e., a process that does not break the bonds within 
the molecules. On the other hand, physical processes can also be stimulated by a 
decrease in temperature. As the energy of the molecular motion drops, the state of 
the system becomes increasingly determined by the intermolecular interactions that 
may cause the formation of various structures. Examples of such physical processes 
are crystallization of a melt or gelation of a solution.

However, when the temperature is raised sufficiently high, the energy of the mo-
lecular motion begins approaching the energy of chemical bonds so that the latter 
break and cause the system to undergo chemical transformations. Thermal decom-
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position of a solid substance and thermal polymerization of a liquid monomer are 
examples of a chemical process.

A change in temperature not only stimulates a variety of physical and chemical 
processes but also affects their kinetics. There are many experimental techniques 
that can be used for measuring the kinetics of thermally stimulated processes as 
a function of temperature. Although the applications of the kinetic methodology 
discussed in this book are not limited to any particular experimental techniques, all 
kinetic results collected here have been obtained by either differential scanning cal-
orimetry (DSC) or thermogravimetric analysis (TGA). Other applications include 
mass spectrometry [1, 2], infrared spectroscopy [3, 4], dilatometry [5], rheometry 
[6], thermomechanical, dynamic mechanical analysis [3, 7], and acoustic measure-
ments [8].

DSC and TGA are the most common techniques falling under the umbrella of 
thermal analysis. Detailed information on the techniques and their applications is 
available elsewhere [9–11]. Briefly, TGA measures changes in the sample mass 
that makes it suitable for monitoring the kinetics of mass loss in such processes 
as vaporization, sublimation, decomposition, or of mass gain in oxidation. DSC 
measures the heat flow either from or to the sample. Since practically any pro-
cess generates detectable heat flow, DSC has an extremely broad application range. 
However, it is most commonly employed to measure the kinetics of processes that 
occur without any mass change such as crystallization, melting, gelation, and po-
lymerization. Either technique, TGA or DSC, is capable of conducting measure-
ments under precisely controlled temperature conditions that can be isothermal or 
nonisothermal. The latter typically means heating or cooling at a constant rate of 
temperature change.

The rate of many thermally stimulated processes can be parameterized in terms 
of T and α as follows:

 
(1.1)

where t is the time, T is the temperature, α is the extent of conversion, f( α) is the 
reaction model, and k( T) is the rate constant. The latter is almost universally repre-
sented by the Arrhenius equation:

 
(1.2)

where A is the preexponential factor, E is the activation energy, and R is the gas con-
stant. Equation 1.1 is quite different from the basic rate equation found in textbooks 
dealing with homogeneous reactions in gases and solutions [12]:

 
(1.3)
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where C is the concentration and n is the reaction order. For a reaction to be homo-
geneous, the reactants should be miscible at the molecular level and be present in 
the form of single phase. Then, the reaction would occur throughout the whole reac-
tion volume and its rate would be proportional to the amount of reactants in this vol-
ume or, in other words, to their concentrations. For instance, in a gas-phase reaction:

the two gases are mixed in a reaction vessel and the reaction zone is the whole vol-
ume of the vessel. Increasing the amounts of gases in the reaction vessel increases 
the number molecules in the reaction zone and, thus, the reaction rate.

However, this does not hold if the reactants cannot be mixed at the molecular 
level and thus have to be present as individual phases. Such reactions can occur only 
at the interface of the reactant phases. The reactions of this type are called heteroge-
neous. For example, in a reaction:

two solid reactants are brought into a contact so that the reaction zone is limited to 
the interfacial contact area. If the copper and sulfur reactants are prepared in the 
form of cylinders (Fig. 1.1) with the circular bases of equal size and made to react 
by bringing the bases of the solid cylinders into a contact, the reaction rate will be 
proportional to the area of the circular bases. Nevertheless, it will be independent 
of the total amount of copper and sulfur outside the interfacial reaction zone, i.e., 
independent of the cylinder heights. For this reason, the total amounts of the re-
actants that can be expressed as the concentration do not carry much meaning for 
heterogeneous kinetics.

Note that the processes that include a condensed phase generally tend to dem-
onstrate heterogeneous kinetics. Reactions between solids, or solids and liquids, 

H I HIg g g2 2 2( ) ( ) ( ) ,+ →

2 2Cu S Cu Ss s s( ) ( ) ( ) ,+ →

Fig. 1.1  Schematic represen-
tation of a reaction between 
two solids, Cu(s) and S(s)
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or two immiscible liquids, decomposition of solids to gases, reaction of gases with 
solids and liquids, dissolution of solids, evaporation of liquids, sublimation, and 
melting of solids are all examples of processes whose kinetics is heterogeneous. 
Considering that for the heterogeneous kinetics the only concentration that mat-
ters is the concentration of the reactants in the interfacial reaction zone and that 
this concentration is not readily measurable, it is only practical to switch from the 
concentration to the extent of the reactant conversion ( α). This parameter simply 
reflects the reaction progress from the initial state, i.e., before the reaction starts 
( α = 0) to the final state, i.e., when the reaction is complete ( α = 1).

The conversion is readily determined as a fractional change of any physical prop-
erty associated with the reaction progress. When the process progress is monitored 
as a change in mass by TGA, α is determined as a ratio of the current mass change, 
∆m, to the total mass change, ∆mtot occurred throughout the process:

 

(1.4)

where m0 and mf , respectively, are the initial and final masses (Fig. 1.2). In its turn, 
when the progress is measured as a change in heat by DSC, α is evaluated as a ratio 
of the current heat change, ∆H, to the total heat released or absorbed, ∆Htot in the 
process:

 

(1.5)

where dH/dt is the heat flow measured by DSC (Fig. 1.3).
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Fig. 1.2  Evaluation of con-
version from TGA curve
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Similarly, if the concentration of a reactant is available, it can easily be converted 
to the conversion. For example, if the value of C varies throughout the reaction from 
the initial value C0 to zero, the conversion is:

 
(1.6)

Isolating C from Eq. 1.6 and substituting the resulting expression into Eq. 1.3 leads 
to:

 (1.7)

where k' ( T ) = C0
n − 1k( T ). Equation 1.7 is the basic equation of homogeneous ki-

netics. Comparing it against Eq. 1.1 suggests that homogeneous kinetics can be 
described by a simple reaction model:

 (1.8)

that is called a reaction-order model.
Fitting the rate to the reaction models may provide some clues about the reaction 

mechanism. Fitting homogeneous kinetics data to a reaction-order model (Eq. 1.8) 
and determining that n equals 1 or 2 suggests that the reaction is, respectively, 
monomolecular or bimolecular. In heterogeneous kinetics, the situation is not nearly 
as simple. There are dozens of heterogeneous reaction models that have been de-
rived under various mechanistic assumptions [9, 13]. Such multitude of the models 
arises from the need to describe the multitude of ways by which the spatially local-
ized reaction zone propagates throughout the reactants. The mathematical equations 
and names of some models are collected in Table 1.1. Figure 1.4 displays the model 
dependencies of f( α) on α.

α =
−C C

C
0

0
.

d
d
α

α
t

k T n= ′ −( )( ) ,1

f n( ) ( ) .α α= −1

Fig. 1.3  Evaluation of con-
version from DSC curve
 



6 1 Some Basics En Route to Isoconversional Methodology

Since under the isothermal conditions (i.e., T = const) k( T) is constant, the rate is 
directly proportional to f( α):

 
(1.9)d

d
α

α
t

Const f= · ( ).

Table 1.1  Some kinetic models used in the heterogeneous kinetics
Reaction model Code f( α) g( α)

1 Power law P4 4α3/4 α1/4

2 Power law P3 3α2/3 α1/3

3 Power law P2 2α1/2 α1/2

4 Power law P2/3 2/3α− 1/2 α3/2

5 One-dimensional 
diffusion

D1 ½α− 1 α2

6 Mampel (first order) F1 1 − α  − ln(1 − α)
7 Avrami–Erofeev A4 4(1 − α)[− ln(1 − α)]3/4 [− ln(1 − α)]1/4

8 Avrami–Erofeev A3 3(1 − α)[− ln(1 − α)]2/3 [− ln(1 − α)]1/3

9 Avrami–Erofeev A2 2(1 − α)[− ln(1 − α)]1/2 [− ln(1 − α)]1/2

10 Three-dimensional 
diffusion

D3 3/2(1 − α)2/3[1 − (1 − α)1/3]− 1 [1 − (1 − α)1/3]2

11 Contracting sphere R3 3(1 − α)2/3 1 − (1 − α)1/3

12 Contracting cylinder R2 2(1 − α)1/2 1 − (1 − α)1/2

13 Two-dimensional 
diffusion

D2 [− ln(1 − α)]− 1 (1 − α)ln(1 − α) + α

0.0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

4

5

6

A4
A3

A2F1

R2

R3

P2

P3

P4P2/3

D1
D2

D3

f( α
)

α

Fig. 1.4  The f( α) on α 
dependencies for the reaction 
models from Table 1.1
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Then from the f( α) dependencies presented in Fig. 1.4, we can identify three major 
types of heterogeneous kinetics: decelerating, accelerating, and autocatalytic. For 
the decelerating kinetics, the rate is continuously decreasing as the process pro-
gresses from α = 0 to 1. This type of behavior is represented by the diffusion models 
and the models of contracting geometry. This is also the typical behavior for the 
homogeneous kinetics that obey the reaction-order model (Eq. 1.8). For the accel-
erating kinetics, the rate is constantly increasing throughout the process progress. 
The power law models provide an example of such behavior. The autocatalytic 
models describe processes whose rate passes through a maximum. The Avrami–
Erofeev models of nucleation and growth are typical representatives of such kinetic 
behavior.

The three types of heterogeneous kinetics are also easy to recognize from the 
integral kinetic curves, α versus t, obtained under isothermal conditions (Fig. 1.5). 
The decelerating kinetic curves are almost linear in the initial portion but start to 
bend at larger extents of conversion and ultimately reach a plateau as α approaches 
1. The accelerating and autocatalytic kinetic curves demonstrate little change at 
the lowest extents of conversion, sometimes featuring a distinct plateau. The latter 
is also called an induction period. Past this period, the curves starts to bend at a 
continuously increasing angle. In the accelerating curves, this trend persists until 
completion, i.e., α = 1. In the autocatalytic curves, acceleration switches to decelera-
tion at some intermediate extent of conversion. This gives rise to the characteristic 
sigmoid shape of the curves. The respective reaction models and kinetics are some-
times referred to as sigmoid.

Speaking of indentifying particular reaction models (Fig. 1.4) rather than the 
types of kinetics (Fig. 1.5), a quick review of Fig. 1.4 immediately reveals that 
many of the models do not show a significant difference especially in certain ranges 
of α. Considering that all models largely oversimplify the reality, experimental data 
tend not to follow the models accurately. It is frequently found that experimental 
data fall between two model dependencies, or coincide with one model at smaller 

0.0

0.5

1.0

3

2

1

t

α

Fig. 1.5  Three major types 
of integral kinetic curves 
obtained under isothermal 
conditions: 1 decelerating; 2 
accelerating; 3 autocatalytic 
(sigmoid)
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conversions but with another at larger ones, or do not follow any model within a 
certain range conversions. This creates a serious problem of identifying the reaction 
models by means of the model-fitting procedure.

The problem of identifying the reaction models becomes practically insurmount-
able when model fitting is performed on experimental data obtained in a noniso-
thermal run at a single heating rate, β. Note that under isothermal conditions the 
conversion dependence of the reaction rate (i.e., an experimental dependence of f( α) 
on α) is easy to isolate because the rate is directly proportional to f( α) (see Eq. 1.9). 
However, under nonisothermal conditions when the temperature changes linearly 
with the time:

 (1.10)

both α and T change simultaneously that thwarts clean separation of f( α) and k( T) 
in Eq. 1.1. That is, when Eq. 1.1 is fitted to nonisothermal data, any inaccuracy in 
selecting the reaction model becomes compensated by the respective inaccuracy in 
the rate constant. As a result of this compensation, there always is more than one set 
of k( T) and f( α) that can fit the experimental data equally well from the statistical 
point of view [14]. The resulting different rate constants give rise to widely differ-
ing pairs of the Arrhenius parameters, E and A, which, however, are strongly cor-
related via the so-called compensation effect [15]:

 
(1.11)

where the subscript j denotes a particular reaction model fj( α) that is used in the 
model-fitting procedure. A set of fj( α), Ej, and Aj is frequently called a kinetic trip-
let. Experimental examples of the problem have been considered by Vyazovkin and 
Wight [14]. Instructive simulated examples are found in the papers by Criado et al. 
[16, 17], who have demonstrated that three different kinetic triplets can give rise to 
exactly the same kinetic curve α versus T (Fig. 1.6). Note that the respective Ar-
rhenius parameters are strongly correlated via the compensation effect (Fig. 1.7).

Although the deficiency of single-heating-rate kinetic analyses had been empha-
sized repeatedly, their general inability to produce reliable kinetic triplets was offi-
cially recognized by the community only in the discussions [18–21] of the results of 
the 2000 Kinetic Project sponsored by the International Confederation of Thermal 
Analysis and Calorimetry (ICTAC). One of the most important conclusions of that 
project was that the single-heating-rate kinetic analyses should be avoided. As an al-
ternative, one should use kinetic analyses based on the simultaneous use of multiple 
heating rates or, more, generally, multiple temperature programs. According to the 
2011 recommendations [22] of the ICTAC Kinetics Committee, such kinetic analy-
ses should be performed by using either model-fitting or isoconversional (model-
free) kinetic methodologies. The use of the model-fitting methodology is outside 
this book’s scope. The book focuses entirely on the applications of the isoconver-
sional kinetic methodology or, simply, isoconversional kinetics.

β =
d
d
T
t
,

ln ,A aE bj j= +
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The isoconversional kinetics takes its origin in the isoconversional principle that 
allows one to eliminate the reaction model from kinetic computations. The principle 
states that the process rate at constant extent of conversion is only a function of 
temperature. This is easy to derive from Eq. 1.1 by taking the logarithmic derivative 
of the rate at α = const:

 

(1.12)1 1 1
ln(d / d ) ln ( ) ln ( ) ,t k T f

T T Tα α α

α α
− − −

∂ ∂ ∂     = +     ∂ ∂ ∂     

Fig. 1.6  The same kinetic 
curve can be represented 
by three different triplets 
(F1: E = 172.3 kJ mol−1, 
A = 2.30 × 1013 s−1; A2: 
E=118.1 kJ mol−1, 
A = 1.24 × 108 s−1; A3: 
E = 100.0 kJ mol−1, 
A=1.66 × 106 s−1; heating rate 
is 1°C min−1). (Reproduced 
from Criado et al. [17] with 
permission of Springer)
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Fig. 1.7  Arrhenius param-
eters related to the kinetic 
curve in Fig. 1.6 obey 
the compensation effect: 
lnA = aE + b
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where the subscript α indicates isoconversional values, i.e., the values related to a 
given extent of conversion. The second addend on the right-hand side of Eq. 1.12 
is zero because at α = const, f( α) is constant. The first addend readily derives from 
Eq. 1.2 so that Eq. 1.12 reduces to:

 

(1.13)

It follows from Eq. 1.13 that the temperature dependence of the isoconversional 
rate can be utilized to determine the isoconversional values of the activation energy, 
Eα without identifying or assuming any form of the reaction model. That is why 
isoconversional methods are frequently termed as “model-free” methods. While 
catchy, this term is not to be taken literally. It should be kept in mind that although 
the methods do not have to identify explicitly the model, they still assume implicitly 
that there is some f( α) that defines the conversion dependence of the process rate.

The temperature dependence of the isoconversional rate is obtained experimen-
tally by performing a series of runs at different temperature programs. It usually 
takes four to five runs at different heating rates or at different temperatures to de-
termine such dependence. Figure 1.8 [23] illustrates the idea of determining the 
isoconversional rate from two nonisothermal runs conducted at the heating rates β1 
and β2. The conversion versus temperature plots can be estimated by scaling TGA 
data in accord with Eq. 1.4 (Fig. 1.2). By selecting a certain conversion α, one then 
finds the temperature related to it at each heating rate, i.e., Tα,1 and Tα,2. The conver-
sions need to be selected in a wide α range, e.g., 0.05–0.95 with a step not larger 
than 0.05. Since it is unlikely that the experimental α versus T curves would contain 
points exactly at selected values of α one has to use interpolation to find the values 
of Tα. Then the slope (numerical derivative) of the α versus T curve at Tα would give 
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  that can be converted to the isoconversional rate as follows:
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Fig. 1.8  Isoconversional 
method uses an individual 
rate equation for each extent 
conversion and a narrow tem-
perature interval ∆T, related 
to this conversion. The use of 
different heating rates, β1 and 
β2, allows for determining 
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at the same conversion. 
(Reproduced from Vyazovkin 
and Sbirrazzuoli [23] with 
permission of Wiley)
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(1.14)

Equation 1.14 is derived by substitution of the derivatives in accord with Eq. 1.9. 
The isoconversional rates are also obtainable from DSC data that would have to be 
converted to α versus T curves (Eq. 1.5, Fig. 1.3) to estimate the values of Tα. The 
isoconversional rate is then estimated from the experimentally measured flow rate 
at Tα as follows:

 

(1.15)

Once the temperature dependence of the isoconversional rate is determined from a 
series of temperature programs, e.g., several heating rates or several temperatures, 
it can be parameterized through a combination of Eqs. 1.1 and 1.2 as:

 

(1.16)

where the subscript i represents the number of the temperature program. This equa-
tion is the base of the differential isoconversional method by Friedman [24]. A plot 
on the left-hand side of Eq. 1.16 against the reciprocal temperature gives a straight 
line whose slope yields the isoconversional value of the effective activation energy, 
Eα, without any assumptions about the process model. The two other parameters of 
the kinetic triplet (preexponent and reaction model) are encrypted in the intercept 
but they can be evaluated by using several simple techniques discussed in Chap. 2.

Repeating the calculations (Eq. 1.16) for every value of α results in evaluating 
a dependence of the effective activation energy on the extent of conversion. Ob-
taining such dependence is the major outcome of the application of the Friedman 
method as well as of any other isoconversional method. An overview of the meth-
ods is provided in Chap. 2. For now, we need to point out the effective nature of the 
activation energy estimated. The term “effective” as well as “overall,” or “global,” 
or “apparent” is used to emphasize that the activation energy estimated from experi-
mental kinetic data does not necessarily have a simple meaning signified by Eq. 1.1. 
This equation is an equation of a single-step process that means that all the reactants 
become converted to the products by overcoming the same energy barrier, E. As dis-
cussed later, single-step pathways in condensed-phase and heterogeneous kinetics 
are rather an exception than a rule. The application of the single-step equation to a 
process whose rate may be determined by more than one step results in estimating 
an activation energy that may be linked to more than one energy barrier. For this 
reason, experimentally determined activation energy generally provides informa-
tion on an averaged or effective energy barrier that is the barrier that corresponds to 
the actual temperature dependence of the experimentally measured process rate. It 

d
d

d
d

α α
β

α αt T






 = 






 .

d
d

d
dtot

α

α α
t H

H
t T







= 





1
∆

.

ln ln[ ( )] ,
, ,

d
d
α

α
α

α
α

αt
A f

E
RTi i







 = −



12 1 Some Basics En Route to Isoconversional Methodology

should be noted that experimental estimates of the preexponential factor and reac-
tion model are also generally effective in their nature.

This book discusses amply how the Eα versus α dependencies can be estimated 
and employed for obtaining mechanistic insights, making kinetic predictions, and 
estimating the two other members of the kinetic triplet. All these actions comprise 
the body of isoconversional kinetic analysis. The first thing one learns from this 
analysis is whether the effective activation energy varies with conversion. If Eα does 
not demonstrate any significant variation with α, the process can be described by a 
single effective activation energy. This does not necessarily mean that the process 
in question is a single-step process. More likely, it is a multistep process that has 
one step whose rate determines the overall process rate. It may also be that the steps 
that dominate the overall kinetics have insignificantly different activation energies.

When Eα is found to vary significantly with α, the process is likely to involve 
two or more steps having differing activation energies. Under this circumstance, a 
single-step rate equation (Eq. 1.1) cannot be applied to describe the process kinetics 
in the whole range of experimental conversions and temperatures. Nevertheless, the 
occurrence of a multistep process should not be taken as immediate invalidation of 
the isoconversional principle, notwithstanding the latter holds strictly for a single-
step process. The principle still works as a fair approximation because isoconver-
sional methods describe the process kinetics by using multiple single-step kinetic 
equations, each of which represents only a single extent of conversion and a narrow 
temperature range ( ∆T ) associated with it (Fig. 1.8).

Multistep model fitting is sometimes suggested as a better alternative to isocon-
versional kinetic analysis. In the ideal case when the number of steps and interrela-
tionship between them (i.e., the mechanism) are known, the multistep model fitting 
would certainly secure the best possible solution. In reality, most of the time one has 
to deal with the processes whose mechanism is unknown. In this situation, the num-
ber of steps and the mechanism that comprises them have to be guessed and tested 
by statistical criteria of the fits. It is not uncommon when multistep model fitting 
cannot differentiate statistically between alternative mechanisms, e.g., parallel and 
consecutive reactions [18, 20]. For any particular mechanism, the number of steps 
is usually determined by increasing it consecutively until the introduction of a new 
step does not result in statistically significant improvement of the fit.

Even if statistical analysis allows one to select a particular mechanism and the 
number of steps with fair certainty, it does not mean that the resulting multistep 
model is an accurate representation of the actual process. It should always be kept 
in mind that statistics evaluates the models only by the quality of the data fit but 
not by the physical sense of applying the models to the data. The best fist can be 
easily accomplished by an equation devoid of any physical meaning [25]. This is 
not to say that multistep model fitting is inferior to isoconversional kinetic analy-
sis. Rather, each approach has its limitations and inaccuracies. An isoconversional 
method approximates multistep kinetics by a sequence of independent single-step 
equations, none of which is an accurate representation of the actual multistep kinet-
ics. Multistep fitting approximates multistep kinetics by an interrelated combination 
of single-step equations, in which the number and interrelationship of the steps do 
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not represent accurately the actual multistep kinetics. In either case, the result of 
analysis is a set of kinetic triplets that are effective because the actual kinetics gets 
averaged through the use of approximate models. At any rate, when dealing with 
condensed-phase and heterogeneous kinetics one needs to understand the meaning 
of effective kinetic parameters. Applied to isoconversional methods, this means to 
understand the concept of variable activation energy.

1.2  Understanding Variable Activation Energy

Then I wanted to know the meaning of the fourth beast, which 
was different from all the others and most terrifying.

Daniel 7:19

Variable activation energy (i.e., the activation energy that varies with temperature 
and/or conversion) would be much easier to appreciate, if it were not for that eye-
catching graph found in undergraduate general or physical chemistry texts in sec-
tions dealing with kinetics or, more specifically, with the activated-complex theory. 
An example of such graph is shown in Fig. 1.9 borrowed from a classical paper by 
Eyring [26]. This graph perfectly captures the essence of a reaction act, in which re-
actants must overcome some energy barrier in order to turn into products. The graph 
is so self-explanatory and the idea appears so straightforward that the constancy 

Fig. 1.9  Energy barrier in the theory of the activated complex. (Reproduced from Eyring [26] 
with permission ACS)
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of the energy barrier as well as of the activation energy representing this barrier 
does not raise much of a doubt. Nonetheless, the situation presented in this graph 
is grossly oversimplified. It represents a reaction between two reactant molecules 
that get converted to two product molecules. That is, there is no reaction medium, 
in which the energies of the molecules, engaged in the reaction act, would be af-
fected by intermolecular interactions with surrounding inactive molecules. Such 
simplification may be appropriate only for gas-phase reactions and thus is of little 
relevance to condensed-phase and heterogeneous kinetics. Nevertheless, it is wor-
thy a note that even in the gas-phase reactions the energy barrier height is known 
[27] to demonstrate a variation with temperature due to temperature dependence of 
the heat capacity of activation and tunneling effects.

When it comes to condensed-phase kinetics, the processes take place in the liq-
uid or solid medium. In this situation, the energy barrier becomes dependent on 
the properties of the medium. The size of the barrier may thus change as the prop-
erties of the medium change with either temperature or reaction progress. Let us 
first illustrate [28] a variation with conversion by considering a single-step reaction 
A → B such as isomerization. In general, the energetic state of the reactant A is af-
fected by the molecules that surround it. At the early stage of the reaction, when 
α is close to 0, the reactant is surrounded by other molecules of A. As the reaction 
nears completion (i.e., α is close to 1) the reactant will be predominantly surrounded 
by the product molecules B. If intermolecular forces between A and A are stronger 
than the forces between A and B, the molar enthalpy of A will be lower in initial 
( α = 0) than in final ( α = 1) stages of the reaction (Fig. 1.10). By similar argument, 
in the final stages ( α = 1) when the product B is surrounded by the molecules B, its 
molar enthalpy is lower than in the initial stages of reaction ( α = 0). Obviously, as 
this reaction progresses from α = 0 to α = 1, its exothermicity should increase and 
its energy barrier should decrease. In other words, the observed activation energy 
should progressively decrease as a function of conversion, α.

A variation of the energy barrier with temperature follows directly from the 
activated-complex theory developed for reactions of ions or polar molecules in so-
lutions [29]. In accord with this theory, the rate constant of reaction between two 
ions is given as

 (1.17)
2

0ln ln ,A B

AB B

z z ek k
d k Tε

= −

Fig. 1.10  Illustration of how 
intermolecular interactions 
may affect the height of the 
energy barrier throughout the 
reaction progress
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where e is the electronic charge, zA and zB the numbers of charges on the ion, ε is 
the dielectric constant of the medium, dAB is the distance between the centers of the 
ions in the activated state, and kB is the Boltzmann constant. The energy barrier in 
Eq. 1.17 includes the dielectric constant, whose temperature dependence causes a 
variation in the activation energy [29]. In addition, we should note that an elemen-
tary step of any chemical reaction is the process of electron transfer. Per the Marcus 
theory [30, 31], the rate constant of this process is

 
(1.18)

where among several components the free energy of activation, ∆G* involves the 
solvent reorganization energy, which can vary significantly with temperature [32].

It should be stressed that the aforementioned examples explain variations in the 
energy barrier for a single-step processes, which is the reaction act itself. The rate of 
the reaction act is determined by the probability of the reacting molecules to jump 
over the energy barrier. What is missing from this picture is the rate, at which mol-
ecules arrive at the reacting situation or, to put it differently, the rate of molecular 
mobility or diffusion. If in gases the rate of diffusion is much faster than the rate of 
the reaction act and thus can be neglected, it is not the case of the condensed media, 
in which the cohesive forces exert significant resistance to molecular motion.

For example, in liquids the rate of diffusion is inversely proportional to viscosity. 
The activated-complex theory does not account directly for the effect of viscos-
ity on the reaction rate. However, the effect is treated adequately by the Kramers’ 
theory [33], which introduces viscosity of the medium as a crucial kinetic factor. 
According to this theory, in the case of large viscosity the rate constant take on the 
following form:

 (1.19)

where kac is the activated-complex theory rate constant, κ(η) is a term that accounts 
for the effect of the generalized viscosity on the reaction rate. Extensive testing of 
the effect demonstrates [34] that k on η dependencies are strongly nonlinear and, in 
certain cases, may even be bell-shaped. Considering that viscosity is temperature 
dependent, the effective activation energy estimated from the temperature depen-
dence of the rate constant (Eq. 1.5) should also be temperature dependent.

Although the activated-complex theory does not account for the diffusion effect 
of a viscous medium on the reaction rate, the effect can be accounted for by using 
the so-called addition of kinetic resistances [35]. The idea was originally explored 
by several workers, including Rabinowitch [36], who proposed that the character-
istic time of a process can be defined as the sum of the characteristic time of the 
reaction act and the characteristic time for reactants to diffuse toward each other. 
In the simple case of a first-order reaction, the characteristic times can be replaced 
with the reciprocal rate constants

k A G
k TB
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 (1.20)

where kef, k, and kD, respectively, are the effective, reaction, and diffusion rate con-
stants. Assuming that k and kd obey the Arrhenius temperature dependence, we can 
derive the effective activation energy of the overall process as follows

 (1.21)

where E and ED are the activation energies of the reaction and diffusion. In Eq. 1.21, 
ED can be reasonably well approximated by the activation energy of viscous flow 
[37]. Because both k and kD vary with temperature, Eef should generally vary with 
temperature taking the values between E and ED. Figure 1.11 displays the respec-
tive temperature dependence of Eef estimated under assumption that ED is typically 
smaller than E. Equation 1.21 also suggests that Eef can be constant in two special 
cases. First, when diffusion is much faster than the reaction ( kD >> k) the process 
is said to occur in the reaction regime, and the value of Eef = E. Second, when the 
process occurs in the diffusion regime ( k >> kD) then Eef = ED. The effect of diffu-
sion is equally important for reactions of solids such as decomposition or oxidation 
when escape of a gaseous product or delivery of gaseous reactant can be controlled 
by diffusion through a solid product formed on the surface of a solid reagent [38].

All in all, we should recognize that strong intermolecular interactions encoun-
tered in condensed-phase media generally affect a single reaction step to such extent 
that its kinetics depends on the reaction medium properties and the energy barrier 
varies as these properties change with conversion and/or temperature. Furthermore, 
a single reaction step can be complicated by additional steps such as diffusion. 
Then the kinetics of the overall process that involves a reaction and diffusion step 
becomes driven by two energy barriers. The temperature dependence of such pro-
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Fig. 1.11  Temperature varia-
tion of the effective activation 
energy of a process, whose 
overall rate is determined by 
the rate of both diffusion and 
reaction (Eq. 1.20)
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cess gives rise to the effective activation energy, whose value is a temperature- and/
or conversion-dependent function of the activation energies of the individual steps. 
This holds true for any multistep process regardless of whether it involves diffusion 
or not. For example, if a reaction involves two competing steps, its rate is described 
by the following equation

 
(1.22)

The effective activation energy of such reaction can be determined by taking the 
logarithmic derivative of the reaction rate at a constant extent of conversion (cf., 
Eq. 1.13):

 
(1.23)

This equation clearly suggests that the effective activation energy depends on both 
temperature and extent of conversion. An example of the dependence is displayed in 
Fig. 1.12. The dependence has been simulated [39] by using the activation energies 
and reaction models experimentally established for the two competing steps in the 
thermal decomposition of nickel formate. It should also be noted that the occurrence 
of multiple steps is the most common reason why the activation energy experimen-
tally determined for a condensed-phase reaction happens to be variable.

Although examples of variable activation energy are plentiful, we finish by men-
tioning the one that has a special significance. It is the inversion of sucrose. As 
widely accepted [40], the birth of chemical kinetics is marked by the work of Wil-
helmy, who in 1850 measured the rate of this reaction. It seems symptomatic that 
this initial reaction later became known [41] as having variable activation energy. 
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Fig. 1.12  Process that 
involves two paral-
lel reactions having the 
following kinetic trip-
lets: f1( α) = ( 1 − α)2/3, 
E1 = 200 kJ mol− 1, 
A1 = 1016 min− 1 and 
f2( α) = α( 1 − α) and 
E2 = 100 kJ mol− 1, 
A2 = 107 min− 1. (Reproduced 
from Vyazovkin [39] with 
permission of Taylor & 
Francis)
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The effect is illustrated in Fig. 1.13. It appears that oftentimes revealing the vari-
ability is a matter of time as well as of having the proper tools. Undoubtedly, the 
isoconversional method is one of such tools.

A frequently asked question is what is a meaning of variable activation energy? 
Some people believe that the variability of the effective activation energy deprives 
it of a physical meaning. To be fair, one should first state what the expected physical 
meaning is. Oftentimes, the expected meaning is the height of a single and constant 
energy barrier. However, as we showed earlier, this is not a very realistic expecta-
tion, and this is the meaning that variable activation energy can only deliver when it 
is found to be invariable, which is a possible experimental outcome. In our opinion, 
variable activation energy is physically meaningful as long as it can be explained 
in terms of the activation energies for individual steps of the overall process (cf., 
Eq. 1.21 or 1.23).

To reinforce the point, we can draw an analogy with another widely used ef-
fective physical property: the atomic masses of elements. From theory we know 
that an atom contains a certain number of protons and neutrons whose total mass 
constitutes the mass of an atom. Since to a high degree of accuracy the mass of 
either proton or neutron is 1 Da, the atomic masses of elements should be practi-
cally integer numbers. However, the actual atomic masses that we find in a periodic 
table rarely agree with this theoretical expectation because they are effective masses 
averaged over the natural abundances of isotopes encountered on Earth. Although 
these effective masses cannot be interpreted within a concept of a single atom, they 
are by no means physically meaningless parameters. Rather, they are the masses 
that matter practically.

Fig. 1.13  Effect of tempera-
ture on the activation energy 
of sucrose inversion, not 
catalyzed ( I) and catalyzed 
by hydrochloric acid of dif-
ferent concentrations ( II 1M, 
III 2M, IV 3M). (Reproduced 
from Leininger and Kilpat-
rick [41] with permission of 
ACS)
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1.3  Obtaining Computation-Worthy Data

…and many a good experiment, born of good sense, and 
destined to succeed, fails, only because it is offensively sudden.

Ralph Waldo Emerson, The Conduct of Life

Before investing the time and effort in performing kinetic computations, one should 
invest both in obtaining computation-worthy experimental data. Neither conditions 
of kinetic runs should be selected arbitrarily nor should the sample shape and size 
be chosen randomly. The actual measurements should be preceded by exploratory 
runs, whose purpose is to reveal the effects of the sample and conditions on the 
kinetic data as well as repeatability of the measurements. The idea is to arrange 
the sample and conditions so that small changes in them have little or no effect on 
the kinetic data. Since it is rarely possible to obtain kinetic data that are entirely 
independent of the conditions and sample, one has to make sure that throughout 
the whole series of measurements the conditions and sample are well defined and 
controlled and that their effects on the kinetics are known. Only in this case one can 
obtain computation-worthy data, i.e., the data that are adequate to the actual kinetics 
of a process under study.

Although the aforementioned general approach to obtaining computation-worthy 
data may seem simple, concrete ways of accomplishing this goal depend on the type 
of a process studied. For practical advice on how to collect adequate kinetic data for 
a variety of processes, one is recommended to get acquainted with the recommenda-
tions [42] of the ICTAC Kinetics Committee. Here, we discuss briefly some basic 
rules that must be kept in mind when designing kinetic experiments.

There are two constituents of kinetics measurements that control the adequacy of 
kinetic data to the process kinetics: sample and instrument. This is obvious from the 
procedure of data production schematically shown in Fig. 1.14. Because a process 
is necessarily confined to the sample, the sample parameters unavoidably affect the 
process conditions. At the same time, the instrument controls a set of conditions the 
sample is exposed to. The adequacy of kinetic data is accomplished only when both 
sample and instrument defined conditions are controlled properly. The instrument-
defined conditions include the temperature, the rate of temperature change (i.e., the 

Fig. 1.14  The process of 
data production. The sample, 
conditions, and instrument 
unavoidably affect the 
data and may distort their 
adequacy to the process. 
(Reproduced from Vyazovkin 
et al. [42] with permission of 
Elsevier)
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heating or cooling rate), the gas atmosphere and its flow rate, and the pressure. The 
sample-defined conditions include the sample form and size as well as a sample 
holder (pan or crucible).

To understand better the role of all these conditions on the kinetics, we need to 
start by reviewing the basic kinetic equation. Most commonly it is written and used 
in the form of Eq. 1.1 that ignores a pressure-dependent term, h( P). A more accurate 
form of the basic kinetic equation is:

 
(1.24)

Experimentally measured rate is adequate to the actual process kinetics only when 
the process variables ( α, T, and P) are controlled accurately and precisely. Ignoring 
h( P) in Eq. 1.24 is equivalent to assuming that it remains constant during the run. 
This is a reasonable assumption for a process that does not involve gaseous reac-
tants and/or products, e.g., crystallization. Otherwise, the process may be dependent 
on the partial pressure of the gaseous reactant and/or product. If a process involves 
a gaseous reactant as in the case of oxidation of solids or liquids, the constancy of 
h( P) is accomplished by securing a large excess of the gaseous reactant supplied 
at a sufficiently high flow rate. If a process produces a gaseous product that may 
be reactive toward the reactant or the product as in the case of autocatalytic and 
reversible reactions, the constancy of h( P) is accomplished by effectively remov-
ing gaseous products with a sufficiently high flow rate of a purge gas. The actual 
constancy of h( P) should be tested by conducting a few runs at significantly differ-
ent flow rates of either reactive or purge gas. If the assumption h( P) = const holds, 
the kinetic curves of α or dα/dt versus time should not demonstrate any systematic 
shifts with increasing the flow rate.

The proper instrumental control of α means that the signals used to calculate α, 
i.e., the heat flow in DSC or the mass in TGA are measured accurately. The accu-
racy is secured via calibration. The heat calibration of DSC is performed by measur-
ing the heats of melting of reference substances (ice, indium, zinc, aluminum, etc.). 
The TGA balance is usually capable of self-calibration. However, this calibration 
is insufficient because it is done at an ambient temperature and, thus, disregards 
the temperature dependence of the upward buoyant (Archimedes) force, which is 
proportional to the density of the gas surrounding the sample. When the tempera-
ture increases, the gas density decreases diminishing the buoyant force so that the 
sample mass appears increasingly heavier (Fig. 1.15). The resulting systematic er-
ror is eliminated by performing a blank TG run on an empty sample pan and then 
subtracting the resulting blank TG curve from the TG curve measured by having 
placed a sample in the same pan (Fig. 1.15).

The proper control of the sample temperature is accomplished by controlling 
both instrument and sample. The sample temperature is determined by the rate of 
heat transfer from the instrument-controlled furnace into the sample. Because of 
the limited thermal diffusivity of the sample, its temperature lags behind that of the 
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furnace. The temperature lag is accounted for by temperature calibration. Tempera-
ture calibration of DSC is normally done by measuring the melting temperatures 
of reference substances, e.g., metals. The same approach is used for temperature 
calibration of TGA instruments capable of measuring the differential thermal analy-
sis (DTA) or DSC signal. Alternatively, one can heat ferromagnetic materials (e.g., 
alumel, nickel, cobalt, etc.) in a sample pan while placing a magnet under or above 
the furnace [43]. The temperature of the mass jump that occurs during the ferro-
magnetic to paramagnetic transition is then identified with the Curie temperature of 
the material. Another option is to use a dropping weight (platinum coil) connected 
to the balance beam by a fusible link, which is a thin wire made of melting point 
metal standard [44].

Temperature calibration is done in a certain temperature range and under certain 
heat transfer conditions: heating rate, gas atmosphere, pan material, and sample 
substance. These are the range and conditions for which the calibration holds most 
accurately. Thus, it should be performed in the temperature range and under the 
conditions that are as close as possible to those of the actual kinetic runs. In particu-
lar, this means that when nonisothermal runs are carried out at several heating rates, 
the calibration should be conducted in the whole range of the heating rates used. 
Using the same pans and gas atmosphere for both calibration and measurement are 
easy conditions to satisfy. It is rarely possible to calibrate the instrument by using 
substances whose thermal diffusivity is similar to that of the actual sample. Typical 
calibration standards are metals whose thermal diffusivity is significantly larger 
than that for most of inorganic and, especially, organic and polymeric samples. This 
means that the actual sample may still experience some temperature lag unaccount-
ed by calibration.

Another important reason why the sample temperature deviates from the fur-
nace temperature is the sample self-heating/cooling due to the thermal effect of 
the process. Due to its limited thermal diffusivity, the sample cannot exchange the 
process heat with the surroundings instantaneously. As a result, a temperature gra-
dient arises within the sample. This temperature deviation cannot be accounted for 

Fig. 1.15  TGA curves for an 
empty pan (blank TG) and 
555 μg sample of calcium 
oxalate monohydrate placed 
in this pan (measured TG). 
Corrected TG is obtained 
by subtracting blank TG 
from measured TG. TGA 
thermogravimetric analysis. 
(Reproduced from Vyazovkin 
et al. [42] with permission of 
Elsevier)
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via calibration, but it can be reduced by adjusting the sample size and its form. To 
secure a quick and uniform distribution of heat and, thus, to minimize the tempera-
ture deviation of the sample temperature, the sample should form a thin (not thicker 
than a few 100 microns) uniform layer on the pan bottom. The heat exchange with 
the surroundings is also accelerated by employing pans made from materials of high 
thermal diffusivity. Note that the latter decreases about 200 times in the row: Al, Pt, 
Al2O3, steel, quartz, and glass.

To decrease further the temperature gradients due to the thermal effect of the 
process, one needs to decrease the total amount of heat produced by the process 
and the rate of its production. The total amount of heat is decreased by keeping the 
sample mass as small as possible. Considering the sensitivity of modern DSC and 
TGA instruments, one normally needs no more than a few mg of a sample. The rate 
of heat production is reduced by keeping the process rate slower. Slower rate is ac-
complished by using lower temperatures in isothermal runs and slower heating (or 
cooling) rates in nonisothermal runs. The values of temperatures and heating rates 
should be selected so that a process of interest is studied in a reasonably wide tem-
perature range, preferably not narrower than 20–40 °C. Wide temperature ranges 
are easy to cover in a series of nonisothermal runs, in which the fastest heating rate 
is about ten times greater than the slowest. Typically, the heating rates are selected 
to be within the range 1–20 °C min− 1. The initial and final temperature of the run 
should be selected, respectively, ~ 50 °C below the temperature at which the process 
starts and ~ 50 °C above the temperature at which it ends. This would secure accu-
rate determination of the baseline signals.

Covering a wide range of temperatures in isothermal runs presents a certain chal-
lenge. The maximum temperature is limited due to the presence of the heat-up peri-
od, during which the sample reaches the preset isothermal temperature. The sample 
unavoidably transforms during this period so that when the temperature sets in, the 
α value is already larger than zero. The maximum isothermal temperature should be 
selected so that the total process time is much longer (e.g., 100 times) than the heat-
up time. Once the maximum temperature is identified, other temperatures can be se-
lected by a simple approximate rule: Decreasing the temperature by 10 °C decreases 
the process rate by two to three times. That is, if at the maximum temperature a 
process takes 1 h to complete, at 20 °C lower temperature its completion would take 
about 4–9 h. Since the process becomes so much slower, the minimum temperature 
is limited by acceptable length of experiment and detection limit of the instrument.

Whatever the range of the temperatures or heating rates is chosen, one needs to 
conduct the runs at four to five different temperatures or heating rates. At the very 
least, one has to conduct runs at three temperature programs. It should however be 
noted that this would yield the Arrhenius or a similar linear kinetic plot that has 
only three points on it. From the statistical standpoint, such a plot can be accepted 
as linear with 95 % confidence only when its respective correlation coefficient, r is 
greater than 0.997 ( r2 = 0.994), which is frequently not the case. At four and five 
points, the respective critical values of r are more reasonable: 0.950 and 0.878. 
Another argument in favor of more than three runs is that increasing the number of 
points makes it easier to detect possible nonlinearity of the Arrhenius type of plots. 
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This is important as one of the ways to reveal the temperature dependence of the 
activation energy.

Last but not least, when selecting the temperature range for kinetic experiments 
one should be mindful of possible phase transitions (e.g., melting or solid–solid 
transformations of the solid reactant) that a reactant may undergo within that range. 
For example, the respective rates and Arrhenius parameters for solid- and for liquid-
state decomposition can differ substantially [45], although they may also remain 
practically unchanged [46]. Significant changes in the reactivity may also be en-
countered due to the solid–solid phase transitions. This phenomenon is known as 
the Hedvall effect [47, 48]. Therefore, one needs to exercise great care when com-
bining kinetic data collected in the temperature ranges below and above the phase 
transition temperature. To detect the presence of possible phase transitions, one has 
to carry out a DSC run because they are undetectable by TGA.

The aforementioned techniques allow one to minimize deviations of the sample 
(process) temperature from the reference (furnace) temperature. Nevertheless, some 
smaller deviations would continue to be present as long as a process is accompanied 
by a thermal effect. It is good practice to compare the sample temperature against 
the reference one. Both values are usually made available by modern DSC and TGA 
instrumentation. The smaller the difference between the two temperatures the bet-
ter but it should not exceed 1–2 °C, if the kinetic calculations are to be conducted 
by means of the isoconversional methods that rely on the reference temperature. 
When the difference is larger, one should consider reducing the sample mass and/or 
decreasing the heating rates of nonisothermal runs or the temperatures of isothermal 
ones. Larger temperature deviations can be tolerated [42, 49] when using the iso-
conversional methods that permit directly using the sample temperature. A detailed 
discussion of such methods is provided in Chap. 2.
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Isoconversional Methodology
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2.1  Evolution of Isoconversional Methods

You must have accurate and honest weights and measures.
Deuteronomy 25:15

2.1.1  Early Methods

The birth of isoconversional methods dates back to the 1925 work by Kujirai and 
Akahira [1]. In their work, they applied thermogravimetric analysis (TGA) data to 
follow the decomposition kinetics of some insulating materials under isothermal 
conditions. The mass loss data were fitted to an empirical equation

 
(2.1)

where w is the mass loss in percentage of the initial value, t is the time to reach the 
extent of decomposition w at different temperatures, and Q is what they called “ma-
terial constant” that determines the temperature dependence of the decomposition 
rate. The Q values were estimated as a slope of log t versus T−1 straight line.

It is not difficult to translate the meaning of Q and F( w) to modern kinetic lan-
guage. Our basic kinetic equation can be written as:

 
(2.2)

Its integration for isothermal conditions yields:
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where g( α) is the integral form of the reaction model. Solving Eq. 2.3 for t and tak-
ing the decimal logarithm gives:

 
(2.4)

For any constant value of α, the second term in Eq. 2.4 is constant and E can be 
determined from the slope of log t versus T−1 without indentifying the form of the 
reaction model. As long as the total mass loss in percentage is independent of tem-
perature, a constant value of w is equivalent to a constant value of α. Then a compar-
ison of Eq. 2.1 against Eq. 2.4 suggests that Q = E/2.303R and F( w) = log[g ( α)/A].

By using the method proposed by Kujirai and Akahira and their data, we can 
evaluate the activation energy as a function of mass loss, w. The resulting depen-
dencies are shown in Fig. 2.1 [2]. It is worthy of note that the first ever isoconver-
sional kinetic study reveals significant variations in the effective activation energy.

The work of Kujirai and Akahira did not seem to have much impact, so the 
method proposed by them was rediscovered by Dakin [3] in 1948. It appears to be 
of significance that in both papers the idea to bypass models in kinetic calculations 
came to mind of the workers who dealt with decomposition of complex materials, 
i.e., the materials that are nearly impossible to represent adequately by models. 
Nevertheless, isoconversional methods do not seem to have played any major role 
in isothermal kinetics, although sporadic examples of their use are found in mono-
graphic literature [4–7]. Isothermal kinetics appears to have always remained over-
whelmingly focused on the model-fitting approach [8–10]. A rise of isoconversional 
methods to prominence is associated entirely with nonisothermal kinetics.

Since the early 1950s, commercially available thermal analysis instrumentation 
has been widely used to study thermal behavior of condensed-phase materials under 
nonisothermal conditions. This catalyzed intensive development of computational 
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methods for evaluating nonisothermal kinetics. A comprehensive overview of the 
early methods is found in several books [11, 12]. The first isoconversional methods 
proposed for treatment of nonisothermal kinetics appeared nearly simultaneously 
in the 1960s. These were the differential method of Friedman [13] and the integral 
methods of Ozawa [14] as well as of Flynn and Wall [15, 16].

A simple rearrangement of Eq. 2.2 allows one to arrive at the equation of the 
Friedman method:

 
(2.5)

where the index i identifies an individual heating rate and Tα,i is the temperature 
at which the extent of conversion α is reached under ith heating rate. Then for any 
given α, the value of Eα is estimated from the slope of a plot of ln(dα/dt)α,i against 
1/Tα,i. A great advantage of Eq. 2.5 is that it is applicable to not only linear heating 
program but also any temperature program at all. In particular, one can apply this 
equation to the actual sample temperature that may deviate from the preset non-
isothermal or isothermal programs because the thermal effect of a process induces 
sample self-heating or self-cooling (see Sect. 1.3). The method is best applied to 
the data of differential type such as heat flow in differential scanning calorimetry 
(DSC). The application of the method to experimental data of the integral type such 
as mass loss data in TGA reveals an important disadvantage caused by the need of 
using numerical differentiation for estimating dα/dt. The procedure dramatically 
amplifies the noise present in experimental data. For this reason, numerical dif-
ferentiation has to be combined with smoothing. The latter must be performed with 
great care because it is known to introduce a systematic error (shift) in the smoothed 
data that would ultimately appear as a systematic error in the values of kinetic pa-
rameters.

The integral data are best treated by integral isoconversional methods that are 
derived from the integral form of Eq. 2.2:

 

(2.6)

If the temperature is raised at a constant rate:

 (2.7)

where β is the heating rate; integration over time can be replaced with integration 
over temperature:
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where T0 is the initial temperature at t = 0 when the heating starts. The temperature 
integral, I( E, T ), has no analytical solution. It is solved either by replacing with one 
of numerous approximation functions [17] or by numerical integration. The tradi-
tional integral methods rely on the approximating functions, S( T  ), that represent the 
integral value estimated within the integration limits from 0 to T, i.e.,

 
(2.9)

Then, I( E, T  ) in Eq. 2.8 should be equal to the difference in the values of the ap-
proximating functions estimated for the respectively different upper limits of inte-
gration, T and T0:

 (2.10)

The traditional integral methods are derived by neglecting S( T0), i.e., the integral 
from 0 to T0. This is equivalent to the assumption that the process rate between 0 
and T0 is negligible. It is a reasonable assumption unless a process in question has 
low activation energy and becomes detectable at temperature close to the initial 
temperature. In such cases, neglecting the integral from 0 to T0 may introduce some 
error to the estimated value of E. The issue has been studied by Starink [18], and 
some of the results of that study are shown in Fig. 2.2. It is seen that as long as a 
process becomes detectable more than 50 °C above the initial temperature, the error 
in the estimated activation energy is likely to be negligible.

The Ozawa and Flynn and Wall methods were the first among a series of the 
traditional integral isoconversional methods. They both replace the temperature in-
tegral with a rather crude approximating function by Doyle [19]. The methods are 
represented by the same equation:
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(2.11)

where Eα is estimated as a slope of the linear plot ln( βi) against 1/Tα,i. Repeating 
the procedure for a set of different α’s gives rise to a dependence of Eα on α. Note 
that the integral methods can be also applied to the differential type of data that 
would have to be integrated numerically. Unlike numerical differentiation, integra-
tion does not amplify experimental noise that makes integral methods well suitable 
of either type of data.

It does not appear accidental that all three methods (i.e., Friedman, Ozawa, and 
Flynn and Wall) were proposed by workers who studied decomposition of complex 
polymeric materials, i.e., the processes for which finding an adequate kinetic model 
is more than challenging. It should be noted that the first applications of the meth-
ods immediately brought to light the issue of variable activation energy. Friedman 
[13] observed a variation in Eα (Fig. 2.3) for decomposition of cured phenolic resin. 
Ozawa [14] found that Eα varied for decomposition of both Nylon 6 and CaC2O4 
(Fig. 2.4). By using simulated data for competing and independent parallel reac-
tions, Flynn [16] linked a variation in Eα to the activation energies of the individual 
steps. This link has been explored systematically by Elder [20–23] and Dowdy [24, 
25] for competing or independent reactions and by Vyazovkin for reactions compli-
cated by diffusion [26], as well as for consecutive [27] and reversible reactions [28]. 
The studies have concluded that analysis of the Eα can be used for obtaining some 

ln( ) . ,
,

β α

α
i

i

E
RT

= −








Const 1 052

Fig. 2.3  The activation ener-
gies determined by Friedman 
for the thermal degradation of 
phenolic plastic. (Reproduced 
from Friedman [13] with 
permission of Wiley)

 



32 2 Isoconversional Methodology

clues about the reaction mechanisms as well as estimates of the activation energies 
of the individual steps [29].

As mentioned earlier, Eq. 2.11 is based on a very crude approximation of the 
temperature integral and, thus, should not be used without performing an iterative 
correction as described elsewhere [30, 31]. Alternatively, one can use isoconver-
sional methods based on a more accurate approximation to the temperature integral. 
Starink [32] has demonstrated that many of these approximations give rise to linear 
equations of the general form:

 

(2.12)

where B and C are the parameters determined by the type of the temperature in-
tegral approximation. For example, Doyle’s approximation gives rise to B = 0 and 
C = 1.052 that turns Eq. 2.12 into Eq. 2.11 used by the methods of Ozawa and Flynn 
and Wall. A more accurate approximation by Murray and White gives rise to B = 2 
and C = 1 and leads to another popular equation that is frequently called the Kiss-
inger–Akahira–Sunose equation [33]:

 

(2.13)

Relative to Eq. 2.11, Eq. 2.13 offers a significant improvement in the accuracy of 
the Eα values. According to Starink [32], even more accurate estimates of Eα can 
be accomplished when setting B = 1.92 and C = 1.0008 so that Eq. 2.12 takes the 
following form:
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2.1.2  Modern Methods

Any further increase in the accuracy can be reached by means of isoconversional 
methods that compute the temperature integral as a part of evaluating Eα. These 
methods can be referred to as flexible integral methods. By way of contrast, the 
traditional integral methods can be referred to as rigid integral methods. This is be-
cause in the latter integration was carried out as a part of deriving the final equation 
and thus cannot be modified. Several flexible isoconversional methods have been 
developed by Vyazovkin [34–36]. The methods employ the same numerical algo-
rithm [34] that was developed under the basic isoconversional assumption that for 
any given α, g( α) remains unchanged when changing the temperature program, e.g., 
the heating rate. Then, for n different heating rates, one can use the basic integral 
rate Eq. 2.8 to write the following equality:

 
(2.15)

When the equality holds strictly, Eq. 2.15 is equivalent to

 

(2.16)

Since the values of Tα are unavoidably measured with some error, the strict equality 
cannot be reached and the difference between left- and right-hand sides of Eq. 2.16 
has to be minimized. The difference converges to a minimum when the left-hand 
side reaches a minimum. That is, Eα is found as the value that secures a minimum 
of the following function:

 

(2.17)

The temperature integral in this equation is solved numerically or, for faster results, 
can be replaced with one of the highly accurate approximating functions [17] in ac-
cord with Eq. 2.10, i.e., without setting S( T0) to 0. The minimization procedure is 
repeated for each value of α to obtain a dependence of Eα on α.

A comparison of the relative errors in the activation energies estimated by 
Eqs. 2.17 and 2.13 (the method of Kissinger–Akahira–Sunose) indicates (Fig. 2.5) 
that the former is virtually error-free. On the other hand, the errors associated with 
the latter are practically negligible except when x = E/RT is very small, i.e., when a 
process occurs at high temperature and has unusually small activation energy. How-
ever, the major advantage of the proposed flexible method is that the user has total 
control over the process of integration and thus can modify it. In order to appreciate 
the value of such approach, one needs to realize that when using the traditional (i.e., 
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rigid) integral methods, the resulting activation energies are estimated in accord 
with a set of built-in assumptions. While maybe not obvious, these assumptions 
cannot be changed because they are a part of the final equation used for estimating 
the activation energy.

There are four built-in assumptions that affect the estimates of the activation 
energy determined with the rigid integral methods. The first one is using 0 instead 
of T0 for the lower integration limit in I( E, T ) has already been mentioned. Since in 
a flexible method (e.g., Eq. 2.17) both integration limits are controlled by the user, 
one can perform integration from the actual value of T0.

The second assumption is that the process occurs on heating making the tra-
ditional methods inapplicable to the processes that take place on cooling, such as 
crystallization. The heating-only assumption arises from the fact that I( E, T ) is ap-
proximated as S( T  ) and not as the difference shown in Eq. 2.10. As cooling starts 
from the upper temperature T0 and T continuously decreases, the extent of conver-
sion should increase in proportion to the increasing area S( T0)−S( T ) (Fig. 2.6 ). In 
the traditional integral methods, this area is approximated as S( T ) and thus it would 
decrease with deceasing T. This is equivalent to a continuous decrease in the extent 
of conversion that obviously does not make sense. However, the area S( T0)−S( T  ) 
can be determined correctly when using the flexible integral methods that make 
them suitable for treating a process that takes place on cooling.

The third built-in assumption is that the process temperature at any moment of 
time is determined entirely by the value of β (Eq. 2.7 ). In reality, the temperature 
estimated by Eq. 2.7 is the so-called reference temperature or simply the furnace 
temperature. The process temperature, though, is the sample temperature that can 
deviate from that of the reference due to either self-heating or self-cooling caused 
by the thermal effect of the process. Unless the deviations are negligible, one has to 
use the actual sample temperature in kinetic computations. The sample temperature 
can be used directly in the differential method such as that by Friedman (Eq. 2.5). 
However, it cannot be used in the integral methods whose equations include a sin-
gle constant value of β. The fact that such value is included in the equation of an 

Fig. 2.5  Relative error in the 
activation energy as a func-
tion of =x E RT ; nonlinear 
method, Eq. 2.16 ( circles), 
linear Kissinger–Akahira–
Sunose equation, Eq. 2.13 
( squares). (Reproduced from 
Vyazovkin and Dollimore 
[34] with permission of ACS)
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integral method means that respective integration is performed assuming that the 
process temperature is equal to the furnace temperature. This issue can be resolved 
in a flexible integral method by replacing integration over temperature with inte-
gration over time. A specific method has been proposed by Vyazovkin [35]. In this 
method, the aforementioned algorithmic solution (Eqs. 2.15, 2.16 and 2.17) is ad-
justed to integration over time. The Eα value is then determined by minimizing the 
following function [35]:

 
(2.18)

where J[Eα,T( tα)] is defined as:

 

(2.19)

and Ti( t) is a set of arbitrary temperature programs. The integral is solved numeri-
cally and minimization is repeated for each value of α to obtain a dependence of Eα 
on α. Equation 2.19 affords substitution of the actual sample temperatures for T( t). 
The use of the actual sample temperature in Eq. 2.19 makes the method applicable 
to any preset program (i.e., isothermal as well as nonisothermal, be it linear or not) 
even if it is distorted by the thermal effect of the process.

The fourth built-in assumption is that at any α, the value of Eα is estimated as 
being constant in the whole range from 0 to α. This again arises from the fact that 
the traditional rigid integral methods estimate the temperature integral in the form 
of Eq. 2.9, i.e., from 0 to T. As a result of such integration, the estimated Eα values 
are strictly accurate only when Eα does not vary with α. Otherwise, the Eα estimates 
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contain a systematic error whose size increases with increasing range of Eα vari-
ability. The error can be eliminated by using a flexible integral method. All it takes 
is to perform either time or temperature integration by segments that correspond to 
small intervals of conversion, ∆α. Vyazovkin has proposed a method [36] that ef-
fectively eliminates this error by performing integration over small time segments. 
The method is based on Eq. 2.18, whereas Eq. 2.19 is modified as follows:

 

(2.20)

When integration is carried out over small segments, the Eα value is assumed to 
be constant only within a small interval of ∆α that is typically taken to be 0.01–
0.02. The efficiency of integration by segments can be demonstrated by comparing 
the resulting Eα versus α dependence with that estimated by the Friedman method 
(Eq. 2.5). Because the latter is a differential method, it does not introduce the afore-
mentioned integration error into the Eα values. The application of the integral meth-
od with integration by segments and the differential Friedman method to the same 
set of simulated data demonstrates [36] that the resulting Eα versus α dependencies 
are virtually identical.

As already mentioned, in the integral methods, the systematic error introduced 
by non-constancy of Eα is proportional to the magnitude of Eα variation. In the case 
of significant variation of Eα with α, the relative error in Eα can be as large as 20–
30 %. A process that is well known [2] to demonstrate significant variability of Eα is 
the thermal dehydration of calcium oxalate monohydrate. The Eα dependencies ob-
tained by respectively neglecting and accounting for variability of Eα are displayed 
in Fig. 2.7 which also shows the size of the error introduced when the variability is 
neglected. It is generally recommended [37] that one should account for variability 
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Fig. 2.7  Eα dependen-
cies estimated for thermal 
dehydration of CaC2O4·H2O 
by isoconversional method 
(Eq. 2.18). Squares represent 
the Eα values obtained when 
using regular integration 
(Eq. 2.19). Circles represent 
the Eα values estimated via 
integration by segments 
(Eq. 2.20). The dotted line 
shows the size of the relative 
error in Eα caused by integra-
tion that does not account for 
variability of Eα. (Repro-
duced from Vyazovkin [36] 
with permission of Wiley)
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in Eα when the difference between the maximum and minimum values of Eα is more 
than 20–30 % of the average Eα value. In the case of calcium oxalate monohydrate, 
this difference is close to 100 % of the average value.

Needless to say that performing integration over small temperature segments in 
accord with Eq. 2.21:

 
(2.21)

would also eliminate the error associated with the variability of Eα in the isocon-
versional method based on Eq. 2.17. Consistency of the resulting Eα dependence 
with the dependence produced by the Friedman method has been demonstrated by 
Budrugeac [38], who also proposed a new nonlinear differential isoconversional 
method that makes use of a numerical algorithm similar to that represented by 
Eqs. 2.15 and 2.16.

In addition to the methods proposed by Vyazovkin, there are several other flex-
ible integral isoconversional methods [39–46]. Among them, a method proposed by 
Popescu [39] deserves a special attention because it combines the flexibility with 
computational simplicity. The method makes use of the so-called mean value theo-
rem to approximate the temperature integral. The theorem states that a definite inte-
gral of a continuous function f ( x) on the closed interval [a, b] can be presented as:

 
(2.22)

where f ( c) is the mean value of f ( x) over the interval [a,b]. The equality is exact 
because the mean value is defined as:

 
(2.23)

The theorem does not say where the point c is located, it only proves that it is lo-
cated within the interval [a, b]. The application of the theorem to the temperature 
integral defined on the temperature interval [Tm,Tn] allows one to arrive at the fol-
lowing equation [39]:

 
(2.24)

The equation is exact only when the value of Tξ is such that the respective value 
of the exponential function equals the mean value of the function in the interval 
[Tm,Tn]. Unfortunately, there is no simple practical way to determine such tempera-
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ture. For practical purposes, it can be approximated as the mean value of the interval 
[Tm,Tn], i.e., Tξ  = ( Tm + Tn)/2. This approximation is accurate only for integration of 
a linear function. For any other function, the accuracy of this approximation would 
depend on the size of the interval [Tm, Tn] so that the smaller the interval, the better 
the accuracy. Subject to Eq. 2.24, one can write Eq. 2.8 for two arbitrary conver-
sions αm and αn, as follows:

 

(2.25)

where Tm and Tn are the temperatures that correspond, respectively, to the conver-
sions αm and αn on the α versus T curve at a given heating rate β (Fig. 2.8). Assum-
ing that the form of the reaction model does not change with the heating rate, the 
left-hand side of Eq. 2.25 is constant for a set of different heating rates, βi. Then 
Eq. 2.25 can be rearranged to:

 

(2.26)

The activation energy can be determined from the slope of a linear plot of the left-
hand side of Eq. 2.26 against 1/Tξ,i.

Although in the original publication [39] by Popescu, the intervals ∆α = αm − αn 
used are relatively wide (0.3–0.8), the relative errors in the estimated E values re-
main within the tenths of percent. However, the primary advantage of the method is 
in the flexibility to choose the integration limits by selecting any desired values of 
αm − αn. In particular, by making the ∆α intervals smaller (e.g., 0.01–0.02), one can 
practically eliminate the integration error that arises from the variability of Eα with 
α. This opportunity has been explored efficiently by Ortega [42], who applied the 
mean-value theorem to derive isoconversional equations for the conditions when 
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temperature increases linearly, stays constant, or changes nonlinearly. Figure 2.9 
demonstrates the efficiency of the method as applied to a simulated process under 
conditions of linear heating. It is seen that approximating the temperature integral 
via the mean value theorem while keeping ∆α as small as 0.02 allows one to evalu-
ate the correct Eα dependence. The accuracy of this method appears to be compa-
rable to that of the methods proposed by Vyazovkin (Eqs. 2.18 and 2.20) and by 
Friedman (Eq. 2.5). Not surprisingly, the methods of Ozawa and Flynn and Wall 
(Eq. 2.11) as well as of Kissinger, Akahira, and Sunose (Eq. 2.13) cannot retrieve 
the correct Eα dependence because the integration used in these methods is not ca-
pable of accounting for variability of Eα.

Note that the equation derived by Ortega for linear heating conditions is similar 
to Eq. 2.26 obtained by Popescu, the only difference being that Tξ is taken as Tα, 
i.e., the upper limit of integration. The use of a single rather than averaged value 
of temperature as Tξ can be a source of an unnecessary error as mentioned by Han 
et al., [47] who proposed to evaluate Tξ as the mean of five temperatures from the 
interval Tα −∆α − Tα. This simple modification has been shown [47] to improve the 
accuracy of the method in the case of noisy simulated and actual experimental data.

All flexible integral isoconversional methods should in principle be applicable to 
treat processes that take place on cooling. This expands the application area of the 
methods to such processes as crystallization [48, 49], gelation [50], as well as some 
other phase transitions [51] that can be initiated by decreasing temperature. If a 
flexible method is based on integration with respect to temperature (e.g., Eq. 2.21 or 
2.24), then under conditions of cooling, both temperature integral and heating rate 

Fig. 2.9  The process was simulated to have Eα to vary linearly with α. Solid line represents the 
simulated Eα versus α dependence. Open circles, triangles, and squares represent the Eα values 
estimated according to the methods proposed, respectively, by Ortega, Vyazovkin, and Friedman. 
All three methods yield the Eα values that coincide with the simulated ones. FWO and KAS rep-
resent the values estimated by the method of Flynn and Wall and Ozawa and by the method of 
Kissinger, Akahira, and Sunose. (Reproduced from Ortega [42] with permission of Elsevier)

 



40 2 Isoconversional Methodology

become negative so that g( α) remains positive as it should (see Eq. 2.8). If integra-
tion is done with respect to time, the integral (Eq. 2.6) remains positive regardless 
of the direction in which temperature changes. 

The appropriateness of the flexible integral methods for the processes occurring 
on cooling can be illustrated by applying two flexible integral methods to simu-
lated data [52]. The data represent a process taking place on cooling with an activa-
tion energy 100 kJ mol−1. The methods selected are that proposed by Vyazovkin 
(Eqs. 2.18 and 2.20) and that proposed by Popescu and Ortega (Eq. 2.26). As seen 
from Fig. 2.10, both methods successfully retrieve the correct value of E from the 
cooling data. To reinforce the earlier made point that the rigid integral methods 
are not suitable for treating cooling data, we have applied the methods of Ozawa 
and Flynn and Wall as well as of Kissinger, Akahira, and Sunose to the same data 
set. These methods obviously produce erroneous values of the activation energy 
(Fig. 2.10). The failure is the direct consequence of the aforementioned (Fig. 2.6 
and related discussion) inability of the rigid integral methods to properly evaluate 
the temperature integral on cooling.

As seen from the above brief overview, over a couple of past decades, isoconver-
sional methods have developed into quite sophisticated computational tools capable 
of exploring thermally stimulated kinetics under a wide variety of temperature con-
ditions. They have now become the most popular methods for kinetic analysis of the 
thermally stimulated processes. Per Scopus database, there are over two thousand 
papers that report the use of isoconversional methods over the last 4 years (2011–
2014). However, the popularity of the methods started to grow quickly less than 
a decade ago. Apparently, the process was accelerated by the results of the 2000 
Kinetic Project sponsored by the International Confederation for Thermal Analy-
sis and Calorimetry (ICTAC) that once more highlighted critical deficiency of the 
single-heating-rate methods and vigorously emphasized [53–56] the necessity of 
abandoning them in favor of the methods based on multiple temperature programs.

 α

α

Fig. 2.10  The Eα val-
ues estimated by flexible 
(Vyazovkin, and Popescu and 
Ortega) and rigid (Ozawa 
and Flynn and Wall, and 
Kissinger and Akahira and 
Sunose) integral isoconver-
sional methods. The size of 
the ∆α interval was taken to 
be 0.02 in both Vyazovkin 
and Popescu–Ortega methods
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It should be noted that single-heating-rate methods had dominated the field for 
decades, which was not very surprising. Given a choice, not many people would 
pick an isoconversional method that requires multiple runs in favor of a method 
that promises to produce the same information from just a single run. As a matter 
of fact, the need to perform more than a single run was considered [11] as a major 
disadvantage of isoconversional methods. The other point of critique typically was 
that isoconversional methods did not offer direct ways of determining the other two 
components of the kinetic triplet, i.e., the reaction model and preexponential factor. 
Computational techniques for estimating these two components are discussed in the 
next section.

2.2  Estimating Reaction Models and Preexponential 
Factors

Tao creates the One. 
The One creates the Two.
The Two creates the Three.
The Three creates all things.

Lao Tzu, Tao Te Ching: 42

2.2.1  Prelude

The ability of isoconversional methods to estimate the activation energy without 
estimating the reaction model has long been considered as one of their advantages. 
However, it is sometimes believed that the methods are not capable of estimating 
the reaction model as well as the preexponential factor. This is complete fallacy. 
As a matter of fact, the seminal paper [13] by Friedman describes not only the 
isoconversional method of estimating the activation energy but also a way of de-
termining the preexponential factor and the reaction order model. Since then, some 
more sophisticated and accurate methods for estimating the preexponential factor 
and reaction model have been developed. Two very popular methods are discussed 
in this section.

Before we get to discussion of these methods, we need to forewarn one against 
some rather unsound approach to the problem that unfortunately is not quite uncom-
mon. In it, the reaction model and preexponential factor are estimated by matching 
the activation energy estimated by an isoconversional method with the activation 
energy determined by some method that uses model fitting of single-heating-rate 
data. For example, one can fit dα/dt versus T data obtained at one heating rate to 
Eq. 2.27
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The equation is readily obtained by rearranging Eq. 2.2. The kinetic triplet is esti-
mated by substituting some reaction model fj( α) in the left-hand side of Eq. 2.27 and 
fitting its dependence on the reciprocal temperature to a straight line. The intercept 
and slope of the line would, respectively, yield lnAj and − Ej/R. Such model-fitting 
results in obtaining as many kinetic triplets as the number of the reaction models 
one chooses to substitute in Eq. 2.27. Then, out of the multitude of obtained triplets, 
one picks a triplet whose Ej value matches best the activation energy value obtained 
by an isoconversional method. Such approach is unsound because of several meth-
odological flaws. First, the Ej value frequently does not match the isoconversional 
activation energy with sufficient accuracy. Second, it is also not uncommon when 
more than one reaction model yields Ej values that match the isoconversional value 
within its confidence limits. Third, for the same reaction model, the Ej and Aj values 
commonly change with the heating rate. These factors introduce considerable inac-
curacy in evaluation of the reaction models and preexponential factors.

On the other hand, the two methods discussed further afford accurate evaluation 
of the reaction model and preexponential factor subject to one important condition. 
The condition is that the process under study can be adequately represented by the 
single-step Eq. 2.2. This is readily verifiable by means of an isoconversional meth-
od. The condition is satisfied when the Eα values do not demonstrate a systematic 
dependence on α within a reasonably wide range of α, e.g., 0.1–0.9. It is practically 
acceptable when the difference between the maximum and minimum values of Eα is 
less than 10 % of the average Eα value. In the case of larger variability, the process 
cannot be considered as a single-step one. Any attempts to describe a multistep pro-
cess by a single-reaction model and a value of the preexponential factor would give 
rise to inaccurate estimates of both.

2.2.2  The Use of the Compensation Effect

The first method we are going to discuss here allows one to employ the compensa-
tion effect for evaluation of the preexponential factor and the reaction model [29]. 
The method was originally proposed [57] for a single-step process. Later it was 
demonstrated [58] to work for estimating the preexponential factors of multistep 
processes. The method has been perfected by Sbirrazzuoli [59]. The compensation 
effect was already discussed briefly in Chap. 1 (Eq. 1.11). More detailed informa-
tion is furnished elsewhere [60].

For the purpose of the present discussion, it would suffice to mention that the 
Arrhenius parameters lnAj and Ej estimated by a single-heating-rate method (e.g., 
Eq. 2.27) are strongly correlated in the form of a linear relationship known as the 
compensation effect:

 (2.28)ln ,A aE bj j= +
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where a and b are the parameters of the compensation effect. The original work [57] 
by Vyazovkin and Lesnikovich has demonstrated two important properties of the 
compensation effect that are relevant to accurate evaluation of the preexponential 
factor. First, even if the correct model is not included in the list of models used to 
determine the lnAj and Ej values and if none of these values matches the correct val-
ues lnA0 and E0, the latter still lie on the compensation line determined by Eq. 2.28. 
This means that if the correct value of the activation energy is known, one can esti-
mate the correct value of the preexponential factor by substituting E0 into Eq. 2.28. 
Second, although the parameters of the compensation effect depend on the heating 
rate, the latter does not affect the value of the preexponential factor estimated by 
substituting E0 into Eq. 2.28 obtained at different heating rates. The property arises 
from the fact [61] that the compensation lines related to different heating rates in-
tersect at the points lnA0 and E0 (Fig. 2.11). As a result, substitution of the correct 
value of the activation energy into the compensation line equation yields the same 
value of the preexponential factor regardless of the heating rate [57].

Overall, the method of estimating the preexponential factor boils down to the 
following four steps. First, an isoconversional method is applied to determine the 
activation energy, Eα, as a function of conversion. Second, a single-heating-rate 
method is employed to determine several lnAj and Ej pairs. Third, the lnAj and Ej 
values are fitted to Eq. 2.28. Fourth, the Eα values are substituted into Eq. 2.28 to 
yield the respective value of the preexponential factor:

 (2.29)

If Eα is independent of α, as one would expect for a single-step process, the result-
ing lnAα is also invariable. Substitution of variable Eα value obviously yields lnAα 
value that depends on α, which would be the case of a multistep process. As shown 
earlier [58], a dependence of lnAα on α can be used to estimate the preexponential 
factors of a multistep process. This has been recently reconfirmed by Sbirrazzuoli 
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Fig. 2.11  Compensa-
tion lines ln Aj = aEj + b 
at three different heating 
rates β1 < β2 < β3. The lines 
intersect at the correct values 
of the activation energy and 
preexponential factor. Circles 
represent the actual values 
of ln Aj and Ej estimated by 
a single-heating-rate method 
(e.g., Eq. 2.27) while using 
different reaction models
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[59], who also demonstrated that highly accurate values of the preexponential factor 
can be obtained when one evaluates the parameters of the compensation effect from 
only four pairs of Aj and Ei estimated by the single-heating-rate method of Tang 
et al. [62] when using the reaction models of Mampel (F1) and Avrami–Erofeev 
(A2, A3, A4).

Once both Eα and Aα have been evaluated, it becomes possible to reconstruct nu-
merically the reaction model in either integral or differential form [63]. The integral 
reaction model is reconstructed as follows:

 

(2.30)

Inserting in Eq. 2.30 the values of Eα, Aα, and Tα for each value of α yields numeri-
cal values of g( α) that can be matched to the theoretical g(α) models (Fig. 2.12). In 
Eq. 2.30, Tα is the experimentally measured temperature of reaching a certain α at a 
given heating rate, β. However, the resulting values of g( α) should not demonstrate 
any significant difference when using the Tα values related to different heating rates. 
Note that the independence of the g( α) dependences on β should be expected when 
Eα (and thus Aα) are independent of α, i.e., for a single-step process. As a matter of 
fact, accurate values of g( α) can generally be evaluated when the process is a single-
step one, because only in this case, the process can be described by a single-reaction 
model. When a process demonstrates significant variability of Eα, its accurate de-
scription would require in general more than one kinetic triplet and in particular 
more than one reaction model. Nevertheless, analysis of the single g( α) evaluated 
for a multistep process in some cases may provide useful insights [59].

Similar procedure and principles are applied when restoring the differential reac-
tion model. The respective equation is obtained by rearranging Eq. 2.2 as follows:
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(2.31)

where Eα is estimated by an isoconversional method, Aα is evaluated via the com-
pensation effect, and Tα and (dα/dT )α are experimental values measured at the heat-
ing rate β. Substitution of the values into Eq. 2.31 yields numerical values of f( α), 
which can further be matched to the theoretical f( α) models (Fig. 1.4).

Figures 2.13 and 2.14 exemplify the application of the aforementioned method 
in the case of thermal dehydration of nedocromil sodium trihydrate that occurs in 
two well-separated steps [64]. For both steps, the Eα values estimated by an isocon-
versional method do not demonstrate practically any dependence of α (Fig. 2.13). 
The compensation effect (Eq. 2.29) has been used to estimate the Aα values, which 
were substituted in Eq. 2.30 to evaluate the reaction model, g( α) in numerical form 
(points in Fig. 2.14). Comparison of the g( α) values against the theoretical reaction 
models suggests that the first step of dehydration follows the zero-order reaction 
model, g( α) = α (R1).

However, for the second dehydration step, the g( α) values fall between two dif-
fusion models D2 and D3 (Table 1.1). This is not very unusual considering the 
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Fig. 2.13  Eα values estimated by an isoconversional method for first ( diamonds) and second ( tri-
angles) steps of dehydration of nedocromil sodium trihydrate. (Reproduced from Zhu et al. [64] 
with permission of Wiley)
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following two problems. First, the selection of the models is always subjective and 
incomplete so that the proper model may simply be missing from the list. Second, 
the theoretical models were developed for largely idealized processes that often-
times do not represent accurately the reality. For this reason, the theoretical reaction 
model is frequently used in the form with adjustable parameters, most popular being 
the so-called truncated Sestak–Berggren (SB) model [37]:

 
(2.32)

Although this equation is frequently referred to simply as the SB model, the latter 
has one term more [65] than Eq. 2.32. On the other hand, Eq. 2.32 has been used in 
the heterogeneous kinetics years before [66, 67] the influential work [65] by Sestak 
and Berggren. A great advantage of Eq. 2.32 is that depending on the values of n 
and m it can imitate the three major types of kinetic curves, i.e., decelerating, ac-
celerating, and sigmoid ones. Furthermore, Perez-Maqueda et al. have shown [68] 
that Eq. 2.32 can accurately match a number of theoretical models. The parameters 
n and m are easy to estimate by fitting the right-hand side of Eq. 2.32 to the numeri-
cal f( α) values determined by Eq. 2.31. Unfortunately, the model does not exist in 
the integral form because the integral

f m n( ) ( ) .α α α= −1

Fig. 2.14  The g( α) values estimated for the first ( diamonds) and second ( triangles) steps of dehy-
dration of nedocromil sodium trihydrate. The solid lines represent the theoretical models. (Repro-
duced from Zhu et al. [64] with permission of Wiley)
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(2.33)

does not have an analytical solution. However, the values of n and m can still be 
determined by fitting the right-hand side of Eq. 2.33 to the numerical values of g( α) 
estimated by Eq. 2.30.

2.2.3   The Use of the y(α) or z(α) Master Plots

The use of the y( α) or z( α) master plots is another popular method of estimating 
the reaction models and preexponential factors. The method is contingent on Eα 
being practically invariable with respect to α. Therefore, as the first step in using 
this method, one needs to apply an isoconversional method for estimating Eα as a 
function of α and making sure that there is no significant variation. Then Eα can be 
replaced with the mean value, E0. The y( α) function [69] has the following form:

 

(2.34)

Equation 2.34 is derived by rearranging Eq. 2.2. The values of y( α) are calculated 
by using the experimental dependence of  ( )d / dt αα  on Tα and multiplying it by the 
exponential term containing the E0 value estimated by an isoconversional method. 
The resulting numerical values of y( α) are then plotted against α and matched with 
the theoretical y( α) master plots. The best match identifies a suitable model. Each 
heating rate gives rise to one experimental dependence of d /dtαα  on Tα and, those, 
to one y( α) plot. However, the resulting y( α) plots should not demonstrate any sig-
nificant variation with β producing a single y( α) plot.

The fact that A is constant in 2.34 suggests that the shape of the y( α) master plot 
is defined exclusively by the shape of the f( α) functions (Fig. 1.4) that represent 
the differential form of the reaction model. Since the preexponential factor is yet to 
be estimated, the experimental and theoretical y( α) plots are matched in a normal-
ized form that sets their range of variation from 0 to 1. Examples of some normal-
ized theoretical y( α) plots derived from the f( α) models (Table 1.1) are depicted 
in Fig. 2.15. The shape of the experimental y( α) plot provides the first clue about 
the type of the reaction model. A convex decreasing dependence of y( α) on α is an 
indication of the contracting geometry models (coded R in Table 1.1). A concave 
decreasing plot is indicative of the diffusion models (code D). A dependence with a 
maximum is representative of either the Avrami–Erofeev (code A) or truncated SB 
models. The position of the maximum, αm, depends on the model (Table 2.1) that 
can help with identifying a particular one.
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The z( α) master plots are derived by combining the differential and integral 
forms of the reaction models. The temperature integral in Eq. 2.8 can be replaced 
with one of the multiple approximations [17], π( x), as follows:

 
(2.35)

where x = E/RT. Combining Eqs. 2.35 and 2.2 and performing some rearrangements 
allow one to arrive at the z( α) function as follows:

 (2.36)

The last term in the brackets of Eq. 2.36 can be neglected [70] as it does not practi-
cally affect the shape of the z( α) plot. Therefore, the z( α) values can be calculated 
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Fig. 2.15  Some y( α) plots 
built by normalizing the f( α) 
functions of the respective 
reaction models (Table 1.1)

 

Table 2.1  Values of αm and αp corresponding, respectively, to the maximum of the y( α) and z( α) 
functions for different kinetic models [37]
Kinetic model αm αp

R2 0 0.750
R3 0 0.704
F1 0 0.632
A2 0.393 0.632
A3 0.283 0.632
SBa m/( n + m) ?b

D2 0 0.834
D3 0 0.704

a SB stands for the truncated Sestak–Berggren equation (Eq. 2.32)
b There is no general analytical solution for αp



492.2  Estimating Reaction Models and Preexponential Factors 

by multiplying the experimental values of ( )d d/ t αα by Tα
2 . The resulting experi-

mental z( α) values are plotted against α and matched with the theoretical z( α) mas-
ter plots. The best match indicates an appropriate reaction model. As mentioned 
before, each heating rate produces one ( )d d/ t αα versus Tα dependence and thus 
one experimental z( α) plot. However, all these plots should be nearly identical.

The theoretical z( α) plots are obtained by plotting the product f( α)g( α) against 
α for different reaction models. Figure 2.16 shows the theoretical z( α) master plots 
for some of the models from Table 1.1. It is seen that all z( α) plots pass through a 
maximum. Depending on the model, the z( α) plots reach their maxima at specific 
values of conversion, αp, that are found from the condition [69]

 (2.37)

The values of αp have been estimated [71] for a number of reaction models 
(Table 2.1). Comparing the maximum of the experimental z( α) plot against the theo-
retical value (Table 2.1) provides the first clue about the type of the reaction model 
that might be applicable to the data.

Figures 2.17 and 2.18 provide an example of using the y( α) and z( α) plots to 
identify the reaction model for the thermal decomposition of nickel nitrate in air 
[72]. The use of the isoconversional methods demonstrates (Fig. 2.17) that the value 
of Eα does not practically vary with α. The experimental y( α) and z( α) plots are 
nearly identical and independent of the heating rate (Fig. 2.18). The presence of the 
maximum on the y( α) plots suggests that an appropriate model should be either one 
of the Avrami–Erofeev or the truncated SB models. The experimental values of αm 
and αp were determined [72] to be smaller than those expected for the Avrami–Ero-
feev model (Table 2.1). For this reason, further analysis was based on the truncated 
SB model, for which the parameters m and n were estimated via model fitting.

Analysis of the y( α) and z( α) plots results in identification of the reaction model. 
The preexponential factor is estimated by the following equation [69]:

g f( ) ( ) .α α′ = −1
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(2.38)

In Eq. 2.38, the subscript max denotes the values related to the maximum of the dif-
ferential kinetic curve obtained at a given heating rate. That is, Tmax represents the 
peak temperature and αmax the extent of conversion at this temperature.
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Fig. 2.17  Activation energy 
determined by three different 
isoconversional methods 
for the thermal decomposi-
tion of nickel nitrate in air. 
(Reproduced from Jancovic 
et al. [72] with permission of 
Elsevier)

 

Fig. 2.18  The y( α) and z( α) 
plots for the thermal decom-
position of nickel nitrate in 
air. (Reproduced from Janco-
vic et al. [72] with permission 
of Elsevier)
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2.3  Kinetic Predictions

But it had been one thing to foresee it mentally, and it was 
another to behold it actually.

Henry James, The Portrait of a Lady

2.3.1  Why Predictions?

Kinetic predictions constitute the most important practical aspect of kinetic analy-
sis. The essence of the latter is parameterization of the experimentally measured 
process rate as a function of such variables as the temperature, extent of conver-
sion, and, sometimes, pressure. Parameterization means evaluating parameters of 
the equations (i.e., models) that represent a response of the process rate to a change 
in the aforementioned variables. Most commonly, one needs to parameterize the 
rate in terms of the temperature and conversion. This type of parameterization is 
accomplished by evaluating the kinetic triplet. Knowledge of a single kinetic triplet 
should be sufficient to predict the kinetics of a single-step process. Prediction of 
multistep kinetics would then require estimating multiple kinetic triplets, which 
is accomplished through model-fitting computations. However, isoconversional 
methods can be used to make adequate kinetic predictions for single- and multistep 
processes without estimating either preexponential factor or reaction model.

When it comes to kinetic predictions, one is typically interested in extrapolat-
ing some experimental kinetic measurements outside the actual temperature range, 
within which they were taken. The need in the extrapolations arises from practical 
difficulties of measuring the kinetics in the temperature range of interest. The actual 
measurements can be prohibitively difficult because the process is either too slow or 
too fast to measure by regular methods. Excessive costs as well as time limitations 
are among other practical factors that make one to choose predictions over actual 
measurements. A typical practical situation would be when one needs to select the 
most efficient stabilizer for a material that degrades slowly, e.g., on the scale of sev-
eral years, at an ambient temperature. Measuring kinetics for several samples on such 
timescale would be unacceptably long and may require very expensive and sensitive 
equipment. A practicable alternative is to measure the kinetics at 40–50 °C above am-
bient temperature. This would accelerate the process and shorten its timescale from 
years to hours. Then, the higher-temperature kinetic data can be parameterized with 
respect to temperature and conversion, and the resulting parameters can be used to 
predict the kinetics at ambient temperature. The procedure is based naturally on the 
assumption that the kinetics would not change over the temperature range of ex-
trapolation. In other words, it has to be assumed that the kinetic parameters estimated 
from higher temperature data should remain unchanged at ambient temperature. The 
same assumption allows one to make predictions from lower to higher temperature 
which is just as important. For instance, thermal stability of polymeric materials at 
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combustion temperatures can be predicted from experimental kinetic measurements 
conducted at significantly lower temperatures of thermal degradation.

Most commonly predicted parameter is the so-called lifetime. By its meaning, this 
is the time beyond which the material loses its properties to such degree that it cannot 
serve efficiently its intended purpose. For example, when exposed to heat, plastic 
polymeric material may lose plasticizer together with it its plasticity. The methods of 
thermal analysis such as TGA and DSC are among the most common experimental 
techniques employed for estimating the lifetime of materials exposed to heat. As 
long as decay in the property of interest can be linked to a change in the mass or heat, 
the lifetime of a material can be estimated by the thermal analysis methods. TGA, 
for instance, can be readily used to measure the kinetics of plasticizer loss while ex-
posing polymeric material to heating. Suppose that the critical decay of plasticity is 
reached when the material has lost 20 wt. % of plasticizer. Then, in kinetic terms, the 
initial state, when no plasticizer is lost, corresponds to the extent of conversion, α = 0. 
On continuous heating, the material would gradually lose 100 wt. % of plasticizer, 
reaching the final state ( α = 1). The critical state of the material would be reached at 
α = 0.2, i.e., at 20 wt.% loss of plasticizer. Then, the lifetime of the material can be 
estimated as the time to reach α = 0.2, i.e., t0.2. Let us consider several methods of 
estimating (predicting) the time to reach a given extent of conversion, tα.

2.3.2  Model Based Versus Model Free

For a single-step process taking place at constant temperature, T0, the time to reach 
any given value of α is readily determined by rearranging Eq. 2.3:

 

(2.39)

Equation 2.39 affords prediction of the lifetime of material exposed to isothermal 
heating at the temperature T0. To employ this equation, one needs to evaluate the 
whole kinetic triplet for the process responsible for the decay in the property of 
interest. For example, in the aforementioned case of the polymeric material losing 
its plasticity, this process is the mass loss of the plasticizer. The triplet can be evalu-
ated from isothermal as well as nonisothermal experiments. However, one should 
be warned specifically against using single-heating-rate methods. These methods 
produce notoriously unreliable kinetic triplets that give rise to meaningless kinetic 
predictions [73].

Equation 2.39 provides a foundation for two American Society for Testing and 
Materials (ASTM) methods developed for evaluating the thermal stability from 
TGA (E1641 [74]) and DSC (E698 [75]) data. The predictive equation utilized by 
E1641 is:

t g

A E
RT

α
α

=
−









( )

exp
.

0



532.3  Kinetic Predictions 

 

(2.40)

where the value of E is estimated by the Flynn and Wall method (Eq. 2.11). Compar-
ison of Eqs. 2.40 and 2.39 suggests that g( α) = − ln(1 − α), which means that Eq. 2.40 
is based on the assumption that the process obeys first-order kinetics (Table 1.1). 
This assumption is also used to estimate the preexponential factor in Eq. 2.41:

 

(2.41)

where β  is the mean of the experimental heating rates used to determine E by 
the Flynn and Wall method (Eq. 2.11). The Er value is the corrected value of the 
activation energy. It is determined by dividing the experimental value of E by the 
correction factor that compensates for the inaccuracy of Dolyle’s approximation of 
the temperature integral. The ASTM document [74] lists the values of both the cor-
rection factor and the parameter a in Eq. 2.41.

The predictive equation utilized by E698 is the same as the one used by E1641 
(Eq. 2.40). The value of E is recommended to be estimated either by the method of 
Kissinger [76, 77] or by the methods of Ozawa and Flynn and Wall (Eq. 2.11). In 
the latter case, the ASTM document [75] recommends replacing Tα in Eq. 2.11 with 
the peak temperature, Tp. Just as E1641, the E698 method makes the assumption of 
the first-order kinetics in its predictive equation and in the equation for estimating 
the preexponential factor:

 (2.42)

The major shortcoming of both ASTM methods is that the lifetime is predicted 
by assuming the first-order kinetics as well as the constancy of the activation en-
ergy. If any of these assumptions does not hold, the prediction would be in error. 
Figure 2.19 demonstrates a considerable deviation of the ASTM prediction from 
the experimental data on the thermal degradation of poly(ethylene 2,6-naphthalate) 
(PEN), the process that demonstrates a significant variation of Eα with α [78]. More 
examples of similar problems with the ASTM predictions are found elsewhere [73, 
79]. Therefore, before using the ASTM methods, one should be advised to check 
whether Eα does not vary significantly with α and whether the reaction model is that 
of first order.

The shortcomings of the ASTM methods are circumvented by employing the 
model-free predictions. The latter utilize the dependence of Eα on α evaluated by an 
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isoconversional method. Originally, the model-free predictive equation was derived 
[29, 80] in the following form:

 

(2.43)

This equation is derived by equating the right-hand sides of Eqs. 2.3 and 2.8 and 
cancelling the A values. This action is justified by the aforementioned assumption 
that the kinetic triplet does not change over the temperature range of extrapolation. 
There is an important methodological difference between Eqs. 2.43 and 2.39. The 
latter does not directly use any experimentally measured kinetic curves to make the 
predictions. The kinetic curves are replaced with the kinetic triplet. On the other 
hand, Eq. 2.43 makes use of the kinetic curve α versus T measured at certain heating 
rate β. In other words, Eq. 2.43 is a way of converting actually measured noniso-
thermal kinetic data into isothermal data expected at a given temperature T0. Since 
several heating rates are used to evaluate the Eα dependence, any of the respective 
α versus T curves can be used for making predictions by Eq. 2.43. In theory, there 
should be no significant difference between the lifetimes predicted when using the 
α versus T curves obtained at different β. This is because the numerator of Eq. 2.43 
divided over β is g( α), whose value is constant at α = const for all heating rates 
involved. In practice, the lifetime predicted from different heating rates can demon-
strate some variability that is reduced by replacing the respective tα values with the 
mean or median value.

Since Eq. 2.43 performs integration from 0 to Tα, assuming that Eα remains con-
stant from 0 to α, it cannot properly account for variability of the activation energy 
with the extent of conversion. As mentioned earlier, this can lead to significant 
systematic errors in the case of a strong variation of Eα with α. For this reason, 
the original Eq. 2.43 was later [81] modified to account for such variations. The 
latter are accounted properly when performing integration by small segments (see 
Eq. 2.21). Then, if the interval from 0 to α is split in k segments, Eq. 2.43 can be 
used to predict time for each individual segment:

 

(2.44)

Then, the total time to reach α will be the sum of the times for all k segments:
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(2.45)

The resulting Eq. 2.45 allows one to use nonisothermal constant heating-rate ex-
periments to predict the isothermal lifetimes while properly accounting for variation 
of Eα with α. Similarly, the isothermal lifetimes can be predicted from data obtained 
under arbitrary temperature programs, T( t). The respective equation is as follows:

 

(2.46)

where tα,i is calculated as [81]

 

(2.47)

In Eq. 2.47, tα* is the experimentally estimated time to reach a given value of α 
under the temperature program, T( t) = T*( t). This is one of the several temperature 
programs employed for evaluating the Eα dependence.

The predictions made by Eqs. 2.43, 2.45, and 2.46 can be called “model-free 
predictions,” because they get rid of the reaction model g( α) in the numerator of 
Eq. 2.39. The most important feature of the model-free predictions is that each value 
of tα is predicted by using the corresponding value of Eα. In other words, the model-
free predictive equations allow for using the actual Eα dependence. This expands 
the application area of these equations to both single-step ( Eα does not depend on 
α) and multistep ( Eα depends on α) processes. The model-free predictions provide 
two obvious advantages over the ASTM methods. First, they are not limited to the 
first-order kinetics or any other reaction model. Second, they do not require Eα to 
be invariable with α. For this reason, they generally give rise to more reliable ki-
netic predictions than the ASTM methods. This fact is exemplified in Fig. 2.19 and 
elsewhere [73, 79].

Although most commonly one makes predictions of the lifetime at a given con-
stant temperature, T0, by using a set of nonisothermal measurements, the kinetic 
predictions can be made from kinetic data measured at temperature programs T*( t) 
to any temperature program of interest, T0( t). Using the same assumption as in de-
riving Eq. 2.43, one can arrive at a model-free equation:
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(2.48)

In Eq. 2.48, the right-hand side represents the integral (Eq. 2.21) over a particular 
experimental temperature program, T*( t). Then the lifetime tα at any desired tem-
perature program T0( t) is estimated as a numerical solution of Eq. 2.48.

2.3.3  Understanding Precision and Accuracy of Predictions

It is important to keep in mind that any kinetic prediction has its inherent limits in 
terms of precision and accuracy. Unavoidable noise in experimental measurements 
(i.e., T, α, dα/dt) leads to random errors in estimating the kinetic triplet. These ran-
dom errors further propagate into the error of the lifetime value. For example, the 
relative error in the lifetime predicted by Eq. 2.43 is estimated [82] approximately 
to be

 (2.49)

This equation suggests that as the temperature of prediction, T0, moves further away 
from the experimental temperature, Tα, the relative error in the lifetime increases 
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Fig. 2.19  ASTM E1641 ( solid line) and model-free ( dash–dot line) predictions of the thermal 
degradation of PEN in nitrogen at 420 °C compared to the actually measured data ( circles, the 
initial portion is not shown to avoid overcrowding). Inset shows the Eα dependence evaluated by 
an isoconversional method from nonisothermal TGA data. (Reproduced from Prime et al. [78] 
with permission of Wiley.) ASTM American Society for Testing and Materials, PEN poly(ethylene 
2,6-naphthalate)
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and should at certain point exceed 1, i.e., 100 %. This means that the absolute er-
ror ∆tα would exceed the tα value itself that deems the prediction meaningless. For 
example, if Eα = 200 ± 10 kJ mol− 1 and Tα = 400 K, the 100 % error is reached when 
predicting to T0 = 297 K. Although the error in the lifetime depends on the param-
eters of Eq. 2.49, the obtained estimate gives a fair idea about how far the prediction 
temperature can be stretched beyond the actual experimental region. Typically, it is 
rather difficult to make reasonably precise predictions at temperatures that deviate 
from the experimental temperature region by more than several tens of degrees.

The limited accuracy of kinetic predictions is even bigger problem than the lim-
ited precision. This is because the accuracy cannot be evaluated without performing 
actual measurements under the conditions to which the prediction is made. Since 
kinetic predictions cannot be carried out without first making some kinetic assump-
tion, the resulting predictions are always as accurate as the underlying assumption 
made to carry them out. As already mentioned, the underlying assumption of kinetic 
predictions is that the rate equations and respective kinetic triplets evaluated within 
an experimental range of temperatures would remain the same outside this range. 
Extensive experience suggests that most of the time such assumption is fairly ac-
curate at least when the temperature range of the predictions does not extend more 
than several tens of degrees beyond the experimental range. However, this should 
not be taken as a rule because sometimes even very small temperature can cause a 
failure of the underlying assumption. An example of such situation is when the tem-
perature regions of experiment and prediction are separated by a phase transition. As 
discussed in Sect. 1.3, the kinetic triplets may change significantly due to melting 
[83] or solid–solid phase transitions [84, 85]. In particular, one should be extremely 
cautious when trying to predict the thermal stability of a solid material from higher 
temperature data obtained above the melting temperature of the solid material.

Another implicit assumption that may affect the accuracy of kinetic predictions 
is that a process proceeds to completion, i.e., α changes from 0 to 1, regardless of 
the heating rate and/or temperature. This is not always the case. A well-known ex-
ample is the reaction of epoxy curing. At higher temperatures and/or faster heating 
rates, the reaction proceeds to completion (i.e., α = 1), yielding a fully cured epoxy 
material that is characterized by the limiting glass transition temperature. If cur-
ing is performed isothermally below the limiting glass transition temperature, the 
reaction system vitrifies effectively, stopping the process. The resulting material 
reaches some ultimate extent of cure that is smaller than 1 (i.e., α < 1). The use of 
progressively lower curing temperatures results in progressively smaller ultimate 
extents of cure. Then, the use of complete cure data for predicting the curing below 
the limiting glass transition temperature would result in inaccurate predictions, with 
the ultimate extent of cure equal to 1 as shown in Fig. 2.20 [86]. Elimination of the 
inaccuracy requires introduction of a diffusion correction factor that accounts for 
vitrification [86].

Yet another source of inaccuracy in kinetic predictions is linked to the inaccuracy 
of determining α = 0. This is easy to understand upon recognizing that Eq. 2.39 takes 
its origin from Eq. 2.6, in which the lower limit of integration is 0. This means that 
Eq. 2.39 assumes that the process starts when t and α are zero. However, for all 
practical purposes, the process starts when it becomes detectable experimentally. 
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This happens when α reaches the detection limit, α0. This obviously occurs at a non-
zero value of the time, t0. Therefore, accepting the α0 and t0 values as being negligi-
bly different from zero introduces some systematic error into Eq. 2.39. As a result, 
the lifetimes predicted by Eq. 2.39 are underestimated by the actual value of t0:

 
(2.50)

Equation 2.50 indicates that the error depends on the type of g( α). As seen from 
Fig. 2.12, in the vicinity of α0 ≈ 0, the value of g( α0) is vanishingly small for some 
models (e.g., diffusion and contracting geometry type) but relatively large for others 
(e.g., Avrami–Eroffev and power law models). This means that the assumption that 
α0 and t0 being zero would introduce negligible errors for the first type of the models 
but may result in significant error for the second kind of the models. Recall that the 
models of the first type belong to the class of decelerating models (see Sect. 1.1, 
Fig. 1.5). They represent processes whose rate under isothermal conditions is the 
fastest at α = 0. For this reason, the process tends to become detectable at negligibly 
small values of t0.

The second type of models is from the class of either accelerating or sigmoid 
models. Under isothermal conditions, the respective processes have the slowest rate 
at α = 0 (Fig. 1.5). More importantly, these models represent the processes that tend 
to have an induction period. In this case, the process may become detectable when 

t
g
k T0

0=
( )
( )

.
α

Fig. 2.20  Model-free predictions ( dash lines) of epoxy-amine curing reaction at a series of tem-
peratures from 60 to 160  C. Dots represent the actually measured data. Solid lines are predictions 
corrected for vitrification. (Reproduced from Schawe [86] with permission of Elsevier)
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t0 is much larger than zero. Therefore, when an isothermal experiment identifies a 
process as belonging to this type, one should be mindful of making predictions es-
pecially to lower temperatures. This is because, as per Eq. 2.50, the systematic error 
increases exponentially with decreasing temperature.
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3.1  Phases and Transitions Between Them

Every transition is a crisis…
Johann Wolfgang von Goethe, Wilhelm Meister’s 
Apprenticeship

A phase is a macroscopic amount of substance which possesses uniform chemical 
composition and physical properties and is confined by a boundary surface. Single-
component substance can exist in four major states of matter: gas, liquid, crystal, 
and glass [1]. The conversion from one state to another is called a phase transition. 
At constant pressure, a phase transition is caused by changes in temperature. An 
increase in temperature intensifies molecular motion that destabilizes molecular 
structure of a given phase so that at a certain temperature it rearranges to the struc-
ture of another more energetically favorable phase, i.e., a phase that has lower molar 
Gibbs energy, G (Fig. 3.1). Normally this would be a more loosely packed (more 
mobile) phase. The transition happens at the temperature when two phases have 
the same Gibbs energy, i.e., ΔG = 0. It means that at this temperature the phases can 
coexist in equilibrium.

When heated, a typical crystal would melt first. This happens at the temperature 
of melting, Tm, past which a tightly packed crystalline lattice rearranges to a loosely 
packed liquid phase. Further heating to the temperature of boiling, Tb, causes liquid 
to vaporize. At this temperature, the vapor pressure of the liquid rises to the atmo-
spheric pressure, and the liquid structure unpacks to practically unbound molecules 
of the gas phase. Crystalline compounds can transform directly into the gas phase 
without melting, provided that the liquid phase does not exist at a given pressure. 
This is the sublimation transition and it occurs at the temperature, Ts. At this temper-
ature, the vapor pressure of the crystal becomes equal to the atmospheric pressure. 
There are a very few crystalline compounds that can coexist in equilibrium with its 
vapor phase at ambient pressure. The best-known example is carbon dioxide (dry 
ice) for which Ts at 1 atm is − 78.5 °C [2].

It should be stressed that the transition temperatures Tm, Tb, and Ts denote 
equilibria between the bulk phases. In other words, on crossing the transition 
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temperature, the whole bulk of one phase would convert entirely to another phase. 
However, the processes of vaporization and sublimation occur to some extent well 
below their respective transition temperatures. This is an entirely surface phe-
nomenon. Because the surface molecules are bound to fewer neighbors than the 
molecules in the bulk, they have higher mobility and through fluctuation can gain 
enough energy to leave the surface. As long as the condensed substance is enclosed 
in a container whose volume is not much larger than the volume of the substance, 
the process would continue until the vapor phase saturates, i.e., its pressure reaches 
an equilibrium value at a given temperature. Otherwise, it will continue until the 
condensed phase is gone. Similarly, the higher mobility of the surface layer in the 
crystal melts at a temperature lower than Tm, while the bulk of the crystal remains 
solid indefinitely.

From the equilibrium standpoint, the reverse transitions are supposed to happen 
at the same temperature as the forward ones, i.e., condensation of vapor to crystal at 
Ts, condensation of vapor to liquid at Tb, and crystallization of liquid at Tm. In real-
ity, all these processes occur at markedly lower temperatures because of a signifi-
cant energy barrier to nucleation, i.e., the energy of creating the surface of a nucleus 
of the new condensed phase [3, 4]. The barrier can only be overcome when ΔG 
(Fig. 3.1) is negative enough to outweigh the surface energy of the new phase, i.e., 
when the fluid phase is supercooled below the equilibrium transition temperature, 
at which ΔG is zero.

An important property of supercooled or metastable liquids [3] is their ability to 
form the glass phase. While thermodynamic drive toward crystallization increases 
with decreasing temperature, the molecular mobility becomes increasingly slower. 
At certain temperature, Tg (Fig. 3.1), the molecular mobility becomes so slow that 
the supercooled liquid cannot maintain the equilibrium liquid structure at a given 
rate of cooling. At this point, the supercooled liquid turns into a glass, and the re-
spective temperature is taken as the glass transition temperature. The glass is a non-
equilibrium phase and, thus, its Gibbs energy is larger than that of the supercooled 
liquid. Therefore, the glass is bound to relax continuously toward the supercooled 
liquid. Unlike the equilibrium phases, the glass cannot coexist in equilibrium with 
any other phases, and for that reason, the glass transition temperature can never be 

Fig. 3.1  Temperature 
dependence on the Gibbs free 
energy for solid, liquid, gas, 
and glass phases at constant 
pressure
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defined with the same certainty as the transition temperatures between the equilib-
rium phases.

Another important difference between the glass transition and other transitions 
presented in Fig. 3.1 is that at Tg the G versus T curve for glass merges smoothly 
with the curve for liquid, whereas the G versus T curves for other transitions demon-
strate a change in the slope at the transition temperature. Mathematically, a change 
in the slope is equivalent to discontinuity of the first derivative of G with respect to 
T, which, in turn, means discontinuity in the entropy, S, and enthalpy, H:

 
(3.1)

 
(3.2)

Per Ehrenfest’s classification [5], the phase transitions that show discontinuity in 
the first derivative of the Gibbs energy are defined as transitions of first order. The 
glass transition does not show discontinuity in the first but in the second derivative 
of G with respect to T, which means discontinuity in the heat capacity:

 
(3.3)

Discontinuity in the second derivative classifies a phase transition as being of sec-
ond order. Although the glass transition reveals this feature of a second-order transi-
tion, it is not the classical second-order transition that occurs between two phases 
coexisting in equilibrium with each other.

The aforementioned difference between the glass and first-order transitions has 
direct implication for experimental measurements of these processes by differential 
scanning calorimetry (DSC). The instrument measures the heat flow that has two 
principal contributions:

 
(3.4)

The first term in the right-hand side represents a contribution from the sensible heat 
flow. This is the heat produced by substance of finite heat capacity in response to 
changing temperature. The second term is a contribution from the latent heat flow. 
This heat arises from a change in the enthalpy, ΔH, due to a phase transition or 
chemical reaction. Per Eq. 3.2, first-order transitions are accompanied by the latent 
heat. In DSC, they manifest themselves as peaks because as seen from Eq. 3.4, the 
heat is released in proportion to the processes rate (dα/dt), which under the condi-
tions of continuous heating (or cooling) always starts from and finishes at zero, 
passing some nonzero value in between. On the other hand, the glass transition is 
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not accompanied by the latent heat, i.e., ΔH = 0 in Eq. 3.4. Then, the heat flow signal 
is produced by the first term in Eq. 3.4. According to Eq. 3.3, the glass transition is 
accompanied by a change in the heat capacity. At Tg, its value changes from CP of 
the glass to CP of the liquid, if the transition is measured on heating, or other way 
around when it is measured on cooling. As a result, the glass transition manifests 
itself as a step change between two nearly linear segments of the heat flow.

As follows from the above discussion, the solid state of matter can exist either 
as the crystal or as the glass phase. The issue, however, can be further complicated 
by the existence of more than one crystal phase for the same solid compound. This 
phenomenon known as polymorphism [1] is widely encountered in inorganic [6, 
7] and organic [8] compounds as well as in elements, for which it is referred to as 
allotropy. The polymorphic solid–solid transitions can be of first and second order. 
They are typically easy to measure by DSC.

Different liquid phases can be encountered in a single-component liquid. The 
examples of the liquid–liquid transitions in isotropic liquids are quite rare [9–12]. 
Much more common are the transitions in liquid crystals, whose liquid state can 
exist in disordered (isotropic) as well as in ordered (smectic, nematic, cholesteric) 
phases [4]. The liquid crystalline phases are also called mesophases to emphasize 
their intermediate character between the solid and liquid phases. For liquids involv-
ing more than one component (i.e., mixtures or solutions), a common liquid–liquid 
phase transition is mixing and demixing (phase separation). The transition can be 
caused by heating or cooling of a solution and results in its separation in the solvent-
rich and solute-rich phases. A very special case of a phase transition in a solution 
is gelation [4, 13]. It results in conversion of a liquid solution into a gel, which is a 
network of cross-linked solute molecules that entrap a solvent. A gel is a soft solid 
or a liquid that has lost its ability to flow. Most of the aforementioned transitions 
in liquids are of first order and normally appear in DSC as well-defined peaks, al-
though some transitions [14] in liquid crystals can be of second order.

The following sections of this chapter provide a discussion about the kinetics of 
most of the aforementioned transitions.

3.2  Vaporization and Sublimation

All existing things soon change, and they will either be reduced 
to vapor, if indeed all substance is one, or they will be dispersed

Marcus Aurelius, Meditations

3.2.1  Background

Vaporization and sublimation are phase transitions in which the respective liquid 
and solid compounds transform to the gas phase. Both processes are promoted by 
heating that intensifies molecular motion and thus initiates breakage of the intermo-
lecular (cohesive) bonds that hold a compound in the condensed state. Depending 
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on the strength of the inter- and intramolecular bonds, vaporization and/or sublima-
tion may or may not be accompanied by decomposition. For example, a typical 
covalent compound such as a hydrocarbon is held in the condensed phase by weak 
van der Waals forces. It would undergo vaporization or sublimation at temperatures 
that are too low to break the strong covalent bonds and cause decomposition of the 
compound. However, decomposition may readily occur in ionic compounds that are 
held in the condensed phase by strong ionic forces. Decomposition can complicate 
significantly the kinetics of vaporization or sublimation that by itself is relatively 
simple.

In 1913, Langmuir [15, 16] proposed an equation that describes the rate of va-
porization in vacuum:

 

(3.5)

where dm/dt is the rate of mass loss per unit of the surface area, M is molecular mass 
of the gaseous compound, P is the vapor pressure of the compound, R is the gas con-
stant, T is the temperature, and γ is the accommodation coefficient. The latter was 
taken to be close to unity for reasonable molecular masses, e.g., it is 0.98 for carbon 
dioxide [16]. The equation was derived from the Knudsen equation [17] for the ef-
fusion rate through an orifice that lies in the foundation of the Knudsen method for 
determining molar mass or/and the vapor pressure from the mass loss rate data [18].

We can isolate the temperature-dependent parameters in Eq. 3.5 and write it in a 
more convenient form using the extent of conversion:

 
(3.6)

where Const collects all temperature-independent parameters. The vapor pressure 
in Eq. 3.6 depends on temperature in accord with the Clausius–Clapeyron equa-
tion:[18]

 
(3.7)

where C is a constant and ΔH is the enthalpy of vaporization or sublimation. Then 
with regard to Eq. 3.7, Eq. 3.6 can be used to derive the activation energy of the 
process as follows:

 
(3.8)

The second term in Eq. 3.8 does not exceed a few kilojoules in any reasonable 
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fits the temperature dependence of the rate of vaporization or sublimation to the Ar-
rhenius equation, the resulting activation energy should provide a fair estimate for 
the enthalpy of the process.

As fairly noticed by Price and Hawkins [19], the accommodation coefficient 
in Eq. 3.5 should not be assumed to be unity when the mass loss measurement 
is conducted in a flow of a purge gas at ambient pressure as typically is the case 
of regular thermogravimetric analysis (TGA) runs. The actual measurements on 
methylparaben by Chatterjee et al. [20] have produced an estimate of γ = 5.8 × 10−5 
that is too low to be meaningful. Some rational insights into the problem have been 
provided by Pieterse and Focke [21], who suggested that in order to be applicable 
to the conditions other than vacuum, the Langmuir equation needs to account for 
diffusion of the vapor in surrounding gas. The equation derived by Pieterse and 
Focke is as follows:

 
(3.9)

where D is the diffusion coefficient of the vapor compound in the surrounding gas, 
and z is the height of the pan occupied by the gas. Comparing Eq. 3.9 with Eq. 3.5 
suggests that the value of the coefficient γ is:

 

(3.10)

Equation 3.10 affords explaining the excessively small values of γ. The order of 
magnitude of γ is determined primarily by the value of D whose typical order of 
magnitude is about 10−4 − 10−5 m2s−1. Substitution of the actual values D, z, T, and 
M for vaporization of methylparaben yields γ = 4.8 × 10−5 which is quite close to the 
value experimentally found by Chatterjee et al. [20].

Following the same logic as above, we can use Eq. 3.9 to derive the activation 
energy of vaporization or sublimation. The resulting expression is as follows:

 
(3.11)

where ED is the activation energy of diffusion. For diffusion of gases in gases, the 
typical values of ED are quite small. Figure 3.2 demonstrates the Arrhenius plots for 
the temperature dependence of the diffusion coefficient of several gases in helium 
[22]. It is seen that the plots have nearly the same slopes. The ED values estimated 
from these slopes fall in the range 5–6 kJ mol−1. Considering that the RT term in 
Eq. 3.11 has similar magnitude but its sign is opposite to ED, we can expect these 
two terms to cancel each other at least partially. Therefore, we can conclude again 
that the activation energy of vaporization or sublimation should generally provide a 
reasonable estimate of the process enthalpy.

− =
d
d
m
t

PD M
zRT

,

γ
π

=
D
z

M
RT
2 .

E R t
T

H E RT= − 





= + −
−

dln d d
d D
( / ) ,α

1 ∆



693.2  Vaporization and Sublimation 

3.2.2  Isoconversional Treatment

When it comes to applying an isoconversional method to treat the kinetics of vapor-
ization or sublimation, one should notice that neither Eq. 3.5 nor Eq. 3.9 includes the 
value of the mass lost ( m) in their respective right-hand sides. It means that if one 
replaces the mass with the conversion, these equations would not include in their 
right-hand sides any reaction model either. Although it may sound confusing, in fact 
these equations do include one very specific reaction model, f( α) = 1. This is called 
the zero-order reaction model. This model represents a process whose rate remains 
constant throughout the whole range of conversions from 0 to 1. However, the rate of 
vaporization or sublimation is proportional to the free surface area (i.e., the surface 
area that is in contact with surrounding gas or vacuum) of the condensed substance. 
Then the rate of these processes would be independent of conversion only in a specific 
case when the free surface area does not change with the process progress. This is a 
reasonable assumption when, for example, vaporization rate is measured for a liquid 
that fills one of cylindrical pans (Fig. 3.3a) usually used in thermal analysis studies. 
In this case, the free surface area of the liquid would be determined by the circular 
cross-sectional area of the pan until the interface reaches the pan bottom and the liquid 
breaks into several droplets. Nevertheless, when the condensed substance is present 
in the form of individual droplets or crystals (Fig. 3.3b), the free surface area as well 
as the process rate would be decreasing with increasing the conversion. In this situa-
tion, the rate equation for vaporization or sublimation would have to include explicitly 
some f( α) of the decelerating type such as the model of contracting sphere or cylinder.

Note that the introduction of some explicit f( α) in the right-hand side of Eqs. 3.5 or 
3.9 would not affect the values of the isoconversional activation energy estimated as:
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This is because the logarithmic derivative of f( α) is zero at a constant value of α 
(Eq. 1.12). Therefore, Eqs. 3.8 and 3.11 would remain true under the isoconver-
sional conditions. That is, for the process of vaporization or sublimation, one should 
generally expect the isoconversional values of Eα to be practically independent α 
and close to the value of the process enthalpy. Some systematic dependencies as 
well as deviations may occur naturally because the enthalpy depends on tempera-
ture in accord with the Kirchhoff’s law:[18]

 
(3.13)

where ΔH0 is the standard enthalpy change at the temperatures T1 and T2, and ΔCP 
is the heat capacity change due to a transition from the condensed to gaseous state.

However, the issue of using proper reaction models arises when isoconversional 
analysis is applied to determine the preexponential factor and reaction model. An 
instructive example of isoconversional analysis of vaporization of 2,2′-bipyridyl 
is given by Vecchio et al. [23] (Figs. 3.4 and 3.5). As seen in Fig. 3.4, the Eα 
values do not practically depend on α. The respective average activation energy 
is 61 ± 2 kJ mol−1. The value agrees very well with the independently measured 
enthalpy of vaporization, 59 ± 2 kJ mol−1 [23]. The reaction model of vaporization 
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Fig. 3.4  Eα dependence 
for vaporization of 
2,2′-bipyridyl. (Reproduced 
from Vecchio et al. [23] with 
permission of Elsevier)

 

Fig. 3.3  Schematic repre-
sentation of vaporization or 
sublimation of different form 
samples placed in cylindrical 
pan. a Sample in the form of 
continuous volume of a liquid 
or solid substance. b Sample 
in the form of individual 
droplets ( left) or crystals 
( right)

 



713.2  Vaporization and Sublimation 

has been determined by using the technique described in Sect. 2.2.2. According 
to Fig. 3.5, the best-fitting model of this process is N13, which is g( α) = α (i.e., 
f( α) = 1) or zero order [23]. This is obviously consistent with the basic assumption 
of Eqs. 3.5 and 3.9. However, as already mentioned, this is not always the case. For 
example, both vaporization and, especially, sublimation of ammonium nitrate dem-
onstrate clear deviation from the zero order to decelerating type of kinetics [24].

The rate of diffusion of the condensed substance vapor in the surrounding gas is 
a very important factor when measurements are conducted under the conditions of 
regular thermal analysis experiments. The surrounding gas is a purge gas, such as 
nitrogen, that is delivered to the sample at an ambient pressure and a certain flow 
rate. If the forming vapor diffuses too slowly, the surrounding gas may become 
saturated with it. The local vapor pressure may start approaching its equilibrium 
values that would promote the reverse reaction of condensation. That is why the rate 
of vaporization or sublimation should be measured at sufficiently fast flow rates that 
would secure efficient removal of the forming vapor and suppress its condensation.

The effect of the purge gas flow rate on vaporization of methyl salicylate has 
been demonstrated by Cheng et al. [25]. It has been found that a systematic increase 
in the flow rate of nitrogen resulted in a small but systematic shift of TGA mass loss 
curves to lower temperature. This effect is typical to find in reversible processes 
[26]. The isoconversional activation energies of vaporization also have demonstrat-
ed a systematic shift as illustrated in Fig. 3.6. It is seen as an increase in the flow 
rate causes a systematic decrease in the activation energy of vaporization, bringing 
its value closer to the reference value of the vaporization enthalpy (52 kJ mol−1).

The rate equations 3.5 and 3.9 rely on the mass loss that makes TGA a method of 
choice for measuring the kinetics of vaporization and sublimation. However, DSC 

Fig. 3.5  Determination 
of the reaction model 
for vaporization of 
2,2′-bipyridyl. (Reproduced 
from Vecchio et al. [23] with 
permission of Elsevier)
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can be used in such studies as well. Figure 3.7 shows a dependence of the effec-
tive activation energy estimated from DSC data on vaporization of water [27]. The 
isoconversional values of Eα are practically independent of α in a rather wide range. 
The average Eα value in the range α = 0.4–0.6 is 43.80 ± 0.03 kJ mol−1. The value 
is somewhat larger than the reference value [2] of the enthalpy of vaporization of 
water, 40.7 kJ mol−1. It should be noted that this reference value corresponds to the 
enthalpy of vaporization at 100 °C, i.e., the boiling temperature, which is a common 
way of reporting the enthalpies of vaporization. However, under the conditions of 
DSC runs (open pan, flow of nitrogen), water is completely vaporized by 60 °C. 

Fig. 3.7  Isoconversional 
values of the activation 
energy for vaporization 
of water. Solid line 
represents the average of 
the Eα values in the range 
of α = 0.4–0.6. Dash line 
denotes the enthalpy of 
water vaporization at 100 °C. 
(Reproduced from Prado 
and Vyazovkin [27] with 
permission of Elsevier)
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About 50 % of water becomes vaporized around 40 °C. The vaporization enthalpy 
of water at this temperature can be estimated from Kirchhoff’s law (Eq. 3.13) by us-
ing the values of the heat capacity for liquid and gaseous water, which are [2] 75.29 
and 33.58 J mol−1K−1, respectively. Neglecting the temperature dependence of the 
heat capacity, the vaporization enthalpy at 40 °C is estimated to be:

which is 43.2 kJ mol−1. This value is almost identical to the average Eα value 
(Fig. 3.7).

Overall, the examples considered suggest that the activation energy estimated 
from the rates of vaporization of liquids is similar to the enthalpy of vaporization. 
There are many more examples in the literature that confirm this correlation. Howev-
er, in the case of sublimation of solids, the correlation is not nearly as consistent. The 
direct application of the Langmuir equation to the mass loss data provides about equal 
number of examples when the correlation is good as when it is poor [28]. It is not very 
surprising considering that the mechanism of sublimation [29] is more complex than 
that of vaporization. If vaporization of a liquid involves essentially one step, in which 
a molecule breaks the surface tension, sublimation of a solid involves multiple steps. 
First, a molecule breaks away from a site where it is bound to a fewer neighbors such 
as a kink or ledge site. Then, it diffuses along the surface and finally desorbs from it. 
Schematically, it can be seen as a mechanism of three consecutive steps:

Any of these three steps can be rate limiting during sublimation. As a result, the 
activation energy estimated from the sublimation rate data can be the one for any 
of these steps. To complicate matters further, the surface molecule may undergo 
a chemical reaction of dissociation or association, which also can become a rate-
limiting step of sublimation. However, the enthalpy of sublimation is invariably 
determined by the difference in the enthalpies for Avapor and Asolid.

3.3  Glass Transition

Only there’s no equilibrium in the world. It’s just an error of 
some kilogram and a half over the universe as a whole, but it’s 
really a surprising thing

Daniil Kharms, On Equilibrium

3.3.1  Background

Typically, the glass phase is formed in supercooled liquids that are cooled so fast 
that they do not have sufficient time to crystallize. Ultimately, any liquid can be 
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converted to glass subject to sufficiently fast rate of cooling. For slow crystalliz-
ing liquids such as the melts of some polymers, the glass can be formed on cooling 
at tens of degrees per minute. Fast crystallizing liquids such as water may have 
to be cooled at millions degrees per second to form the glass phase. Anyway, the 
key reason of the glass formation is the limited rate of the molecular mobility that 
slows down progressively as liquid is cooled. At certain point, the mobility be-
comes insufficient to maintain the equilibrium liquid structure so that a supercooled 
liquid becomes a glass. The respective temperature is called the glass transition 
temperature, Tg. Since the glass is a nonequilibrium phase, its Tg designates the 
transition between the supercooled liquid and a specific glassy structure that de-
pends particularly on the cooling rate and generally on the overall thermal history. 
Figure 3.8 demonstrates a change in the temperature dependencies of the enthalpy 
for liquid and two glasses formed at different cooling rate. Obviously, the faster 
liquid is cooled, the sooner it falls out of equilibrium and forms the glass phase. 
Therefore, faster cooling produces the glass of a more nonequilibrium structure that 
has larger glass transition temperature.

On reheating, the glass does not follow the same enthalpic trace as on cooling 
(Fig. 3.9). The respective enthalpy values are lower because the glass is relaxing 
continuously toward the supercooled liquid state. Another important feature of the 
glass transition observed on heating is the “enthalpy overshoot.” Upon reaching 
the equilibrium liquid line, the glass does not immediately convert to the liquid but 
continues to follow the glass line for some time. The reason is that at this point the 
molecular mobility of the glass is too slow to assume immediately the liquid struc-
ture. Therefore, it continues to maintain the glassy structure until the point when 
temperature accelerates the molecular mobility to such extent that the glass can 
quickly restore the liquid structure. For the glass formed at a certain cooling rate, 
the use of faster heating rates results in increasing the magnitude of the enthalpy 
overshoot. The heating and cooling traces are brought closer to each other when the 
heating and cooling rates are equal.

Fig. 3.8  Enthalpy versus temperature diagram for the formation of two glass phases: glass1 and 
glass2. The glass2 phase is formed at faster cooling rates than glass1 and thus has a larger glass 
transition temperature that is determined as intersection of the glass and liquid tangent lines
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The enthalpy plot (Fig. 3.9) is helpful in understanding the DSC (heat flow) 
traces measured on heating and cooling. According to Eq. 3.4, the heat flow related 
to the glass transition originates from a change in the heat capacity between the 
values for the liquid and glass phase. By virtue of Eq. 3.3, the heat capacity would 
change as the first derivative of the plots presented in Fig. 3.9. On cooling, DSC 
shows some small stepwise change in the heat flow. On the other hand, on heating, 
the DSC signal is complicated by a peculiar feature associated with enthalpy over-
shoot, which manifests itself as a relatively small endothermic peak at the end of the 
glass transition step. Figure 3.10 displays an example of this feature observed in the 
glass transition of polystyrene (PS) and PS–clay nanocomposite [30].

The nonequilibrium structure of the glass phase reveals itself in the relaxation 
kinetics. When the glass freezes dynamically, it conserves a heterogeneous structure 

Fig. 3.9  When glass is 
reheated, its enthalpy crosses 
(overshoots) the liquid line 
and returns to it at higher 
temperature
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that contains significant density fluctuations (Fig. 3.11). The lower density areas 
form the mobility islands [31] inside the glass. As a result, the molecules of the 
glass phase find themselves in a variety of the spatial situations of different crowd-
edness. Those, stuck in highly congested situations, can only move cooperatively, 
i.e., together with moving the closest neighbors. The respective motion is termed 
the α-process (relaxation). This is a slow process characterized by high activation 
energy whose value is typically on the order of hundreds of kilojoules per mole. 
On the other hand, the molecules located in the vicinity of the mobility islands can 
move rather freely, i.e., in a noncooperative manner. The respective motion is re-
ferred to as the β-process (relaxation) or Johari–Goldstein process. This process is 
fast and its activation energy amounts to several tens of kilojoules per mole.

When glass relaxes toward the equilibrium supercooled liquid structure, the 
overall process would occur generally via both cooperative and noncooperative 
motion. However, one particular mechanism may dominate depending on tempera-
ture or the stage of relaxation. Since cooperative and noncooperative processes can 
occur in parallel with each other, at any given temperature, the kinetics of relaxation 
is dominated by the fastest process, i.e., a process having the smallest relaxation 
time, τ. Cooperative and noncooperative processes have distinctly different tem-
perature dependencies of the relaxation time. Noncooperative processes, such as 
β-relaxation, obey the Arrhenius equation:

 
(3.14)τ = 






C E
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Fig. 3.11  Schematic 
representation of molecular 
mobility in the glass phase. 
The letters α and β repre-
sent molecules respectively 
involved in cooperative and 
noncooperative motion. The 
open area is a mobility island
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where C is the temperature-independent preexponential factor, E is the activation 
energy, and R is the gas constant. It follows from Eq. 3.14 that

 
(3.15)

This means that for a noncooperative process, the plot of lnτ versus T−1 should be a 
straight line whose slope is E/R.

The temperature dependence of a cooperative process, such α-relaxation, fol-
lows the Vogel–Tammann–Fulcher (VTF) equation:

 
(3.16)

where B is the temperature-independent preexponential factor, A is a constant, and 
T0 is a reference temperature, typically well below Tg. By using the same principle 
as in Eq. 3.15, we can derive the activation energy from Eq. 3.16:

 
(3.17)

Equation 3.17 suggests that the activation energy and, thus, the slope of the plot of 
lnτ versus T−1 increase with decreasing temperature. A similar result is obtained [32] 
from the Williams–Landel–Ferry (WLF) equation:

 
(3.18)

where C1 = 17.44 and C2 = 51.6 are universal constants. Both VTF and WLF equa-
tions are applied commonly to describe the temperature dependence of viscosity of 
supercooled liquids. Although the equations can be used interchangeably, the WLF 
equation is most frequently applied to polymers, whereas the VTF equation to low 
molecular weight species.

The non-Arrhenius type of the temperature dependence (i.e., the VTF or WLF 
dependence) breaks down in the vicinity of Tg, below which the dependence takes 
the Arrhenius form (Fig. 3.12a). This is empirically found in a variety of liquids 
[3]. An explanation of this phenomenon is provided by the theoretical results of 
Di Marzio and Yang [33]. The change in the type of the temperature dependence 
around Tg has important implications for estimating experimental activation ener-
gies (Fig. 3.12b). That is, above Tg, the transition from the glass to liquid phase 
should demonstrate large values of the activation energy that decrease with tem-
perature. However, when glass relaxes to supercooled liquid below Tg, one should 

E R
T

= 





−

dln
d

τ
1 .

τ =
−









B A

T T
exp ,

0

E R AT
T T

=
−( )













2

0
2 .

E R C C T
C T T

=
+ −













2 303 1 2
2

2
2.

( )
,

g



78 3 Physical Processes

expect the activation energy values to be markedly smaller and decreasing with 
decreasing temperature down to the values characteristic of the β-process.

It should be noted that beyond the β-relaxation, there are some processes that 
occur below Tg and similarly demonstrate the temperature dependencies of the Ar-
rhenius type and the activation energies that are smaller than those for cooperative 
α-process occurring above Tg [34]. One of them is the nonequilibrium mode of the 
α-relaxation that manifests itself as a break point in the respective VTF dependence 
that occurs at Tg and gives rise to a smaller slope and, thus, lower activation en-
ergy (Fig. 3.12) [35]. The latter is either somewhat larger [36, 37] or comparable 
[37] to that of the β-process. Another is the so-called α′-relaxation process that is 
observed in metallic [38] as well as polymeric glasses [39]. It is reported [38] to be 
associated with the “frozen-in relaxation sites” and has small activation energies 
(Fig. 3.12), which makes it very similar to the regular β-relaxation. However, both 
nonequilibrium α-process and α′-process are detected at higher temperatures than 
the regular β-process.

3.3.2  Isoconversional Treatment

In order to apply an isoconversional method to the DSC data on the glass transition, 
one needs first to determine the extent of conversion. This can be done in a way 
similar to calculating the normalized heat capacity [40].

Fig. 3.12  Schematic representation of the temperature dependencies of the relaxation time (a) 
and the respective activation energies (b). a Curve 1 represents a typical VTF dependence of 
the α-relaxation. Straight lines 2–4 represent various processes occurring in the glassy state: 2 
nonequilibrium mode of the α-relaxation; 3 α′ process; 4 β-process. b Sub-Tg processes 2–4 have 
significantly lower activation energy than the α-process (1). VTF Vogel–Tammann–Fulcher. 
(Reproduced from Vyazovkin and Dranca [35] with permission of Elsevier)

 



793.3  Glass Transition 

 
(3.19)

where CP is the current heat capacity, and CPg and CPl are the glassy and liquid heat 
capacity, respectively. The normalized heat capacity runs from 0 to 1, i.e., in the 
same way as the extent of conversion. Equation 3.19 is equally applicable to the 
heat flow data so that the extent of conversion is determined as follows:

 
(3.20)

where Φ is the heat flow at a given temperature T, and Φl and Φg are the heat flow 
values for the liquid and glass extrapolated to the same temperature T (Fig. 3.13). 
In practical terms, one starts by estimating the straight baseline for the glass phase 
and subtracting it from the whole DSC signal. Then at each given T, α is calculated 
as the ratio of the resulting heat flow to the heat flow obtained from extrapolation of 
the straight baseline for the liquid phase to this temperature.

The application of the aforementioned procedure results in α versus T curves 
similar to those obtained for the glass transition in amorphous drug indomethacin 
(IM) [41] (Fig. 3.14). The enthalpy overshoot (the endothermic peak at the end of 
the glass transition step) observed on heating (see Fig. 3.13), gives rise to the α-
values in excess of unity. This feature does not appear when the glass transition is 
measured on cooling. When the glass transition kinetics is measurement on heating, 
each heating run has to be preceded by cooling performed from temperature signifi-
cantly above Tg to significantly below Tg at the rate of cooling whose absolute value 
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is equal to the rate of the following heating [42, 43]. A suitable temperature range of 
measurements is typically from Tg + 40 to Tg − 40.

For measurements performed on heating (Fig. 3.14), the isoconversional calcula-
tions need to use only the ascending part of the α versus T curves up to α = 1. The 
resulting dependence of the activation energy of conversion is shown in Fig. 3.15. 
The observed decreasing shape of the Eα versus α dependence is typical for the 
glass transition and has been observed in variety of other systems, including many 
polymers [44]. The decrease in E is easy to understand in terms of the cooperative 
molecular mobility discussed earlier (Fig. 3.12). The glassy phase is characterized 
by a small amount of free volume that permits only local noncooperatve motion 
(e.g., the β-process) that dominates well below Tg. As temperature rises approach-
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ing the glass transition region, the molecular motion intensifies, and the free volume 
increases, initiating the α-process. The latter involves considerable cooperativity 
between the molecules and, thus, a large energy barrier as reflected in the large 
value of E at the initial stages of the transition (Figs. 3.12b and 3.15). As tempera-
ture continues to rise, the free volume continues to increase. The molecular packing 
becomes increasingly looser, allowing the molecules to move less dependently, i.e., 
in a less cooperative fashion. This relieves the energetic constrains, and the activa-
tion energy decreases.

A decrease in E is consistent with the predictions of the VTF and WLF equations 
(Eqs. 3.17 and 3.18). A similar trend is predicted by the Adam–Gibbs equation[45]

 

(3.21)

where kB is the Boltzmann constant, Δμ is the activation energy per particle, and z* 
is the number of particles that cooperatively rearrange. In Eq. 3.21, z* is inversely 
proportional to the configurational entropy that increases with T so that both z* and 
the effective activation energy (i.e., z*Δμ) decrease with T.

Note that even before the first applications [30, 46] of isoconversional methods 
to the glass transition kinetics, the trend for the activation energy to decrease with 
increasing temperature was observed in other studies [47–49]. In them, the activa-
tion energy was determined from the shift in the value of Tg with the heating rate in 
accord with the equation proposed by Moynihan et al.: [42, 43]

 
(3.22)

where β can be the rate of heating or cooling. However, the value of Tg can be 
defined in the order of its increase as the onset temperature, the temperature of the 
midpoint step in the heat flow, and the endset temperature. For the glass transition 
of sorbitol, Angell et al. [47] have found that Eq. 3.22 gives rise to a significantly 
larger E when Tg is determined as the onset temperature than when Tg is estimated 
as the temperature of the heat capacity peak. A similar effect was reported by Lacey 
et al. [48] for PS oligomer and side-chain polysiloxane and by Hancock et al. [49] 
for some pharmaceutical glasses, including poly(vinylpyrrolidone) (PVP), IM, and 
several sugars. The observed temperature dependence of the activation energy sug-
gests that the plot of lnβ versus Tg

−1 should be nonlinear. The nonlinearity can be 
quite obvious when Tg is measured in a wide range of the heating rates as illustrated 
in Fig. 3.16 for the glass transition in PS [30]. From this plot, we can see again that 
the activation energy of the glass transition decreases with increasing temperature.

Our numerous applications of the isoconversional method to the glass transition 
in a variety of systems indicate that the obtained activation energies are in reason-
able agreement with the activation energies obtained by other techniques, such as 
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dielectric and mechanical spectroscopy, for the α-relaxation [44, 46]. Of course, 
one should not expect precise agreement between the absolute values. This is not 
only because different techniques measure different physical properties but also 
because the activation energy of the α-relaxation depends on temperature and the 
temperature regions employed by different techniques rarely coincide. In particular, 
it has been reported [50] that the E values derived from DSC data obtained on cool-
ing are markedly larger than those derived from the heating data. However, what is 
essential is that a variation in E is detected by different techniques, including DSC, 
as long as DSC data are analyzed by an isoconversional method.

Although an isoconversional method consistently produces a decreasing E versus 
α dependence for the transition from the glass to liquid phase, the absolute values 
of E and the degree of its variability with temperature change dramatically between 
the glassy substances. Note that an E versus α dependence (e.g., Fig. 3.15) can be 
converted to an E versus T dependence by replacing the values of α with the mean 
value of the temperatures related to this α at different heating rates (see Fig. 3.14). 
Figure 3.17 presents a set of the E versus T dependencies evaluated by applying an 
isoconversional method to the glass transition in a series of substances: poly(vinyl 
chloride) (PVC), poly( n-butyl methacrylate) (PBMA), PVP, poly(ethylene 2,6-naph-
thalate) (PEN), PS, poly(ethylene terephthalate) (PET), and boron oxide (B2O3) [44, 
46]. The differences in the activation energy variability are really staggering. At one 
extreme, we have PVC and PET, in which the glass transition occurs in a very nar-
row temperature range and accompanied by a drastic change in the activation energy. 
At another extreme we see PBMA and B2O3 whose glass transition stretches over a 
wide temperature range with little change in the activation energy.
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Fig. 3.16  Plot of lnβ versus Tg
−1 measured for the glass transition in polystyrene at nine heating 

rates from 5 to 25 °C min−1. Tg was measured twice at each heating rate and determined as the tem-
perature at midpoint of the glass transition step. The E values of 290 and 170 kJ mol−1 are found 
respectively from the three slowest and the three fastest heating rates. (Adapted from Vyazovkin 
and Dranca [30] with permission of ACS)
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In order to characterize the variability in E numerically, we have introduced [44] 
a variability parameter defined as

 
(3.23)

where E0.25 and E0.75 are the Eα values at α = 0.25 and 0.75, respectively, and T0.25 and 
T0.75 are the values of Tα for the respective values of α. The dependencies presented 
in Fig. 3.17 yield the ΔE values collected in Table 3.1. In terms of the logτ versus 
T−1 plots, larger variability of E means larger curvature of the plot (Fig. 3.12). Ulti-
mately, when the plot is linear (i.e., of the Arrhenius type), E becomes independent 
of T, and ΔE turns into zero. That is, the variability parameter should correlate with 
the departure of the logτ versus T−1 plot from the Arrhenius behavior, or, in other 
words, with the dynamic fragility.

The concept of fragility was introduced by Angell [51] to characterize the differ-
ences in the temperature dependencies of viscosity or relaxation time of glass-form-
ing liquids. According to this concept, the strong liquids are those that demonstrate 
close to linear or Arrhenius type of logτ versus T−1 (Fig. 3.18). The fragile liquids, 
on the contrary, demonstrate nonlinear plots of the VTF or WLF type. Typically, 
the strong liquids are inorganic glass formers, whereas polymers belong to the most 
fragile liquids. Deviation from the Arrhenius behavior is estimated as the fragility 
parameter, m. By assuming the VTF type of the temperature dependence (Eq. 3.16), 
the parameter is defined as:[52]
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Fig. 3.17  Temperature dependencies of the activation energy for the glass transition in various 
substances. PBMA poly( n-butyl methacrylate), PET poly(ethylene terephthalate), PVC polyvi-
nyl chloride, PS polystyrene, PEN poly(ethylene 2,6-naphthalate), PVP poly(vinylpyrrolidone).
(Adapted from Vyazovkin et al. [44, 46] with permission of Wiley)
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For all the compounds presented in Table 3.1, except PVP, the values of m are found 
in the literature [53–58]. As seen from Table 3.1, the ΔE and m parameters are cor-
related. The correlation is nonlinear, but can be reduced to a linear form by replac-
ing ΔE with log(−ΔE) (Fig. 3.19). The dataset from Table 3.1 demonstrates strong 
correlation ( r = 0.9665) of the following form:

 

(3.25)

Surmising that the correlation (3.25) holds for a wide class of glasses, one can use it 
to estimate the fragility parameter from ΔE. For example, based on Eq. 3.25, the m 
value for PVP should be around 102.
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Table 3.1  Estimated (Eq. 3.23) values of the variability parameter and literature values of the 
fragility parameter
Substance ΔE (kJ mol−1 K−1) m
B2O3 − 0.6 32 [53]
PBMA − 2.3 48 [55]
PENa − 10.0 99 [57], 66[58]
PVPb − 11.1 102
PS − 11.5 139 [53], 77[54]
PVC − 73.0 191 [53], 160 [54]
PET − 110.6 156 [56]

PBMA poly(n-butyl methacrylate), PEN poly(ethylene 2,6-naphthalate), PVP 
poly(vinylpyrrolidone), PS polystyrene, PVC polyvinyl chloride, PET poly(ethylene terephthalate)
a The m values have been estimated from the VTF parameters reported in the respective papers
b For PVP, the m value has been predicted from ∆E by the correlation shown in Fig. 3.19
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3.4  Glass Aging

The glass is falling hour by hour, the glass will fall for ever
Louis MacNeice, Bagpipe Music

3.4.1  Background

When liquid is well above its Tg, its relaxation time is significantly shorter than the 
timescale of regular measurements, which typically last from minutes to hours. On 
such timescale, any fluctuations of the molecular structure of liquid are relaxed, i.e., 
liquid is at equilibrium. When temperature drops below Tg, the relaxation time of 
liquid exceeds the experimental timescale, and the structural fluctuations do not have 
enough time to relax. Instead, they become frozen kinetically as the nonequilibrium 
glass phase (Fig. 3.20). This phase is driven thermodynamically to relax its structure 
toward that of the equilibrium supercooled liquid. The relaxation can occur on heat-
ing (i.e., when temperature raises continuously) of a glass through the glass transition 
temperature. In this case, the process is referred to as the glass transition (Sect. 3.3).

However, this relaxation also occurs on annealing (i.e., when temperature is held 
constant) below the glass transition temperature. This process is called physical 
aging [59]. Physical aging is accompanied by a change in mechanical, dielectric, 
magnetic, and optical properties of a glass. Thermodynamically, the process is char-
acterized by a decrease in three thermodynamic parameters: the enthalpy, entropy, 
and volume (Fig. 3.20). That is, physical aging is an exothermic process, during 
which the glass becomes more ordered structurally and its volume shrinks.
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terephthalate), PVC polyvinyl chloride, PS polystyrene, PEN poly(ethylene 2,6-naphthalate), 
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The kinetics of physical aging is of great practical importance because it deter-
mines for how long a glassy material can remain useful at temperature of opera-
tion. The stability of a glass increases with increasing the difference between the 
temperatures of the glass transition and operation. For example, regular household 
glassware made of silicate glass is used about 500 °C below its glass transition tem-
perature. This makes it stable for all designed practical purposes.

However, even in the case of silicate glasses used far below Tg, the signs of ag-
ing are detectable on the scale of decades [60–62]. An intriguing example [60, 62] 
includes data on aging of glass thermometers used by the renowned physicist James 
Prescott Joule. Joule regularly calibrated his thermometers and noticed that what he 
called the zero point was increasing systematically, shifting totally by 0.91 F over 
23 years. The effect is explicable [60, 62] by the glass shrinkage due to physical 
aging.

The kinetics of physical aging is usually followed by measuring either volume 
of enthalpy of a glassy sample. The heat flow released during physical aging is too 
small to follow the process by regular DSC instruments in real time. The measure-
ments are thus conducted discretely, i.e., in steps. The idea is that the enthalpy lost 
on aging can be recovered when heating an aged glassy sample through the glass 
transition temperature. As seen from Fig. 3.21, the sample held at aging temperature 
Ta will continue to lose its enthalpy until the glass reaches equilibrium, i.e., turns 
into supercooled liquid. As discussed earlier (Fig. 3.9), reheating of unaged glass 
results in the enthalpy overshoot. When glass ages, it assumes a denser and more 
ordered structure that results in a decrease of the molecular mobility and an increase 
of the relaxation time. For this reason, when aged glass crosses the equilibrium liq-
uid line, it takes longer to restore the liquid structure than for unaged glass.

Thus, the more glass aged (points B and C in Fig. 3.21), the more it overshoots 
the liquid line. The inflection point on the enthalpy recovery line corresponds to the 
temperature, Tp, of the DSC peak that appears at the end of the glass transition step 

Fig. 3.20  Relaxation of the 
nonequilibrium glassy struc-
ture can occur under rising 
temperature conditions as the 
glass transition or at constant 
temperature as aging
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measured on heating. The size of the peak is proportional to the enthalpy lost on 
aging. The effect is illustrated in Fig. 3.22 [63]. Both peak temperature and recov-
ered enthalpy increase with aging time, ta, until they reach ultimate values, which 
correspond to completely relaxed glass (point D in Fig. 3.21). The magnitude of the 
ultimate values depends on chosen Ta.

Fig. 3.22  DSC curves of poly(cyanobiphenyl ethylacrylate) heated at 5 °C min−1 after aging at 
64 °C for 34, 64, 305, 725, and 3963 min ( solid lines in order of increasing the peak size). The 
dash line represents the curve for unaged sample. (Reproduced from Tanaka and Yamamoto [63] 
with permission of Elsevier)

 

Fig. 3.21  As glass ages, 
its enthalpy lowers and its 
mobility slows down so that 
on reheating the enthalpy 
overshoot becomes larger and 
shifts to higher temperature. 
Tp denotes the position of the 
overshoot peak
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3.4.2  Isoconversional Treatment

The recovered enthalpy of aging, ΔHa, can be estimated as the difference in the in-
tegrals of the DSC curves for aged and unaged samples [64]. The measurements are 
performed on the same sample, which is first relaxed for a few minutes at a tempera-
ture well above Tg, then cooled quickly at a controlled rate to a temperature well below 
Tg, and then heated back to the initial temperature at a given heating rate. This would 
produce a DSC trace for unaged glass. To obtain the trace for aged glass, the sample 
is exposed to the same temperature protocol, except that the cooling segment is inter-
rupted by the aging segment, which maintains temperature Ta for a period ta. After that 
the cooling segment continues, followed by the heating segment. The difference in the 
integrals of the respective DSC traces would yield ΔHa related to a given aging time ta. 
Another point on the kinetic curve ΔHa versus ta is produced by maintaining the whole 
cooling–heating protocol but changing the length of the aging segment. An example 
of ΔHa versus ta is shown in Fig. 3.23 for aging of maltitol (Mt) glass [65].

The aging temperatures are usually taken within 10 °C below the glass transition 
temperatures. It may take months to reach equilibrium at 10 °C below Tg and about 
a day at 5 °C below Tg. Equilibrium is easy to detect when converting the time to 
the logarithmic scale (Fig. 3.23). On this scale, aging progresses almost linearly 
with time. On approaching equilibrium, the line breaks and turns horizontal. For 
example, it takes Mt glass about 20 h to reach equilibrium at 6 °C below its Tg 
(Fig. 3.23). The time to equilibrium in seconds, t∞, can be estimated by using an 
equation proposed by Struik: [59]

 
(3.26)t T T∞ ≈ −100 0 77exp[ . ( )].g a
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The equation is not very accurate [66] because it was derived assuming that the tem-
perature dependence of the relaxation time obeys the WLF equation [32]. However, 
below Tg, the relaxation processes tend to follow [33, 67] the Arrhenius equation 
that predicts much weaker temperature dependence. In addition, the rate of aging 
can differ substantially for different materials. For instance, the aging data [68] for 
polycarbonate and PS suggest that at similar Tg−T, the former reaches equilibrium 
almost ten times faster than the latter. Nonetheless, Eq. 3.26 can provide a reason-
able estimate for the magnitude of the aging time, i.e., hours, days, and months.

To perform the isoconversional calculations, experimentally measured curves 
of the recovered enthalpy versus aging time need to be converted to the curves of 
the conversion versus time. For any given aging time, the extent of aging, i.e., the 
extent of conversion from the glass to supercooled liquid phase, is determined as:

 
(3.27)

where ΔH( t) is the enthalpy measured at the aging time, t, and ΔH∞ in the equilib-
rium (plateau) value. Since aging runs are conducted isothermally, the activation 
energy can be evaluated straightforwardly by Eq. 3.28

 
(3.28)

i.e., as the slope of a plot of the natural logarithm of the time, ta, to reach a given 
extent of aging, α, against the reciprocal aging temperature. By repeating this 
procedure for a series of the conversions, one obtains a dependence of Eα on α.

The use of Eq. 3.28 requires determining the time to reach a given extent of con-
version at different aging temperatures. Unfortunately, it is impossible to measure 
reliably small extents of conversion. The aging rate is the fastest in the initial moments 
so that the smallest values of conversion are experimentally detected after only a few 
minutes of aging. For instance, 4-min aging of Mt resulted in α being about 0.27 
(Fig. 3.23). The values of tα can be found by interpolating the discrete experimental 
dependence of α versus t by the Kohlrausch–Williams–Watts (KWW) equation [3, 4]

 
(3.29)

The equation has two fit parameters: τef, which is the effective relaxation time, and 
γ, which is the stretch exponent. The KWW equation is generally found to describe 
accurately the relaxation kinetics of glasses, although it is commonly found that 
[69] the parameter γ varies systematically with temperature. Once the values of τef 
and γ are estimated, Eq. 3.29 can be used to find tα for any α.

The isoconversional plots of lntα versus T−1 for aging of Mt glass are seen in 
Fig. 3.24. The most remarkable feature of these plots is that their slopes increase 
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markedly with increasing conversion. This means that the activation energy of 
aging increases throughout the aging process. A dependence of the isoconversional 
values of Eα on α is shown in Fig. 3.25. The data suggest that the later stages of ag-
ing demonstrate the activation energies whose values are similar to the activation 
energy of the glass transition process in Mt, i.e., 413 ± 20 kJ mol−1[70]. However, 
the most important is that the activation energy of the early stages of aging is several 
times smaller.

The kinetics of physical aging can also be followed by the heat capacity relax-
ation. Physical aging is known [71, 72] to be accompanied by a decrease in the ex-
cess heat capacity, CP. The effect is measured by temperature-modulated (TM) DSC 
under quasi-isothermal conditions that are accomplished by overlaying a constant 
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temperature with small amplitude temperature perturbations. The effect has been 
attributed [71] to the heat capacity contributions from faster modes of molecular 
motion that include the noncooperative β or Johari–Goldstein process and faster 
portions of the cooperative α-process. An advantage of the heat capacity relaxation 
measurements is that the measurements are conducted continuously and take less 
time than the discrete and laborious enthalpy relaxation measurements.

The loss of the excess heat capacity for Mt glass is presented in Fig. 3.26. The CP 
versus t data are converted to the α versus t curves as follows:

 
(3.30)

where CP, i, CP, f, and CP( t) are respectively the initial (nonaged), final (plateau), 
and current values of the heat capacity. The resulting α versus t curves obtained at 
several aging temperatures can be treated by an isoconversional method in the same 
fashion as the enthalpy relaxation curves. The Eα versus α dependence evaluated 
from the heat capacity relaxation data is quite similar to that determined from the 
enthalpy relaxation measurements (Fig. 3.25). In both cases, the Eα values for the 
early stages of aging are about three times smaller than the activation energy for the 
glass transition.

Isoconversional analysis of the aging kinetics indicates that the early stages of 
the process are dominated by a faster process having smaller activation energy and 
the later stages by a slower process of larger activation energy. Because at conver-
sions close to unity, the Eα value approaches the activation energy of the glass tran-
sition, it is logical to conclude that the slower process of larger activation energy 
is the cooperative α-relaxation. Then the faster process of lower activation energy 
is likely to be associated with relaxations of low cooperativity. As discussed earlier 
(Fig. 3.12), these may include the nonequilibrium mode of α-, α΄-, and β-relaxations. 
They have progressively smaller activation energies, each of which being smaller 
than the typical values found for the α-relaxation. Mt is known [73] to demonstrate 
the nonequilibrium α-mode. Although the activation energy has not been reported 
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for this process, the slope of the respective Arrhenius plot is significantly larger than 
that for the β-relaxation. For the latter, the activation energies have been reported 
to be 62 [73], 57 [74], and 71 [35] kJ mol−1. On the other hand, extending the aging 
temperatures of Mt below 30 °C brings the activation energies of the initial stages 
of aging down to 60–80 kJ mol−1[65].

All in all, it appears that the activation energy of the early stages of aging is much 
closer to the activation energy of the β- than α-relaxation. Also, the values get even 
closer when aging is performed at lower temperatures. This is in agreement with 
the results of Nemilov [60, 61] and Nemilov and Johari [62] for silicate glasses, of 
Cangialosi et al. [75] for polycarbonate, and of Hu and Yue [76] for hyperquenched 
GeO2 that demonstrate that at temperatures markedly below Tg, the overall aging ki-
netics is controlled by processes whose activation energy is approaching the values 
characteristic of the β-relaxation process.

Considering the spatial heterogeneity of glass (Fig. 3.11), the initial stages of 
aging should occur predominantly via collapse (densification) of low-density mo-
bility islands. This process would be driven by faster relaxation processes of lower 
cooperativity and lower activation energy. As aging glass becomes denser and more 
homogenous, the molecular mobility becomes more cooperative that causes the en-
ergy barrier to increase continuously toward the value characteristic of cooperative 
α-relaxation. This simple phenomenological picture explains well an increase in the 
effective activation energy revealed by an isoconversional analysis. In conclusion, 
we should note that the observed increase in the effective activation energy is not 
unique to physical aging of Mt. The effect has been reported [77, 78] for metallic 
glasses, although was not correlated with the α- or β-relaxation processes in the 
respective glasses.

3.4.3   Activation Energies of β-Relaxation from DSC

As discussed in the previous section, the activation energy of the early stages of 
aging approaches the activation energy of the β-relaxation, Eβ, when the aging tem-
perature is decreased significantly below Tg. In that regard, it is of interest to con-
sider an original method proposed by Bershtein and Egorov [79] for estimating Eβ 
from the pre-glass transition annealing peaks. The peaks of this kind were originally 
reported by Illers [80], who observed that reheating of PVC annealed significantly 
below Tg gives rise to small and broad endothermic DSC peak that may occur well 
before the glass transition step. Similar observation was made later by Chen [81, 
82] for several metallic glasses and by Bershtein et al. [83, 84] for several polymers. 
Chen interpreted the effect as the partial enthalpy relaxation (during annealing) and 
recovery (during reheating) that occurs at the expense of the faster part of a broad 
relaxation spectrum of the glassy state. However, Bershtein et al. [83, 84] linked the 
effect to the β-relaxation process that is typically detected by mechanical [85] and 
dielectric [86] spectroscopy.
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Chen as well as Bershtein et al. proposed that a shift in the annealing peak tem-
perature, Tp, with the heating rate, β, can be used to determine the activation energy 
of the underlying process as follows:

 (3.31)

The E values estimated from the annealing peaks were found [81–84] being several 
times smaller than the respective activation energies for the glass transition (i.e., α-
relaxation) event. The ratio of the respective activation energies was consistent with 
that reported [85, 86] for the β- and α-relaxations in polymers.

The annealing peaks observed below Tg result from the same reason as the regu-
lar aging peaks at the end of the glass transition step (Fig. 3.22). It is nothing else 
but endothermic recovery of the enthalpy lost on aging. The only difference is that 
when a glass is aged well below Tg (typically around 0.8Tg), the recovery takes 
place before the glass transition step begins. However, as aging temperature is in-
creased, the position of the annealing peak shifts to higher temperature so that it can 
appear at the beginning of the glass transition step, or in its middle, or ultimately at 
its end as regular aging peak (Fig. 3.27).

As long as the recovery occurs below the beginning of the glass transition step, 
the molecular mobility in the respective temperature region is likely to be domi-
nated by the local noncooperative process, including the β-relaxation (Fig. 3.12). It 
thus seems reasonable to expect that a fair estimate of the Eβ value can be obtained 
by analyzing the annealing peak data. We have tested this method of estimating Eβ 
on a variety of polymeric (PS and its nanocomposite [30], PVP [87], poly(methyl 
methacrylate) (PMMA) [35], PET [35]), and small molecule organic (ursodeoxy-
cholic acid [87], IM [41], glucose (Gl) [35], Mt [35]) glasses. For most of these 
glasses, the Eβ values are known from traditional studies based on dielectric or me-
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chanical spectroscopy and, thus, can be directly compared with the values derived 
from the annealing peaks. An additional test is possible by comparing the activation 
energies estimated from the annealing peaks against the empirical correlation:

 (3.32)

reported by Kudlik et al. [88]. This correlation holds very well for a great number of 
the Eβ values for both polymers and small-molecule glasses [89].

The annealing peaks are produced by annealing a glass at about 0.8Tg. The peaks 
are especially easy to produce in rapidly cooled glasses, which can be obtained by 
fast cooling directly in DSC or by quenching separately in liquid nitrogen. Faster 
cooling freezes a glass further from equilibrium that secures faster initial rate of 
aging. For rapidly cooled glasses, it usually takes about half an hour of aging to 
produce a well-detectable annealing peak. Once the aging period is finished, the 
glass needs to be cooled quickly well below the aging temperature to stop aging and 
immediately after that reheated at a relatively fast heating rate.

In DSC, the annealing peak manifests itself as a very broad and shallow en-
dotherm, which starts to evolve above the annealing temperature (Fig. 3.27). The 
peaks are readily detected when comparing DSC traces for annealed and not an-
nealed samples. The peaks obtained at any given annealing temperature would shift 
to higher temperature with increasing the heating rate. This permits estimating the 
activation energy from the slope of the plot lnβ versus Tp

−1 (Eq. 3.31). A series of 
such plots corresponding to different annealing temperatures is seen in Fig. 3.28. 
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The slope of the plots as well as the activation energy decreases systematically with 
decreasing the annealing temperature.

For reasons explained earlier, the use of the lowest feasible annealing tempera-
ture yields better estimates for the activation energy of the β-relaxation. Follow-
ing this principle, we have found [35] that considering their respective confidence 
intervals, all Eβ values estimated from the annealing peaks are consistent with the 
correlation (Eq. 3.32). Furthermore, the obtained estimates of Eβ appear to compare 
quite well against the literature values (Fig. 3.29). Our estimates typically involve 
~ 10–20 % of uncertainty. It is seen that most of the estimates deviate by less than 
20 % from the literature values, especially if one disregards a few extreme literature 
values, which may be outliers.

It is obvious that the activation energies derived from the annealing peaks cor-
relate fairly well with the activation energies of the β-relaxation. Nevertheless, the 
respective assignment must be made with care. Note that annealing is conducted 
around 0.8Tg, i.e., in the temperature region where one typically finds the absorp-
tion peaks due to the β-relaxation when using traditional methods of dielectric and 
mechanical spectroscopy [90]. However, the recovery process gives rise to the an-
nealing peaks, whose peak temperatures are found about 20–30 °C above the an-
nealing temperature. In this temperature range, the β-relaxation is not necessarily 
dominant so that the activation energy estimated from the annealing peaks may 
have a sizeable contribution from higher temperature and higher activation energy 
relaxation processes (see Fig. 3.12).
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3.5  Nucleation

…matter cannot long do without the shaping, constructive 
force, and the force cannot do without the constructible 
material

J. C. Friedrich von Schiller, Letters upon the Æsthetic 
Education of Man

This section provides some basic introduction into the kinetics of nucleation be-
cause nucleation is the most common mechanism of the phase transition. The nucle-
ation mechanism rests on a simple assumption that the formation of a new phase 
starts from the formation of a very small embryo of this phase. This mechanism is 
applicable to a variety of phase transitions, including the transitions discussed fur-
ther in this chapter. Most common example is crystallization of melts on cooling. 
From the thermodynamic standpoint (Fig. 3.1), the melt should crystallize sponta-
neously as soon as temperature drops below the equilibrium melting temperature, 
Tm, because then the Gibbs free energy of the crystal is lower than that of the liquid 
phase (i.e., melt). The difference in the respective Gibbs energies is a negative value 
called the volume Gibbs energy, ΔGV. In reality, crystallization occurs only when 
the melt reaches significant supercooling. Crystallization is delayed because the 
creation of the crystalline phase nucleus faces a free energy barrier associated with 
the surface free energy, ΔGS. This value is the difference in the Gibbs energy of the 
surface and the bulk of the nucleus. The Gibbs energy of the surface is always larger 
by the value of the surface energy (surface tension), σ. That is why the value of ΔGS 
is positive. The total free energy of nucleation is:
 (3.33)

It is clear from Eq. 3.33 that the spontaneous formation of a new phase nucleus can 
start only at temperature when ΔGV is negative enough to outweigh ΔGS.

If one assumes that the nucleus has a spherical shape of the radius, r, then the 
terms ΔGS and ΔGV can be determined respectively as the surface area of the sphere 
times the surface energy σ, and as the volume of the sphere times the volume energy 
per unit volume, ΔGV:
 

(3.34)

Figure 3.30 displays a dependence of ΔGS and ΔGV on the nucleus radius. The sum 
of these two terms (i.e., ΔG) passes through a maximum that represents the free 
energy barrier to nucleation, ΔG*. The nucleus radius, r*, that corresponds to ΔG* is 
the critical size of a stable nucleus. A nucleus of a larger size would grow spontane-
ously forming a new phase. The size of the critical nucleus is found from the condi-
tion of ΔG maximum, i.e., by setting to zero the first derivative of ΔG with respect 
to r. This yields Eq. 3.35:
 

(3.35)
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Inserting this value into Eq. 3.34 allows one to determine the height of free energy 
barrier as:

 
(3.36)

The ΔG* can be linked to supercooling through the temperature dependence of ΔGV:

 (3.37)

Assuming that ΔHV and ΔSV do not depend much on temperature, ΔSV in Eq. 3.37 
can be replaced with its value at equilibrium (i.e., when T = Tm and ΔGV = 0):

 
(3.38)

where ΔT = Tm − T is the supercooling and ΔHf  =  − ΔHV is the enthalpy of fusion per 
unit volume. Substitution of Eq. 3.38 into Eq. 3.36 gives:

 
(3.39)

where ΔH is the heat of fusion per unit volume. Similarly, substitution of Eq. 3.38 
into 3.35 reveals a dependence of the critical nucleus size on supercooling:
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The nucleation rate constant is commonly expressed in the Arrhenius form:

 
(3.41)

where w0 is the preexponential factor. However, the temperature dependence of the 
nucleation constant is more complex than that of the regular rate constant (Eq. 1.2) 
because ΔG* depends strongly on ΔT, whose magnitude changes with temperature. 
This causes the Arrhenius plots of lnw( T) versus T−1 to be nonlinear (Fig. 3.31) [91]. 
Also, as supercooling decreases with decreasing temperature, both critical nucleus 
size (Eq. 3.40) and energy barrier (Eq. 3.39) decrease so that the nucleation rate 
constant increases. Therefore, it demonstrates a negative (or anti-Arrhenian) tem-
perature dependence. Figure 3.31 shows an Arrhenius plot for the nucleation rate. 
The plot has a positive slope that corresponds to the negative temperature depen-
dence. When the melt crystallization data are fitted to the Arrhenius equation, the 
fit yields a negative value of the effective activation energy. Also, the slope varies 
strongly with the temperature, reaching infinity at T = Tm (Eq. 3.39).

Just below the melting point, the nucleation rate quickly increases with decreas-
ing temperature (Fig. 3.32). However, the nucleation rate does not increase indefi-
nitely. It passes through a distinct maximum at a certain temperature, Tmax. Below 
this temperature, the nucleation rate starts to decrease with decreasing temperature. 
This happens because the molecular mobility decreases with temperature. The melt 
becomes increasingly more viscous, creating an energy barrier, ED, to diffusion of 
molecules across the phase boundary. Introduction of the respective energy term 
into Eq. 3.41 gives rise to the Turnbull and Fisher equation [92]:
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where ED is the activation energy of the diffusion process. Unlike the ΔG* term, 
the ED term represents a typical Arrhenius temperature dependence (Fig. 3.32). The 
product of these two terms (Eq. 3.42) yields a temperature dependence that dem-
onstrates a maximum in the nucleation rate. Below Tmax, the process becomes con-
trolled by diffusion that results in a dramatic decrease of the nucleation rate.

If for a particular compound the maximum nucleation rate is not very large, the 
respective melt can be readily turned into the glass phase on cooling. Glasses can 
crystallize on heating. Once the temperature rises above the glass transition tem-
perature, the glass relaxes turning into the metastable supercooled liquid. As tem-
perature continues to rise, the molecular mobility increases, promoting nucleation 
and crystallization of the supercooled liquid. The glass crystallization on heating is 
frequently called “cold crystallization.” Cold crystallization normally occurs below 
Tmax. In this temperature range, the nucleation rate increases with increasing tem-
perature because the rate is limited by diffusion. The corresponding Arrhenius plot 
(Fig. 3.31) has the regular negative slope that represents a positive (or Arrhenian) 
temperature dependence. Fitting glass crystallization data to the Arrhenius equation 
yields a positive value of the effective activation energy. Note that the slope of the 
Arrhenius plot decreases with increasing temperature.

To better understand the temperature dependence of the effective activation en-
ergy for the process of nucleation in the melt and glass crystallization, we can use 
Eq. 3.42 to derive a theoretical expression for E versus T. The effective activation 
energy is generally defined as the logarithmic derivative of the rate constant with 
respect to the reciprocal temperature:
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Assuming that the temperature dependence of ΔG* is determined only by ΔT (see 
Eq. 3.39), Eq. 3.42 can be rewritten as:

 
(3.44)

where A is constant that includes all the parameters from the right-hand side of 
Eq. 3.39 but ΔT. With regard to Eq. 3.43, the effective activation energy is:

 

(3.45)

The temperature dependence of E that results from Eq. 3.45 is shown in Fig. 3.33. The 
equation suggests that when crystallization occurs on cooling from the melt at small 
supercoolings, E should demonstrate large negative values ( E → − ∞, when ΔT → 0).  
On the other hand, when crystallization occurs on heating from the glass phase, E 
should demonstrate positive value whose magnitude for early stages of crystalliza-
tion should be comparable to the ED value. When one decreases the temperature of 
the melt crystallization or increases the temperature of the glass crystallization, the 
effective activation energy respectively increases or decreases toward zero.

The above analysis can be extended to predict the dependencies of the isocon-
versional activation energies on conversion. Expressing the rate of the nucleation-
driven crystallization by the basic rate equation

 
(3.46)

the isoconversional activation energy can be estimated as usual (see Eq. 1.13):
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(3.47)

By virtue of the isoconversional principle (Eq. 1.12), the right-hand side of Eq. 3.47 
is equal to that of Eq. 3.45. It means that Eα has the same form as E in Eq. 3.45. Since 
an increase in α is equivalent to a decrease in T for the melt crystallization and to in-
crease in T for the glass crystallization, the Eα versus α dependencies take the forms 
displayed in Fig. 3.34. Having the opposite signs, the Eα values for the melt and glass 
crystallization tend toward zero as crystallization progresses from α = 0 to 1.

To conclude this section, two short comments need to be made about limitations 
of the above derivations. First, the derivations have been performed for a spherical, 
i.e., three-dimensional type of nucleus. Changing the assumption about the nucleus 
shape to a two-dimensional type, such as a disk, would introduce important changes 
into some of the equations [93]. For instance, ΔG* would be inversely proportional to 
ΔGV, not to (ΔGV)2 as in the case of the three-dimensional type of nucleus (Eq. 3.36). 
Consecutively, (ΔT)2 in Eq. 3.44 would change to ΔT. Second, the derivations have 
been made under the assumption of homogeneous nucleation, i.e., when a nucle-
us is formed inside the melt phase. However, the nuclei can form on the substrate 
(e.g., solid impurity, container wall, etc.), i.e., heterogeneously. The free energy bar-
rier of heterogeneous nucleation is substantially smaller than that of homogeneous 
nucleation. For example, when a spherical nucleus is formed homogeneously, the free 
energy barrier of its formation is proportional to the surface free energy of the entire 
surface of the sphere. However, when the nucleus is formed at the substrate, it as-
sumes the shape of a spherical cup, which at the same radius has a smaller surface area 
than the whole sphere. As a result, the free energy barrier to heterogeneous nucleation, 
G*

het, is always smaller than that for the homogeneous one, by some geometrical fac-
tor, f( Θ) < 1:

 
(3.48)
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The magnitude of f( Θ) is determined by the contact angle, Θ, between the substrate 
and forming phase. For a spherical nucleus on a flat substrate, the geometrical factor 
is defined by the following equation: [3, 4, 93].

 
(3.49)

A detailed discussion of the geometrical factors for different type of nuclei and 
substrates is provided by Mandelkern [93].

3.6  Crystallization of Polymers

the crystal has only one manifestation of life, crystallisation, 
which afterwards has its fully adequate and exhaustive 
expression in the rigid form, the corpse of that momentary life.

Arthur Schopenhauer, The World as Will and Idea

3.6.1  Background

As any first-order transition, crystallization is accompanied by a significant en-
thalpy change that makes DSC a method of choice for measuring the overall rates 
of polymer crystallization [93, 94]. The overall kinetics of isothermal conversion 
from the amorphous (liquid or solid) to crystalline phase is commonly described in 
terms of the equation:

 (3.50)

which is frequently called the Avrami equation [95–97]. In Eq. 3.50, t is the time, α 
is the extent of conversion from the amorphous to crystalline phase, m is the Avrami 
exponent that is associated with the crystallization mechanism, and k( T) is the over-
all (macroscopic) rate constant. The latter is usually replaced with k´( T) = [k( T)]1/m 
to keep the product in the brackets dimensionless. There are several techniques that 
allow Eq. 3.50 to be applied to nonisothermal conditions [93, 94].

It should be stressed that the rate constant in Eq. 3.50 does not have the Arrhenius 
temperature dependence. As long as the temperature range is sufficiently wide, the 
Arrhenius plots reveal substantial nonlinearity as seen in Fig. 3.35 that presents the 
k´( T) values reported [98] for the melt and glass crystallization of poly(trimethylene 
terephthalate). It is easy to recognize that the presented plot is similar to the one 
(Fig. 3.31) derived theoretically from the Turnbull and Fisher equation (3.42). 
Needless to say that the use of such plots for estimating the activation energy would 
yield the value that varies with temperature in accord with Eq. 3.45 (Fig. 3.33).
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Speaking of estimating the activation energies for polymer crystallization, a spe-
cial comment needs to be made about the widespread application of the Kissinger 
method [99, 100] to the melt crystallization data, i.e., data obtained on cooling. The 
method allows for a quick and simple evaluation of the activation energy by the 
following equation:

 (3.51)

where β is the heating rate, and Tp is the temperature of DSC (or differential thermal 
analysis, DTA) peak. Unfortunately, the application is so common that it is claimed 
sometimes that the method was developed for crystallization and that β in its equa-
tion is the cooling rate. None of that is true. As a matter of fact, neither of the two 
papers [99, 100] that introduce the method even contains the words “cooling” or 
“crystallization.” Furthermore, it has been demonstrated [101] that the use of cool-
ing rates in Eq. 3.51 is a mathematically invalid operation that results in evaluation 
of erroneous values of the activation energy. As far as the application of the method 
to the glass crystallization data (i.e., data obtained on heating), the limitation is that 
the method produces a single value of the activation energy for the whole tempera-
ture range whereas the value is likely to be temperature dependent.

Although the Avrami equation generally fits the polymer crystallization data 
quite well, one should remember that the model was developed having in mind 
crystallization of metals. Therefore, it does not account for any specifics of crystal-
lization of long, flexible, and entangled polymer chains. For example, in Eq. 3.50, 
α is supposed to represent the absolute extent of crystallinity that changes from 0 
(entirely amorphous phase) to 1 (fully crystalline phase). The metals readily attain 
fully crystalline state. However, crystallization of polymers results in the extents of 
crystallinity that are significantly smaller than 1, which is a direct consequence of 
the polymer chain dynamics. Thus, the application of the Avrami equation to poly-
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mers requires an empirical adjustment, when the actual maximum extent of crystal-
linity is taken as α = 1. In addition to the rate constant, the Avrami analysis yields 
the Avrami exponent, which according to the theory can take some specific values 
from ½ to 4. Note that even in this case, the values of m do not allow for singular 
mechanistic interpretation [93, 94]. It is also not uncommon when the m values vary 
markedly with temperature. All in all, the Avrami analysis is rather “a convenient 
representation of experimental data” [102] than a way of obtaining physical insights 
in the polymer crystallization kinetics.

A widely accepted kinetic theory of polymer crystallization was developed by 
Hoffman and Lauritzen [103, 104]. The theory makes use of the Turnbull–Fisher 
model (Eq. 3.42) and adjusts it to the chain folding mechanism that drives crystal-
lization of polymers. The basic equation of the theory describes the temperature 
dependence of the growth rate of polymer spherulites as follows:

 
(3.52)

where Λ0 is the preexponential factor, U* is the activation energy of the segmental 
jump, ΔT = Tm−T is the supercooling, f = 2T/( Tm + T) is the correction factor, and T∞ 
is a hypothetical temperature where motion associated with viscous flow ceases that 
is usually taken 30 K below the glass transition temperature, Tg. The kinetic param-
eter Kg has the following form:

 
(3.53)

where b is the surface nucleus thickness, σ is the lateral surface free energy, σe is 
the fold surface free energy, Tm is the equilibrium melting temperature, Δhf is the 
heat of fusion per unit volume of crystal, kB is the Boltzmann constant, and n takes 
the value 4 for crystallization regime I and III, and 2 for regime II. The dependence 
of the growth rate on temperature passes through a maximum (Fig. 3.36) in similar 
fashion as the rate of nucleation (Fig. 3.32).

The parameter U* is typically assumed to have the universal value 6.3 kJ mol−1 
(i.e., 1.5 kcal mol− 1) [103]. This assumption in combination with little algebra af-
fords Eq. 3.52 to be transformed to Eq. 3.54:

 (3.54)

Then Kg can be determined from the linear plot of the left-hand side of Eq. 3.54 
against ( TΔTf)−1. The equation is known [103] to describe adequately the growth 
kinetics in a range of supercoolings as wide as 40–100 °C. This means that at least 
potentially both melt and glass crystallization kinetics can be described by a single 
set of the constant parameters U* and Kg.
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Equations 3.54 and 3.52 rely on the spherulite growth rate that is measured di-
rectly by using microscopy. This rate cannot be measured by DSC. The technique 
measures the heat flow of crystallization that is proportional to the overall growth 
rate. On the other hand, the heat flow is linked to the growth rate as follows: [105]

 (3.55)

where Δh is the volumetric heat of crystallization and S is the total area of the 
growth surface. The problem here is the unknown value of S. Toda et al. [105] have 
demonstrated that it can be eliminated when determining the logarithmic derivative 
of the heat flow:

 
(3.56)

Equation 3.56 is remarkable because it establishes the equivalence of the tem-
perature coefficients of the heat flow and the growth rate. Toda et al. [105, 106] 
have confirmed this equivalence experimentally for several polymers by applying 
TM DSC and microscopy to measure respectively the left- and right-hand sides of 
Eq. 3.56.

Equation 3.56 can easily be transformed into Eq. 3.57:

 
(3.57)

In DSC, the overall crystallization rate is determined as the ratio of the heat flow to 
the total heat of crystallization, ΔH, i.e.,

 
(3.58)
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Then, if in Eq. 3.57, the derivate of Φ is taken at a constant extent of conversion, it 
would yield an isoconversional value of the activation energy:

 
(3.59)

Substituting Λ from Eq. 3.52 into Eq. 3.59 and taking its respective derivative al-
lows us to derive [107] a practically important equation:

 
(3.60)

In this equation, the left-hand side represents an experimental temperature depen-
dence of the effective activation energy derived by an isoconversional method. The 
right-hand side, however, is a theoretical dependence whose parameters U* and Kg 
can be determined by fitting this dependence to the experimental one. Therefore, 
isoconversional analysis of the overall rate of DSC data can be used to extract the 
parameters of the Hoffman–Lauritzen theory that otherwise would have to be evalu-
ated from the microscopy data on linear growth of the spherulites.

Analysis of the right-hand side of Eq. 3.60 suggests that the second term is nega-
tive in the temperature range between ~ 0.618Tm and Tm. The absolute value of this 
term quickly increases as temperature approaches Tm. This means that the effective 
activation energy of the melt crystallization should have very large negative values 
at small supercoolings as well as at low extents of conversions when the measure-
ments are done on continuous cooling. As temperature of the melt crystallization 
decreases further away from Tm, the effective activation energy should increase 
toward zero. The first term, on the other hand, is always positive. Its value increases 
as temperature approaches T∞. Therefore, as the temperature of the glass crystal-
lization increases, the effective activation energy should decrease toward zero. 
The overall temperature dependence of the effective activation energy is shown in 
Fig. 3.36 [108].

3.6.2  Isoconversional Treatment

The first step in isoconversional analysis of the polymer crystallization data is 
identifying an appropriate isoconversional method. The major point of concern is 
the treatment of the melt crystallization data, i.e., the data obtained on cooling. It 
has been emphasized in Sect. 2.1.2 (Figs. 2.6, 2.10) that the rigid integral methods 
should not be used for treating the data obtained on cooling. Adequate isoconver-
sional methods include the flexible integral methods or the differential method of 
Friedman.
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Once an appropriate method is selected, it can be applied to a set of DSC curves 
collected at several heating or cooling rates. As a result, one obtains a dependence 
of the effective activation energy on the extent of conversion from the amorphous to 
crystalline state. Example of such dependencies for crystallization of PET is shown in 
Fig. 3.37. In agreement with the earlier discussion (Fig. 3.36), the activation energies 
for the melt crystallization are negative and for the glass crystallization positive. It is 
also seen that in both cases the E values tend to zero as crystallization progresses from 
α = 0 to 1. Again, this is consistent with the temperature-dependent trends for E pre-
sented in Fig. 3.36. Recall that an increase in α represents an increase in temperature 
for the glass crystallization and a decrease in temperature for the melt crystallization.

In order to be able to parameterize the obtained isoconversional activation en-
ergies in terms of the Hoffman–Lauritzen theory, one needs to switch from a de-
pendence of Eα versus α to a dependence of Eα versus T. Since any given val-
ue α is reached at different temperatures, depending on the heating (or cooling) 
rate (Fig. 1.8), the respective set of temperatures is replaced with a single mean 
value. Then, by replacing each value of α with the mean temperature related to it 
(Fig. 3.38), one obtains a dependence of Eα versus T.

The Eα versus T dependence for the melt crystallization of PET is shown in 
Fig. 3.39. As follows from Fig. 3.36, the Eα values are expected to be negative at 
temperatures below Tmax that is experimentally found for PET in the region 170–
190 °C [109]. A remarkable feature of the dependence is a break point at ~ 475 K 
(i.e., ~ 202 °C) that signals a change in the crystallization mechanism. For isothermal 
PET crystallization, Lu and Hay [110] and Rahman and Nandi [111] have reported 
a change in the crystallization mechanism revealed as a break point in the Hoff-
man–Lauritzen plot (Eq. 3.54) at the respective temperatures 217 and 236 °C. Also, 
Okamoto et al. [112] have observed a change in the crystallization regime at 202 °C.

Because of the change in the crystallization mechanism, the higher temperature 
( T > 475 K) and lower temperature ( T < 475 K) portions of the Eα versus T depen-
dence should be analyzed separately. It means that Eq. 3.60 should be fitted individ-
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ually to the two portions of the experimental Eα versus T dependence. The computa-
tion requires the values of Tg and Tm which are 342 and 553 K, respectively [113].

The fits result in the Kg and U* values shown in Table 3.2 that also collects the 
values reported in the literature [110, 111, 114–118] for isothermal crystallization of 
PET. There is obviously a considerable spread in the literature values. However, the 
values obtained from fitting Eq. 3.60 to the experimental Eα versus T dependence 
appear to be reasonably consistent with the reported values, although seem to be 
on the low side. At least partially, this is because Eq. 3.60 treats both Kg and U* as 
variables whereas most of the calculations in Table 3.2 have been done by setting U* 
in Eq. 3.54 to the constant value 6.3 kJ mol−1 and fitting Kg. Although 6.3 kJ mol−1 
is used widely as “the universal value,” Hoffman et al. [103] have found that for a 
set of polymers studied, the best-fit values of U* vary between 4 and 17 kJ mol−1. 
In addition, they have noted that increasing the value of U* results in evaluating a 
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larger value of Kg. Therefore, fitting both Kg and U* seems like a better approach 
that should result in more reliable estimates of these values.

The use of Eq. 3.60 yields the Kg values 3.2 and 1.9 × 105 K2 for respectively 
higher and lower temperature portions of Eα versus T dependence. It is noteworthy 
that the higher temperature portion gives the Kg value that is 1.7 times larger than 
the value related to the lower temperature portion. The ratio is very close to the 
theoretical ratio 2 that represents a change in the crystallization mechanism from 
regime I to regime II [103]. This is an important clue regarding the mechanism of 
crystallization.

It was mentioned earlier that the Hoffman–Lauritzen equation holds for super-
coolings as large as 100 °C that makes it potentially possible to fit both melt and 
glass crystallization kinetics with one set of the Kg and U* parameters. Figure 3.40 
presents the Eα versus T dependencies for crystallization of PET glass and melt. The 

Table 3.2  Hoffman–Lauritzen parameters for crystallization of PET
Kg × 10−5 (K2) U* (kJ mol−1) Ref.

Regime I/III Regime II
5.0 2.5 6.3 [110]
8.7 6.1 6.3 [111]
12.80a 12.75 [114]

2.8 6.3 [115]
3.0 6.3 [116]

3.7b 6.3 [117]
2.3 6.3 [118]

3.2 1.9 4.3/2.3 Equation 3.60
a Identified as regime III
b Regime is not identified
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Eα versus T dependence for the glass crystallization is obtained from the Eα versus α 
data (Fig. 3.37) in the same manner as explained earlier for the melt crystallization 
data. It is seen that the higher temperature portion of the Eα versus T data for the 
melt crystallization appears to follow the same trend as the Eα versus T data for the 
glass crystallization.

Fitting Eq. 3.60 to the combined dataset yields the following parameters: Kg = 3.6 ×  
105 K2 and U* = 7.5 kJ mol−1. Both values have increased relative to their counter-
parts values obtained from the melt data (Table 3.2). The value of Kg has increased 
by a little over 10 %. Its ratio to the regime II Kg = 1.9 × 105 K2 has become even 
closer to 2. The U* value has increased significantly by over 70 %. Note that the 
obtained value of U* has moved much closer to the universal value 6.3 kJ mol−1. 
It seems logical to expect that adding the cold crystallization data may improve 
the accuracy of the U* value. The cold crystallization kinetics is limited primarily 
by diffusion so that cold crystallization data contain mostly information about this 
process and, thus, should afford its better description in the form of a more accurate 
value of U*. More importantly, this and other examples [108, 119, 120] clearly dem-
onstrate that both melt and glass crystallization kinetics can be fitted successfully 
with a single set of the Hoffman–Lauritzen parameters.

3.7  Melting of Polymers

the damsel took the lute, and tuned its strings, and played upon 
it in a manner that would melt iron

The story of Nur-Ed-Din and Enis-El-Jelis, 
One Thousand and One Nights

3.7.1  Background

A most common approach to the process of melting is based on thermodynamics. It 
suggests that melting occurs nearly instantaneously at an equilibrium temperature 
that remains constant throughout the crystal-to-melt conversion because the heat 
supplied to the crystal phase is converted to the entropy of the liquid phase. Howev-
er, it has long been known that melting occurs at a finite rate, whose magnitude in-
creases with the superheating, i.e., the difference between the actual and equilibrium 
temperature. This feature of the melting process is reminiscent of nucleation, whose 
rate is exponentially proportional to the supercooling (Sect. 3.5). The exponential 
dependence of the rate on the superheating has been demonstrated by Toda et al. 
[121] for melting of several polymers, including PET and poly(ε-caprolactone) 
(PCL). This prompted Toda et al. [121] to propose a model of nucleation-driven 
kinetics of polymer melting. The aforementioned exponential dependence has been 
reported in several other publications [122–126].
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The melt nucleation model is derived as follows [127]. Similar to Eq. 3.33, the 
free energy barrier to the formation of a melt nucleus consists of the surface and 
volume components:

 (3.61)

where ΔGS and ΔGV are the free energy per unit area and unit volume, respec-
tively, and S and V are the nucleus area and volume. The melt nucleus is assumed 
to have the shape of a cylinder and form inside a lamellar crystal whose thickness is 
l (Fig. 3.41). The assumption of the cylindrical shape is quite common for crystal-
line polymers because they crystallize by chain folding so that a crystalline nucleus 
presents itself as several chain folds of about the same height. Under this assump-
tion, Eq. 3.61 can be written as:

 (3.62)

where the first and second terms represent respectively the lateral (side) and fold-
ing (top and bottom) surface free energy of a cylinder. The second term is negative 
because during melting, the folding surface disappears, merging with the surround-
ing melt. The third term represents the volume free energy. Its value depends on 
temperature as follows:

 
(3.63)

Equation 3.63 is obtained the same way as Eq. 3.38, the only difference being that 
for melting ΔHV = ΔHf. When lamellar crystal is sufficiently thin ( l is very small), it 
can melt at temperature Tm below reaching the equilibrium melting temperature Tm

0. 
The temperature difference is determined by the Gibbs–Thomson equation: [128]

 
(3.64)
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Fig. 3.41  Schematic depiction of a cylindrical nucleus of the radius r formed inside a lamellar 
crystal of the thickness l. σ and σe represent the free energy of the lateral and the fold surface, 
respectively
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It follows from Eq. 3.64 that

 
(3.65)

Substitution of the right-hand sides of Eqs. 3.63 and 3.65 into Eq. 3.62 followed by 
some rearrangements yields:

 
(3.66)

Taking the derivative of ΔG with respect to r and setting it to zero allows one to 
determine the critical radius of the nucleus:

 
(3.67)

where ΔT = T − Tm is superheating with respect to the nonequilibrium melting tem-
perature, Tm. Substitution of r* into Eq. 3.66 gives rise to the magnitude of the 
nucleation barrier to the polymer crystal melting:

 
(3.68)

Then ΔG* can be substituted into Eq. 3.41 for the nucleation rate constant. Assum-
ing that the temperature dependence of ΔG* is determined by ΔT alone, the nucle-
ation rate constant can be written as:

 
(3.69)

where A is a constant that includes all parameters from ΔG* (Eq. 3.68) but ΔT.
According to Toda et al. [121], the overall rate of polymer melting can be 

described by the following equation:

 
(3.70)

where α is the crystalline fraction that changes from 1 to 0 as crystals melt. By 
replacing α with 1 − α, Eq. 3.70 can be easily rewritten for the extent of conversion 
from crystal to melt that:

 
(3.71)
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This is a well-familiar form of a first-order rate equation. Equation 3.71 can now be 
used to derive an equation for the isoconversional activation energy. As usual, it is 
done by taking the logarithmic derivative of the rate (Eq. 3.71) at a constant extent 
of conversion. This leads to Eq. 3.72: [129]

 (3.72)

Note that because the derivative is taken at a constant extent of conversion, the 
obtained result is independent of the type of the reaction model used in Eq. 3.71.

In Eq. 3.72, Eα is the temperature-dependent activation energy estimated by an 
isoconversional method. The right-hand side of this equation represents a theoretical 
E versus T dependence determined by a single parameter A. By its meaning, A is al-
ways positive and so is the expression in the brackets. At very early stages of meting, 
when temperature is just above the nonequilibrium melting temperature ( Tm), ΔT is 
close to zero so that Eα can take on extremely large values. However, the Eα values 
would decrease as ΔT continues to increase throughout the melting process. Overall, 
the nucleation model predicts that the effective activation energy of melting should 
exhibit a decreasing dependence on temperature. Also, fitting the theoretical E versus 
T dependence to the experimental one should afford estimating the parameter A and 
possibly the lateral surface free energy, if other parameters composing A are known.

3.7.2  Isoconversional Treatment

DSC is an efficient way of measuring the polymer melting kinetics. However, a 
straightforward application of an isoconversional method to polymer melting data 
presents a certain challenge. The problem is that the DSC melting peaks shift 
very little when changing the heating rate. For example, a tenfold increase in the 
heating rate shifts the DSC melting peak for PET by less than 3 °C (Fig. 3.42). 
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If one spreads this interval evenly between, say, five heating rates ranging from 
2 to 20 °C min−1, the shift in DSC peaks related to two successive heating rates 
would be about ~ 0.7 °C. For an isoconversional method to work successfully, the 
temperatures related to the same conversion, Tα, must increase systematically with 
increasing β for each value of α. This condition is hard to fulfill at the smallest and 
largest values of α because the shifts in Tα are so small that they become comparable 
to the Tα variation associated with the selection of the DSC peaks baseline.

Nonetheless, the baseline selection and adjustment does not affect practically the 
DSC peak temperature. This brings about the idea [129] of adapting the Kissinger 
method [99, 100] for estimating the experimental dependence of E versus T. The 
Kissinger method (Eq. 3.51) estimates the effective activation energy from the shift 
of the DSC peak temperature ( Tp) with the heating rate. It should be noted that the 
method is not exactly isoconversional, i.e., the conversion related to the peak tem-
perature may not be the same value at different heating rates [130]. Experimental 
data need to fulfill the isoconversional condition because this is the condition under 
which the theoretical E versus T dependence is derived (Eq. 3.72). The condition is 
easy to check by determining the conversion at Tp from the actual DSC peaks. For 
example, the isoconversional condition appears to be fulfilled quite satisfactorily 
for melting of PET and PCL because the respective conversions do not show any 
systematic dependence on the heating rate giving rise to the value 0.59 ± 0.02 [129] 
and 0.61 ± 0.03 [131]. Thus, the use of the Kissinger method for estimating the ex-
perimental E versus T dependence would be justified.

The Kissinger plots for melting of PET and PCL are presented in Fig. 3.43. It 
is immediately clear that the plots are nonlinear. Since at any given temperature 
the slope of this plot is the effective activation energy, it can be concluded that the 
effective activation energy of the melting process is temperature dependent. Fur-

Fig. 3.43  The Kissinger 
plots for melting of PET 
and PCL. The solid lines 
represent interpolation of the 
experimental points. PET 
poly(ethylene terephthalate), 
PCL poly(ε-caprolactone). 
(Adapted from Vyazovkin 
et al. [129, 131] with 
permission of Wiley)
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thermore, the effective activation energy decreases with increasing temperature as 
predicted by Eq. 3.72. This certainly lends support to the nucleation model because 
the Kissinger plot is obtained directly from the experimental data without making 
any assumption about nucleation.

In order to convert the Kissinger plot to the experimental E versus T depen-
dence, one needs to differentiate the plot numerically and then replace the recipro-
cal temperature with temperature. To get around the problems of dealing with noisy 
numerical derivative of experimental data, the Kissinger plot can be replaced with 
some interpolating function. Differentiation of the latter would result in smooth 
numerical derivative.

The E versus T dependencies derived from the Kissinger plots for melting of 
PET and PCL are shown in Fig. 3.44. A striking feature of these dependencies is 
the enormous values of the effective activation energy. Lippits et al. [132] have 
reported similarly large values for melting of ultrahigh molecular weight polyeth-
ylene. This fact has been rationalized [132] by hypothesizing that detachment of 
polymer chain from the crystalline surface occurs in highly cooperative manner, 
i.e., by simultaneously breaking multiple bonds. However, the nucleation model 
suggests (Eq. 3.72) that the absolute value of E cannot be interpreted directly as 
the energy barrier height. Furthermore, interpretation of the large magnitude of the 
activation energy does not require invoking the hypothesis of cooperativity. Instead, 
the nucleation model provides a straightforward explanation that the E value is nec-
essarily large because in Eq. 3.72 the ΔT is very small.

Fitting of the theoretical E versus T dependence (Eq. 3.72) to the experimental 
one requires estimating the nonequilibrium melting temperature because it is a part 

α

Fig. 3.44  Temperature dependence of the effective activation energy for melting of PET 
and PCL. Points connected by dash line represent the experimental dependence derived from 
the Kissinger plot. The solid lines are fits of Eq. 3.72. PET poly(ethylene terephthalate), PCL 
poly(ε-caprolactone). (Adapted from Vyazovkin et al. [129, 131] with permission of Wiley)
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of the ΔT value. An estimate of this value is obtained from individual DSC peaks as 
an extrapolated onset temperature, Tm,β. The Tm,β value depends on the heating rate, 
β. A heating rate-independent value is found by extrapolation of the Tm,β values to 
β = 0, using an equation proposed by Illers: [133]

 (3.73)

The intercept of the linear plot of Tm,β against β0.5 yields the value of Tm that can be 
used in fitting of Eq. 3.72 to the experimental E versus T dependence.

The fits of Eq. 3.72 to the experimental E versus T dependencies derived from 
the Kissinger plots for melting of PET and PCL are seen in Fig. 3.44. The fits are 
quite satisfactory, considering that Eq. 3.72 has only one adjustable parameter. The 
estimated values of the parameter A are 92 ± 4 (PET) and 11.9 ± 0.2 (PCL) kJ K 
mol−1. The value can be used to estimate the interfacial free energy, σ. It should be 
noted that ΔG* in Eq. 3.68 is in joules, whereas A is estimated (Eq. 3.72) from the 
values of E which are in joules per mole. With regard to this, A takes the following 
form:

 (3.74)

where NA is the Avogadro number, 6 × 1023 mol−1. Solving Eq. 3.74 for σ yields:

 
(3.75)

For polymers, the values of T0
m and ΔHf are available from various literature sources, 

e.g., from Wunderlich [113]. For PET, T0
m = 553 K and ΔHf = 2.1 × 108 J m−3. For 

PCL, according to the literature data collected by Sasaki [126], T0
m = 342.2 K and 

ΔHf = 1.9 × 108 J m−3. The lamellar thickness, l, can be estimated at Tm by the Gibbs–
Thomson equation (3.64) from the literature values [107, 126] of the fold surface 
free energy σe. For both polymers, l is about 15 nm [129, 131]. By inserting the above 
values in Eq. 3.75, one estimates the σ values to be 1.1 × 10−3 J m−2 (PET) and 5.1 × 
10−4 J m−2 (PCL). Unexpectedly, both of these values are about an order of magni-
tude smaller than the values estimated from crystallization data: 1.2 × 10−2 J m−2 for 
PET [107] and 8.2 × 10−3 J m−2 for PCL [126]. A similar observation has been made 
in the original paper [121] by Toda et al., who found from their melting data that the 
Thomas–Staveley ratio [134] is about an order of magnitude smaller than is typically 
found from crystallization data on a variety of polymers. When applying the nucle-
ation model to melting of PCL, Sasaki [126] has also found the σ value to be an order 
of magnitude smaller than that determined from crystallization data. It appears that 
the analysis of the polymer melting kinetics in terms of the nucleation model yields 
consistently the values of the lateral surface free energy which is about an order of 
magnitude smaller than that derived from crystallization kinetics.
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The observed difference can be rationalized by considering the difference in the 
nature of the nucleation during crystallization and melting. If no foreign phase is 
present, crystallization occurs by homogenous nucleation throughout the whole 
melt phase. Melting, on the contrary, is a surface process [135–137]. The nuclei of 
the melt phase are formed at the interface, i.e., heterogeneously. The difference in 
the nature of homogeneous and heterogeneous nucleation entails significant ener-
getic differences. As discussed earlier (Sect. 3.5, Eq. 3.48), the free energy barrier 
to heterogeneous nucleation, G*

het is always smaller than that for the homogeneous 
one by some geometrical factor, f( Θ). For a cylindrical nucleus on a flat substrate, 
the geometrical factor is as follows: [93, 138]

 
(3.76)

Note that the value of A (Eq. 3.74) corresponds to the free energy of homogenous 
nucleation. Thus, a small estimate of the A value unavoidably results in an unusu-
ally small value of σ (Eq. 3.75). On the other hand, if A is to be derived from the 
free energy of heterogeneous nucleation, the right-hand side of Eq. 3.74 would have 
to be multiplied by f( Θ). Then, a small value of A determined experimentally can 
be explained naturally by a small value of f( Θ) without invoking any changes in σ. 
According to Eq. 3.75, an order of magnitude decrease in σ would result from a two 
orders of magnitude decrease in A. This would be equivalent to f( Θ) being around 
0.01. The respective contact angle estimated by Eq. 3.76 would be roughly 20 °. It 
should be remarked that when liquid is in contact with solid of the same kind, the 
contact angle can be as small as a few degrees [139]. Overall, it appears that the 
polymer melting kinetics is consistent with the nucleation model, although it can be 
improved further by treating the process as heterogeneous nucleation.

3.8  Solid–Solid Transitions

The nature of the universe loves nothing so much as to change the 
things that are and to make new things like them. For everything 
that exists is in a manner the seed of that which will be

Marcus Aurelius, Meditations

3.8.1 Background

The solid–solid transitions are quite common in ionic [6, 7] and molecular [8] crys-
talline compounds. They represent transitions between different crystalline forms 
(polymorphs) of the same compound. For example, on heating above ~ 125 °C, am-
monium nitrate crystal is known to change its crystalline structure from tetragonal 
to cubic lattice (Fig. 3.45) [140]. If in the cubic lattice, all three sides are perpen-
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dicular to each other and of the same size, in the tetragonal lattice, all sides are 
perpendicular but only two of them remain of equal size. Although the molecular 
composition of the solid compound remains unchanged during the transition, the 
distances between the atoms change. While may seem subtle, these changes are 
very important as they affect numerous physical properties of a crystalline solid.

The solid–solid phase transitions are more diverse and complex than the 
transitions involving the fluid media. If a liquid or gas exists in one disordered form, 
crystals are found in 230 space groups that represent different spatial configurations 
of a crystal. In terms of the rotational symmetry, crystals fall in seven different 
types: triclinic, monoclinic, orthorhombic, rhombohedral, tetragonal, hexagonal, 
and cubic [18]. This is the order in which the symmetry increases. On heating, the 
solid–solid transitions typically occur in the direction of increasing the symmetry.

In accord with Ehrenfest’s classification, the solid–solid transitions can be des-
ignated [6–8] as being first and second order. However, the existence of second-
order solid–solid transitions is a subject of significant controversy [141]. It appears 
that the condition for second-order transitions to proceed without changes in the 
enthalpy (or other first-order derivatives of the Gibbs energy) is a too stringent ide-
alization. For example, the condition is practically satisfied by the so-called lambda 
transitions [6, 7] that demonstrate a discontinuity in the heat capacity (i.e., second-
order derivative of the Gibbs energy) and tend to have very small enthalpy, which, 
however, may be not good enough to claim the value being exactly zero.

From the thermodynamic standpoint, first-order solid–solid state transitions oc-
cur at temperature, T0, which is the intersection point of the G versus T curves for 
two solid phases (Fig. 3.46). The crystalline phases are commonly identified by 
roman numerals in order of their appearance on cooling from the melt state. That is, 
the highest temperature phase would be identified as phase I. As in the case of other 
first-order transitions (Fig. 3.1), heating across the equilibrium temperature means 
an abrupt increase in the slope of the G trace. Therefore, both enthalpy and entropy 
increase in accord with respective Eqs. 3.2 and 3.1. This means that the solid–solid 
phase transition is endothermic on heating and exothermic on cooling. The volume 
also undergoes a significant change during the transition, but it can increase as well 
as decrease.

Fig. 3.45  Schematic depiction of the lattice rearrangement during the tetragonal to cubic solid–
solid phase transition in ammonium nitrate. Side lengths are taken from crystallographic data [140]
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Note that the increase in entropy does not contradict to the aforementioned in-
crease in the symmetry that also takes place on heating. The notion of the symmetry 
is related to the spatial arrangement of the molecules, atoms, or ions inside a crystal, 
whereas the entropy refers to the vibrational motion of these species around their 
positions in the crystalline lattice. As temperature rises, the crystalline lattice has to 
change to provide the medium that can accommodate increasing amplitude of the 
vibrations. Initially, it is accomplished by expanding and ultimately by rearranging 
the lattice. Apparently, a more symmetrical lattice provides the medium that affords 
more degrees of freedom for degenerate vibrations, therefore, putting fewer con-
straints on the vibrational motion.

By its meaning, the transition temperature, T0, is the temperature at which two 
crystalline phases can coexist in equilibrium. It should be remarked that due to the 
nature of the solid–solid transitions, this temperature is difficult to pinpoint pre-
cisely. The solid–solid transitions, at least those of first order, occur by the nucle-
ation mechanism. This means that the rate of transition is zero at T0, but increases 
as temperature deviates from T0. In other words, the transition on heating involves 
superheating and transition on cooling involves supercooling. As a result, there is 
a significant gap between the temperatures, at which the transition on heating and 
on cooling becomes detectable. An example of the temperature hysteresis in the 
solid-state transition on heating and cooling is seen in Fig. 3.47. For the transition 
between the phases I (cubic) and II (tetragonal) in ammonium nitrate, the gap is 
about 15 °C. That is, the equilibrium transition temperature in this case can be found 
anywhere between 113 and 128 °C.

The situation with establishing the equilibrium temperature for the solid–solid 
transition obviously is quite different from that for the solid–liquid transition. As 
discussed earlier, the transition from a crystalline solid to liquid (i.e., melt) can 

Fig. 3.46  Temperature 
dependence of the Gibbs 
energy for high temperature 
phase I ( dash-dot line) and 
low temperature phase II 
( dash line). T0 is the equilib-
rium temperature of transition 
between the phases
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occur via nucleation (Sect. 3.7) in the same manner as the reverse transition from 
melt to crystal, i.e., crystallization (Sect. 3.6). However, the superheating during 
melting is normally negligibly small. Melting starts from the surface, and because 
the surface possesses higher molecular mobility, the surface layer melts before tem-
perature reaches the bulk melting temperature. In a sense, the crystal surface is pre-
nucleated so that the melt layer grows very rapidly when temperature reaches the 
equilibrium temperature of melting, Tm. This is the only reason why Tm provides an 
accurate estimate for the temperature at which a crystal can coexist in equilibrium 
with its melt.

The kinetics of the solid–solid transitions is generally consistent with the Turn-
bull–Fisher nucleation model [92]. The temperature dependence of the transition 
rate has a rather complex form shown in Fig. 3.48. One can obtain this dependence 
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directly from Eq. 3.44 by varying temperature around T0. At this temperature, the 
high temperature phase I is at equilibrium with the low temperature phase II. In the 
vicinity of T0, the rate of the solid–solid transition is close to zero. Heating a solid 
above T0 accelerates the transition from the phase II to the phase I. The temperature 
dependence of the rate is positive above T0. If fitted to the Arrhenius equation, it 
would yield positive activation energy. When cooled below T0, the phase I trans-
forms to the phase II. The rate of the transition increases with decreasing tempera-
ture. Below T0, the temperature dependence of the rate is negative. Fitting it to the 
Arrhenius equation would result in negative activation energy.

An interesting feature of the temperature dependence of the solid–solid transi-
tion rate is the existence of the rate maximum (Fig. 3.48) that can be found at larger 
supercoolings. The maximum is due to the same reason as the one observed for the 
rate of crystallization (Fig. 3.36). It is the deceleration of the molecular mobility 
(diffusion) with decreasing temperature. If the transition from the phase I to the 
phase II is fast, the maximum may be impossible to detect experimentally, unless 
one uses very fast rates of cooling. On the other hand, some of the transitions from 
the high- to low-temperature phase are very slow. In this circumstance, cooling of 
the phase I may not result in the formation of the phase II. In terms of the G versus 
T diagram (Fig. 3.46), the phase I continues to follow the GI trace below T0. When 
temperature drops below Tmax, the phase I freezes kinetically in the supercooled 
metastable state. While metastable, the supercooled phase can exist in this state 
indefinitely. Recall De Beers’ slogan “a diamond is forever,” although at ambient 
temperature and pressure, diamond is a metastable crystalline form of carbon and it 
is bound thermodynamically to transform to graphite.

On heating, the supercooled phase I transforms to the phase II. This process nor-
mally occurs below Tmax (Fig. 3.48). In that region, the temperature dependence of 
the phase transition rate is positive. When fitted to the Arrhenius equation, it would 
yield positive activation energy. Note that this process would be exothermic be-
cause as seen from Fig. 3.46 GI trace has a larger slope than GII so that the enthalpy 
for the phase I is larger than for the phase II. For a similar reason, the process would 
be accompanied by a decrease in entropy.

Villafuerte-Castrejon and West [142] provide a good example of the kinetics of 
the solid–solid phase transition between β and γ forms of Li2ZnSiO4 measured in 
all three regions (Fig. 3.49). The high-temperature γ form is at equilibrium with the 
low-temperature β form at around 880 °C. Heating the compound above this tem-
perature causes the transition from the β to γ form. The rate constant, k, increases 
with temperature. The slope of the Arrhenius plot of log k versus T−1 is negative that 
corresponds to positive value of E. On cooling below 880 °C, the γ form converts to 
the β form. The rate constant increases with decreasing temperature that is consis-
tent with the E value being negative. Finally, the γ form can be prepared in a meta-
stable state by quick cooling below Tmax, which is ~ 800 °C. Heating the metastable 
γ form initiates its conversion to the β form, which is the stable form below 880 °C. 
The respective Arrhenius plot for this transition gives rise to positive E.

Since the Turnbull–Fisher model (Eq. 3.44) is capable of correctly predicting 
the temperature dependence of the solid–solid transition rate, it can also be used to 
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predict the temperature dependence of the effective activation energy. The equation 
that can be used for this purpose is Eq. 3.45. Variation of temperature around T0 
produces the E versus T dependence displayed in Fig. 3.50. It is seen that the depen-
dence has a discontinuity at T0. On heating above T0, the activation energy for the 
transition from the phase II to I decreases from  + ∞ down to the activation energy of 
diffusion ED. On cooling below T0, the activation energy for the transition from the 
phase I to II increases from − ∞ toward 0. If the phase I can be supercooled below 
Tmax, its heating would result in the transition from the phase I to II. For this process, 
the activation energy would decrease from ED toward 0.
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Fig. 3.50  Theoretical E 
versus T dependence derived 
from Eq. 3.45

 

Fig. 3.49  Arrhenius plot 
for the kinetics of the phase 
transition between the β and 
γ forms of Li2ZnSiO4. Tc is 
the equilibrium transition 
temperature. (Reproduced 
from Villafuerte-Castrejon 
and West [142] with permis-
sion of RSC)
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In conclusion, we should mention that the aforementioned nucleation analysis 
is identical to that considered earlier for the solid–liquid (melting) and liquid–solid 
(crystallization) phase transitions. Since first-order transitions are accompanied by a 
change in volume, the molar volumes of the solid and liquid phase are generally dif-
ferent. Because of the mismatch of the volumes, the formation of a new phase nucle-
us would have to overcome an energy barrier associated with elastic strain energy. 
When one of the phases is liquid, the strain energy can be neglected. However, if 
both phases are solid, a more accurate representation of nucleation needs to account 
for the strain energy term as a part of the free energy barrier of the process [143].

3.8.2  Isoconversional Treatment

The kinetics of the solid–solid phase transitions is conveniently measured by DSC. 
Generally, one can produce a set of data at several heating rates for the transition 
from the low- to high-temperature phase and a set of data at several cooling rates 
for the reverse transition. Obtaining the high-temperature phase in the supercooled 
metastable state may be difficult for many substances. However, if obtained, a da-
taset should be generated at multiple heating rates to be able to study the kinetics 
of the transition from the metastable high-temperature phase into the stable low-
temperature phase. The datasets are then treated by an isoconversional method. It 
should be emphasized that not every isoconversional method is applicable to the 
data obtained on cooling. The methods suitable to this task have been discussed in 
Sect. 2.1.2.

The application of an isoconversional method to the datasets obtained on heat-
ing and cooling results in the Eα versus α dependencies such as those shown in 
Fig. 3.51 for the transition between the form I (cubic) and II (tetragonal) of ammo-
nium nitrate. The dependencies are in agreement with the E versus T dependence 
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predicted by the Turnbull–Fisher model (Fig. 3.50). The transition from the form 
II to the form I demonstrates positive values of Eα that decrease with increasing α, 
which is expected because the measurements are done on heating so that α increases 
monotonously with increasing T. Similarly, for the transition from the form I to the 
form II that is measured on cooling, Eα is expected to be negative and to increase 
with increasing α (i.e., with decreasing T) toward 0.

The obtained Eα dependencies (Fig. 3.51) are converted to the Eα versus T depen-
dencies by replacing each value of α with the mean temperature related to it. The 
resulting dependencies (Fig. 3.52) look quite similar to the theoretical ones derived 
from the Turnbull–Fisher model (Fig. 3.50). We can now try to fit the theoretical Eα 
versus T dependence (Eq. 3.45) to the experimental one. For simplicity, we assume 
that the ED and A parameters of Eq. 3.45 remain the same for the forward (heating) 
and reverse (cooling) transition. The value of T0 can also be used as a fit parameter. 
This would permit estimating the position of the equilibrium transition temperature, 
which, as explained earlier, is hard to measure experimentally. The resulting fit sug-
gests that T0 is ~ 396 K (~ 123 °C). This places the equilibrium transition tempera-
ture much closer to the onset of the transition measured on heating (128 °C) than to 
the one measured on cooling (113 °C; Fig. 3.47). Also, the fit yields an estimate for 
the activation energy of diffusion, ED = 63 ± 2 kJ mol−1. This value falls in the range 
of the activation energies measured [144] by nuclear magnetic resonance (NMR) 
for translational diffusion of ammonium ion in the phases I and II of ammonium 
nitrate.

The solid–solid transitions are a new application area of isoconversional meth-
ods. Their full potential in this area is yet to be discovered.
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3.9  Mixing and Demixing

…he took the materials, of which he made a compound, mixing 
them all and boiling them a good while until it seemed to him 
they had come to perfection

Miguel de Cervantes Saavedra, Don Quixote

3.9.1  Background

So far we have discussed the phase transitions in single-component systems. If a 
system contains more than one component, it can exist as a single mixed phase and 
as several demixed phases. A transition between mixed and demixed phases is the 
phase transition specific to multicomponent systems. The mixed and demixed phas-
es can coexist at equilibrium at certain temperature and pressure. A simple example 
is equilibrium between a solid solute and liquid solvent. If a small amount of so-
dium chloride (solute) is put in a large volume of water (solvent), it will disappear 
forming a solution, which is a single mixed phase (solution) containing sodium and 
chloride ions and water molecules. However, if we keep increasing the amount of 
sodium chloride, at some point the solution will saturate so that an excess of solid 
sodium chloride will coexist in equilibrium with its aqueous solution as two im-
miscible phases.

The transition between the mixed and demixed phases can be stimulated by 
changing temperature. Normally, the solubility of a solid solute increases with tem-
perature as follows: [18]

 
(3.77)

where x, ΔHf, and Tm are respectively the mole fraction, enthalpy of fusion, and 
melting temperature of the solid. This means that upon heating above certain equi-
librium temperature, T0, the two phases would merge into one. Conversely, the 
single-phase solution can be separated in two phases by dropping its temperature 
below T0 that would force the solid solute out of solution or, in other words, would 
cause crystallization of the solute. Equation 3.77 gives rise to the phase diagram 
shown in Fig. 3.53. The solid line represents temperatures at which the solutions of 
different concentration can coexist at equilibrium with the solute. A solution pre-
pared at higher temperature obviously has higher equilibrium concentration. A so-
lution of the concentration x1 prepared at T1, i.e., above the respective equilibrium 
temperature, is a single-phase system. Dropping its temperature to T2 would cause 
the solution to separate in two phases that eventually would come to equilibrium. 
The concentration of the solution would drop from x1 to x2, and the excess of the 
solute (i.e., x1 − x2) would fall out of solution to form the solid phase.

Something similar happens when mixing two partially miscible liquids, i.e., liq-
uids that have limited solubility in each other. The respective phase diagram for liq-
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uid B dissolved in liquid A is seen in Fig. 3.54. The solid line bell curve tracks the 
temperatures at which a solution forms two phases of different concentration that 
can coexist in equilibrium. The ascending wing of the curve reflects an increase in 
the solubility of B as a function of temperature. The trend is similar to that seen in 
Fig. 3.53. The trend continues until reaching the critical temperature, Tc, above which 
both liquids become infinitely soluble in each other. The descending wing of the curve 
corresponds to the solubility of A in B. When the fraction of B becomes larger than 
that of A, B turns from solute to solvent. Thus, this wing represents an increase in the 
solubility of A as a function of temperature. If a solution of the concentration xB1 pre-
pared at the temperature T1, which is above the respective equilibrium temperature, 
it will exist as a single-phase system. Decreasing the solution temperature to the tem-

Fig. 3.54  Phase diagram 
for a liquid–liquid system. 
The solid line represents the 
temperature at which two 
liquid phases of different 
composition can coexist at 
equilibrium. The dash-dot 
line is the spinodal line
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perature T2 below the equilibrium temperature would make the solution to separate 
in two phases that over time would come to equilibrium. The two phases would be 
the B-poor and B-rich phases, whose respective concentrations of B are xB2′ and xB2″.

The two considered systems (Figs. 3.53 and 3.54) are the systems that demon-
strate the normal temperature dependence of the solubility, i.e., an increase with 
increasing temperature. In the case of the liquid–liquid mixtures, such systems are 
called upper critical solution temperature systems. Some systems however have the 
inverse temperature dependence of the solubility. Their respective phase diagrams 
are similar to those shown in Figs. 3.53 and 3.54 but inverted. The liquid–liquid 
systems of the inverse solubility are called the lower critical solution temperature 
systems.

The solid–liquid and liquid–liquid systems have one feature in common. When 
their temperature is changed from the one-phase to two-phase region, they be-
come metastable. All metastable systems relax toward equilibrium via the process 
of nucleation. Nevertheless, if temperature of the liquid–liquid system is brought 
beyond the spinodal line (Fig. 3.54), it would become unstable. Unstable systems 
relax to equilibrium by another process called spinodal decomposition [3, 4]. The 
difference between nucleation and spinodal decomposition boils down to how con-
centration (density) fluctuations occur in these systems. Nucleation requires the fluc-
tuation to be of a significant size, i.e., a nucleus must include a significant number 
of molecules to become stable. However, such fluctuations are very small in spatial 
extent because they occupy a very small fraction of the overall macroscopic volume. 
The fluctuation is accompanied by a large energy barrier, which decreases as tem-
perature departs from its equilibrium value. When the energy barrier becomes negli-
gible, the formation of a new phase becomes possible via spinodal decomposition. It 
is characterized by very small but multiple fluctuations of the concentration that oc-
cupy a large fraction of the macroscopic volume, i.e., they are large in spatial extent. 
Further discussion is limited only to nucleation because this is the mechanism that 
controls the new phase formation at smaller and slower departures from equilibrium.

In a solution, the driving force of the new phase formation is the supersaturation 
caused by a change in temperature. The supersaturation is defined as the ratio of the 
nonequilibrium to equilibrium concentration, x0:

 
(3.78)

If a solution of the concentration x is cooled from T1 to T2 (Fig. 3.53 and 3.54), i.e., 
from a temperature inside the one-phase region to a temperature inside the two-
phase region, the supersaturation increases because the x0 value becomes smaller. 
The larger the supersaturation, the faster the rate of the new phase nucleation. This 
is expressed by the following equation: [145]
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where V is the molecular volume and NA is the Avogadro number. The equation is 
arrived at from Eq. 3.35 for the critical radius of a spherical nucleus. The equation is 
combined with the Gibbs–Thomson relationship for size-dependent solubility to give:

 
(3.80)

Substitution of the right-hand side of Eq. 3.80 into Eq. 3.36 for the height of the free 
energy barrier yields:

 (3.81)

Then Eq. 3.79 is obtained by plugging ΔG* from Eq. 3.81 into the Turnbull–Fisher 
equation (3.42). Equation 3.79 can be rewritten in a simpler form

 

(3.82)

where the constant A includes all parameters that are either independent or weakly 
dependent on temperature.

As derived [145], Eq. 3.79 (and, thus, 3.82) does not include directly the su-
percooling, i.e., ΔT = T0 − T. It can be introduced by explicitly accounting for the 
temperature dependence of the supersaturation. The temperature dependence of the 
solubility can be expressed in many forms [145]. One of them is given by Eq. 3.75 
that can be rewritten as:

 
(3.83)

If temperature drops from T0 to T, the supersaturation becomes:

 
(3.84)

Then the supercooling is introduced in Eq. 3.82 by replacing lnS with the right-hand 
side of Eq. 3.84. Now we can evaluate the temperature-dependent activation energy 
as usual (Eq. 3.43):
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This equation holds for a system that forms a new phase on cooling, i.e., ΔT is the su-
percooling. If the new phase is formed on heating, as in systems with the inverse solu-
bility, ΔT would become the superheating, i.e., T − T0. Then Eq. 3.85 would change to:

 
(3.86)

As mentioned earlier, Eq. 3.83 is not the only form of the temperature dependence 
of the solubility. A change of the form of this dependence would result in changing 
the final equation for the temperature-dependent activation energy. For instance, the 
use of an alternative form: [145]

 (3.87)

yields the following equation for the supersaturation:

 (3.88)

Replacing the supersaturation in Eq. 3.82 with the right-hand side of Eq. 3.88 fol-
lowed by taking the derivative (Eq. 3.85) gives rise to the temperature-dependent 
activation energy of the following form:

 
(3.89)

Again, ΔT in this equation is the supercooling and it holds for systems that form a 
new phase on cooling. For systems that form a new phase on heating, ΔT would be 
the superheating, and the second term in the brackets would change its sign.

Equations 3.85 and 3.86 can be used to predict the behavior of the experimental 
activation energy (Fig. 3.55). It is easy to demonstrate that the expression in the 
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brackets of Eq. 3.85 tends to − ∞ as temperature approaches T0 and to 0 as it de-
parts further below T0. It means that the effective activation energy experimentally 
determined on cooling should have large negative values that increase toward ED 
with decreasing temperature. On the other hand, the expression in the brackets of 
Eq. 3.86 tends to + ∞ when temperature approaches T0 and to 0 as it increases above 
T0. Therefore, the activation energy estimated on heating should have large positive 
values at lower temperature and should decrease toward ED as temperature rises. 
Similar trends can be demonstrated for Eq. 3.89.

It is noteworthy that at larger supercoolings, the system hypothetically can be 
brought to the state when the activation energy of the new phase formation becomes 
positive. In principle, this could be accomplished by cooling the system fast enough 
to outrun nucleation. The heating of the supercooled system then would result in the 
formation of a new phase, and the activation energy of this process would be posi-
tive. Something of that nature happens during the anomalous gelation discussed in 
Sect. 3.10.2

3.9.2  Isoconversional Treatment

The phase transitions between mixed and demixed state are usually accompanied by 
a significant change in the enthalpy that are detectable by DSC. As already stated, 
normally the solubility increases with temperature. The systems with the normal solu-
bility absorb heat during mixing. That is, demixing in such systems is an exothermic 
process that takes place on cooling. The inverse solubility is not very common. It typi-
cally results from some specific interaction between solute and solvent. For example, 
some compounds demonstrate the inverse solubility in water because they turn into 
hydrated form stabilized by hydrogen bonding. The respective mixing is exothermic. 
While stable at lower temperature, hydrogen bonds between a solute and water break 
on heating and the solute molecules become dehydrated. If interaction between the 
dehydrated molecules is sufficiently strong, they associate with each other forming an 
individual phase on heating. The process is endothermic.

An example of the low critical solution temperature system is a mixture of tri-
ethylamine and water. It mixes releasing a significant amount of heat [146] and has 
the critical temperature of ~ 18 °C [147]. On heating above this temperature, the 
system undergoes endothermic demixing (Fig. 3.56). The application of an isocon-
versional method to a set of DSC curves obtained at different heating rates gives 
rise to the Eα dependence shown in Fig. 3.56. Since α increases monotonically 
with T, the decreasing shape of this dependence is consistent with that predicted 
by Eq. 3.86.

The actual temperature dependence of the isoconversional activation energy is 
obtained from the Eα versus α by replacing the values of α with the mean tempera-
tures related to them. The resulting dependence is shown in Fig. 3.57. It is seen that 
the theoretical E versus T dependence established by Eq. 3.86 provides a fairly good 
fit to the experimental dependence. It is noteworthy that the ED value resulted from 
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the fit appears rather high, 117 ± 3 kJ mol−1. The activation energy of diffusion in 
liquids is about the same value as those of viscous flow [148]. For small spherical 
molecules, the latter value is about one third of the vaporization enthalpy [149], 
i.e., a few tens of kilojoules per mole. The obtained value is more characteristic 
of large molecules [148]. However, triethylamine in water exists as relatively big 
hydrated molecule, (C2H5)3 · 2H2O [150], the diffusion of which is likely to involve 
the breakage and restoration of hydrogen bonds that can create a significant energy 
barrier. Note that a solution of triethylamine in water has viscosity that is about four 
times larger than that of water [150]. It should also be noted that the activation ener-
gies of viscous flow in aqueous solutions of some amino acids have been reported 
[151] to be around a 100 kJ mol−1.
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3.10  Gelation and Gel Melting

The soft overcomes the hard;
the gentle overcomes the rigid.
Everyone knows this is true,
but few can put it into practice

Lao Tzu, Tao Te Ching: 78

3.10.1  Background

Solutions may undergo a very special type of a phase transition called gelation. The 
latter is typically encountered in polymer solutions [13] but may occur also in sols of 
clays, soaps, aggregated globular proteins, etc. [152]. The initial liquid state is usu-
ally termed as sol to emphasize that a gel can form in various kinds of suspensions as 
well as in a true homogenous solution. The transition from sol to gel is best defined 
in mechanical terms. It is a transition from a flowing liquid (i.e., a sol) to a soft solid 
(i.e., a gel) that cannot flow. In order to be able to flow, the molecules of the solute and 
solvent should be able to move past each other freely. This is what happens when a 
polymer is dissolved in a good solvent, i.e., a solvent, in which an interaction between 
the solute and solvent is significantly stronger than between the solute and solute. In a 
poorer solvent, the solute–solvent interaction is not much stronger than the solute–sol-
ute one. Since the power of a solvent (i.e., the solubility) depends on temperature, the 
strength of the solute–solvent and solute–solute interactions can invert when changing 
temperature. As the solvent power decreases, the polymer molecules may form cross-
links, losing their ability to move past each other and, thus, to flow.

A gel is a network of cross-linked solute molecules that entrap a solvent. De-
pending on the cross-link strength, gels can be either thermo-reversible or ther-
mo-irreversible. Strong cross-links are formed by means of covalent bonding. In a 
solvent, a covalently cross-linked polymer network can swell, forming a gel, but it 
cannot dissolve because the solvent cannot break the covalent cross-links. In this 
chapter, we focus only on thermo-reversible gels. In such gels, the cross-links are 
formed by means of weak bonds (e.g., hydrogen or van der Waals bonds). The best 
known example of thermo-reversible (or physical) gelation is the thermal behavior 
of an aqueous solution of gelatin. Gelatin readily forms a solution in hot water. 
When cooled, the solution turns into a gel. Heating of the resulting gel causes its 
melting that gives rise to the initial solution.

Thermo-reversible gelation can been explained in terms of the phase diagrams 
[13, 153], which are similar to those for demixing transition in solutions (Sect. 3.9, 
Fig. 3.54). In the simplest case such as that of the gelatin–water system, there are 
only two phases: sol and gel (Fig. 3.58). The one- and two-phase regions sepa-
rated by the binodal line that links the gelation temperature, Tgel, to the equilibrium 
concentrations of the polymer-rich (i.e., gel) and polymer-poor (i.e., solution) 
phases. The phase separation in gels is sometimes called syneresis [13, 153]. The 
process is quite different from demixing of two liquids that leads to the formation 



1333.10  Gelation and Gel Melting 

of two homogenous macroscopic phases. In gel, the phase-separated state is micro-
scopically heterogeneous. That is, the solvent-rich phase forms microdroplets inside 
the polymer-rich phase. The process of approaching equilibrium in the two-phase 
gels is extremely slow so that for all practical purposes such gels are fundamentally 
nonequilibrium systems similar to glasses. For this reason, the gel state and struc-
ture depend significantly on the thermal history of its formation. This feature of gels 
reveals itself vividly in the gel melting kinetics discussed in Sect. 3.10.3.

Gels cannot form when the concentration of a solution is below some critical 
value, x0 (Fig. 3.58). If a solution has lower concentration, cooling it below the 
equilibrium temperature results in demixing of the solution without gelation.

Some gelling systems may demonstrate a more complex phase behavior 
(Fig. 3.59). An example is a solution of atactic PS in carbon disulfide [154]. Below 

Fig. 3.58  Phase diagram 
for a gelling system that can 
exist in two states: one-phase 
sol and two-phase gel. Gel is 
not formed below the critical 
concentration x0

 

Fig. 3.59  Phase diagram 
for a gelling system that 
can form an equilibrium 
one-phase gel

 



134 3 Physical Processes

a certain critical concentration, x0, cooling of the one-phase solution results in the 
formation of a two-phase solution. However, increasing the solution concentration, 
while staying above the binodal line, results in the formation of a one-phase gel. 
This is microscopically homogeneous and equilibrium state. Cooling one-phase gel 
below the binodal line initiates phase separation of the gel. The clear one-phase gel 
turns into the turbid two-phase gel.

The described phase diagrams represent the behavior observed in solutions with 
the upper critical solution temperature. In these systems, the solubility increases with 
increasing temperature. Gelation of such solutions occurs on cooling. Gelation may 
also occur in solutions with lower critical temperature. Such solutions gel on heat-
ing because an increase in temperature decreases the solubility. There are a few rare 
examples of systems that gel on heating such as aqueous solutions of polymethacryl-
ic acid [155] and cellulose derivatives [156, 157]. The respective phase diagrams 
for such systems are similar to those for regular systems (Fig. 3.58) but inverted. 
The gels formed on heating melt on cooling. Analogous to the process of demixing 
(Sect. 3.9), gelation on cooling is exothermic, whereas on heating endothermic.

The kinetics of physical gelation has been found [158] to be strikingly similar to 
that of polymer crystallization [93, 94]. The similarity is not surprising considering 
that the formation of the gel network junctions has been identified with the formation 
of microcrystallites in a wide variety of polymers [13, 159], including gelatin [158, 
160]. For example, in gelatin gels, the microcrystallites are believed [13, 161, 162] to 
form via partial restoration of the triple helix structure characteristic of collagen that 
occurs via cooperative hydrogen bonding of gelatin coils. The rate of reversion from 
gelatin coil to collagen helix has long been known [163] to have the negative tempera-
ture dependence and to follow the nucleation-type kinetics, in which the nucleus is an 
embryo of the triple helix structure whose stability is determined by a critical length.

As in the case of crystallization, the rate of physical gelation initially increases 
as temperature drops further below Tgel but then passes through a maximum and 
finally drops to zero. A schematic diagram of this temperature dependence is seen 
in Fig. 3.60 [164]. At the high temperature end, gelation stops upon reaching equi-
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librium at Tgel. At the low temperature side, it ceases on gel freezing at Tfr. The 
temperature rate dependence is obviously akin to that presented in Figs. 3.32 and 
3.36 to illustrate respectively the nucleation rate in accord with the Turnbull–Fisher 
model and crystallization rate in accord with the Hoffman–Lauritzen model. The 
temperature dependence of the rate is negative above Tmax and positive below it. 
Consecutively, the effective Arrhenius activation energy should be negative when 
estimated in the temperature range Tmax–Tgel and positive when evaluated in the 
range Tfr–Tmax. An actual example [165] of the Arrhenius plot for gelation of a gela-
tin solution at several temperatures is presented in Fig. 3.61. The maximum of the 
gelation rate is found in the range 14–19 °C. The activation energy is estimated to 
be − 130 kJ mol−1 above Tmax and 55 kJ mol−1 below it.

All in all, empirical evidence suggests that the kinetics of physical gelation 
can be parameterized in terms of some nucleation model. However, there are no 
nucleation models designed specifically for the process of physical gelation. In 
this situation, one can use the Turnbull–Fisher (Eq. 3.44) and Hoffman–Lauritzen 
(Eq. 3.52)  models as empirical tools for exploring the kinetics of physical gelation 
as demonstrated in a number of publications [158, 164, 166–169].

3.10.2  Isoconversional Treatment of Gelation

Aqueous solutions of gelatin provide a well-known example of physical gelation that 
takes place on cooling. Gelatin is denatured (i.e., randomly coiled) form of collagen, 
whose native state is a triple helix made of three polypeptide chains cross-linked 
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Fig. 3.61  Arrhenius plot of the initial rate of the heat release for gelation of a gelatin solution mea-
sured at eight different temperatures. The numbers by the points are the temperatures in °C. The 
activation energy is negative in the temperature range 24–30 °C and positive in the temperature 
range 1–9 °C. (Reproduced from Chen and Vyazovkin [165] with permission of Wiley)
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by multiple hydrogen bonds. Gelatin dissolves readily in hot water. Decreasing the 
temperature of an aqueous gelatin solution increases the stability of the hydrogen 
bond cross-links that allow the polypeptide chains to restore a helical structure. This 
process takes place in dilute gelatin solutions [163, 170, 171]. In concentrated solu-
tions, cross-linking becomes predominantly intermolecular, so that instead of form-
ing separate helices, the polypeptide chains form an infinite network (i.e., a gel), in 
which partially restored helices serve as cross-link centers (i.e., network junctions).

The formation of hydrogen bonds during gelation of a gelatin solution produces 
sufficient amount of heat to follow the process by DSC (Fig. 3.62) [165]. On cooling, 
gelation becomes detectable below 40 °C. The gelation temperature depends on the 
concentration of the solution as seen from the phase diagrams (Figs. 3.58, 3.59). 
According to rheological measurements by Michon et al. [172], a decrease in the 
concentration of a gelatin solution from 20 to 1 wt. % causes a drop in Tgel from 33 
to 26 °C. Just as in the case of crystallization, the DSC peaks shift to lower tempera-
ture with increasing the cooling rate (Fig. 3.62).

The application of an isoconversional method to DSC data on gelation of a gelatin 
solution is illustrated in Fig. 3.63. The obtained Eα on α dependencies demonstrate 
negative values of the effective activation energy. The Eα values tend to increase with 
the extent of the sol to gel conversion that is explicable by the departure from the 
equilibrium temperature (i.e., Tgel). In accord with either Turnbull–Fisher (Eq. 3.45) 
or Hoffman–Lauritzen (Eq. 3.60) equation, the effective activation energy turns to 
− ∞ at the equilibrium temperature but increases toward zero as temperature departs 
from the critical value. A similar type of dependencies (i.e., negative Eα increasing 
with α) is found for crystallization of polymer melts measured on continuous cool-
ing, i.e., when an increase in the extent of the melt to crystal conversion reflects the 
departure from the melting point. An example of such behavior is seen in Fig. 3.37.
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The effect of temperature on the Eα is even more evident when the Eα dependen-
cies are evaluated from the data collected in different ranges of the cooling rates. As 
already noted with increasing the cooling rate, the DSC peaks shift to lower tempera-
tures (Fig. 3.62). For the range of faster cooling rates (7.5, 10, and 12.5 °C min−1), 
the average DSC peak temperature is ~ 11 °C so that the average value of Eα is about 
− 90 kJ mol−1. However, at slower cooling rates (0.5, 1.0, and 1.5 °C min−1), the aver-
age peak temperature is markedly higher (20 °C), i.e., closer to Tgel so that the average 
Eα estimated from the slower heating rates is around − 300 kJ mol−1 [165]. Therefore, 
isoconversional analysis of the continuous cooling DSC data demonstrates that under 
these conditions the rate of sol–gel conversion has a negative temperature coefficient, 
whose absolute value becomes larger when the process is measured closer to Tgel.

As already suggested, the kinetics of physical gelation can be reasonably well de-
scribed by the Turnbull–Fisher and Hoffman–Lauritzen models. This means that one 
generally should be able to fit the temperature dependencies of the isoconversional 
activation energy to Eqs. 3.45 and/or 3.60 by substituting Tgel for the equilibrium 
temperature. For example, Eq. 3.45 derived from the Turnbull–Fisher model would 
take the following form:
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As seen from Fig. 3.64, this equation fits quite well the temperature dependence of 
the effective activation energy for gelation of 40 wt. % solution of gelatin [164]. The 
dependence has been derived from the Eα versus α dependence by replacing α with 
the average temperature corresponding to this conversion at different cooling rates. 
Tgel for this solution is ~ 317 K as estimated by extrapolating the gel melting data of 
Godard et al. [158].

Although the application of the Turnbull–Fisher and Hoffman–Lauritzen models 
to the process of gelation is rather empirical, it can still be used to extract mean-
ingful information, especially for comparative purposes. One such example is the 
effect of the concentration on the kinetics of physical gelation of aqueous solutions 
of methylcellulose [169].

Aqueous solutions of methylcellulose gel on heating. The mechanism of the pro-
cess has been examined in a number of studies, the results of which are briefly 
summarized by Kobayashi et al. [173]. Methylcellulose has the inverse solubility in 
water, i.e., it is soluble in cold but not in hot water. Dissolution occurs via hydration 
of methoxyl groups. When the solution temperature is increased, hydrogen bonds 
break, causing dehydration of hydrated methoxyl groups. The latter then undergo 
hydrophobic association forming a network, i.e., a gel.

Breakage of hydrogen bonds is accompanied by an endothermic effect that can be 
used to monitor gelation by using DSC. Typical DSC curves of gelation are shown 
in Fig. 3.65. An increase in the concentration of the methylcellulose solution causes 
some small shift of the process to lower temperatures. The heat of gelation per gram 
of methylcellulose is about − 7 J g−1 for both 2 and 4 % solutions that indicates that 
both samples have reached similar extent of cross-linking. For 8 % solution, the heat 
of gelation is − 5 J g−1; that means, that the extent of cross-linking is about 30 % 
smaller than in the two other samples. This is not surprising because the molecular 
mobility of the methylcellulose chains in the highly viscous 8 % solution should be 
dramatically slowed down, therefore, limiting the process of cross-linking.
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The Eα versus T plots obtained from the Eα dependencies estimated by an iso-
conversional method are shown in Fig. 3.66. All three plots have a similar concave 
downward shape but shift to higher Eα values with increasing the concentration of the 
solutions. The initial decreasing portion of the Eα versus T dependence is consistent 
with that predicted by the Turnbull and Fisher model. Indeed, Eq. 3.90 suggests that 
just above Tgel, the Eα values should be large but decrease toward ED as temperature 
continues to rise above Tgel (see Fig. 3.50 and related discussion). However, the final 
increasing portion cannot be rationalized within the aforementioned model.

An increase in Eα in the later stages of gelation (Fig. 3.66) is likely to be associat-
ed with changing conditions of diffusion. Cross-linking of polymer chains obstructs 
their mobility so that the formation of new cross-links may encounter continuously 
growing energy barrier to diffusion. This means that the constant activation energy 
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in Eq. 3.90 needs to be replaced with the value that increases with increasing α. 
A similar approach is used to adequately describe the temperature dependence of 
viscosity in a system undergoing reactive polymerization [174]. A rather simple 
modification of Eq. 3.90:

 
(3.91)

has proven [169] to be sufficient to account for the effect. Equation 3.91 includes 
three parameters. The parameter A represents a contribution of the nucleation 
process to the overall temperature dependence. This contribution manifests itself 
through a decreasing dependence of E on T. The increasing portion of the depen-
dence corresponds to the diffusion contribution that is represented by the param-
eters ε and n. By its meaning, ε is the activation energy of diffusion at complete 
conversion, i.e., at α = 1. The parameter n characterizes the strength of diffusion 
contribution: the smaller the n, the stronger the contribution, i.e., becomes operative 
earlier and contributes more.

Fitting Eq. 3.91 to the experimental dependencies (Fig. 3.66) requires knowledge 
of the Tgel values. They have been reported by Takahashi et al. [175] and are about 
40, 38, and 36 °C for 2, 4, and 8 % solutions, respectively. The resulting fits are sta-
tistically significant. The values of the adjustable parameters are given in Table 3.3. 
The diffusion parameters reflect an increasing contribution of diffusion to the overall 
temperature dependence with increasing concentration. When comparing the 2 and 
8 % solutions, an increase in the concentration results in larger ε (i.e., larger activation 
energy of diffusion at α = 1) as well as in smaller n (i.e., larger strength of the con-
tribution). The behavior of the 4 % solution is a bit more complex. Compared to the 
2 % solution, it shows 10 % smaller ε that would be consistent with a slightly smaller 
diffusional contribution. However, it also demonstrates 2.5 smaller n that suggests the 
overall diffusional contribution to be stronger and larger compared to the 2 % solution.

On the other hand, the nucleation parameter A can be used to estimate of the free 
energy barrier to nucleation at any temperature as follows (see Eq. 3.44):

 
(3.92)

For comparison purposes, the ΔG* values can be estimated at T = 60 °C, which 
is the threshold temperature above which gelation becomes detectable by DSC 
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Table 3.3  The results of fitting Eq. 3.91 to experimental Eα versus T dependencies
C (%) A (K2 kJ mol−1) ε (kJ mol−1) n ΔG*(60 °C; kJ mol−1)
2 3315.4 95.0 5 8.3
4 4879.8 85.2 2 10.1
8 6915.0 151.9 3 12.0
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(Fig. 3.65). The resulting ΔG* (Table 3.3) do not demonstrate any significant de-
pendence on the concentration and are around 10 kJ mol−1, which is comparable to 
the energy of a hydrogen bond [139]. Note that breaking a hydrogen bond between 
water and methoxyl group is likely to be a limiting step in nucleation of methylcel-
lulose microcrystallites that serve as cross-link points in the gel. Overall, empirical 
application of the Turnbull–Fisher model suggests that the effect of the concentra-
tion on the kinetics of gelation of aqueous methylcellulose is due to a change in the 
conditions of diffusion but not the conditions of nucleation.

To conclude this section, we need to mention an interesting fact that the so-
lutions that normally gel on cooling can be made to gel on heating [164, 176]. 
Anomalous gelation of this kind can be accomplished when the solution is cooled 
fast enough to outrun gelation. Then the solution can reach a supercooled state that 
can be turned into gel on heating. This situation is similar to cooling the melt fast 
enough to bypass crystallization so that it turns into a glass which can then crystal-
lize on heating, i.e. undergo cold crystallization. It has been demonstrated [176] that 
in very diluted (~ 1 wt. %) solutions of gelatin, gelation can be suppressed when the 
solutions are cooled at 20 °C min−1. However, the solutions of regular concentration 
that gel much faster require very fast cooling rates to bypass gelation. For example, 
suppressing gelation in a 40 wt. % solution of gelatin requires the solution to be 
cooled not slower than 500 °C s−1 [164]. Such fast cooling rates are accomplishable 
when using ultrafast DSC [177] on samples of very small (typically submicrogram) 
masses.

Figure 3.67 shows ultrafast DSC data obtained on heating of supercooled gelatin 
solution. The application of an isoconversional method to these data results in a 
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decreasing dependence of effective activation energy on conversion (Fig. 3.67). It is 
noteworthy that the activation energies are positive and decrease toward zero as one 
would expect when gelation occurs below Tmax (Fig. 3.60). Recall that it is exactly 
the type of dependence predicted by the Hoffman–Lauritzen model (see Fig. 3.36) 
for this temperature range. It is yet another example that illustrates the usefulness of 
the nucleation crystallization models as applied to the process of physical gelation.

3.10.3  Isoconversional Treatment of Gel Melting

As mentioned earlier, reaching equilibrium state in the two-phase gel region 
(Figs. 3.58 and 3.59) is generally very slow process. For example, Djabourov et al. 
[161] have found that 4.7 wt. % gelatin gel could not attain equilibrium at 10.5 °C 
for 42 days! It means that normally the two-phase gels are nonequilibrium systems, 
whose structure and properties depend on thermal history. This dependence mani-
fests itself profoundly in the process of melting that can be readily studied by DSC.

The DSC peaks of gel melting can provide some quick clues about the gel net-
work structure in terms of the total number of the network junctions points (i.e., the 
number of cross-links) and their size (i.e., the number of cross-links per junction). 
The total heat of melting is directly proportional to the number of cross-links, but it 
does not tell anything about the number of cross-links per junction. Indeed, the same 
amount of heat would be produced by melting of two gels prepared from the same 
amount of the same solution, if one of the gels has 100 junctions with 10 cross-links 
per junction and another 10 junctions with 100 cross-links per junction. However, 
these two gels would differ significantly in their thermal stability. The gel having 
more  cross-links per  junction has more stable junctions, breaking which would re-
quire more thermal energy. Thus, it would melt at higher temperature. Therefore, the 
gel meting temperature, taken from DSC as either peak or interpolated onset tempera-
ture, is representative of the size of network junctions. On the other hand, a change 
in thermal stability can also be expected to reveal itself in the value of the activation 
energy of gel melting [178].

The effect of the gel structure on the activation energy of aqueous gelatin gel 
melting has been explored in a kinetics study [178] that combined isoconversional 
method with extensive DSC measurements. Figure 3.68 demonstrates the effect 
of isothermal annealing time on DSC peaks of gel melting. The peaks obviously 
increase in size with increasing the annealing time. This is indicative of continu-
ously increasing number of junctions. It is noteworthy that although the melting 
peak obtained after 2 h of annealing is about twice the size of the peak produced 
after 15 min, the peak temperature for these two peaks is nearly identical. That is, 
annealing appears to promote predominately the formation of new junctions rather 
than the growth of the existing ones. Since thermal stability of the gel is not affected 
significantly during annealing, it is reasonable to expect that the activation energies 
of gel melting would not be affected either.
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The isoconversional dependencies of the activation energy for the gelatin gel 
melting are seen in Fig. 3.69. As expected, the Eα dependencies evaluated for melting 
of the gels annealed for different periods are practically identical. For both systems, 
the effective activation energy decreases significantly (from ~ 170 to 95 kJ mol−1) 
throughout the process of melting. Finding that Eα varies with α is typically a sign 
that the overall process includes multiple steps having different activation energies 
(see Sect. 1.2). It could be construed that the gel formed may consist of the network 
junctions having different stability (i.e., size) and, thus, a different energy barrier to 
melting. However, in such a case, the less stable junctions would disintegrate first 
followed by disintegration of the more stable ones so that the Eα value would rather 
have to increase with increasing α.
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On the other hand, the decrease observed in Fig. 3.69 is remarkably similar to 
that seen for the glass transition in various glasses (Sect. 3.3.2). In glasses, a large 
energy barrier for the initial stages of the process corresponds to strongly coop-
erative molecular motion under the conditions of constricted free volume. As the 
temperature rises, the free volume increases, relieving energetic constrains and 
causing the Eα values to decrease. Something similar is likely to occur in melting 
of gelatin gels. That is, disintegration of a typical network junction requires coop-
erative breaking of multiple hydrogen bonds that cross-link the polypeptide chains. 
Considering that typical range of hydrogen bond energies is 10–40 kJ mol−1 [139], 
the Eα values for the initial stages of melting (Fig. 3.69) can be interpreted as coop-
erative breaking of 5–15 bonds. After the initial large energy barrier is surmounted 
and multiple cross-links are broken, the polypeptide chains of the network junction 
gain new conformational degrees of freedom. The freed chain mobility destabilizes 
the network junction, therefore, lowering the energy barrier to melting.

Conversely, annealing temperature has a profound effect on thermal stability. DSC 
curves for melting of two gels annealed for the same period of time at two respectively 
different temperatures are shown in Fig. 3.70. The gel obtained at 15 °C demonstrates 
a larger heat of melting; that means, it has a larger number of junctions. However, 
the gel produced at 25 °C melts at about 5–6 °C higher temperature that suggests its 
network junctions contain more cross-links. The observed increase in thermal stabil-
ity should entail an increase in the activation energy of gel melting. The respective Eα 
dependencies are presented in Fig. 3.71. Both dependencies are of the same shape as 
that observed in Fig. 3.69 that hints the similarity of the melting mechanisms. Never-
theless, the activation energies for melting of the gel annealed at 25 °C are consistently 
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larger by 10–30 kJ mol−1 than those for the gel produced at 15 °C that indicates that the 
former gel has a few more hydrogen bonds per junction than the latter.

Another instructive experiment that illuminates the effect of the structure on gel 
melting involves two successive 30-min steps of annealing at 25 and 15 °C. A DSC 
curve for melting of the resulting gel is displayed in Fig. 3.70. The curve reveals 
two distinct melting peaks that apparently reflect the existence of two gel structures, 
which differ markedly in their thermal stabilities. The higher-temperature melting 
peak is found at the same temperature as the melting peak for the gel produced 
by single-step annealing at 25 °C. This is in agreement with the rheological mea-
surements [179] that demonstrate that the structures formed at higher annealing 
temperatures are conserved during annealing at lower temperatures. In contrast, 
the lower temperature peak is detected at about 2–3 °C lower than the melting peak 
temperature for the gel produced by single-step annealing at 15 °C. That is, the gel 
produced on annealing at 15 °C in the two-step procedure is less thermally stable 
than the one formed in a single-step annealing at 15 °C. It means that the existence 
of the gel structures formed at 25 °C hinders the growth of the network junctions 
being formed at 15 °C. Apparently, the hindrance is due to the fact that in partially 
cross-linked gel, the conformational degrees of freedom of the polypeptide chains 
are largely restricted. Therefore, it is more difficult for new cross-links to form and 
for the network junctions to grow.

The Eα dependence determined for melting of the gel annealed consecutively at 
25 and 15 °C is shown in Fig. 3.71. The dependence is easy to understand by com-
parison with the individual dependencies estimated for melting of the gels produced 
by the respective single-step annealings at 15 and 25 °C. The initial descending 
portion of the dependence is similar to the initial portion of the Eα dependence 
for melting of the gel annealed at 15 °C. For both dependencies, the Eα values at 
the lowest conversions are ~ 170 kJ mol−1 that suggests that the energy barriers 
to melting in both gels are similar. According to DSC (Fig. 3.70), melting of the 
gel structures formed on annealing at 15 °C contributes less to the total heat of 

0.0 0.2 0.4 0.6 0.8 1.0
80

100

120

140

160

180

200

 15oC
 25oC
 25, 15oC

 α
 E

α /
 k

J m
ol

 -1

Fig. 3.71  Eα dependen-
cies obtained for melting of 
40 wt. % gels obtained in one 
and two 30-min annealing 
steps performed at tem-
peratures shown by the point 
types. Arrow shows respec-
tively comparable parts of 
two- and one-step annealing 
processes. (Reproduced from 
Dranca and Vyazovkin [178] 
with permission of Elsevier)

 



146 3 Physical Processes

melting than melting of the gel structures formed on annealing at 25 °C. For this 
reason, a transition from melting of the lower temperature structures to melting of 
the higher temperature structures should occur at conversion less than 0.5. Indeed, 
the descending Eα dependence breaks down around α = 0.3 and climbs sharply to 
Eα ≈ 195 kJ mol−1 at α ≈ 0.5. Since that point on the overall melting process be-
comes dominated by melting of the gel structures formed on annealing at 25 °C. 
Accordingly, the initial values of Eα for the second descending part are similar to 
the respective Eα values estimated for melting of the gel prepared at 25 °C. It is quite 
remarkable that the initial parts of both descending Eα dependencies reveal the exis-
tence of two differing energy barriers whose values agree with the values found for 
melting of the individual gels produced by annealing at 15 and 25 °C, respectively.

The gel structure becomes increasingly more complex when gels are prepared 
under the conditions of nonisothermal cooling. DSC melting data of gels prepared 
by continuous cooling at 1 °C min−1 are presented in Fig. 3.72. By comparison to 
isothermally prepared gels, these gels melt over a significantly wider temperature 
range. This indicates the existence of a wide distribution of the gel structures hav-
ing differing thermal stabilities. On cooling, gelation initiates at ~ 40 °C, peaks at 
~ 23.0 (40 wt. %) or 20.6 °C (20 wt. %), and finishes around 0 °C. Nonisothermal 
gelation can be thought of as a large number of short isothermal annealing steps 
conducted consecutively in the temperature range from 40 to 0 °C. Such annealing 
program should produce a large number of gel structures whose melting tempera-
tures decrease with decreasing the annealing temperature in a manner similar to that 
shown in Fig. 3.70. The mass fractions of the structures should depend on the rate 
of cross-linking (Fig. 3.72). At the cooling rate 1 °C min−1, the rate maxima occur 
around 20 ± 5 °C so that the structures formed in largest fractions should be expected 
to have thermal stability similar to that of the structures formed on isothermal an-
nealing at 15, 20, and 25 °C. However, gelation continues at slower yet significant 
rate at temperature below 15 °C. This process should yield the gel structures whose 
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melting temperatures are lower than that of the gel prepared isothermally at 15 °C. 
These structures would have lower thermal stability and, thus, their melting should 
encounter a lower energy barrier.

The isoconversional activation energies evaluated for melting of nonisother-
mally prepared gels are displayed in Fig. 3.73. The resulting Eα dependencies dif-
fer noticeably from those found (Figs. 3.69 and 3.71) for melting of isothermally 
prepared gels. The initial part ( α < 0.4) of both dependencies is increasing. The ini-
tial Eα values are markedly smaller than the initial values estimated for melting of 
the isothermally prepared gels. This clearly suggests the existence of the gel struc-
tures whose disintegration encounters a lower energy barrier or, in other words, the 
presence of the structures, whose network junctions have fewer cross-links. While 
raising temperature, melting progresses by involving the structures of continuously 
increasing thermal stability that gives rise to the increasing Eα dependence. Note 
that the Eα values never rise to the values observed (Figs. 3.69 and 3.71) for the 
initial stages of melting of the gels prepared isothermally at 15 and 20 °C despite 
the  aforementioned fact that the gel structures formed at 20 ± 5 °C should be  present 
in the largest mass fraction. This is because melting of more thermally stable struc-
tures occurs in parallel with the continuing melting of less thermally stable struc-
tures so that the activation energy of the overall process is about the weight average 
of the activation energies of the individual parallel processes.

Once these most abundant structures become involved in melting, the Eα depen-
dence becomes decreasing. Although there still are more thermally stable structures 
in the remaining gel, they are present in progressively smaller amounts so that the 
overall melting process is dominated by the later stages of melting of less thermally 
stable structures. As a result, the observed Eα dependence is similar to that estimated 
gels prepared by isothermal annealing at 15 and 20 °C.

In conclusion, we should mention that melting is not the only process that occurs 
on heating of gels. It should be remembered that as long as temperature is below the 
equilibrium value of Tgel, the solution formed by melting is capable of converting 
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to gel. The formation of gelation gels on heating has already been discussed [164, 
176] (Sect. 3.10.2). It is also detectable during melting by using TM DSC that dem-
onstrates [178] that about 40 % of the melting heat is found in the reversing signal. 
That is, a substantial fraction of melted gel can form new gel structures that would 
have greater thermal stability than the structures melted. Perhaps, a small increase 
in Eα detectable at α > 0.8 (Figs. 3.69, 3.71, and 3.73) is associated with melting of 
these newly formed structures of the highest thermal stability.

3.11  Helix–Coil Transition

Undoubtedly this, too, is a structure, growing and piling itself 
up in endless spiral lines

Victor Marie Hugo, Notre Dame de Paris

3.11.1  Background

In a solution, polymer chains normally assume the structure of a random coil. How-
ever, some polymers can assume an ordered helical structure [180]. The most no-
table examples of polymers forming helical structures include polypeptides, DNA, 
and RNA. The helical structure is stable within certain pressure and temperature 
limits and can be converted to the disordered coil structure by changing either of 
these parameters. The resulting helix–coil transition is a transition between the heli-
cal and coil phases. The transition has been commonly studied in proteins, which 
are composed of long-chain polypeptides.

In proteins, one recognizes the native and denatured states that respectively have 
the helical and coiled structure. From thermodynamic standpoint, the native and 
denatured states can coexist in equilibrium under certain temperature–pressure con-
ditions as described by an elliptical phase diagram [181] shown in Fig. 3.74. At 

Fig. 3.74  Elliptical phase 
diagram of a protein. The 
solid line encompasses the 
area where a protein is stable 
in its native helical state. 
Outside this area a protein is 
stable in the denatured coiled 
state
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a constant pressure, the helix–coil transition can be initiated by either cooling or 
heating. In the latter case, a protein is said to be thermally denatured. Heating of a 
protein causes breaking of hydrogen bonds that hold polypeptide chains in the heli-
cal conformation. As a result, the helices unfold, forming disordered coils. Since 
the polypeptide chains do not break but only change their conformation, the process 
is a phase transition somewhat similar to polymer melting. It is accompanied by 
significant absorption of heat that qualifies it as a first-order transition.

Unfolding of proteins is a very complex phenomenon that involves interplay of 
kinetic and thermodynamic factors. A largely simplified mechanism of the process 
was proposed by Lumry and Eyring [182].

 
(3.93)

where N, U, and D stand respectively for the native, unfolded, and denatured states, 
K is the equilibrium constant of the reversible step, and k is the rate constant of the 
irreversible step. The model is found to be most suitable for denaturation under 
the conditions of high irreversibility [183]. A similar mechanism (Eq. 3.93) is used 
to describe the kinetics of various processes that include so-called pre-equilibria. 
Two most known examples are surface-catalyzed reactions that involve a revers-
ible adsorption step (the Eley–Rideal mechanism) and enzyme-catalyzed reaction 
that involves a reversible formation of a bound state between the enzyme and its 
substrate (the Michaelis–Menten mechanism) [18]. The application of the Lumry–
Eyring model to the kinetics of protein denaturation has been discussed at length in 
the literature [183, 184].

The rate equation for the Lumry–Eyring model is derived as follows. The rate of 
the formation of the denatured state is:

 
(3.94)

where xD and xU are respectively the mole fractions of the denatured and unfold-
ed states. The unknown concentration of the unfolded state can be eliminated 
 considering that the sum of all three fractions is unity, and the fraction of the native 
state xN is related to that of the unfolded state via the equilibrium constant:

 
(3.95)
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After some rearrangements, Eq. 3.96 converts to Eq. 3.97:

 
(3.97)

Considering that by its meaning xD is the extent of conversion of the native to dena-
tured state, we can replace it by customarily used α. Then substitution of Eq. 3.97 
into 3.94 gives:

 
(3.98)

Equation 3.98 can now be used to derive the effective activation energy as follows:

 

(3.99)

where E is the activation of the irreversible step (U → D) and ΔH0 is the enthalpy of 
the reversible step (N ⇔ U). The effective activation energy obviously depends on 
temperature because the equilibrium constant in Eq. 3.99 is temperature dependent. 
The general trend of this dependence is depicted in Fig. 3.75. It suggests that in 
the low temperature limit, i.e., just above equilibrium, the temperature dependence 
of the denaturation rate should demonstrate the effective activation energy close 
to the sum of the activation of the irreversible step and the enthalpy of the revers-
ible step. Note that denaturation is an endothermic process, i.e., ΔH0 > 0. However, 
as the process temperature shifts further from the equilibrium value, the effective 
activation energy should asymptotically approach the activation energy of the ir-
reversible step.
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effective activation energy 
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3.11.2   Isoconversional Treatment of Protein Denaturation

As an example of isoconversional treatment of the helix–coil transition, we consider 
the thermal denaturation of collagen [185]. The latter is a fibrous protein present in 
animal connective tissue. In its native form, collagen has a triple helical structure, 
whose individual strands are held together by hydrogen bonds. On heating, collagen 
undergoes thermal denaturation, during which the hydrogen bonds break, and the 
helices unfold, turning into coils. The process is accompanied by significant heat 
absorption that permits to monitor its kinetics by DSC.

The kinetics of the thermal denaturation of collagen and other proteins is most 
commonly treated as a single irreversible step N→D [186, 187], whose rate de-
pends on temperature in accord with the Arrhenius equation. Such treatment of the 
collagen denaturation takes its origin in the pioneering work by Weir [188], who 
studied the rate of collagen shrinkage as a function of temperature. From the stand-
point of the Lumry–Eyring model, the single-step treatment can be justified only 
in some special cases [183, 184]. For example, when denaturation occurs far from 
equilibrium temperature, the process can be treated as a single step describable by 
a constant activation energy of the irreversible step. Under other conditions, fitting 
the rate data to a single Arrhenius equation would yield effective activation energy 
whose value depends on the temperature region of measurements. The closer this 
region to equilibrium, the more this value would exceed the activation energy of the 
irreversible step and approach the sum of the activation energy of the irreversible 
step and the enthalpy of the reversible step.

The review papers [187, 189] report about two dozen values of the activation en-
ergy for the thermal denaturation of mammalian tissues. The range of the values is 
very wide (30–1300 kJ mol−1). The extreme values can perhaps be explained by the 
strong compensation effect between the estimates of the preexponential factor and 
activation energy (see Sect. 2.2.2). However, a large fraction of such variation can 
be rationalized in terms of the temperature dependence of the effective activation 
energy (Eq. 3.99 and Fig. 3.75). In accord with the Lumry–Eyring model, the inter-
val of Eef variation can be as large as ΔH0. Note that some of the literature values 
[190] of ΔH0 for tissue denaturation exceed 400 kJ mol−1. That is, for denaturation 
of exactly the same protein, the activation energy measured close to equilibrium 
can deviate from that measured far from equilibrium by as much as 400 kJ mol−1.

Figure 3.76 displays DSC curves for the thermal denaturation of rehydrated (sat-
urated with water) collagen. The presence of water stabilizes the denatured coiled 
form of collagen, which is an aqueous solution of gelatin. The process manifests 
itself in the form of well-defined nearly symmetrical DSC peaks. The endothermic 
heat of the process is around 60 J g−1 [191]. As expected for any kinetic process, the 
DSC peaks shift to higher temperature with increasing the heating rate.

The importance of the reversible step N ⇔ U in these regular DSC data is high-
lighted by TM DSC (Fig. 3.77). The latter demonstrates that a substantial fraction 
(~ 25 %) of the total heat flow signal arises from reversible process. This obviously 
lends support to the Lumry–Eyring mechanism (Eq. 3.93) and suggests that the 
measured kinetics is determined by both reversible and irreversible steps.
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The application of an isoconversional method to the DSC data on thermal dena-
turation of collagen (Fig. 3.76) results in the Eα dependence seen in Fig. 3.78. Since 
the conversion increases with increasing temperature, the estimated dependence 
is consistent with the temperature dependence for the effective activation energy 
predicted by the Lumry–Eyring model. Undoubtedly, the model is suitable to ex-
plain the obtained isoconversional dependence of the effective activation energy. 
The question is whether it is suitable to extract accurate estimates of the intrinsic 
parameters from the Eα dependence.
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Fig. 3.76  DSC curves for the thermal denaturation of collagen in water measured at different 
heating rates. Numbers by the lines represent the heating rate in °C min−1. (Reproduced from 
Vyazovkin et al. [185] with permission of Wiley)
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Clearly, Eα at α→1 (Fig. 3.78) should provide an estimate for the activation en-
ergy of the irreversible step. In that region, the respective Eα values appear to ap-
proach asymptotically ~ 160 kJ mol−1. Nevertheless, as stated earlier, most of the 
literature E values [187, 189] for the thermal denaturation of mammalian tissues are 
quite large. For example, a thermal denaturation study [192] of collagen in water 
in the temperature range 57–60 °C reports an activation energy 518 kJ mol−1. This 
value is closer to the Eα at α→0 (Fig. 3.78) that is associated with the lowest tem-
perature range of the DSC data (Fig. 3.76).

Eα at α→0 is approximately 370 kJ mol−1 that ideally should serve as an esti-
mate for E + ΔH0. The difference between this value and 160 kJ mol−1, which is an 
estimate for the activation energy of the irreversible step, is ~ 210 kJ mol−1. This 
should give an estimate for ΔH0. It is difficult to judge how accurate this estimate is 
because Eα at α→0 does not demonstrate any tendency to plateau at 370 kJ mol−1. 
Recall that the existence of the low-temperature plateau is predicted from the Lum-
ry–Eyring model (Eq. 3.99 and Fig. 3.75). Therefore, the actual value of ΔH0 can be 
larger than 210 kJ mol−1. Nevertheless, this crude estimate fits fairly well within the 
range of the literature [190] ΔH0 values: 190–430 kJ mol−1.

The inceptive application [185] of an isoconversional method to denaturation 
of collagen has been followed by a series of isoconversional studies on several 
proteins. Several studies [193–196] have been conducted on thermal denaturation 
of collagen, including denaturation of dry [195] and fish [196] collagen as well as 
vitrified collagen gels [194]. All these studies demonstrated decreasing Eα depen-
dencies similar to that shown in Fig. 3.78. None of these dependencies has shown 
a tendency to plateau at small values of α. On the other hand, decreasing Eα depen-
dencies with a well-defined plateau at small α values has been reported [197, 198] 
for the thermal denaturation of the globular protein lysozyme. Also, a plateau in Eα 
followed by a decreasing dependence has been found [199] for thermal denaturation 
of keratin. On the other hand, for the thermal denaturation of bovine serum albumin, 
the isoconversional activation energy remains practically unchanged throughout the 
process [200].
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4.1  Introduction

Why do I like chemistry? Why do you like apples?—by virtue 
of our sensations. It’s all the same thing. Deeper than that 
men will never penetrate.

Ivan Turgenev, Fathers and Children.

The processes of transitions between the phases considered in Chap. 3 are both 
diverse and complex. Nevertheless, they cannot compare in the diversity and com-
plexity with chemical reactions. Generally, all phase transitions boil down to spa-
tial rearrangement of molecules, atoms, or ions that remain essentially unchanged. 
Chemical reactions go much further; they destroy the chemical bonds between the 
atoms, changing the reactant molecules to the molecules of reaction products.

When a chemical reaction is stimulated thermally, it rarely occurs in a single 
step, yielding a single set of reaction products. This is because heat is not a very 
selective reaction stimulus. Rising temperature increases the amplitude of vibra-
tion of all chemical bonds in a molecule. Once the amplitude reaches a critical size 
for a bond of a particular strength, the bond breaks. However, the respective level 
of thermal energy would also be sufficient to break a somewhat stronger bond, 
although with a somewhat lower probability. For example, when heated to suffi-
ciently high temperature, an ethanol molecule would break its carbon–carbon bond 
first because it has the lowest (~ 370 kJ mol−1 [1]) dissociation enthalpy of all bonds 
in the molecule. However, the same temperature would be sufficient to break the 
carbon–oxygen bond whose dissociation enthalpy is about 380 kJ mol− 1 [1]. There-
fore, the thermal decomposition of ethanol would occur via at least two steps that 
compete with each other:
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In addition to their tendency to involve multiple steps, the thermally stimulated 
reactions tend to involve multiple phases. For instance, the thermal decomposition 
of solid calcium carbonate produces solid- and gas-phase products:

Ammonium nitrate can be decomposed in the solid phase:

when heated below its meting temperature, and in the liquid phase:

when heated above the melting temperature. During the thermal liquid-state polym-
erization, the forming polymer product can undergo a phase transition from liquid 
to glass (when the process temperature is below the glass transition temperature) 
or from liquid to crystal (when the process temperature is below the melting tem-
perature).

These are just a few examples that demonstrate the wealth of the phase and reac-
tion situations in which thermally stimulated reactions can occur. This complicates 
the reaction kinetics to the degree when each chemical reaction has some unique 
kinetic features. Nevertheless, even in this situation, one can use isoconversional 
methods to identify some general features and, therefore, get a hint at the reaction 
mechanisms. In the following sections of this chapter, we discuss the application of 
isoconversional methods to the three largest classes of chemical reactions: polym-
erization and cross-linking, degradation of polymers, and decomposition of solids.

Unlike in the case of phase transitions, the application of the isoconversional 
methods to chemical reactions is several decades old. As already mentioned in 
Chap. 2, the history of isoconversional methods starts by Kujirai and Akahira’s [2] 
application of the isothermal isoconversional method to the thermal degradation of 
natural fibers. It was successfully continued by the inventors of nonisothermal iso-
conversional methods. Friedman [3] applied his method to the thermal degradation 
of a phenolic plastic, and Ozawa [4] used his method on the thermal degradation of 
nylon 6 and the thermal decomposition of calcium oxalate. In the area of polymer-
ization and cross-linking, the first application appears to date back to the work of 
Barton [5], who proposed a simplified version of the Friedman method and applied 
it to the reaction of epoxy–amine curing.

3(s) (s) 2(g)CaCO CaO  CO .→ +

NH NO NH  HNOs g g4 3 3 3( ) ( ) ( ) ,→ +

NH NO NH HNOl g g4 3 3 3( ) ( ) ( ) ,→ +
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4.2  Polymerization and Cross-Linking

See plastic Nature working to this end,
The single atoms each to other tend,
Attract, attracted to, the next in place,
Form’d and impell’d its neighbour to embrace.

Alexander Pope, An Essay on Man

4.2.1   Background to Polymerization

Polymerization is a process of linking of small molecules (monomers) into a long 
molecular chain (polymer). In many monomers, polymerization can be initiated 
by increasing temperature giving rise to the so-called thermal polymerization. The 
process is initiated by bond breaking in a monomer molecule (M) that gives rise to 
highly reactive free radical species (M⋅). The latter can then react with the monomer 
yielding a macroradical that starts the growth of a polymer chain:

The mechanism can be summarized as follows:

 (4.1)

where kp is the rate constant of propagation.
Polymer chain propagation can be reversible:

 
(4.2)

with the reverse process being depropagation. To occur spontaneously, the process 
of polymerization has to be exothermic, which is unavoidable because of a dra-
matic decrease in the entropy that accompanies polymerization. As for any exo-
thermic process, an increase in temperature shifts equilibrium toward reactants, i.e., 
the monomer (4.2). At a certain temperature, the rate constants of propagation and 
depropagation ( kdp) become equal. At this point, a change in the Gibbs free energy,

 

(4.3)

becomes zero so that polymerization would reach equilibrium. This brings about the 
concept of ceiling temperature, i.e., the temperature above which a monomer cannot 
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polymerize. Below this temperature, the equilibrium constant, K, is larger than 1. 
Then ∆G is negative and polymerization proceeds spontaneously.

In its simplest form, the kinetics of radical polymerization includes several steps 
[6]. The chief step is propagation of the polymer chain, whose rate according to 
Eq. 4.1 is proportional to the concentrations of the monomer and radical species as 
follows:

 (4.4)

The radicals are produced in the initiation step:

 
(4.5)

The step is written as a bimolecular reaction because it normally has a significantly 
lower energy barrier than unimolecular bond breaking. The rate of bimolecular ini-
tiation is:

 (4.6)

On the other hand, the radicals are consumed in the termination step:

 
(4.7)

The rate of termination is:

 (4.8)

Under the steady-state conditions, ri = rt so that the concentration of radicals with 
account of both the initiation and termination steps can be expressed as:

 
(4.9)

The substitution of Eq. 4.9 into Eq. 4.4 yields the overall rate of polymerization [6]:

 

(4.10)

Equation 4.10 is essential for understanding the meaning of effective activation 
energy of polymerization. This value is obtainable by taking the logarithmic deriva-
tive of kef :
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(4.11)

Equation 4.11 clearly suggests that the activation energy of polymerization is a 
composite value that involves a combination of the activation energies for propaga-
tion ( Ep), initiation ( Ei), and termination ( Et).

Polymerization is usually performed in the presence of an initiator such as ben-
zoyl peroxide or azobis(isobutyronitrile). These are compounds that readily pro-
duce radical species (R⋅) on heating to moderate temperatures. The presence of an 
initiator (I) changes the initiation step (Eq. 4.5) to:

 
(4.12)

As a result, the propagation and termination steps change as well:

 (4.13)

 (4.14)

By using the same reasoning as above, one can arrive at the rate equation for polym-
erization in the presence of an initiator that has the following form:

 

(4.15)

Because kef in Eq. 4.15 is identical to that in Eq. 4.10, the effective activation energy 
for polymerization in the presence of an initiator can also be expressed by Eq. 4.11, 
although the key difference is that the Ei value would then be the activation energy 
for degradation of the initiator (Eq. 4.12) rather than the monomer (Eq. 4.5).

With regard to the three steps involved in the aforementioned mechanism, one 
may expect that at the early stages, before the steady state sets in, the polymeriza-
tion kinetics is determined by initiation. Then the effective activation energy would 
be that of the initiation step. Once the steady state is established, it would change to 
the value determined by Eq. 4.11.

Of course, the three-step kinetic model cannot represent adequately the full com-
plexity of the polymerization kinetics. For example, it misses entirely the effects of 
diffusion on the kinetics. The effects become increasingly important as the polymer 
chains grow and the reaction medium becomes progressively more viscous, slow-
ing down the molecular mobility. One such effect is known as the Trommsdorff [7] 
and Norrish [8] effect. It is detected as dramatic acceleration of the polymerization 
rate that takes place upon attaining some advanced degree of polymerization. It was 
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originally observed in the polymerization of methyl methacrylate and explained 
[7–9] by deceleration of the termination step (4.7). Indeed, an increase in viscosity 
of the medium first of all affects large molecules (i.e., macroradicals) that would 
take longest time to diffuse toward each other before they react.

An example of the Trommsdorff–Norrish effect is seen in Fig. 4.1 that displays 
some kinetic data [10] on the polymerization of methyl methacrylate in bulk and 
nanopores. The initial stages of polymerization demonstrate the decelerating, i.e., 
reaction-order type of kinetics (see Fig. 1.5). However, when the conversion reach-
es ~ 0.4, the rate suddenly accelerates, revealing a sharp increase in conversion.

The rate acceleration due to the Trommsdorff–Norrish effect should affect the 
effective activation energy. The trend can be predicted roughly from Eq. 4.11. Since 
the contribution of the termination step to the overall rate of polymerization be-
comes negligibly small relative to the two other steps, we can expect the Et term 
to vanish. This means that the Trommsdorff–Norrish effect should be expected to 
cause an increase in the effective activation energy of polymerization.

Fig. 4.1  Evolution of conversion during isothermal (80 °C) polymerization of methyl methacry-
late in bulk and in hydrophilic nanopores of different diameter (13, 50, and 111 nm). (Reproduced 
from Zhao and Simon [10] with permission of Elsevier)
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The Trommsdorff–Norrish effect is not the only diffusion effect encountered 
during polymerization. As the molecular weight of the forming polymer rises and 
the reaction medium turns more and more viscous, the reaction system can vitrify, 
i.e., turn from the liquid to glassy state. This happens when the glass transition 
temperature of the monomer–polymer mixture rises above the polymerization tem-
perature. When polymerization starts ( α = 0), the glass transition temperature of the 
reacting system is the same as that of the monomer, Tg,m. When it is finished ( α = 1), 
the glass transition temperature of the reacting system becomes that of the polymer, 
Tg,p. At any intermediate conversion, the value of Tg can be approximated by the 
Fox equation [11]:

 
(4.16)

The resulting variation of the glass transition temperature of the reacting system as 
a function of conversion from monomer to polymer is shown in Fig. 4.2. An impor-
tant conclusion arising from this temperature versus conversion diagram is that if 
polymerization is carried out at a temperature below the glass transition temperature 
of the final polymer, the system would vitrify at some α < 1, i.e., before reaching 
complete polymerization. From the standpoint of the polymerization kinetics, this 
is a dramatic event. Since the molecular mobility in the glassy state is practically 
frozen, polymerization virtually stops at α of vitrification.

Incomplete polymerization due to vitrification is readily detectable calorimetri-
cally under isothermal conditions. If the amount of heat released during polym-
erization increases systematically with increasing polymerization temperature and 
tends to some ultimate value, it is a good indication that the reacting system vitri-
fies before reaching complete conversion of a monomer to the polymer. Figure 4.3 
provides a typical example of incomplete conversion in isothermal polymerization 

1 1
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α α .

α

α

Fig. 4.2  The solid line 
separates the liquid and 
glassy states of a react-
ing system “monomer → 
polymer.” When Tg reaches 
the temperature of isothermal 
polymerization, the system 
vitrifies before reaching 
complete conversion
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of 2-hydroxyethyl methacrylate [12]. The glass transition temperature of poly(2-
hydroxyethyl methacrylate) is reported [13, 14] to be around 90 °C. That is, all 
polymerization runs in Fig. 4.3 are conducted below the glass transition temperature 
of the polymer product. The lower the polymerization temperature falls below the 
glass transition temperature of the polymer, the smaller the conversion at which the 
reacting system vitrifies. If at 80 °C the systems vitrifies at α ~ 0.9, at 50 °C the α 
value of vitrification is around 0.75. These results are obviously consistent with the 
general trend shown in Fig. 4.2.

It should be noted that vitrification of a reaction system introduces significant 
complications into the polymerization kinetics. Examples of such complications 
are discussed later. At this point, it should be mentioned that in most of polymeriz-
ing systems the isothermal kinetic measurements have to be performed at tempera-
tures below the glass transition temperature of the polymer product. This is because 
above this temperature polymerization is too fast to follow with regular experimen-
tal techniques as differential scanning calorimetry (DSC). For example, it is seen 
from Fig. 4.3 that at 80 °C the process is completed in less than 10 min. Increasing 
temperature above 90 °C, which is approximately the glass transition temperature of 
the polymer, would reduce the completion time to a few minutes. For a typical DSC 
instrument, this would be insufficient time to equilibrate before taking the measure-
ments that would deem the latter impossible.

It is much simpler to avoid vitrification when performing kinetic measurements 
under nonisothermal conditions. Simple heating at a constant heating rate may re-
sult in three different situations with respect to vitrification during polymerization. 
They are illustrated in Fig. 4.4 (curves 1, 2, and 3). When heating occurs at a slow 
heating rate, at some extent of conversion (point A on curve 1 in Fig. 4.4), the glass 
transition temperature of the monomer–polymer system may rise above the sample 
temperature. At this point, the system would vitrify causing polymerization to slow 
down dramatically or practically stop. However, if temperature continues to rise, it 
will ultimately reach the Tg,p value. Then the glassy system would convert back to 
the liquid state and polymerization would resume. A similar process may occur at 

Fig. 4.3  Isothermal polym-
erization of 2-hydroxyethyl 
methacrylate at different tem-
peratures. (Reproduced from 
Achilias [12] with permission 
of Springer)
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some intermediate heating rate (curve 2 in Fig. 4.4). Just as in the previous situa-
tion, the system vitrifies at some intermediate extent of reaction (point B). However, 
at some point (point C), the rise of the sample temperature outruns the rise of the 
glass transition temperature of the monomer–polymer system. At this point, the sys-
tem would devitrify promoting further polymerization. Finally, the third situation 
(curve 3 in Fig. 4.4) occurs at faster heating rates. That would be the heating rates 
at which the sample temperature rises faster than the glass transition temperature of 
the monomer–polymer system. Then, the whole polymerization process would take 
place in the liquid state without vitrification.

Even if vitrification does not happen, the kinetics of the later stages of polym-
erization is likely to be limited by the process of diffusion. However, vitrification 
makes the transition from a kinetic to diffusion regime more evident. At any rate, 
the transition between the two regimes can usually be detected as a change in the 
effective activation energy of the polymerization process. The change is easy to un-
derstand if we consider a typical bimolecular reaction (e.g., a monomer and radical) 
as a sequence of two steps:

 
(4.17)

Before the species A and B can react and form the product AB, they have to ap-
proach each other at sufficiently close distance and assume a proper reaction ori-
entation. This is accomplished through molecular motion, i.e., diffusion. The rate 
of this process is determined by the diffusion rate constant kD. Once the species ac-
complish an appropriate reaction situation, a chemical reaction takes place. Its rate 
is determined by the reaction rate constant, kR.

At the initial stages of the process (4.17), the viscosity of the reaction medium 
is low and molecular mobility is fast. Under this circumstance, kD is likely to be 
significantly larger than kR so that the rate of the whole process is determined by the 
slowest step which is the chemical reaction. It means that the effective activation 

A B A B AB
D R

+ → ⋅⋅⋅ →
k k

α

Fig. 4.4  The solid line sepa-
rates the liquid and glassy 
states (see Fig. 4.2). Polym-
erization is performed under 
rising temperature conditions. 
Dashed lines 1, 2, and 3 
represent variation of sample 
temperature at successively 
faster heating rates. Points A, 
B, and C represent conver-
sions and temperatures of 
transition between the liquid 
and glass phases
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energy of the initial stages should be close to the activation energy of the chemical 
reaction, ER (Fig. 4.5). As polymerization advances, the molecular weight of the 
polymer product increases and viscosity of the reaction medium rises. This slows 
down the molecular mobility, and at some point the rate of diffusion would drop 
below the rate of the chemical reaction. That is, kD would become smaller than kR. 
Again, the overall process rate still would be limited by the slowest step, which at 
this stage of the process is diffusion. The further the process progresses into dif-
fusion regime, the closer the effective activation energy approaches the activation 
energy of diffusion (Fig. 4.5). Note that the respective dependencies of the effective 
activation energy on conversion have been previously obtained [15] for a process 
involving two consecutive reactions.

It should be emphasized that, as shown in Fig. 4.5, a transition from a kinetic to 
diffusion regime can be accompanied by either decrease or increase in the effective 
activation energy. A particular type of dependence is defined by the relative values of 
ER and ED. If ED is larger than ER, the dependence increases. However, it decreases 
when ED is smaller than ER. Generally, the ED values for diffusion of molecules 
inside a polymer can take on values from a rather wide range. To be more specific, 
the experimentally measured ED values have been reported [16, 17] to be as small as 
10 and as large as 160 kJ mol− 1. One of the key factors that define the magnitude of 
ED is the size of the diffusing molecule. Generally, the larger the diffusing molecule 
the bigger the activation energy of its diffusion is. Therefore, if the process rate in 
the diffusion regime is determined by diffusion of large molecules such as polymer 
chains or their long segments, the ED value is likely to be larger than ER. On the other 
hand, when the rate is limited by diffusion of small molecules such as a monomer or a 
short segment of a polymer chain, the ED value can be expected to be smaller than ER.

4.2.2   Isoconversional Treatment of Polymerization

Because polymerization produces a significant amount of heat, the kinetics 
of the process is convenient to follow by means of DSC. The application of an 

Fig. 4.5  A change from 
kinetic to diffusion regime 
is accompanied by a change 
in the effective activation 
energy of polymerization

→

→

α
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isoconversional method to DSC data yields a certain type of the Eα versus α depen-
dencies that can be interpreted in terms of the reaction mechanisms discussed in the 
previous section. Let us consider some examples of the dependencies reported in 
the literature.

In the simplest case, the effective activation energy can be found practically in-
variable throughout polymerization. An example of such behavior has been reported 
[18] for ring-opening polymerization of ε-caprolactone initiated by a series of tita-
nium (IV) alkoxides. As seen in Fig. 4.6, the application of isoconversional methods 
results in obtaining the Eα values that remain nearly constant as ε-caprolactone is 
converted to poly(ε-caprolactone). It is noteworthy that the activation energies dif-
fer by more than 30 kJ mol− 1 depending on the initiator. Apparently, the observed 
difference in the Eα values is due to the difference in the activation energy of ini-
tiation ( Ei) in Eq. 4.11. Surprisingly, the dependence of the activation energy on 
conversion does not show any changes associated with a transition from a kinetic 
to diffusion regime. However, it should not be entirely unexpected if one considers 
the temperature of polymerization relative to the temperatures of the glass transition 
and melting of poly(ε-caprolactone). Polymerization of ε-caprolactone commences 
above 150 °C [18]. This temperature is significantly higher than Tg = −64 °C and 

Fig. 4.6  The Eα dependencies obtained for polymerization of ε-caprolactone by isoconversional 
methods of Friedman, Kissinger–Akahira–Sunose ( KAS), and Ozawa and Fynn and Wall ( OFW). 
The initiators used are: (a) Ti(IV)n-propoxide, (b) Ti(IV)n-butoxide, (c) Ti(IV)tert-butoxide, (d) 
Ti(IV)2-ethylhexoxide. (Reproduced from Meelua et al. [18] with permission of Springer)
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Tm = 69  °C of poly(ε-caprolactone) [19]. It means that the process takes place in 
the melt, whose temperature is well above the polymer melting point. Under such 
conditions, the reacting system is likely to have very low viscosity so that the whole 
process of polymerization occurs in the kinetic regime, i.e., kD ≫ kR in Eq. 4.17. In 
other words, the Eα values determined for this process are the values of the chemi-
cal reaction.

A transition from a kinetic to diffusion regime is commonly found in the systems 
that vitrify during polymerization. As already explained, this would be the case of 
either isothermal polymerization at temperatures below the glass transition temper-
ature of the polymer product (Fig. 4.2) or nonisothermal polymerization at relative-
ly slow heating rates (Fig. 4.4). For example, the application of an isoconversional 
method to the data on isothermal polymerization of 2-hydroxyethyl methacrylate 
(Fig. 4.3) gives rise to the conversion dependence of the effective activation energy 
shown in Fig. 4.7. The kinetics of the initial stages of the polymerization ( α < 0.2) 
occurs in the kinetic mode, as normally is the case of all polymerization reactions. 
It is frequently found that the largest values of Eα are estimated at α → 0. This is 
because the activation energy of initiation is typically larger than that of propaga-
tion and termination. Therefore, in the early stages, before the steady-state regime 
sets in, Eα→0 is close to Ei. Once the steady-state regime becomes operative, Eα 
drops to the value defined by Eq. 4.11. Note that, for the reactions of polymeriza-
tion, Ep − Et/2 is usually about 10–20 kJ mol− 1 (see, for example, the Ep and Et data 
found in Stevens [20]). If the activation energy of initiation of polymerization of 
2-hydroxyethyl methacrylate is about 100 kJ mol− 1 ( Eα→0), then upon reaching the 

Fig. 4.7  Eα dependence for isothermal polymerization of 2-hydroxyethyl methacrylate (data in 
Fig. 4.3). (Reproduced from Achilias [12] with permission of Springer)
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steady state Eα should drop (see Eq. 4.11) to about 60–70 kJ mol− 1, which is ap-
proximately Eα at α = 0.2 in Fig. 4.7.

As polymerization progresses further, the rate control changes from a kinetic 
to diffusion regime as reflected in the Eα dependence that begins to climb up to 
the larger values of the activation energy past α = 0.2 (Fig. 4.7). The increasing 
character of the dependence indicates (see Fig. 4.5) that the rate is limited by the 
mobility of large molecules or long segments of the polymer chains. Note that dif-
fusion control becomes operative long before the reaction system vitrifies. As seen 
from Fig. 4.3, complete vitrification of the reaction system depends on temperature 
and occurs roughly at α = 0.7. It is important to realize that the primary cause of a 
change from kinetic to diffusion control is an increase in viscosity that may or may 
not lead to vitrification.

It should also be kept in mind that, if it occurs, vitrification is smeared over a 
wide range of conversions because of the molecular weight distribution of the form-
ing polymer product. This is illustrated in Fig. 4.8 that presents a dependence of the 
glass transition temperature on the number average molecular weight of polysty-
rene (PS) [11]. If styrene is polymerized at 80 °C, the forming PS can be expected 
to vitrify when Mn exceeds the value, for which Tg is 80 °C. The respective Mn is 
~ 9000 g mol− 1. However, when the number average molecular weight of PS is 
9000 g mol−1, there are significant fractions of the polymer that have smaller and 
larger Mn values. The distribution of the molecular weights is equivalent to the dis-
tribution of the glass transition temperatures (Fig. 4.8). It means that vitrification 
would start with the fractions of higher molecular weight as soon as their Tg rises 
above the temperature of polymerization. At the same time, the polymer chains of 
lower molecular weight would still possess the liquid-state mobility and continue to 
grow until Tg of most of polymer fractions reaches the temperature of polymeriza-
tion that would lead to vitrification of the whole reaction mixture.

Fig. 4.8  Curve A is depen-
dence of the glass transition 
temperature of the molecu-
lar weight of polystyrene 
( Tg ≈ 100 °C–1.8 105/Mn) 
[11]. Tg = 80 °C corresponds 
to Mn ~ 9000 g mol−1. Curves 
B and C represent respective 
distributions in Mn and Tg
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Not only does vitrification occur throughout a range of conversions, but it also 
occurs at some finite rate. Therefore, it is possible to picture a situation when vitri-
fication can be delayed or avoided when the polymerization temperature is raised 
sufficiently fast. It has been claimed [21] that such an effect is observed during the 
polymerization of p-xylylene. When analyzing DSC polymerization data collected 
in a wide range of the heating rates, the authors discovered that the Friedman plots 
(Fig. 4.9a) show a break for the heating rates above 10 K min− 1. It is especially 
distinct at larger values of α.

Separate analysis of the slower and faster heating rates by the differential meth-
od of Friedman [3] and the integral method of Vyazovkin [22] resulted in the Eα 
plots presented in Fig. 4.9b. The initial parts ( α < 0.2) of the dependencies do not 
show significant difference for the two ranges of the heating rates. Eα→0 for the 
slow heating rates is somewhat larger than for the faster ones perhaps indicating 
a larger contribution of the initiation step. However, both dependencies merge at 
α ~ 0.2 where the Eα value becomes practically identical with activation energy 
36 kJ mol−1 reported [23] for polymerization of p-xylylene in hexane and toluene 
solutions. Nevertheless, a substantial difference is observed at higher conversions 
when polymerization switches from a kinetic to diffusion regime. The Eα depen-
dence increases for slow heating rates and decreases for the faster ones. Note that at 
all heating rates used polymerization proceeded below the glass transition tempera-
ture of poly( p-xylylene), which is 13 °C [19]. That is, the reaction system should 
normally vitrify under such conditions (see Fig. 4.4). To explain the difference 
of the diffusion regimes, the authors [21] suggest that vitrification occurs only at 
slower heating rates. At faster heating rates, the sample temperature increases faster 
than the glass transition temperature of the reacting mixture so that polymerization 
proceeds without vitrification. Ultimately, the difference in the Eα dependencies is 
explained by the difference in the viscous conditions of the reaction medium.

4.2.3   Background to Cross-Linking

Cross-linking links polymer chains together giving rise to a polymer network. 
Cross-linking can be either physical or chemical. Physical cross-linking occurs via 
weak bonds (e.g., hydrogen or van der Waals bonds). Examples of such cross-link-
ing are discussed in Sect. 3.10 dealing with physical gels. Chemical cross-linking 
involves the formation of strong covalent or ionic bonds. Cross-linked polymers 
form two important classes of polymeric materials: elastomers and thermosets. An 
elastomer is a cross-linked polymer above its glass transition temperature. A good 
example of an elastomer is vulcanized rubber, which is polyisoprene or polybuta-
diene covalently cross-linked with sulfur. A thermoset is a cross-linked polymer 
below its glass transition temperature.

In this section, we focus on the cross-linking that leads to the formation of ther-
moset materials because this is one of the most common thermal processes whose 
kinetics is routinely measured by DSC. A more technical name used most frequently 
for this process is curing. Among a variety of thermoset materials [24, 25], the 
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Fig. 4.9  Polymerization kinetics of p-xylylene. a Friedman plots at different conversions. Num-
bers by the points represent the heating rates used; b Eα dependencies estimated by the methods of 
Friedman ( solid symbols) and Vyazovkin ( open symbols). (Reproduced from Streltsov et al. [21] 
with permission of Elsevier)
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epoxy-based ones appear to be the most versatile and common. An ubiquitous epoxy 
compound used in thermoset materials is diglycidyl ether of bisphenol A (DGEBA) 
or 2,2-bis(4-glycidyloxyphenyl)propane:

The value of n determines viscosity and the glass transition temperature of the 
DGEBA precursor so that at ambient temperature it can be either low-viscosity liq-
uid or solid [24]. The compound is usually copolymerized with organic anhydrides 
or amines. The epoxy–amine polymerization includes several steps. The first is a 
primary amine reaction:

 

(4.18)

It is followed by a secondary amine reaction:

 

(4.19)
If DGEBA is reacted with a monoamine, reactions 4.18 and 4.19 would produce a 
linear polymer. A diamine should be used to form a network.

The rate of the secondary amine addition is generally slower than that of the 
primary one. The ratio of the rate constants for the secondary and primary amine 
reaction is reported [26–29] to be around 0.1–0.6. It means that the early stages of 
epoxy–amine curing are typically dominated by the primary amine addition. The 
primary amine groups become largely consumed close to 50 % cure (i.e., α = 0.5) 
and the secondary amine reaction (4.19) becomes dominant [30]. However, it pro-
ceeds in competition with etherification:

 

(4.20)
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A contribution of etherification increases with temperature and may become domi-
nant at α > 0.8 [30]. Last but not least, at higher temperatures, DGEBA is capable of 
homopolymerization:

 

(4.21)

This reaction can be catalyzed by tertiary amines, and this type of species is formed 
as a product of reaction 4.19.

One of the popular models used to describe the kinetic of epoxy–amine curing 
is the model of Sourour and Kamal [31]. The model assumes that the process is 
initiated by uncatalyzed epoxy ring opening, which is promoted by hydrogen-bond 
donor molecules. This reaction is characterized by the rate constant k1. Once this 
reaction takes place, it produces hydroxyl groups that catalyze epoxy ring opening, 
i.e., the process becomes autocatalytic. The rate constant for this catalyzed step is 
k2. According to the Sourour–Kamal model, the process rate is describable by the 
following equation:

 
(4.22)

where B is the initial ratio of diamine equivalents to epoxide equivalents. The model 
does not make any distinction between the primary and secondary amine reaction 
and is only applicable when the process is not complicated by diffusion.

The Sourour–Kamal model can be used to predict the isoconversional activation 
energy by substituting the rate from Eq. 4.22 into 4.23:

 

(4.23)

It follows from Eq. 4.23 that at α → 0, Eα → E1; i.e., at the lowest extents of con-
version, Eα should yield an estimate for the activation energy of the uncatalyzed 
reaction. However, when α → 1, the Eα value does not generally approach E2, but 
the weight average of E1 and E2 with k1 and k2 being the weights. In other words, 
at α → 1, Eα would approach E2 only when the rate constant for the uncatalyzed 
reaction is much smaller than the one for the catalyzed reaction, i.e., when k1 << k2.

A similar autocatalytic model has been proposed by Kamal [32]. The model is 
based on the following equation:

 (4.24)
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where the exponents m and n are adjustable parameters. Although Eq. 4.24 is more 
flexible than 4.22, it is known [33, 34] to have numerical stability problems when 
fitted to the cure rate data. The isoconversional activation energy predicted from 
Eq. 4.24 has the following form:

 

(4.25)

It is easy to recognize that Eq. 4.25 predicts the same type of the Eα dependence as 
Eq. 4.23. That is, at the lowest extents of conversion ( α → 0), Eα tends to the activa-
tion energy of the uncatalyzed reaction. If the catalyzed reaction is much faster than 
the uncatalyzed one, the value of Eα would approach the activation energy of the 
uncatalyzed reaction at α → 1.

Figure 4.10 demonstrates the ability of Eqs. 4.23 and 4.25 to reproduce the ex-
perimental Eα dependence estimated [35] for an epoxy–amine reaction. As seen 
from the graph a, Eq. 4.23 does not reproduce well the actual Eα dependence. Re-
gardless of the A1 value, the model dependence deviates significantly from the ex-
perimental one. On the other hand, the presence of an extra adjustable parameter m 
in Eq. 4.25 allows the actual Eα dependence to be reproduced quite well.

According to Eqs. 4.23 and 4.25, the type of Eα dependence is determined by a 
relation between E1 and E2. Since a catalytic action is typically associated with a 
decrease in the activation energy, one can expect E2 to be generally smaller than 
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Fig. 4.10  Fitting Eqs. 4.23 (a) and 4.25 (b) to the Eα dependence for epoxy–amine curing data 
( circles). E1 = 120 kJ mol− 1, E2 = 50 kJ mol− 1, and A2 = 106 min− 1. In a, lines represent different 
values of A1: 1, 1018; 2, 1017; 3, 1016; 4, 1015; and 5, 1014 min− 1. In b, A1 = 1015 min− 1 and lines 
represent different values of m: 1, 0.7; 2, 0.9; 3, 1.1; 4, 1.3; and 5, 1.5. Line 6 represents m = 1.3 
and E2 = 53 kJ mol− 1. (Reproduced from Vyazovkin and Sbirrazzuoli [35] with permission of ACS)
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E1. For an epoxy–amine reaction, this conjecture is supported by density functional 
theory calculations [36]. They suggest that the straight bimolecular reaction be-
tween epoxy and amine has a rather large barrier of ~ 110 kJ mol− 1. A markedly 
lower barrier (~ 85 kJ mol− 1) is estimated for the “self-promoted” reaction that in-
volves two amine molecules, of which one forms a hydrogen bond with the epoxide 
oxygen and another participates in nucleophilic attack on the epoxide carbon. In 
terms of the aforementioned models (Eq. 4.22 or 4.24), this would be the uncata-
lyzed reaction promoted by a hydrogen-bond donor molecule. On the other hand, 
the catalyzed reaction that involves the formation of a hydrogen bond between the 
epoxide oxygen and the hydroxyl group (product of reaction 4.18) followed by 
nucleophilic addition of the amine to the epoxy carbon has the energy barrier of 
~ 70 kJ mol− 1. The fact that E1 is generally larger than E2 suggests that epoxy–amine 
curing should be characterized commonly by decreasing Eα dependencies similar 
to that shown in Fig. 4.10. However, this is not always the case and many of these 
reactions barely show any variation in Eα in their initial stages.

As curing progresses to more advanced stages, the reaction medium undergoes 
two important microscopic changes: gelation and vitrification. The behavior of a 
curing system can be understood in the frameworks of a time–temperature–trans-
formation (TTT) cure diagram [37] shown in Fig. 4.11. Gelation takes place when 

Fig. 4.11  Time–temperature–transformation diagram of a curing system. (Reproduced from Enns 
and Gillham [37] with permission of Wiley)
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a cross-linking system turns into a single infinite network. At this point, the system 
loses its ability flow. Theoretically [6], gelation occurs at a certain extent of cure 
that depends only on the functionality of the monomers. It was mentioned earlier 
that an epoxy–amine system would form a network when DGEBA is reacted with 
a diamine. The functionality of DGEBA is two because it has two reactive epoxy 
groups, and that of diamine is four because it has four reactive hydrogens. The theo-
retical value of the extent of cure at gelation, αgel, is [6]:

 

(4.26)

where fA and fE are the respective functionalities of the amine and epoxy.
As discussed in Sect. 4.2.1, vitrification occurs when the glass transition tem-

perature of the forming product (i.e., network in the present case) reached the tem-
perature of the reaction system. In accord with the TTT diagram (Fig. 4.11), the 
phenomena of gelation and vitrification are independent from each other. If curing 
is performed at a temperature above Tg,0 (the glass transition temperature of the 
epoxy monomer) but below gelTg (temperature at which gelation and vitrification 
occur simultaneously), the system would turn from liquid to glass without gelation. 
However, if curing is conducted above gelTg but below Tg,∞ (the glass transition tem-
perature of the fully cured epoxy), the liquid system would first transform into a gel 
and then into a glass. Finally, if a curing system is maintained above Tg,∞, it will gel 
without vitrification.

The TTT diagram can be recast in simpler temperature versus conversion form 
similar to that shown in Fig. 4.2. To do this, one needs to track the evolution of the 
glass transition temperature of a curing system as a function of conversion. This can 
be done by means of the modified DiBenedetto equation [38, 39]:

 

(4.27)

where λ is a fit parameter. The actually measured [40] values of Tg at different val-
ues of α for an epoxy–amine curing system are shown in Fig. 4.12. It is seen that the 
glass transition temperature rises quickly with the progress of cross-linking and that 
the trend is well described by Eq. 4.27.

The Tg line from Eq. 4.27 limits the region of vitrification in the temperature 
versus conversion diagram (Fig. 4.13). Relative to the diagram for regular linear 
polymerization (Fig. 4.2), the diagram for cross-linking reveals the presence of a 
new phase, gel. The latter exists at conversions above αgel (Eq. 4.26) and tempera-
tures above Tg (Eq. 4.27).

Unlike the progress of linear polymerization, the progress of curing is difficult to 
characterize straightforwardly in terms of the average molecular weight and steady-
state viscosity. As soon as a curing system gels, the steady-state viscosity turns 
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to infinity because the system stops flowing. Also, the average molecular weight 
loses its meaning because all individual chains are cross-linked into one network 
or, in other words, into one macromolecule, whose molar mass effectively tends to 
infinity. However, curing continues, which means that there is some increase in the 

α
α

α

Fig. 4.13  The dashed line 
(Eq. 4.26) separates the liquid 
and gel states of a curing 
system. Below the solid line 
(Eq. 4.27), the system is in 
the glassy state

 

Fig. 4.12  Increase in the glass transition temperature with the extent of conversion in a curing 
epoxy–amine system. (Reproduced from Schawe [40] with permission of Elsevier)
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molecular weight of individual polymer branches. There also is some local short-
range flow that can be measured in terms of dynamic viscosity [11], η*. The latter 
can be used to follow the molecular mobility of the reaction medium throughout the 
whole process of cross-linking.

Figure 4.14 demonstrates a variation of the dynamic viscosity throughout the 
process of epoxy–amine curing under nonisothermal conditions [41]. The initial 
stages of the process ( α < 0.2) demonstrate a trivial decrease of the reactant viscos-
ity with increasing temperature. Under isothermal conditions, this stage would be 
characterized by a very minor increase in viscosity. At later stages, an increase in 
viscosity due to cross-linking outweighs its decrease due to increasing temperature 
so that the overall effect is an increase in viscosity. The rising viscosity is reflective 
of retardation of the molecular mobility, which is the process that ultimately causes 
a change in the rate control from a kinetic to diffusion regime.

Despite the fact that a curing system undergoes a dramatic decrease in mobility 
at gelation, it is generally believed [24,37] that this process does not cause a tran-
sition from a kinetic to diffusion regime. It is certainly possible that the dramatic 
decrease in translational mobility of the network formed may not affect the local 
mobility of the dangling branches and monomer molecules so that they continue to 
react without any significant retardation. The commonly accepted view [24,25,37] 
is that a transition to a diffusion regime is associated with vitrification. Neverthe-
less, one cannot ignore the cases when such a transition has been detected [42–44] 
well before vitrification.

To model a transition from a kinetic to diffusion regime, one needs to introduce 
a diffusion term into the basic rate equation (1.1). The term can be introduced either 
as a multiplicand or as an addend. The following rate equation [37]:

 
(4.28)d ( ) ( ) ( )

d
k T f

t
α α ϕ η=

α

η*

Fig. 4.14  Experimentally 
measured temperature depen-
dencies of the extent of cure 
and dynamic viscosity for an 
epoxy–amine system cured at 
the heating rate of 2 °C min− 1. 
Solid line represents the 
extent of cure estimated from 
DSC data at the same heat-
ing rate. (Reproduced from 
Vyazovkin and Sbirrazzuoli 
[41] with permission of 
Wiley)
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introduces the diffusion term as a multiplicand φ( η), where η is viscosity. The latter 
obviously involves dependencies on both temperature and molecular weight [37]. 
A more practically convenient approach is to introduce a multiplicand term that 
depends on temperature and conversion [45]:

 
(4.29)

Variants of this approach are discussed by van Assche et al. [45] and by Schawe 
[40].

An alternative approach is to make use of the addition of kinetic resistances [46, 
47] (Eq. 1.20) and introduce a diffusion term, kD( T,α), as an addend:

 
(4.30)

The term can be introduced in the form of a diffusion rate constant with separable 
contributions of temperature and conversion [35]:

 
(4.31)

where D0 is the preexponential factor, ED the activation energy of diffusion, and B is 
a constant that accounts for a change in the conditions of diffusion due to the prog-
ress of cross-linking. A similar type of equation is used to describe the temperature 
dependence of viscosity in a system undergoing reactive polymerization [48].

Essentially, the Bα term in Eq. 4.31 introduces the effective variable activation 
energy of diffusion:

 (4.32)

There are a number of factors that may cause the activation energy of diffusion to 
vary during the process of curing. For example, it is known that the activation en-
ergy of diffusion of gases in rubber increases with the degree of cross-linking [49]. 
On the other hand, it is also known that for the same small molecule diffusant the 
activation energy is smaller when diffusion occurs in the glassy state than when it 
takes place in the liquid (rubbery) state of a polymer [17,49, 50].

From Eq. 4.30, the effective rate constant for the cross-linking kinetics accompa-
nied by diffusion is as follows:

 (4.33)

Equation 4.33 can further be used to derive the isoconversional activation energy 
in the usual manner:
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 (4.34)

where ED and E, respectively, are the activation energies of diffusion and chemi-
cal reaction, e.g., catalyzed epoxy–amine reaction. Depending on the sign of B in 
Eq. 4.31, the Eα dependence can either decrease ( B < 0) or increase ( B > 0). As dis-
cussed earlier (Sect. 4.2.1), one can expect the Eα dependence to decrease when 
the rate becomes limited by the diffusion of small molecules such as a monomer 
or a short segment of a polymer chain. The increasing dependence should be ex-
pected when the process becomes determined by the diffusion of large molecules 
such as polymer chains or their long segments. Figure 4.15 provides an example of 
an epoxy–amine reaction that demonstrates a transition from a kinetic to diffusion 
regime accompanied by a decrease in Eα. It is seen that the aforementioned model 
(Eqs. 4.30, 4.31, and 4.34) is capable of adequately reproducing the actual variation 
in the effective activation energy.

It should be mentioned that vitrification during cross-linking is not the sole rea-
son for diffusion control. The latter generally becomes operating when the charac-
teristic time of relaxation, τ, of the reaction medium exceeds markedly the charac-
teristic time of the reaction itself. The diffusion rate constant in a viscous medium 
can be expressed as [41]:

 
(4.35)

where C is the preexponential factor and Eη is the activation energy of viscous flow. 
Unlike Eq. 4.31 that describes a complex variation of kD with T and α, Eq. 4.35 
describes a simple increase of the diffusion rate constant with temperature. This 
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Fig. 4.15  Fitting the experi-
mental Eα dependence for 
epoxy–amine curing data 
( circles) by Eq. 4.34. Solid 
lines are plotted for E = 63 
and ED = 20 kJ mol− 1 and dif-
ferent values of B: −2 (1), −4 
(2), and −6 (3). (Reproduced 
from Vyazovkin and Sbirraz-
zuoli [35] with permission 
of ACS)
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increase is a consequence of the trivial decrease of viscosity with temperature, 
which can only occur in the early stages of cross-linking (e.g., α < 0.2 in Fig. 4.14). 
Then following the same line of thought as above (Eqs. 4.30, 4.33, and 4.34), we 
can derive the effective activation energy as follows [41]:

 

(4.36)

Considering that most of cures are typically conducted at moderate temperatures 
( T < 200 °C), the RT term in 4.36 is less than 4 kJ mol− 1 and can be neglected rela-
tive to the Eη value which is quite large (50–90 [51–53] kJ mol− 1) in epoxy systems.

Equation 4.36 suggests that if at lower temperatures the reaction system has high 
viscosity so that kD << k, the process of curing would start in a diffusion regime and 
its effective activation energy would be close to the activation energy of viscous 
flow. However, as temperature rises and viscosity decreases, the process would 
change from a diffusion to kinetic regime. Again, all this should be expected to hap-
pen in the initial stages of the nonisothermal cure process before viscosity starts to 
increase quickly due to an increase in the molecular weight of the polymer product 
(e.g., α > 0.2 in Fig. 4.14).

An example of diffusion control in the initial stages of nonisothermal cure in an 
epoxy–amine system [41] is shown in Fig. 4.16. The phenomenon manifests itself 
in the form of a decreasing Eα dependence at α < 0.2. For this system, at α < 0.2, vis-
cosity undergoes a significant decrease (Fig. 4.14), and the respective value of Eη 
estimated from the viscosity data is 80 kJ mol− 1. This value is practically the same 
value as Eα at the initial cure stages, which is predicted by the model (Eqs. 4.35 and 
4.36). Note that no decrease in Eα is observed in the same region for an isothermal 
cure. This is because the effect is associated exclusively with a decrease in viscosity 
but under isothermal conditions the viscosity of a curing system can only increase.
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Fig. 4.16  The Eα dependen-
cies for epoxy–amine cure 
under nonisothermal ( circles) 
and isothermal ( squares) con-
ditions. Nonisothermal runs 
performed at 1–4 °C min− 1, 
isothermal at 80–120 °C. The 
viscosity data for this reac-
tion are shown in Fig. 4.14. 
(Adapted from Vyazovkin 
and Sbirrazzuoli [41] with 
permission of Wiley)

 α

α

 



188 4 Chemical Processes

4.2.4   Isoconversional Treatment of Cross-Linking

The kinetics of cross-linking (curing) is most commonly studied by DSC, although 
other techniques such as Fourier transform infrared (FTIR) spectroscopy, thermo-
mechanical analysis (TMA), dynamic mechanical analysis (DMA), etc. are also 
used occasionally. The application of an isoconversional method to any type of data 
is only a matter of appropriate transformation of the property measured into the 
extent of conversion. However, a comparison of isoconversional activation energies 
as well as of other kinetic parameters obtained by different experimental techniques 
must be done with care. For example, the mechanical techniques (TMA, DMA) 
detect the reaction progress through a change in the mechanical properties of the 
whole bulk sample. Such global changes do not necessarily occur at the same time 
as some local molecular changes that are detectable by DSC or FTIR. The differ-
ence in the kinetics measured by mechanical techniques from one side and calori-
metric and spectroscopic techniques from another side has been reported by Ramis 
et al. [54, 55]. Some of the results [55] of that work are illustrated in Fig. 4.17. It 
is seen that DSC and FTIR techniques yield very similar Eα dependencies that, 
however, deviate quite noticeably from the dependence estimated by TMA. On the 
other hand, there appear to be consistency of the Eα dependencies produced by two 
mechanical techniques: TMA and DMA [54].

Another important aspect of the isoconversional treatment of cross-linking data 
is related to practical evaluation of incomplete cure data collected under isothermal 
conditions. As discussed earlier, when curing is performed isothermally below Tg,∞ 
the system would vitrify and the reaction would stop at some ultimate conversion 
αT < 1. The conversion αT decreases with decrease in the curing temperature. It is 
the same effect as the one observed for linear polymerization (Figs. 4.2 and 4.3). In 
this situation, the question arises what value of α one should use in isoconversional 
computations: the absolute or relative value. The absolute value runs from 0 to dif-

α

α

Fig. 4.17  Isoconversional 
activation energies for 
curing of DGEBA and 
γ-butyrolactone estimated 
by different techniques [55]. 
FTIR measurement at 915 
and 1773 cm-1 [1] repre-
sent changes in epoxy and 
γ-butyrolactone, respectively
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ferent values of αT at different temperatures. It can be converted to the relative value 
by dividing the absolute α over αT. The relative α would then run from 0 to 1.

It has been demonstrated [56] that the correct approach is to the use the rela-
tive values of conversion. It is explained easily by assuming that cure obeys, for 
example, a reaction-order model, f( α) = (1 − α)n. To adjust this model to conditions 
of incomplete cure, the model needs to be modified as:

 (4.37)

This adjustment is necessary to secure the fact that when cure reaches its ultimate 
conversion αT at a given temperature, f( α) and, thus, the reaction rate turns to zero. 
As discussed in Chap. 1 (Eqs. 1.12 and 1.13), the derivative of the reaction rate at a 
constant conversion is equal to the activation energy:

 
(4.38)

because the second term in the right-hand side of Eq. 4.38 is zero. However, if one is 
to use the absolute conversion for estimating the activation energy, then the reaction 
model in Eq. 4.38 would have to take the form that contains αT, such as in Eq. 4.37. 
Then, the second term in Eq. 4.39

 
(4.39)

is no longer zero because αT depends on temperature.
That is, the use of the absolute values of α would result in estimating the Eα val-

ues distorted by the temperature dependence of αT in the second term of Eq. 4.39. 
Needless to say, exactly the same issue would arise when using any other f( α) model 
as long as it is adjusted to the condition of incomplete cure. On the other hand, 
transforming the absolute conversions for incomplete cure to the relative ones 
would change αT in Eq. 4.37 to 1 that would make the second term in Eq. 4.39 
zero and, thus, would produce undistorted values of Eα. The systematic error in Eα 
caused by using the absolute conversions increases as α approaches αT and can be 
quite significant as illustrated in Fig. 4.18 for simulated data [56]. Significant dif-
ferences in Eα estimated by using absolute and relative conversions are also found 
for experimental data [56–58].

In the beginning of Sect. 4.2.3, we discuss briefly that in a kinetic regime the 
initial portions of the Eα dependence are likely to be descending that follows from 
the model Eqs. 4.22 and 4.24 as long as E1 for the uncatalyzed reaction is larger than 
E2 for the catalyzed reaction. However, this is not a general rule. The Eα values at 
the smallest conversions (i.e., at α → 0) are determined by the activation energy of 
initiation that can be larger or smaller depending on the mechanism. For example, 
the activation energy of initiation of epoxy ring opening can depend strongly on 
how this process is catalyzed. An instructive example is provided in Fig. 4.19 that 
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presents data on the polymerization of DGEBA in the presence of various lantha-
nide triflates [59]. By comparing the Eα values at α → 0, we can see that the acti-
vation energy of initiation by triflates of Ce, Yb, and Dy are significantly larger 
than the activation energy of propagation (practically constant Eα at α > 0.3). On the 

Fig. 4.19  Eα dependencies for polymerization of DGEBA initiated by various lanthanide triflates. 
(Reproduced from Castell et al. [59] with permission of Elsevier)

 

α

α

Fig. 4.18  Activation energies 
derived from the simulated 
data ( E = 60 kJ mol− 1). The 
values derived by using the 
absolute and relative extents 
of cure are shown, respec-
tively, as open and solid 
symbols. (Adapted from 
Vyazovkin and Sbirrazzuoli 
[56] with permission of 
Wiley)
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other hand, for initiation by Sm triflate, the activation energy is significantly smaller 
than that of propagation, and for La triflate it is about the same for initiation and 
propagation.

No distinct decrease in the Eα values is seen in the initial stages of curing DGEBA 
with 1,3-phenylene diamine [60] (PDA; Fig. 4.20). Apparently, for this process, the 
activation energy of initiation is similar to that of propagation. This is confirmed by 
performing the same reaction with the fivefold excess of amine over the stoichio-
metric amount. Under the stoichiometric conditions, the DGEBA to amine ratio is 
such that the DGEBA and amine blocks alternate forming a polymer chain. When 
the amount of amine exceeds significantly the stoichiometric one, the DGEBA 
blocks would be mostly capped by amine blocks and, thus, would not be capable 
to build the polymer chain. In this situation, the activation energy of the whole 
process should be similar to the activation energy of initiation. As seen in Fig. 4.20, 
the respective Eα value is practically constant (~ 55 kJ mol−1) throughout the whole 
process.

The system with excess of amine cannot produce a cross-linked polymer so that 
the reaction system cannot develop high viscosity and vitrify, which, in its turn, 
prevents a transition from a kinetic to diffusion regime. The absence of this transi-
tion is the chief reason why the Eα values at larger conversions remain unchanged. 
However, the transition occurs in the stoichiometric system (Fig. 4.20). In it, the 
initial Eα values are similar to those for the nonstoichiometric system that indicates 
that both systems have the same initiation process. As cross-linking progresses, the 
viscosity of the reacting system rises and the effective activation energy of curing 
decreases.

Dynamic rheology measurements (Fig. 4.21) shed light on physical changes tak-
ing place in the stoichiometric system throughout cross-linking [60]. The system 
gels at about 123 °C as detected by the point of intersection of the storage and loss 
modulus curves. According to the DSC measurements, it happens at conversion of 

 α

α

Fig. 4.20  Activation energy 
as a function of conversion 
for reaction between DGEBA 
and PDA ( open circles: stoi-
chiometric ratio, solid circles: 
excess of amine). (Adapted 
from Sbirrazzuoli et al. [60] 
with permission of Wiley)
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~ 0.53. The value is quite close to the theoretical αgel = 0.577 (Eq. 4.26). At about 
145 °C, the storage modulus reaches the so-called glassy plateau. This is the point 
when the reacting system is completely vitrified. The respective conversion is ~ 0.9. 
Of course, vitrification does not occur instantaneously at this point. It starts at some 
conversion past gelation (i.e., α ~ 0.53) and finishes at α ~ 0.9. Note that this is the 
region where the Eα values drop most quickly (Fig. 4.20). Clearly, the decrease in 
the effective activation energy of cure correlates with dramatic changes in viscosity 
of the reaction system.

It should be stressed that isoconversional calculations of the activation energy is 
not the only way to obtain insights into the kinetics and mechanisms of the cross-
linking process. Estimating the preexponential factors by using the techniques dis-
cussed in Sect. 2.2 can also be of value. For example, Alzina et al. [61] have discov-
ered that the reaction of curing between DGEBA and PDA can be accelerated by 
adding organically modified montmorillonite clay. The acceleration manifests itself 
as a shift of the reaction to lower temperature when clay is present (Fig. 4.22). The 
Eα dependencies for curing in these two systems are shown in Fig. 4.23. Surpris-
ingly, the system containing montmorillonite demonstrates larger activation energy 
than the system without it. Generally, when the reaction rate accelerates, one should 
expect the activation energy to decrease.

Another reason of the reaction rate acceleration can be an increase in the value of 
the preexponential factor. The lnA values estimated by using the compensation ef-
fect (Sect. 2.2.2) are displayed in Fig. 4.23. Indeed, the preexponential factors for the 
system containing montmorillonite are greater than for system without it. Therefore, 
the acceleration arises from entropic (steric) rather than enthalpic reasons. Conver-
sion of the Eα dependencies to the dependencies of Eα versus T allowed Alzina et al. 
to fit data to Eq. 4.25 and determine the Arrhenius parameters of the uncatalyzed ( A1 
and E1) and catalyzed ( A2 and E2) reactions. The parameters are shown in Table 4.1. 
The noteworthy result is that the ratio A1/A2 has more than doubled in the presence 
of montmorillonite. The likely explanation of the effect is improving the efficiency 
of reaction collisions for the curing reaction on the clay surface [61].

α

Fig. 4.21  Evolution of the 
storage ( G′) and loss ( G″) 
moduli during curing of 
the DGEBA–PDA system 
at 2 °C min− 1. The curve 
denoted “DSC” represents 
the conversion of curing as 
estimated by integration of 
the DSC curve measured 
at 2 °C min− 1. (Reproduced 
from Sbirrazzuoli et al. [60] 
with permission of Wiley)
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Fig. 4.23  Dependencies of the activation energy ( solid symbols) and preexponential factor ( open 
symbols) on conversion for the DGEBA/PDA system without ( circles) and with ( triangles) mont-
morillonite. (Reproduced from Alzina et al. [61] with permission of ACS)

 

Fig. 4.22  DSC curves for curing reaction between DGEBA and PDA with ( triangles) and without 
( circles) organically modified montmorillonite clay. (Reproduced from Alzina et al. [61] with 
permission of ACS)
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4.3  Thermal and Thermo-oxidative Degradation  
of Polymers

It is a fire that burns to Destruction.
Job 31:12

4.3.1  Background

Polymers are the most versatile materials known to humankind. Because of this 
versatility, the application area of polymers is enormous. Numerous applications 
involve exposure of polymers to elevated temperatures. Elevated temperatures are 
also used when polymers are processed by molding, extrusion, coating, etc. To make 
a solid polymer pliable, one should turn it to the liquid state that is accomplished by 
heating well above its temperature of the glass transition and/or melting. Exposure 
to heat ultimately leads to breaking chemical bonds that hold together the atoms in 
a polymer chain. Scission of the polymer chain leads to degradation of the polymer 
material. If degradation is caused by heat alone without the presence of oxygen (or 
other oxidant), it is referred to as thermal degradation or pyrolysis. The presence of 
an oxidizing atmosphere usually accelerates thermal degradation and the respective 
process is called thermo-oxidative degradation.

From a thermodynamic standpoint, the thermal stability of a polymer can be 
characterized by the ceiling temperature, Tc, which is the temperature above which 
the polymer would degrade spontaneously to the monomer. In this case, degradation 
is a process reverse to polymerization (see Eq. 4.2):

 
(4.40)

The degradation mechanism represented by Eq. 4.40 is referred to as depolymeriza-
tion, or depropagation, or unzipping. Being opposite to polymerization, the process 
is endothermic, which means that an increase in temperature favors the forward 
process. At some temperature, the rate constants of depropagation and propagation 
become equal so that degradation attains equilibrium. Then, a change in the Gibbs 
free energy

dp

p
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k
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Table 4.1  Kinetic parameters obtained [61] by fitting the Eα versus T dependencies to Eq. 4.25
A1/A2 E1/kJ mol− 1 E2/kJ mol− 1 m

DGEBA/PDA 41.5 69.8 45.2 1.1
DGEBA/PDA/MMT 88.8 75.9 52.9 1.1

 DGEBA diglycidyl ether of bisphenol A, MMT montmorillonite, PDA 1,3-phenylene diamine
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(4.41)

becomes zero. Therefore, the ceiling temperature can be defined as the ratio:

 
(4.42)

The concept of the ceiling temperature has limited use in estimating the thermal 
stability of polymers. It assumes that polymer degradation occurs via simple de-
polymerization; i.e., polymer is converted into its monomer. However, there are 
a few polymers (e.g., poly(α-methylstyrene); poly(methyl methacrylate), PMMA; 
polytetrafluoroethylene; polymethacrylonitrile) that degrade predominately to the 
monomer when heated. In addition to depolymerization, there are two other ma-
jor mechanisms of degradation: side-group scission and random chain scission 
[62]. Side-group scission involves splitting off pendant groups without breaking 
the main chain. Examples of side-group scission include elimination of hydrogen 
chloride from poly(vinyl chloride), acid from poly(vinyl ester), and alkene from 
poly(alkyl acrylate). Random chain scission refers to breaking the polymer chain 
in random places that yields a variety of low molecular weight products, including 
the monomer. Thermal degradation of polyethylene (PE) and polypropylene (PP) 
are examples of this mechanism. Most of the time, the thermal degradation occurs 
via a combination of depolymerization and random chain scission. Obviously, if 
a polymer degrades by a mechanism other than depolymerization, the aforemen-
tioned equilibrium (4.40) becomes impossible and the ceiling temperature loses its 
meaning.

The kinetics of degradation by depolymerization can be described in the simplest 
case by using the same approach as the one used earlier for polymerization. Depo-
lymerization is the process reverse to polymerization:

 
(4.43)

Its rate is:

 (4.44)

The process starts by initiation:

 (4.45)

whose rate is:

 (4.46)
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The radicals produced in steps 4.43 and 4.45 can be consumed by termination:

 (4.47)

The rate of the termination step is:

 (4.48)

Under the steady-state conditions, the rates of initiation and termination are equal 
that allows the concentration of radicals to be expressed as:

 

(4.49)

The substitution of Eq. 4.49 into Eq. 4.44 gives the overall rate of depolymerization:

 

(4.50)

Equation 4.50 can now be used to derive the effective activation energy of polymer 
degradation in the usual manner:

 
(4.51)

The significance of Eq. 4.51 is that it demonstrates that even when the thermal 
degradation of a polymer occurs by simple depolymerization, the activation energy 
of the process is a complex value that involves a combination of the activation ener-
gies for depropagation ( Edp), initiation ( Ei), and termination ( Et).

The mechanism of thermo-oxidative degradation involves the same initiation 
step as thermal degradation (4.45). The macroradical propagates by forming perox-
ide, which abstracts a proton from the polymer yielding hydroperoxide and a new 
macroradical:

 (4.52)

 (4.53)

Termination of the radical species occurs by recombination to inert products, P:

 (4.54)
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It is usually postulated [63] that decomposition of the macromolecular peroxide 
is a rate-limiting step in the overall kinetics of thermo-oxidative degradation of 
polymers. The single oxygen–oxygen bond has a moderate dissociation enthalpy of 
~150 [1] kJ mol− 1 that can provide an estimate for the activation energy of mono-
molecular decomposition:

 (4.55)

However, the bimolecular decomposition reaction

 (4.56)

encounters an even lower energy barrier, which is the reason why the activa-
tion energy of decomposition of organic peroxides is usually found to be around 
100 kJ mol− 1 [62, 64]. Therefore, despite the numerous steps involved in thermo-
oxidative degradation, oxidative conditions have a “simplifying effect” [62] on deg-
radation, and the process is commonly found to have the activation energy close to 
100 kJ mol− 1 for many polymers.

4.3.2  Isoconversional Treatment

During thermal and thermo-oxidative degradation, polymer chains break forming 
lower molecular weight products. The volatile products escape from a degrading 
polymer that results in the mass loss of the polymer sample. For this reason, the 
polymer degradation kinetics is convenient to follow by means of thermogravimet-
ric analysis (TGA).

The application of an isoconversional method to the thermal degradation of 
many vinyl polymers yields a somewhat common type of the Eα dependence. Some 
of such typical dependencies are presented in Fig. 4.24 for degradation of PE, PP, 
PS, and polyvinylpyrrolidone (PVP) [65, 66]. It is seen that the earliest stages of 
degradation ( α → 0) are characterized by lower activation energies. However, as 
degradation progresses, the activation energy rises and tends to level off at around 
200–250 kJ mol− 1.

The lower energy stages of degradation are associated with initiation of the pro-
cess on the defects of polymer structure or so-called weak links [62, 67, 68]. These 
include branch points as well as peroxide and hydroperoxide groups that are formed 
during polymerization in the presence of oxygen. Head-to-head groups and unsatu-
rated vinylidene end groups that result from bimolecular radical termination are 
also examples of such weak links.

The presence of weak links significantly lowers the thermal stability of a poly-
mer. For example, the thermal stability of PS increases markedly if the polymer 
does not contain the head-to-head links [69]. Another example is PMMA, whose 
thermal degradation is initiated at vinylidene end groups formed during regular 

MMOOH MMO OH→ ⋅+ ⋅ .

2 2MMOOH MMO MMOO H O→ ⋅+ ⋅+
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radical polymerization. Hu and Chen [70] have synthesized PMMA with different 
end groups: –S–(CH2)11–CH3 (PMMA–R12), –S–(CH2)2–COOH (PMMA–COOH), 
and –S–(CH2)2–OH (PMMA–OH) and compared the thermal degradation of these 
polymers with regular PMMA polymerized with AIBN as initiator (PMMA–AIBN) 
and PMMA polymerized with AIBN but in the presence of n-dodecanethiol as a 
chain transfer agent (PMMA–Ct). The TGA data indicate (Fig. 4.25) that regular 
PMMA–AIBN degrades in two steps, whereas the first step does not seem to be 

Fig. 4.25  Mass loss (TGA) curves obtained at 20 °C min− 1 for the thermal degradation of PMMA 
having different end groups. The vertical axis is a fraction of the initial mass. The dotted lines dem-
onstrate the extents of conversion which were used to estimate the activation energies (Fig. 4.26). 
(Reproduced from Hu and Chen [70] with permission of Elsevier)

α
α

Fig. 4.24  Dependencies 
of the activation energy on 
conversion for thermal deg-
radation of several polymers. 
(Adapted from Peterson et al. 
[65] and Jablonsky et al. [66] 
with respective permission of 
Wiley and Elsevier)
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present in the degradation of PMMA–R12. Also, the degradation temperature for the 
latter has increased by ~ 90 °C relative to the former. It should be noted that the first 
step in the degradation of PMMA is associated with the presence of weak links (see 
Peterson [71] and references therein). Obviously, the introduction of more stable 
end groups significantly increases the thermal stability of PMMA. The increase in 
stability is reflected in the values of the effective activation energy estimated by an 
isoconversional method. As seen in Fig. 4.26, the identity of the end group affects 
dramatically the activation energy of the initial stages of the thermal degradation of 
PMMA. If for regular PMMA–AIBN Eα→0 is ~ 150 kJ mol− 1, for PMMA–R12 it is 
over 200 kJ mol− 1.

Note that the effect of weak links is limited to the initial stages of polymer deg-
radation (Figs. 4.24 and 4.26). Once all weak links broke giving way to initiation, 
further initiation is only possible by breaking regular bonds that have higher energy. 
As a result, the activation energy rises to the plateau value that can be estimated by 
using Eq. 4.51. As noted earlier, Ep − Et/2 in Eq. 4.11 is about 10–20 kJ mol− 1 so 
that in the steady state the effective activation energy of polymerization is about 
10–20 kJ mol− 1 larger than Ei/2. Following the same reasoning, we can obtain an 
estimate for the effective activation energy of degradation in accord with Eq. 4.51. 
Instead of Ep, Eq. 4.51 has Edp. The two values differ by the enthalpy of polymer-
ization. For vinyl polymers, the heat of polymerization is roughly 65 ± 8 kJ/mol 
of monomer [6]. With regard of this, Edp − Et/2 in Eq. 4.51 should be about 75–
85 kJ mol− 1. Then the effective activation energy of polymer degradation in the 
steady state should be 75–85 kJ mol− 1 greater than half the activation energy of ini-
tiation, which can estimated as the enthalpy of dissociation a carbon–carbon bond. 
Depending on the molecular structure, this enthalpy varies around 280–340 kJ mol− 1 
[62]. Then half of this value (i.e., 140–170 kJ mol− 1) plus 75–85 kJ mol− 1 would 
give us an estimate for the activation energy of degradation somewhere in the range 
of 210–260 kJ mol− 1. This estimate agrees fairly well with the plateau Eα values 
found for the actual thermal degradation of different polymers (Figs. 4.24 and 4.26).

 

α
α

Fig. 4.26  Activation energies 
as a function of conversion 
estimated by an isoconver-
sional method from the mass 
loss data for thermal degrada-
tion of PMMA having differ-
ent end groups. (Data from 
Hu and Chen [70])
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A study of the kinetics of thermo-oxidative degradation may involve some 
problems specific to the process of oxidation. For example, the initial stages of 
thermo-oxidative degradation may be accompanied by a mass gain due to some ac-
cumulation of the oxidation products. This typically occurs when thermo-oxidative 
degradation is studied at very slow heating rates and can be avoided by ramping 
temperature at a faster rate [72]. Another problem is securing the saturation of the 
polymer sample with oxygen, which is not difficult to accomplish by using very thin 
polymer samples of low mass under large excess of oxygen [73].

Typically, the presence of oxygen accelerates the thermal degradation of poly-
mers. Relative to regular thermal degradation in an inert atmosphere, thermo-oxida-
tive degradation can start at 100–200 °C lower temperature. The dramatic decrease 
in thermal stability under oxidative conditions is reflected in a dramatic decrease 
in the activation energy of the process. Examples of the application of an isocon-
versional method to thermo-oxidative degradation of several polymers are given 
in Fig. 4.27. The respective Eα dependencies show little variation with the extent 
of conversion. For PS, PE, and PP, the mean Eα values fall within the range 80–
120 kJ mol− 1. These values are consistent with activation energies of decomposition 
of organic hydroperoxides. As discussed earlier (Sect. 4.3.1), this process usually 
plays the role of the rate-limiting step in the thermo-oxidative degradation of many 
polymers.

Of course, not all thermo-oxidative degradations have the same rate-limiting step. 
For example, as seen in Fig. 4.27, PMMA has markedly larger activation energy of 
thermo-oxidative degradation than PP, PS, and PE. This is not surprising because 
oxygen has a very different effect on PMMA than on other polymers. It actually 
stabilizes PMMA. In the presence of oxygen, thermal degradation of PMMA starts 
at temperature ~ 50 °C higher than under inert atmosphere [71]. The decelerating ef-
fect of oxygen is illustrated in Fig. 4.28 that presents mass loss data measured while 
periodically switching the gas atmosphere between air and nitrogen. It is seen that 
a switch from air to nitrogen causes an increase in the slope of the mass loss curve 

α

α

Fig. 4.27  Dependencies 
of the activation energy 
on conversion for thermo-
oxidative degradation of 
several polymers. (Adapted 
from Peterson et al. [65] 
and Peterson et al. [71] with 
respective permission of 
Wiley and ACS)
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or, in other words, acceleration of the degradation rate. A switch from nitrogen to air 
obviously causes the opposite effect. The effect is explained [71] by the formation 
of thermally stable radical species that suppress the process of depolymerization.

Isoconversional analysis of the polymer degradation kinetics is frequently lim-
ited to estimating a dependence of the effective activation energy on conversion. By 
comparing the values of the activation energy, one can obtain quick insights into the 
origins of thermal stability changes due to modification of polymeric materials. For 
example, cross-linking of a polymer can increase significantly its thermal stability 
that is reflected in an increase of the activation energy [74]. The enhancement of 
thermal stability can also be accomplished by addition nanoparticles, i.e., by con-
verting polymers to nanocomposites [75–79].

For example, relative to virgin PS, the thermal and thermo-oxidative degrada-
tion of PS-clay nanocomposites can occur at tens of degrees higher temperature 
[80]. Slowing down of the respective degradation kinetics reveals itself in markedly 
increasing effective activation energy of the process. An example of this effect is 
shown in Fig. 4.29 that compares the isoconversional activation energies for vir-
gin PS and several PS–clay nanocomposites [81]. The nanocomposite containing 
1 wt.% of clay is PS brush on exfoliated clay that was synthesized by surface-
initiated polymerization. The nanocomposites containing 3 and 5 wt. % of clay are 
intercalated clay materials that were prepared by in situ polymerization of styrene 
in the presence of organically modified clay. It is seen that the activation energy of 
thermal degradation is greater in any of the composites than in virgin PS, although 
the exfoliated system may be somewhat more effective in raising the activation 
energy than the intercalated one.

Although the activation energy of thermal degradation is a major reason that 
determines thermal stability, it is not the only reason. A change in thermal stability 
or, more generally, a change in the reaction rate may be associated with a change 
in the preexponential factor. In fact, a change in the preexponential factor appears 
to be the primary cause of deceleration [82] as well as acceleration [10, 83, 84] of 
chemical reactions when they are confined to nanopores. Also, thermal stability 

Fig. 4.28  TGA curve show-
ing the effect of switching of 
gaseous atmospheres between 
air and nitrogen on the ther-
mal degradation of PMMA 
at 200 °C. (Reproduced from 
Peterson et al. [71] with 
permission of ACS)
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may change because of a change in the reaction mechanism and, thus, a change in 
the reaction model. The degradation mechanism changes can be caused by various 
factors, one of which is the introduction of nanoparticles [85–87]. For example, the 
PS–clay (5 wt .%) nanocomposite prepared by ultrasound-assisted solution mixing 
has demonstrated a significant increase in the degradation temperature relative to 
virgin PS [88]. Nevertheless, the isoconversional activation energy for the thermal 
decomposition of the nanocomposite has been found to be markedly lower than that 
for virgin PS. Further analysis has revealed that the process in the nanocomposite is 
described by a lower value of the preexponential factor and different reaction model 
[90]. Apparently, these two are the reasons for the enhanced thermal stability of this 
particular nanocomposite.

At any rate, performing kinetic analysis beyond estimating the Eα dependence 
can be beneficial in figuring out what components of the kinetic triplet are linked 
to the observed changes in the thermal stability of a polymer. For instance, isotactic 
PS (iPS) is more thermally stable than regular atactic PS (aPS) [89]. Isoconver-
sional treatment of TGA data on the thermal degradation of these two polymers 
yields the Eα dependencies depicted in Fig. 4.30. The Eα values for both polymers 
are practically independent of α. On average, the activation energies for iPS are 
about 10 kJ mol− 1 larger than those for aPS. Obviously, larger activation energy 
is consistent with larger thermal stability observed experimentally. By using the 
compensation effect, as discussed in Sect. 2.2, one can also evaluate the conversion 
dependence of the preexponential factor. The resulting dependencies are presented 
in Fig. 4.31. Clearly, for the thermal degradation of iPS, the lnAα values are great-
er than for the thermal degradation of aPS. However, larger preexponential factor 
means a faster process and, therefore, lower thermal stability. That is, an increase 
in the preexponential factor diminishes the process deceleration associated with an 
increase in the activation energy.

No less important is to figure out how the reaction model for iPS can affect the 
thermal stability of this polymer relative to that of aPS. However, this particular 
task faces an important general issue of the applicability of the commonly used 

Fig. 4.29  Eα dependencies 
for thermal degradation of 
virgin PS and PS–clay nano-
composites containing differ-
ent percentages of clay. The 
1 % clay system is exfoliated, 
and 3 and 5 % are intercalated 
systems. (Reproduced from 
Vyazovkin et al. [81] with 
permission of ACS)
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reaction models (Table 1.1) to the process of polymer degradation. The issue is due 
to the fact that these models were derived for processes that involve solids, whereas 
thermal degradation of the majority of polymers takes place in the liquid state. By 
way of illustration, the model of a contracting sphere assumes that a reactant is a 
solid spherical particle, which decreases in size throughout the process of decom-
position. This can be a reasonable assumption when the reactant is a solid powder, 
but not so when the reactant is bulk liquid. Therefore, when the solid-state reaction 
models are applied to liquid-state polymer degradation, they rather play a role of in-
terpolating functions than physically meaningful models. That is why one should be 
careful in assigning a physical meaning when polymer degradation data are found 
to fit one of these models, unless the model is similar to one of the homogeneous 
kinetics models. For example, the Mampel model is identical with the first-order 
reaction model. As an alternative to the solid-state models, one can use the truncated 

α
α

Fig. 4.30  Eα dependencies 
for the thermal degrada-
tion of isotactic polystyrene 
(iPS) and atactic polystyrene 
(aPS). (Adapted from Chen 
et al. [89] with permission of 
Wiley)

 

α

α

Fig. 4.31  lnAα dependencies 
for the thermal degrada-
tion of isotactic polystyrene 
( iPS) and atactic polystyrene 
( aPS). (Adapted from Chen 
et al. [89] with permission of 
Wiley)
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Sestak–Berggren model (Eq. 2.32) that provides enough flexibility to fit most of the 
types of the f( α) dependencies.

With regard to physically meaningful models, we should mention a work of San-
chez-Jimenez et al. [90], who have found a way of converting the random scission 
model of polymer degradation [91] to the convenient f( α) form. The original work 
by Simha and Wall [91] describes the kinetics of bond breaking as:

 
(4.57)

where x is the fraction of broken bonds. Since not every broken bond produces a 
volatile fragment, x is not equal to the extent of conversion of polymer to volatile 
fragments, α. These two values are related to each other as [91]:

 
(4.58)

where N is the initial degree of polymerization and L is the number of monomer 
units in the shortest chain fragment that does not evaporate before being degraded. 
By assuming that normally L << N, Sanchez-Jimenez et al. [90] simplify Eq. 4.58 
to 4.59:

 (4.59)

and take its derivative with respect to time:

 (4.60)

Replacing dx/dt with the right-hand side of Eq. 4.57 yields:

 
(4.61)

Comparing Eq. 4.61 with the regular rate equation (Eq. 1.1) suggests that every-
thing but k( T) in the right-hand side is f( α). Thus, f( α) for random scission must 
have the following form:

 (4.62)

Equation 4.62 does not provide an analytical form of f( α) dependence on α as the 
models considered earlier (Table 1.1) do. In general, this dependence can be found 
in numerical form by substituting the same values of x and L in Eqs. 4.59 and 4.62. 
An analytical expression for f( α) was determined by fitting numerical dependencies 
of f( α) on α to an approximating equation of the following form:
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 (4.63)

Table 4.2 collects the fit parameters of Eq. 4.63.
The aforementioned approach has been tested by using data on the thermal deg-

radation of poly(butylene terephthalate) (PBT), the polymer that degrades via ran-
dom scission. Figure 4.32 presents the f( α) plots reduced to α = 0.5 for experimental 
data as well as some theoretical models, including the models of random scission 
(L2 and L8) and some solid-state reaction models. Clearly, the random scission 
models provide much better fit to the experimental data than any of the solid-state 
reaction models that makes a good case for the viability of the derived f( α) models 
of random scission.

f c m n( ) ( ) .α α α= −1

Table 4.2  Parameters of Eq. 4.63 obtained [90] by its fitting to numerical f(α) data for equation 
of random scission
Code L c n m
L2 2 1.204 1.119 0.4
L3 3 2.080 1.057 0.396
L4 4 2.929 1.039 0.394
L5 5 3.767 1.030 0.391
L6 6 4.597 1.024 0.389
L7 7 5.422 1.020 0.388
L8 8 6.242 1.017 0.386

Fig. 4.32  Comparison of the f( α) data for the thermal degradation of PBT ( points) against theo-
retical models ( lines). L2 and L8 represent the random scission models with L equal to 2 and 8, 
respectively. (Reproduced from Sanchez-Jimenez et al. [90] with permission of Elsevier)
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We can now try to use this approach to see whether the thermal degradation 
data for iPS and aPS are consistent with the random scission model. As seen in 
Fig. 4.33, the experimental f( α) data show a maximum that means that we deal with 
an autocatalytic type of kinetics (see Sect. 1.1). This type of kinetics is consistent 
with the random scission models. Among the solid-state reaction models (Table 1.1, 
Fig. 1.4), the kinetics of this type is represented by the Avrami–Erofeev models. 
All these models are depicted in Fig. 4.33. It is obvious that the Avrami–Erofeev 
models cannot reproduce the degradation kinetics of either iPS or aPS. The problem 
is not so much the significant difference in the absolute values of f( α). This differ-
ence can always be diminished by multiplying f( α) by some constant that can then 
be compensated by dividing the preexponential factor by the same constant. The 
problem is that the Avrami–Erofeev models have a maximum at significantly larger 
α than the actual thermal degradation data. On the other hand, the random scission 
models reveal their maximum at practically the same α as the actual data. The L2 
model provides the best match among the random scission models. Undoubtedly, 
the thermal degradation kinetics of either iPS or aPS can be described quite well by 
the random scission models. This conclusion is in agreement with the earlier work 
on the thermal degradation of aPS by Sanchez-Jimenez et al. [88].

The data presented in Fig. 4.33 can also help us to answer the earlier question of 
how the reaction model for iPS can affect the thermal stability of this polymer rela-
tive to that of aPS. It is easy to see that the absolute values of f( α) for iPS are smaller 
than those for aPS. In other words, the reaction model for iPS indicates that the 
degradation rate of this polymer is slower than that of aPS. Overall, the fact that iPS 
has a somewhat larger thermal stability than aPS is associated with two components 
of the kinetic triplet: the activation energy and the reaction model.

α
α

Fig. 4.33  Thermal deg-
radation data for atactic 
polystyrene ( aPS) and 
isotactic polystyrene ( iPS) as 
compared against the random 
scission (L2, L3, L4) and 
Avrami–Erofeev (A2, A3) 
models
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4.4  Thermal Decomposition of Solids

…and nothing can hide itself from Thy heat
Saint Augustine, The Confessions of St. Augustine

4.4.1  Background

Solid substances are very diverse. They can be made of atoms, ions, or molecules 
and can exist in the crystalline or amorphous form. However, when it comes to the 
thermal decomposition of solids, the solid usually means [92–95] an ionic crystal-
line compound. This is the largest class of solid compounds that on heating can 
decompose before they melt. Therefore, the thermal decomposition of most of ionic 
solids can proceed entirely in the solid state at least in some temperature region. 
This is in contrast to molecular solids whose solid structure is held together by 
weak van der Waals forces that break easily on heating causing a solid to melt. As a 
result, the thermal decomposition of molecular solids typically occurs in the liquid 
state. As discussed in Sect. 4.3, most of polymers, being molecular solids, undergo 
thermal degradation in the liquid state.

Ionic solids in which the cation is a metallic ion usually decompose to form at 
least one solid and one gaseous product in accord with the following general equa-
tion:

 (4.64)

Equation 4.64 suggests that the solid reactant A transforms directly into the solid 
product B or, in other words, the new phase B grows inside the reactant phase A. The 
process is reminiscent of the solid–solid phase transitions discussed in Sect. 3.8, ex-
cept that in decomposition the phases obviously have different molecular composi-
tions. As discussed in Chap. 3, the formation of new phases is treated customarily in 
terms of nucleation. In the area of the thermal decomposition of solids, the concept 
of nucleation was introduced by MacDonald and Hinshelwood [96]. The general 
idea is that the solid product B appears in the form of individual nuclei that succes-
sively grow on the surface of the solid reactant A. This concept has given rise to a 
multitude of the reaction kinetics models, some of which are listed in Table 1.1. An 
overview of these models is given elsewhere [93, 94, 97].

For thermolysis, equations for the critical nucleus size and the free energy bar-
rier to nucleation were derived by Jacobs and Tompkins [98]. Their approach is 
similar to the traditional approach to the nucleation kinetics of phase transitions 
(see Sect. 3.5). They start by assuming that the free energy of the formation of the 
spherical nucleus of the solid reaction product B is determined by the sum of the 
volume and surface free energies:

 (4.65)

A B Cs s g→ + .

∆ ∆G m G r= +B 4 2π σ ,
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where ∆GB is the volume free energy per molecule, m is the number of molecules 
in the nucleus, r is the nucleus radius, and σ is what Jacobs and Tompkins called the 
strain energy per unit area. This is the energy associated with the local deformation 
of the lattice due to the difference in the molecular volumes of A and B. Instead of 
using the radius as a variable, Jacobs and Tompkins employ the number of mol-
ecules, which is linked to the radius as:

 
(4.66)

where Vm is the volume of a molecule. Then Eq. 4.65 turns into Eq. 4.67:

 
(4.67)

From the condition of ∆G maximum, the critical nucleus size is:

 

(4.68)

Substitution of m* into Eq. 4.67 yields the height of the free energy barrier:

 
(4.69)

Jacobs and Tompkins did not introduce temperature dependence into ∆G*. How-
ever, this can be easily done by assuming that at some temperature T0 the product 
phase B can be at equilibrium with reactant phase A. Then one can follow the usual 
reasoning (Eqs. 3.37 and 3.38) to arrive at an equation that establishes a temperature 
dependence of the free energy barrier height:

 
(4.70)

where Z is a constant that collects all parameters that can be considered temperature 
independent and ∆T = T − T0 is superheating. The temperature dependence of the 
nucleation rate for the product phase B is obtained by substituting the resulting ∆G* 
into the Fisher–Turnbull [99] equation (Eq. 3.42) that yields:

 
(4.71)
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From Eq. 4.71, one can derive the effective activation energy for nucleation of the 
product phase as follows:

 
(4.72)

The temperature dependence of E that follows from Eq. 4.72 is similar to that found 
for the solid–solid phase transition from a low-temperature phase II to a high-tem-
perature phase I on heating above the equilibrium temperature T0 (Fig. 3.50). That 
is, at temperatures just above T0 (i.e., when ∆T is close to zero), the effective energy 
of the formation of the product phase may be quite large. However, as temperature 
continues to rise, the E value would decrease toward the activation energy of diffu-
sion ( ED) of the product molecules as they self-assemble into a crystalline lattice.

It should be stressed that the nucleation model of Jacobs and Tompkins applies 
only to the physical aspect of the reaction 4.64. It describes the process of self-as-
sembly of randomly formed individual molecules of B into a nucleus of the phase B. 
The model does not account for the chemical aspect of the reaction, i.e., the fact that 
the formation of individual molecules of B requires breaking bonds in the reactant 
A. Therefore, the application of this model is limited primarily to the induction pe-
riod of thermal decomposition. The presence of a distinct induction period in the in-
tegral kinetic curves measured under isothermal conditions (Fig. 1.5 and Sect. 1.1) 
is an indication that the process rate is limited by slow nucleation. In agreement 
with the predictions of Eq. 4.72, the nucleation activation energies derived from the 
induction periods are sometimes estimated to be significantly larger [100, 101] than 
the activation energy of further stages of thermal decomposition.

The meaning of the equilibrium temperature T0 as well as of the effective activa-
tion energies estimated beyond the induction period can be understood when con-
sidering the chemical aspect of thermal decomposition. Many of thermal decom-
positions are endothermic and reversible. Common examples include the thermal 
decomposition of carbonates, oxides, hydrates, and sulfates. The general equation 
of reversible decomposition can be written as:

 
(4.73)

where k1 and k2 are the rate constants of the forward and reverse reaction. Because 
the activities of pure solid phases are taken to be 1, the equilibrium constant of such 
a process is:

 (4.74)

where P0,C is the equilibrium partial pressure of the gaseous product C. Since the 
equilibrium constant depends on temperature in accord with the van’t Hoff equa-
tion, Eq. 4.74 can be rewritten as:
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(4.75)

where ∆H is the enthalpy of reaction (4.73) and D is a constant. Equation 4.75 links 
pressure and temperature at which all three phases, i.e., As, Bs, and Cg, can coexist 
in equilibrium.

A well-studied example of reversible decomposition is the thermal decomposi-
tion of calcium carbonate:

 (4.76)

A temperature dependence of the equilibrium pressure of carbon dioxide for the 
decomposition of calcium carbonate [102] is presented in Fig. 4.34. Fitting the de-
pendence to Eq. 4.75 yields the following equation:

 
(4.77)

The straight line set up by Eq. 4.77 correlates pressure and temperature at which 
CaCO3(s), CaO(s), and CO2(g) are at equilibrium with each other. Above this line, 
calcium carbonate remains thermally stable, whereas below it the compound would 
decompose to calcium oxide and carbon dioxide. While largely simplified, this 
thermodynamic model allows one to introduce an important notion of the equi-
librium temperature as the temperature, at which the equilibrium pressure of the 
gaseous product rises above its partial pressure. For instance, according to the Keel-
ing curve [103], the concentration of carbon dioxide in atmospheric air has been 
steadily growing over decades and currently is about 400 ppm that makes its partial 
pressure at ambient conditions around 40 Pa. This is several orders of magnitude 

ln ,P D H
RT0 = −
∆ r
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T0 29 18 20590

CO2
Pa = −

Fig. 4.34  Temperature 
dependence of the equilib-
rium pressure of CO2 for 
reaction 4.76. (Data from 
Lide [102])
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larger than the equilibrium pressure of carbon dioxide estimated from Eq. 4.77 for 
ambient temperature that prevents the thermal decomposition of calcium carbonate. 
To decompose calcium carbonate, one has to raise the equilibrium pressure above 
40 Pa that is accomplished by raising the temperature above T0 ≈ 535 °C. Then cal-
cium carbonate would start converting to carbon dioxide and calcium oxide. An 
alternative way to initiate decomposition would be to decrease the partial pressure 
of carbon dioxide below its equilibrium value at a given temperature. This is ac-
complished experimentally by performing reversible decompositions in vacuum. It 
should be noted that the effect of the partial pressure on the thermal decomposition 
of calcium carbonate as well as of a gaseous product on other reversible decomposi-
tions can be quite drastic. As seen from Fig. 4.35, performing thermal decomposi-
tion of this compound in vacuum and in carbon dioxide atmospheres causes the 
decomposition temperature to shift by some 300 °C [104].

The pressure of the gaseous product affects not only the decomposition tempera-
ture of the solid reactant (e.g., Fig. 4.35) but the effective activation energy of the 
process as well. Zawadzki and Bretsznajder [105] reported the earliest example of a 
dramatic increase in the activation energy of the thermal decomposition of calcium 
carbonate with increasing pressure of carbon dioxide. Their data are depicted in 
Fig. 4.36. It is seen that increasing the carbon dioxide pressure from 130 to 6000 Pa 
causes the E value to rise about eight times from ~ 190 to 1500 kJ mol− 1.

The dramatic increase in the effective activation energy with increasing pressure 
of a gaseous reaction product has been rationalized by means of a model proposed 
by Pawlyutschenko and Prodan [106] and presented here. They start by assuming 
that the rate of the forward reaction is proportional to the solid surface area, S:

 (4.78)v k S1 1= .

Fig. 4.35  Differential thermogravimetric curve for the thermal decomposition of calcium carbon-
ate at 8 °C min−1 in the atmosphere of vacuum ( solid line [3]), argon ( dashed line [2]), and carbon 
dioxide ( dashed dot dot line [1]). (Reproduced from Sanders and Gallagher [104] with permission 
of Springer)
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The rate of the reverse reaction is also proportional to n(P), which is the amount of 
Cg adsorbed on Bs at given pressure P:

 (4.79)

Then the overall rate of decomposition is:

 (4.80)

where kef is the effective rate constant of the overall process. At the equilibrium 
pressure, P0, the rates of the forward and reverse reactions are equal so that:

 (4.81)

By substituting Eq. 4.81 into 4.80, they obtain:

 (4.82)

The dependence of the adsorbed amount on pressure can be expressed in the form 
similar to the Freundlich isotherm [1]:

 (4.83)

where m is a fit parameter (0 < m ≤ 1) and K has a meaning of the adsorption equi-
librium constant, whose temperature dependence is defined by the van’t Hoff equa-
tion:

 (4.84)
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Fig. 4.36  The effective 
activation energy of the 
reversible thermal decom-
position of CaCO3 increases 
with increase in the pressure 
of CO2. (Data from Zawadzki 
and Bretsznajder [105])

 



2134.4  Thermal Decomposition of Solids

where L is a constant and ∆Had is the adsorption enthalpy. In their turn, the rate con-
stants kef and k2 have the Arrhenius temperature dependence. Therefore, Eq. 4.82 
can be written as:

 
(4.85)

Normally, the pressure of Cg is maintained constant in kinetic experiments that 
means that the Pm term is constant and independent of temperature. However, the 
equilibrium pressure is temperature dependent in accord with Eq. 4.75. Considering 
this dependence, the effective activation energy of the process can be determined 
as follows:

 (4.86)

Equation 4.86 is the result obtained by Pawlyutschenko and Prodan [106]. It should 
be noted that if one replaces the Freundlich isotherm with the Langmuir isotherm 
[1] at lower pressure that would be equivalent to using m = 1 in Eq. 4.83. Then 
Eq. 4.86 for Eef would take the following form:

 
(4.87)

which allows one to arrive at the same conclusions as Eq. 4.86 but without the need 
for guessing the value of m.

At any rate, the third term in the right-hand side of Eq. 4.86 (and 4.87) deter-
mines the dependence of the effective activation energy of reversible decomposi-
tion on pressure. It is clear that when P is maintained slightly below the equilibrium 
value P0 the third term tends to infinity and so does the value of Eef. A physically 
meaningful value of Eef can only be obtained when the gaseous pressure is main-
tained markedly below the equilibrium pressure, i.e., when the reaction is run in 
vacuum. Then P can be neglected relative to P0 so that the pressure term P0/( P0 − P) 
becomes approximately equal to 1 and the pressure dependence of the effective ac-
tivation energy vanishes. Figure 4.37 demonstrates the dynamics of decreasing the 
pressure term as a function of the gaseous product pressure. The dependencies sug-
gest that the pressure dependence of Eef should practically vanish when the gaseous 
product pressure is at least ten times lower than the equilibrium pressure.

Another important conclusion that can be drawn from Eqs. 4.87 and 4.86 is that 
one may not need to use vacuum to eliminate the pressure dependence of the ef-
fective activation energy. Alternatively, one can run a reaction at ambient pressure 
but at temperatures significantly above the equilibrium temperature. Such condi-
tions can be relatively easy to realize when thermal decomposition is studied under 
nonisothermal conditions because they allow one to stretch the temperature range 
of a study to significantly higher temperatures than those covered by isothermal 
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runs. The situation is illustrated in Fig. 4.38 for decomposition of calcium carbon-
ate under ambient pressure of carbon dioxide, i.e., 40 Pa. When the temperature 
rises, so does the equilibrium pressure in accord with Eq. 4.77. As illustrated in 
Fig. 4.34, decomposition would start when temperature rises above 535 °C and the 
equilibrium pressure above 40 Pa. Because at this point P0 is yet very close to P, the 
pressure term in Eq. 4.87 is large so that the effective activation energy at the initial 
stages of decomposition can also be expected to be unusually large. However, as 
temperature continues to rise causing continuous increase of the equilibrium pres-
sure, the pressure term becomes progressively smaller. This means that at some 
later stages of decomposition the pressure dependence of the effective activation 
energy should vanish. As mentioned before, the pressure dependence practically 
vanishes when the equilibrium pressure is at least ten times larger than the gaseous 
product pressure. Figure 4.38 shows that this is accomplished at temperatures above 

Fig. 4.38  Decrease of the 
pressure term ( solid line) 
with increasing temperature 
at constant pressure (40 Pa) 
of the gaseous product. The 
equilibrium pressure ( dashed 
dotted line) increases with 
temperature in accord with 
Eq. 4.77

 

Fig. 4.37  Dependence of the 
pressure term in Eq. 4.87 on 
the gaseous product pressure. 
The vertical lines denote the 
values of the equilibrium 
pressure
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~ 615 °C, i.e., when P0 rises above 400 Pa. These conclusions have direct relevance 
for isoconversional analysis of reversible thermal decompositions studied under 
nonisothermal conditions. They suggest that the Eα dependencies estimated for this 
type of processes can be expected to have unusually large values at low conversions 
(i.e., α → 0). However, as α increases, the Eα values should be expected to decrease 
until reaching some plateau value.

The aforementioned discussion explains the conditions under which one can 
eliminate the pressure dependence of the effective activation energy of reversible 
thermal decomposition. Let us note that even if such conditions are accomplished, 
the effective activation energy would still be a composite value that involves the ac-
tivation energy of the reverse reaction as well as the reaction and adsorption enthal-
pies (Eqs. 4.86 and 4.87). Nevertheless, the effective activation energy of revers-
ible decomposition studied under vacuum is frequently interpreted as the activation 
energy of the forward reaction. For such an interpretation to be reasonable, the rate 
of the forward reaction should exceed significantly the rate of the reverse reaction. 
Note that in Eq. 4.87 the sum of the activation energy of the reverse reaction ( E2) 
and the reaction enthalpy (∆Hr) gives an estimate for the activation energy of the 
forward reaction ( E1; Fig. 4.39). The adsorption enthalpy enters Eqs. 4.86 and 4.87 
only because the rates of adsorption and the reverse reaction are not considered to 
be significantly slower than the rate of the forward reaction. The rates of adsorption 
and the reverse reaction can be significantly decelerated by effectively removing 
the gaseous product. This is accomplished by applying vacuum or fast purge with 
an inert gas at ambient pressure.

Another important factor in slowing down the rates of adsorption and the reverse 
reaction is increasing temperature. First, increasing temperature depresses adsorp-
tion. Adsorption is an exothermic process and, thus, disfavored by increasing tem-
perature. The effect is especially strong in the case of chemisorption that is char-
acterized by large negative values of the adsorption enthalpy [1]. For example, the 
enthalpy of adsorption of carbon dioxide on calcium oxide is about − 200 kJ mol− 1 

∆

Fig. 4.39  Activation energy 
diagram for a reversible 
endothermic process
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[107]. Second, increasing temperature accelerates the forward and reverse reaction 
to a different degree. As seen in Fig. 4.40, the process having a steeper Arrhenius 
plot has a larger increase in the rate constant per the same increase in temperature. 
To put it differently, the same increase in temperature would accelerate more the 
process having larger activation energy. In the case of an endothermic reversible 
process, it means that the forward reaction would be accelerated more than the 
reverse reaction because the activation energy for the former is always larger than 
for the latter (Fig. 4.39).

Let us assume that temperature increases from T1 to T2. In accord with the Ar-
rhenius equation (Eq. 1.2), the resulting increase in the rate constant is proportional 
to the activation energy as follows:

 
(4.88)

Then the difference between the increases in the respective rate constants for the 
forward and reverse reaction is:

 
(4.89)

Equation 4.89 suggests that the acceleration of the forward reaction relative to the 
reverse one is proportional to the process enthalpy. It means that the larger the en-
thalpy of reversible decomposition the easier it is to reach the temperature region in 
which the rate of the forward reaction is significantly faster than that of the reverse 
reaction.
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Fig. 4.40  Arrhenius plots for 
the forward (lnk1) and reverse 
(lnk2) reactions of reversible 
decomposition (Eq. 4.73). 
∆lnk represents the respec-
tive acceleration of these two 
reactions due to an increase 
in temperature from T1 to T2
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4.4.2  Isoconversional Treatment

According to Eq. 4.64, the mass of a solid product Bs is less than the mass of a solid 
reactant As by the mass of released gas Cg. The decrease in mass that accompanies 
thermal decomposition of solids is usually large enough to be accurately measured 
by TGA. The use of this technique is the most common way of measuring the kinet-
ics of thermal decomposition.

Calcium carbonate appears to be the compound whose thermal decomposition 
has been studied most frequently. In 1987, Maciejewski and Reller [108] published 
a statistical distribution of 168 values of the activation energy reported for this pro-
cess (Fig. 4.41). The values range from 100 to over 300 kJ mol− 1, with absolute 
majority of the values falling in a somewhat narrower range: 170 and 250 kJ mol− 1. 
The wide spread of the values was proposed [108] to be due to the effect of experi-
mental conditions on the reversible decomposition. Although this effect is undeni-
able (see, for example, Fig. 4.36), the method by which the kinetic triplets were 
estimated is just as important. The authors did not comment what fraction of the 
values was estimated by using single-heating-rate methods that are presently known 
[109–113] to be computationally flawed and, thus, generally incapable of producing 
reliable kinetic triplets.

Considering that the single-heating-rate methods had been dominating the field 
until the beginning of the twenty-first century, one can safely infer that a great many 
numbers presented in Fig. 4.41 are no more than computational mishaps. This in-

Fig. 4.41  Statistical distribu-
tion of the literature values 
for the activation energy of 
the thermal decomposition 
of calcium carbonate. Each 
dot represents an individual 
literature value. (Reproduced 
from Maciejewski and Reller 
[108] with permission of 
Elsevier)
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ference is supported by the fact that the application of isoconversional methods to 
the thermal decomposition of calcium carbonate tends to produce rather consistent 
values of the activation energy. Figure 4.42 presents five Eα dependencies estimated 
form four different data sets obtained under nonisothermal conditions in the atmo-
sphere of flowing nitrogen [110, 114–116]. Except the data of Elder [114], the Eα 
values do not show any significant variation with α and practically all of them fit 
within 10 % of 190 kJ mol− 1, which is obviously a much narrower range than the 
one seen in Fig. 4.41.

The application of isoconversional methods to the isothermal decomposition of 
calcium carbonate under nitrogen flow also yields the Eα values that do not practi-
cally vary with α and that average to 186 kJ mol− 1 [117]. The value is certainly with-
in the limits for the nonisothermal values. Isoconversional treatment of the constant 
rate thermal analysis data (temperature is varied to maintain the process rate con-
stant) on decomposition of calcium carbonate performed under vacuum (4⋅10− 3 Pa) 
has also yielded nearly constant Eα values [118]. The latter average to 224 kJ mol− 1. 
Keeping in mind that a confidence interval for an individual Eα value is rarely less 
than 10 % of the value, the difference between the activation energies respectively 
obtained under vacuum and nitrogen (Fig. 4.42) is hardly significant.

Considering that the thermal decomposition of calcium carbonate under nitro-
gen flow does not demonstrate consistently descending Eα dependencies, we can 
suppose that the pressure term has a negligible contribution to the effective acti-
vation energy of the process under such conditions. Apparently, it is easy for this 
process to reach the temperature range when the rate of the forward reaction be-
comes much faster than that of the reverse reaction. As discussed earlier, this is 
expected for reversible processes having larger reaction enthalpy. For the thermal 
decomposition of calcium carbonate, this value is 178 kJ mol− 1 [93]. Even larger 
enthalpies are reported [93] for decomposition of strontium (235 kJ mol− 1) and 
barium (269 kJ mol− 1) carbonates. Incidentally, isoconversional analysis of the ther-

α

Fig. 4.42  Isoconversional 
activation energies for the 
nonisothermal decomposition 
of calcium carbonate under 
nitrogen. (The data are from 
Elder [114] ( diamonds), Tan 
et al. [116] ( pentagons, data 
are courtesy of Guanglei 
Tan), Gao et al. [115] ( stars). 
Half-filled symbols cor-
respond to the same data 
set [110] processed by the 
differential ( squares, data are 
courtesy of Alan Burnham) 
and integral method ( circles, 
data of Sergey Vyazovkin))
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mal decomposition of strontium carbonate measured under a flow of nitrogen also 
demonstrates a practically constant value of Eα (~ 220 kJ mol− 1) at α < 0.5 [119].

The situation appears quite different for another class of reversible processes: the 
thermal dehydration of crystal hydrates. The enthalpies for dehydration are quite 
small, mostly under 60 kJ mol− 1 [93]. This is markedly less than the enthalpies for 
decomposition of carbonates (from 70 to 270 kJ mol− 1) and sulfates (from 190 to 
790 kJ mol− 1) [93]. The most studied thermal dehydration is that of calcium oxalate 
monohydrate. The enthalpy of this process is only 38 kJ mol− 1 [120]. It obviously 
means that the difference in the activation energies of the forward and reverse pro-
cesses is quite small. Therefore, an increase in temperature of dehydration should 
not be very efficient in accomplishing the situation when the rate of the forward 
reaction becomes significantly faster than that of the reverse one. In other words, 
unless the process is run in high vacuum, the contribution of the pressure term is not 
likely to be negligible.

Figure 4.43 demonstrates the results of application of isoconversional methods 
to four different samples [22, 114, 121, 122] of calcium oxalate monohydrate de-
hydrated nonisothermally under a flow of nitrogen. The resulting Eα dependencies 
are consistently descending. This agrees well with the afore-discussed effect of the 
pressure term on the effective activation energy that should reveal itself in large 
Eα values at low conversions that should gradually drop to some plateau value as 
temperature and conversion increase. Descending Eα dependencies have also been 
reported [123, 124] for the nonisothermal dehydration of lithium sulfate monohy-
drate in the atmosphere of flowing nitrogen. Depending on the sample type and 
other conditions, the drop in Eα with increasing α has been as much as 140 and as 
little as 20 kJ mol− 1.

Although pressure and temperature are the key factors that control the kinetics 
of reversible decompositions, there are a number of other factors that may play an 
important role. For example, attaining global equilibrium can be complicated by 

α

α

Fig. 4.43  Eα dependencies 
for the thermal dehydration 
of calcium oxalate monohy-
drate under nitrogen. (Data 
from Masuda et al. [122], 
squares; Urbanovici and 
Segal [121], stars; Vyazovkin 
[22], circles; and Elder [114], 
pentagons)
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temporary local equilibria that occur in the vicinity of the solid surface. The effect 
can be especially strong when the solid reactants or products have a large surface 
area. This is quite common in porous solids or fine powders. In these systems, 
gaseous products can participate multiple times in reverse and forward reactions 
before they permanently leave the solid phase. Local equilibria may also depend on 
the type of a purge gas, its flow rate, and the way it is delivered to the sample. In 
addition, they may be affected by size and shape of the sample pans. The removal of 
gaseous products is much more efficient from the pans of smaller height and larger 
diameter. The bottom line is that the general trends discussed earlier provide but 
general guidelines for understanding the kinetics of reversible decomposition. Nev-
ertheless, the effects actually observed can be diminished or enhanced by a variety 
of specific factors that should also be taken into consideration.

Reactivity of solids is strongly affected by imperfections or defects of the crys-
talline lattice that are naturally formed during synthesis and processing. The most 
drastic imperfection of any crystalline lattice is its surface. The structure of the 
surface is unavoidably different from that of the bulk. The surface layer species 
(atoms, ions, molecules) are surrounded by and, thus, bound to fewer neighbors 
than their bulk counterparts. To satisfy uncompensated chemical bonds, the surface 
species undergo drastic spatial rearrangements [125]. A vivid example is the bond-
length contraction, i.e., shortening the interlayer spacing between the topmost and 
the second layer. The resulting surface tension imposes significant stress on chemi-
cal bonds of the surface layer species. Significant stress is concentrated also in other 
lattice defects (kinks, ledges, dislocations, etc.) primarily located on the surface. 
The mechanically stressed species included in the structural defects possess higher 
energy and are more reactive.

The respective increase in the reactivity can be formalized by using the kinetic 
theory of the strength of solids developed by Zhurkov [126, 127]:

 
(4.90)

where τ is the lifetime of a solid, τ0 is the preexponential factor, E is the activation 
energy required to break a chemical bond, σ is the mechanical stress, and a is the 
coefficient that characterizes conversion of the stress to energy. While developed to 
describe the mechanical fracture of solids, the theory sets forth an important idea of 
coupling two different reaction stimuli, thermal and mechanical. They are respec-
tively represented by two different components of the overall effective activation 
energy, E and aσ, in Eq. 4.90. Clearly, the larger the stress, the smaller the overall 
energy barrier and the faster a solid breaks or decomposes. The stress term lowers 
the energy barrier by increasing the energy of the solid reactant.

Because the surface is the most defective part of a solid, an increase in the sur-
face area generally increases the reactivity of solid reactants. The surface to volume 
ratio is increased effectively by decreasing the size of solid reactant particles. Typi-
cally, it takes a significant change in the particle size to reveal its effect on the rate 
and activation energy of decomposition. For example, a decrease in the average par-
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ticle size of potassium iodate from ~ 140 to 70 µm causes about 5 % increase in the 
rate constants and no systematic change in the isoconversional activation energy of 
decomposition [128]. Nevertheless, the effect on the rate and activation energy can 
be quite dramatic when the particle size is reduced significantly, especially to nano-
meter dimensions. This is illustrated in Fig. 4.44 that presents the isoconversional 
values of the activation energy estimated for the thermal decomposition of calcium 
carbonate nanoparticles [129]. It is seen that for decomposition of the larger-size 
(~ 88 nm) nanoparticles the Eα values are practically independent of α and average 
to ~ 180 kJ mol− 1 that is quite similar to what is observed (Fig. 4.42) for decompo-
sition of regular microparticles. However, as the particle size is brought down to 
36 nm, the effective activation energy drops below 140 kJ mol− 1.

The defects of the crystalline structure can be induced by mechanical treatment 
of solid reactants, e.g., by grinding. The stress field produced by mechanical treat-
ment is relaxed by the solid via a number of pathways that include the release of 
heat, creation of new surface, accumulation of the crystalline lattice defects, poly-
morphic transitions, amorphization, and chemical reactions [130]. The creation of a 
new surface is possible as long as solid particles continue to break. As the particles 
approach a certain minimum size, the solid undergoes a transition from the brittle to 
ductile state and, as a result, can only undergo plastic deformation [131]. The latter 
gives rise to various crystalline defects that include dislocations as well as vacan-
cies and interstitial ions in the crystalline lattice [130].

It is important to recognize that the phase transitions and chemical reactions can 
be initiated by simple manual grinding [132, 133]. Thus, one should be mindful of 
this ubiquitous procedure as a factor affecting the reactivity of a solid. The use of a 
more intense mechanical treatment such as high-energy ball milling can lead to the 
massive creation of defects, which is the purpose of mechanical activation of solids. 
This activation usually results in a significant decrease in the activation energy of 
the reaction involving the solids [130]. An illustration of this effect is the thermal 

α

α

Fig. 4.44  Isoconversional 
activation energies for the 
thermal decomposition of 
calcium carbonate powders of 
different particle size ([129])
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decomposition of the mineral alunite, whose chemical formula is KAl3(SO4)2(OH)6. 
Alunite decomposes in two consecutive steps that respectively represent dehydra-
tion and desulfation [134]. Figure 4.45 compares the Eα dependencies estimated 
for both processes in regular and mechanically activated alunite. It is seen that the 
activation energy of either dehydration or desulfation is much lower in the mechani-
cally activated sample.

Solids can also be activated by exposure to different types of electromagnetic 
radiation, including visible and ultraviolet light as well as X- and γ-rays. Interaction 
of the radiation photons with ionic solids leads to bond breaking and the creation 
of various defects in the crystalline lattice [135]. As a result, the solid almost uni-
versally becomes more reactive and the activation energy of decomposition drops 
[92–94]. By way of example, Fig. 4.46 demonstrates the effect of pretreatment of 

α

α

Fig. 4.46  Isoconversional 
activation energies deter-
mined for the thermal 
decomposition of strontium 
nitrate [136]. Solid symbols 
represent the untreated 
sample. Open symbols 
correspond to the samples 
exposed to different doses 
of 60Co γ-radiation ( squares: 
0.5 MGy; stars: 1.5 MGy; 
hexagons: 2.5 MGy)

 

α

α

Fig. 4.45  The Eα depen-
dencies estimated by an 
isoconversional method for 
the thermal decomposition of 
alunite [134]. Solid sym-
bols correspond to regular 
(not activated) sample, and 
open symbols to the sample 
mechanically activated by 
high energy ball milling. 
Squares and circles, respec-
tively, represent dehydration 
and desulfation steps
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strontium nitrate with γ-radiation on the isoconversional activation energy of the 
thermal decomposition of this compound [136]. As typically is the case, the ir-
radiated samples demonstrate lower activation energy than the untreated ones. The 
activation energy obviously decreases with increase in the radiation dose.

The reactivity of a solid may also be affected by its phase state. Many solids can 
exist in more than one crystalline form (polymorph; see Sect. 3.8). In this case, a 
solid compound can be thermally decomposed in different crystalline forms as long 
as the temperature of the transition between two polymorphs lies within the decom-
position temperature range of the compound. It is also possible when a crystalline 
compound can be prepared in the form of stable and metastable polymorphs that 
can exist in the temperature range of decomposition. Although solid polymorphs 
of the same compound have the same molecular composition, they have different 
crystalline lattices and thus different distances between the atoms. A change in the 
interatomic distances may affect appreciably the chemical bond strength and, thus, 
the chemical reactivity of a solid.

For example, ferrous oxalate dihydrate (FeC2O4⋅2H2O) can be prepared in the 
form of α- and β- polymorphs. Dehydration of the α-polymorph has been found 
[137] to occur at ~ 15 °C higher temperature relative to the β-polymorph. The ap-
plication of an isoconversional method to the dehydration data indicates (Fig. 4.47) 
that in the α-polymorph the process occurs with larger average activation energy 
(133 ± 7 kJ mol− 1) than in the β-polymorph (117 ± 4 kJ mol− 1). Further kinetic analy-
sis has demonstrated [137] that the reaction models and preexponential factors are 
also respectively different for the two polymorphs.

Another important phase change that can occur during decomposition of solids 
is melting. Normally, melting causes acceleration of decomposition. Bawn [138] 
proposed that the acceleration may be associated with the fact that the activation 
energy of the liquid-state process is smaller than that for the solid-state process. The 
reasoning was as follows [138]: Considering that the temperature dependence of the 
reaction rate obeys the Arrhenius equation, one can write:
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Fig. 4.47  Dependence of 
the activation energy on 
conversion for the thermal 
dehydration of the α- and 
β- polymorphs of ferrous 
oxalate dihydrate. (Repro-
duced from Ogasawara and 
Koga [137] with permission 
of ACS)
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where the subscripts l and s represent, respectively, the liquid- and solid-state pro-
cesses. Then the difference between Es and El should be equal to the enthalpy of 
melting, ∆Hm. Assuming that Al ≈ As and taking into account that for many organic 
solids ∆Hm is about 5 kcal mol− 1, the ratio of kl/ks at 100 °C should be expected to 
be around 800.

However, one should take notice of two important facts [138]. First is that the 
experimentally measured kl/ks ratios are commonly found to be no more than a 
few decades. Second, the Es and El values are frequently determined to be insigni-
ficantly different, as should be expected considering the typically small values of 
∆Hm. Extensive recent work [139] on the thermal decomposition of solid explosives 
also suggests that the Es and El values are usually equal within the experimental 
error limits. An example of isoconversional evaluation of the activation energies 
for the solid- and liquid-state process is a study of the thermal decomposition of 
hexanitrostilbene [140]. At slow heating rates (≤ 0.4 °C min− 1), the process can be 
carried out below the melting point of the compound, i.e., in the solid state, whereas 
at faster heating rates (≥ 2.5 °C min− 1) it takes place in the liquid state. The applica-
tion of an isoconversional method to the solid-state decomposition yields activation 
energy around 200 kJ mol− 1. For the liquid-state process, the isoconversional acti-
vation energy appears to be only marginally smaller than this value.

It should be kept in mind that when the activation energy decreases significantly 
in the liquid state, it can be a sign of change in the reaction mechanism. For instance, 
unimolecular decomposition can become bimolecular. Also, the acceleration does 
not have to be linked uniquely to a decrease in the energy barrier. The rate increase 
can be associated with an increase in the frequency of intermolecular collisions and, 
thus, with a larger value of the preexponential factor in the liquid state. Last but not 
least, the reaction does not have to accelerate on transition from the solid to liquid 
state. As a matter of fact, there are many reactions that proceed faster in the solid 
than liquid state [141, 142]. Ultimately, the size and sign of the effect of the phase 
transition on the reaction rate depends on the reaction mechanism.

A good example of a reaction whose rate remains practically unaffected by a phase 
transition is the thermal decomposition of ammonium nitrate [143]. The compound 
melts at 169.5 °C [102] and can be decomposed isothermally below and above this 
temperature, i.e., in the solid and liquid state, respectively. Isoconversional analysis 
of the isothermal data on solid- and liquid-state decomposition yields the Eα depen-
dencies displayed in Fig. 4.48. It is seen that for the most part of the process the 
activation energies for the solid- and liquid-state decomposition are nearly identical. 
Of course, one cannot expect any significant difference in the Es and El values be-
cause the enthalpy of ammonium nitrate melting is only 6.4 kJ mol− 1 [144]. Further 
kinetic analysis suggests [143] that in both liquid and solid state the decomposi-
tion obeys the same reaction model, which is the model of a contracting cylinder 
(N12 in Table 1.1). The rate constants estimated for the liquid- and solid-state pro-
cess fall on a single Arrhenius plot presented in Fig. 4.49. The respective values of 
the activation energy and preexponential factor are: E = 92 ± 6 kJ mol− 1 and log( A/
min− 1) = 9.0 ± 0.6. That is, both liquid- and solid-state decomposition of ammonium 
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nitrate are described by the same kinetic triplet. Note that under nonisothermal con-
ditions the process starts in the solid but ends in the liquid state. However, melting 
that occurs in the initial stages of the process does not affect the isoconversional 
values of the activation energy. They remain practically constant throughout the 
process and average to 93 ± 1 kJ mol− 1 [143].

The absence of a difference in the kinetic triplets for the liquid- and solid-state 
decomposition of ammonium nitrate appears to be due to the fact that the process 
follows the mechanism of dissociative sublimation/vaporization [143]. In the solid 
state, the rate of this process is determined by the surface to volume ratio of solid 
particles. Melting of the particles turns them into droplets but the surface to volume 
ratio remains practically the same. Therefore, the process rate remains unaffected 
by melting.

 α
α

Fig. 4.48  Isoconversional 
activation energies evaluated 
for isothermal decomposi-
tion of ammonium nitrate in 
the solid and liquid states. 
(Adapted from Vyazovkin 
et al. [143] with permission 
of ACS)

 

Fig. 4.49  Single Arrhenius 
plot fits both solid- and 
liquid-state data on the 
thermal decomposition of 
ammonium nitrate. (Adapted 
from Vyazovkin et al. [143] 
with permission of ACS)
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To conclude the book I would like to share some thoughts on the present status of 
the isoconversional kinetics and its future progress and challenges. Without a doubt, 
isoconversional methods currently present the major computational technique for 
exploring the kinetics of thermally stimulated processes. It should be noted that 
isoconversional methods started making a significant impact only about a decade 
ago. A descriptive picture can be obtained by comparing the numbers of citations to 
the three most popular isoconversional methods [1–4] with the three most popular 
single-heating rate methods [5–7]. The numbers shown in Fig. 5.1a indicate that 
the community started to prefer the isoconversional methods to the single-heating-
rate ones only past 2004. Apparently, the change was inspired by the results of the 
International Confederation of Thermal Analysis and Calorimetry (ICTAC) 2000 
Kinetic Project that officially recognized the deficiency of the single-heating-rate 
kinetic analyses [8–11].

The data also indicate (Fig. 5.1a) that the gap between the isoconversional and 
single-heating-rate methods is growing, although not fast enough. For example, 
when considering the six aforementioned highly popular methods, the citations to 
the single-heating-rate methods presently appear to be about one third of the total 
number of the citations (Fig. 5.1b). The actual fraction may be somewhat smaller 
because there are a number of newer isoconversional methods not included in the 
estimate. Nonetheless, it is quite unsettling to realize that 20–30 % of kinetic results 
reported in the current literature are still produced by single-heating-rate methods 
which are known to be flawed computationally and incapable of producing reli-
able kinetic data. While not exactly a problem of the isoconversional kinetics, the 
thermal analysis community at large definitely faces a challenge to convince the 
remaining devotees of the single-heating-rate methods to abandon their atavistic 
ways.

It is no secret that nowadays most of the isoconversional kinetics computations 
are conducted by the integral methods. Analysis of the literature citations to the 
integral isoconversional methods reveals another curious detail. The majority of 
workers prefer to use computationally outdated methods of Ozawa [2] and Flynn 

Since no one knows the future, who can tell someone else what 
is to come? 
 Ecclesiastes 8:7
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and Wall [3, 4] to significantly more accurate methods discussed in Sect. 2.1.2. It 
is even more surprising that these crude methods are preferred to the methods of 
Starink [12] and of Kissinger–Akahira–Sunose [13] that are just as simple compu-
tationally but yield markedly more accurate results. Analysis of the citation data for 
these four methods is shown in Fig. 5.2. It is seen that among these four methods 
the fraction of Ozawa and Flynn–Wall methods steadily decreases but still remains 
at remarkably high 80 %. The need for broader use of the more accurate methods 
was strenuously emphasized in the ICTAC 2011 recommendations [14]. Certainly, 
further efforts are required to promote modern integral methods.

Closely related is the problem of promoting the isoconversional methods that can 
properly account for variation in the activation energy and are applicable to arbitrary 
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temperature programs, including cooling. This is accomplishable by employing the 
good old method of Friedman as well as flexible integral methods (Sect. 2.1.2). 
Again, we can estimate the use of such methods by analyzing the literature citations. 
Of the flexible integral methods, so far only the Vyazovkin method [15] has gener-
ated significant number of citations. The fraction of citations to the Vyazovkin and 
Friedman methods among the total number of citations to these two methods and 
the four rigid integral methods (Ozawa, Flynn–Wall, Kissinger–Akahira–Sunose, 
and Starink) is still less than one third (Fig. 5.3). Although in many situations the 
use of the Friedman and flexible integral methods may not be necessary, it is impor-
tant to continue reiterating the message of the ICTAC 2011 recommendations [14] 
that in certain cases it is mandatory. Such cases include the situations when data 
collected on cooling as well as when the sample temperature deviates significantly 
from the program temperature.

However important, the problems associated with computations only partially 
determine the progress of the isoconversional kinetics. For the most part, the prog-
ress has been and will be defined by searching and finding the links between the 
variation of the effective activation energy and the process mechanism. In this book, 
I have given many examples of how such links can be established for a variety of 
physical and chemical processes. In the area of chemical processes, such links have 
been explored successfully for years. On the other hand, the isoconversional kinet-
ics of physical processes (phase transitions) is yet largely unchartered territory. That 
is why much of my effort in this book has been focused on this particular topic. 
Although this field is full of theoretical and experimental challenges, I believe that 
in the future, the kinetic exploration of physical processes will provide the biggest 
contribution to the progress of the isoconversional kinetics.
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C
Calcium
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oxalate, 21, 32, 36, 219
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Ceiling temperature, 165, 194, 195
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Cure incomplete, 188, 189
Curie temperature, 21

D
Diffusion, 15, 16
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kinetics, 167
models, 7, 47
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DiBenedetto, 182
Gibbs-Thomson, 111, 116, 128
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Isoconversional
predictions, see Model-free predictions
principle, 9, 12
treatment, 69, 78, 88
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Kinetic

predictions, 51, 57
regime, 170, 186
triplet, 8, 11, 41

Kinetics
diffusion, 167
model-free, 8, 10, 54
relaxation, 75, 76

Kirshhoff law, 70

L
Lifetime, 52, 53, 55, 56, 58

M
Maltitol, 88–92
Mean value theorem, 37, 38
Metastable

liquids, 64
phase, 127
state, 121, 123

Method
differential, 11
flexible integral, 33–35, 39, 235
Flynn and Wall, 29, 30, 32, 52, 53
Friedman, 11, 29, 31, 36, 41, 106, 173
Kissinger, 103, 114
Kissinger-Akahira-Sunose, 32, 33, 39, 40, 
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Ortega, 38, 39
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Popescu, 37, 38
rigid integral, 33–35, 106
Starink, 30, 32, 235
Vyazovkin, 31, 33, 37

Methylcellulose, 138, 141
Methyl salicilate, 71
Model

autocatalytic, 7
Avrami, 103
Avrami-Eroffev, 7, 44, 49
contracting cylinder, 224
contracting sphere, 69, 203
first-order, 203
Lumry-Eyring, 149–151
random scission, 204–206
reaction order, 3, 7, 189
Sestak-Berggren, 46, 204
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zero-order, 45, 69

Model-fitting
computations, 51
procedure, 8

Model-free predictions, 53, 55

N
Nanocomposite, 75, 93, 201, 202
Nedocromil sodium trihydrate, 45
Nickel nitrate, 49, 50
Nucleation

crystallization, 1, 2, 39, 96, 99–101
decomposition, 1, 223
heterogeneous, 75, 101, 117
homogeneous, 3, 5, 101
melting, 2, 21
solids, 207

P
Phase transition

first order, 65, 118, 123
Phase transition second order, 65, 66, 118



239Index

Poly(butylene terephthalate), 205
Poly(ε-caprolactone), 110, 114, 173, 174
Poly(cyanobiphenyl ethylacrylate), 87
Polyethylene, 115, 195, 197
Poly(ethylene 2,6-naphthalate), 53, 82
Poly(ethylene terephthalate), 82, 93, 107, 110, 

114
Polymethacrylic acid, 134
Polymethacrylonitrile, 195
Poly(methyl methacrylate), 93, 195, 197
Poly(n-butyl methacrylate), 82
Polypropylene, 195, 197
Polystyrene, 75, 89, 175
Polytetrafluoroethylene, 195
Poly(trimethylene terephthalate), 102, 103
Poly(vinyl chloride), 82, 195
Poly(vinyl pyrrolidone), 82
Poly(α-methylstyrene), 195
Pressure

effect, 20, 51
partial, 63

Process
alpha-, 76, 78
beta-, 92
cooperative, 91
Johari-Goldstein, 76, 91
noncooperative, 76, 93

p-Xylylene, 176, 177

S
Solubility, 125–127, 130, 138
Strontium nitrate, 222, 223
Sucrose inversion, 18
Supercooled liquid, 64, 74, 85, 99
Supersaturation, 127–129
Syneresis, 132

T
Temperature integral, 30, 32, 35, 39, 48, 53
Thermal

crystallization, 108
denaturation, 151–153
diffusivity, 21

Time-temperature-transformation (TTT) cure 
diagram, 181

Triethylamine, 130, 131

U
Unstable state, 127
Ursodeoxycholic acid, 93

V
Variability parameter, 83
Viscosity, 15, 140, 172, 187
Vitrification, 169–171, 175, 192

W
Water, 72, 131, 136, 152
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